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Abstract

Barium is one of the best ions for performing quantum information in a trapped-ion sys-
tem. Its long-lived metastable D5/2 state allows for some interesting quantum operations,
including the current best state preparation and measurement fidelity in qubits. This
metastable state also opens up the possibility of implementing higher-dimensional qudits
instead of qubits. However, installing a barium metal source in a vacuum chamber has
shown to be somewhat of a challenge. Here, we present a loading technique which uses
a barium chloride source instead, making it much easier to install. Laser ablation with a
high-energy pulsed laser is used to generate neutral atoms, and a two-step photoionization
technique is used to selectively load different isotopes of barium in our ion trap. The pro-
cess of laser ablation and the plume of atoms it generates are characterized, informing us on
how to best load ions. Loading is achieved, and selectivity of our method is demonstrated,
giving us a reliable way to load 138Ba+ and 137Ba+ ions. The quadrupole transition into
the metastable D5/2 state is investigated, with all of the individual transitions successfully
found and characterized for 138Ba+ and 137Ba+. Coherent operations are performed on
these transitions, allowing us to use them to define a 13-level qudit, on which we perform
a state preparation and measurement experiment. The main error source in operations
using this transition is identified to be magnetic field noise, and so we present attempts
at mitigating this noise. An ac-line noise compensation method is used, which marginally
improved the coherence time of the quadrupole transitions, and an additional method of
using permanent magnets is proposed for future work. These efforts will help to make
trapping barium more reliable, making it an even more attractive option for trapped ion
systems. The state preparation and measurement results using the quadrupole transition
to the long-lived metastable D5/2 state establish barium as an interesting platform for
performing high-dimensional qudit quantum computing.
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Chapter 1

Introduction

Trapped ions have proven to be extremely useful for a broad range of fields in physics,
chemistry, and quantum information [1–3]. They are a crucial tool, allowing for very pre-
cise control of quantum states, simulation of quantum systems and precise measurements
of atomic properties. Researchers used ion traps early on to do mass spectroscopy exper-
iments, and today ion traps are highly valuable tools in mass spectroscopy [1] because of
their sensitivity and control. Ion traps have also always been used for metrology, especially
as an atomic clock [4], with some of the best frequency standards coming from ions [5].
Quantum information using trapped ions came a bit later, but it has since become one of
the primary fields using trapped ions. As a quantum information platform, trapped ions
have some of the best fidelities in single qubit operations [6], entangling operations [7],
and measurements [8]. Their gate-time to coherence time ratio is unmatched by any other
quantum information platform [2].

Ions are quite simple, made up of a single atom with either extra or missing electrons.
The charged nature of an ion makes it quite easy to push and pull, and to confine. Every
ion of its kind is exactly the same in terms of frequencies, transition strengths, couplings
with other atoms, etc. It’s very easy to generate a large number of trappable ions by just
heating up or vaporizing a sample. All of these advantages make ions quite easy to trap
and to work with.

Typically, ions are picked from the alkaline earth metals column of the periodic table
(Figure 1.1). These ions will have a closed shell and a single valence electron, and this
electron is the primary thing we focus on within the trapped ion. This electron can be
excited to different energy levels using lasers of different frequency. These energy levels can
be used for doing all kinds of interesting things, such as fluorescing and imaging the ion,
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measuring extremely precise frequencies, performing quantum oscillations, and creating
entanglement. In quantum information, we use this electron as our quantum information
carrier. If we trap multiple ions in a single trap, they all share motional modes and we can
use electron transitions to entangle ions through these motional modes.

Figure 1.1: The periodic table: the most commonly used ions are shaded. Yellow-shaded
elements are the alkaline metals, which have very simple electronic energy structures.

Trapped ions are especially interesting for applications in quantum information, which
utilizes their quantum properties to perform algorithms which could in principle be faster
than possible on any classical computer. The first of these quantum properties is superpo-
sition, an effect where the state of a qubit can be found in either the |0⟩ or the |1⟩ state
with some probability. This strange probabilistic nature of qubits allows one to essentially
try many possible configurations of the qubits at once. When you measure a qubit, how-
ever, it is forced to collapse into one of the states. So to take advantage of superposition,
algorithms are designed such that the correct answers constructively interfere and wrong
answers destructively interfere. Experiments must also be performed many times to build
statistics and infer the actual quantum states.

The other quantum property which quantum computers take advantage of is quantum
entanglement. Two particles are entangled if their quantum states are correlated with one
another such that their individual quantum states cannot possibly be described indepen-
dently. It is kind of like a superposition between separate qubits. An entangled quantum
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state of two qubits a and b might look like the maximally entangled bell states:

|Ψ±⟩ = (|0⟩a|0⟩b ± |1⟩a|1⟩b) /
√
2, (1.1)

or
|Φ±⟩ = (|0⟩a|1⟩b ± |1⟩a|0⟩b) /

√
2. (1.2)

These states cannot be factored out into terms containing only one of the qubits. If you
were to measure one the qubits, the other would necessarily immediately collapse into the
same (for |Ψ±⟩) or opposite (for |Φ±⟩) state, even if they were physically separated by
a long distance. Entanglement is crucial for building controlled-not gates and quantum
Fourier transform operations [9] in quantum computation, and is also a useful feature for
ancilla qubit readout in quantum error correction schemes [10,11].

Trapped ions have thus far been extremely successful at utilizing these quantum proper-
ties of the electron to create quantum gates for quantum computation. In terms of fidelities,
single qubit gate operations in ions can be performed with on the order of 1×10−6 error [6],
and entangling operations can have on the order of 1×10−3 error [7,12]. Using the common
ion trap motional mode for entanglement makes it a fully connected system, which in prin-
ciple, allows any pair of ions in a chain able to be entangled. With more complicated trap
electrode setups, you can also shuttle ions around and do a myriad of useful operations to
help improve and scale up quantum computation [13]. State preparation and measurement
(SPAM) in trapped ions is equally impressive, with the record recently being set at under
1× 10−4 error [8]. Not only are the operations quite high fidelity, the coherence times can
be quite long compared to the operation times, allowing for many quantum operations to
be performed in a single quantum computation even without error correction [2]. All of
these impressive results make trapped ions one of the leading contenders as a platform for
quantum computing.

While trapped ions have a lot of very attractive features, one of the outstanding chal-
lenges today is scaling to higher numbers of ions to perform useful algorithms and imple-
ment fault-tolerant error correction. In order for any quantum computer to be useful for
solving problems better than a regular computer, many thousands of qubits are needed.
In addition, to avoid debilitating errors building up during the computation, each of these
qubits needs many additional qubits for performing fault-tolerant error correction. These
quantum operations need to be performed on thousands and thousands of individual ions
and some of these ions need to be individually read out during the computation [2]. Cur-
rently, individual ion traps are limited to on the order of 100 ions, with a limit of around
50 of them for individual control and addressing. In order to solve this scaling problem
in trapped ions, there are many approaches being explored. These include using ion traps
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with many different zones, allowing for shuttling ions and chains around, and building net-
works of ion traps and using photon entanglement to allow them to communicate. Another
less explored option is to utilize more of the computational space already available within
the trapped ions, making what’s called a qudit, a d-dimensional quantum information car-
rier. As the qudit dimension is increased, the computational space dramatically increases;
with n qudits of dimension d, the computational space increases as dn.

Beyond the scaling argument for using qudits, there are also some algorithmic advan-
tages that come with using qudits instead of qubits. Some algorithms, such as the Toffoli
gate, can be done using half [14] the number of two-qutrit gates compared to the tradi-
tional method using two-qubit gates, and generalized N -controlled Toffoli gates can be
implemented with a 70× reduction [15] in qutrit gates compared to the number of qubit
gates. This improved efficiency has been shown to occur in many other kinds of quantum
gates and algorithms as well [16]. Quantum phase estimation can also be performed using
roughly half the number of qudits than qubits for some examples [17]. Algorithms which
aim to simulate higher-dimensional quantum systems intuitively can be much better by
using qudits [18,19].

Qudits also seem to be advantageous in terms of quantum error correction. The simplest
way is through simpler gate implementations such as the Toffoli gate mentioned previously
[16]; this gate is very frequently featured as a part of error correcting protocols. Many
studies have indicated that error correction thresholds become more favorable for higher
dimensional qudit computation [20–23]. Magic-state distillation, a crucial but often difficult
procedure used in many error correction protocols, can also be improved by using higher
dimensions [21, 24]. Therefore, fault-tolerant quantum computing for qudits may be able
to sustain a higher error rate than for qubits.

The most used ions all have a similar energy structure for the valence electron as shown
in Figure 1.2, with a ground state S and some P and D states at higher energies. The
electron prefers to be in the lowest ground S state, which effectively has an infinite lifetime,
while the higher energy states are much shorter-lived. The P states have lifetimes on the
order of nanoseconds and theD states have lifetimes on the order of milliseconds to seconds.
The electron can be driven from the ground to P states via dipole transition using lasers,
from which it very quickly decays into lower energy states. To prevent the electron getting
stuck in the longer lived D states, repump lasers are used to drive back to the P states.
Fluorescence of the dipole transitions can be measured by imaging systems to actually see
and measure the ions. A qubit is most commonly defined within two of the ground state
levels. The qubit state can be prepared by driving dipole transitions in such a way that
the electron eventually ends up in a known prepared state. The state of a qubit can be
discerned by driving fluorescence transitions only resonant with one of the qubit states.
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S1/2

P1/2

P3/2

D3/2

D5/2

Figure 1.2: Typical energy structure of a trapped ion. The P states have on the order of
nanosecond lifetimes and the D states have on the order of second lifetimes.

Single qubit operations are performed using either microwaves directly between the qubit
states, or Raman two-photon transitions via the intermediate P states. Entanglement can
be done by driving several Raman transitions with detunings such that motional modes of
the ion chain are at least partially excited.

One of the most commonly used ions is the alkaline metal barium [8, 25–30]. Barium
is quite useful for several reasons. Many of its electronic transitions have frequencies in
the visible range, making it relatively easier to align and find optical components such as
fibers. Even the Raman laser used for barium is well in the visible range at 532 nm. The
D5/2 energy level in barium is especially useful, with its very long lifetime [31] of 35 s. This
particularly long lifetime of the D5/2 state in barium is one strong reason for why we choose
to use it as a qudit.

When defining a qubit in a trapped ion, we are often ignoring and trying to avoid the
abundance of other states also present. In hyperfine (HF) qudits, there are often four or
more states within the ground state alone, and ten or more states in the long-lived D states
(D3/2 states are not used because of the need to flush it during SPAM). These additional
states can be used to increase the computational space of a single ion as a qudit. Single
qudit gates can be straightforwardly generalized using pulses between individual sets of
qudit levels. Any d-dimensional single qudit unitary can be generated by sequences of
such pulses, as shown in Reference [32]. Entangling gates can also be generalized from the
qubit versions [33,34]. Because of the additional states being utilized, one must be a little
more careful with how measurements are performed on qudits. As different qudit states
are measured, the D5/2 metastable level can be used to store the remaining qudit states,
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Figure 1.3: Some examples of qudits. Different levels within each F state are Zeeman
levels mF , which have different energies depending on the applied magnetic field. (a) A
5-level qudit encoding in an I = 3/2 (nuclear spin) electronic ground state. (b) A 4-level
qudit encoding in an I = 3/2 electronic ground state, used to make two qubits from a
single information carrier, a ququart.

allowing for discrimination between all of them and giving the ability to perform a full
measurement.

One could use the HF states as the computational states of a qudit in many different
ways, with some examples shown in Figure 1.3. There are lots of states to choose from,
with a total of eight states within the ground manifold. In addition, one could imagine
using a single ion to define two qubits, called a ququart [35] (Figure 1.3(b)). Finally, the
metastable states in the D5/2 level can be used to further increase the dimensionality of
a qudit [33–38]. In this work, we use the isotope 137Ba+ to demonstrate this. We choose
this isotope because it has a nuclear spin of 3/2, giving us an abundance of energy states
to work with: a total of 32 energy states in the S1/2 and the D5/2 levels.
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1.1 Thesis outline

The overall structure of the thesis is as follows. Chapter 2 gives some background on
trapped ions and quantum computation. After giving a background of everything, I present
our results, with Chapter 3 showing our successful ion loading using laser ablation and
photoionization. Next, the results of our 13-level qudit measurement are given in Chapter
4. Finally, some initial results on magnetic field compensation are presented in Chapter 5
before a brief conclusion in Chapter 6.

This thesis begins in Chapter 2 by going into a lot of the background behind this work.
This includes how trapped ion systems (specifically Paul traps) are able to trap individual
ions so that they can be used as a qubit. Next, I discuss barium ions, the chosen ion for
our lab, and why they are a good choice to work with. I give some details on how this ion
can be addressed in a trapped ion system.

With the qubit platform of barium ions chosen, I then discuss how we can use it for
quantum computation. First, a discussion on how we use trapped ions for performing
quantum computation operations is presented. All of the steps necessary for doing full
quantum computation with ions are laid out here, including how we define the qubit,
coherence, SPAM, and single- and two-qubit gates. Our lab is interested in extending the
idea of a qubit further by using qudits instead. I discuss how we can do all of the necessary
quantum computation operations with qudits in trapped ions. The work developing these
operations [33] was one of our lab’s first publications in 2020, and was a joint co-authorship
between myself and Pei Jiang Low. In Section 2.2, I start going into the specifics of our
trap apparatus. First I give details about our ion trap and the optics/lasers used in our
lab. Specifics on which devices and control systems we use, optics paths, and details on
which transitions we drive are presented here. A lot more details about how this all was
brought up can be found in my master’s thesis [39] from 2019.

In Chapter 3, I give details on the project of loading ions in our apparatus. First, I give
a general background of the different ways in which ion traps are typically loaded. The
different options for producing atoms are presented and advantages and disadvantages are
weighed. Next, our specific ablation loading technique using a 532 nm pulsed laser and a
BaCl2 target is discussed. Details about what kind of target we use, which laser we use to
ablate, and how we brought up this laser are given. Finally, I talk about the different ways
of turning the things we ablate into trappable ions. General methods are mentioned, but
we quickly move into the details of the method we use: resonance enhanced multi-photon
photo-ionization (REMPI) with 554 nm and 405 nm lasers.

Section 3.2 presents the details of how we do ablation, and the results from character-
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izing the ablation, loading rates, and our selectivity results. First, the ablation itself is
characterized, the process of getting a new spot to work is given, and the plume generated
from ablation is characterized. Following that, I show that the method works for loading
ions and present loading rates. In the final part of this chapter, I discuss how well we were
able to selectively load different isotopes of barium using our REMPI ionization method.
I was the first author in the publication of these results in 2022 [40].

Chapter 4 presents on the qudit measurement results we achieved with up to a 13-
level qudit. First, the general information on the main transition featured (using the
1762 nm laser) is given, with the laser system, laser paths, and optics discussed in detail.
Quadrupole transition information is given, with specifics to our 1762 nm transition pre-
sented, including the expected transition strengths and electronic energy structure. With
the requisite background and theoretical information given, Section 4.2 shows how we were
able to find all of the many transition frequencies in 138Ba+ and 137Ba+. Coherent op-
erations are shown, including Rabi oscillations and Ramsey sequences, and methods for
calibrating the transition frequencies and π-times. In the final part of the chapter, Section
4.3 presents our SPAM results, with 3- and 6-level qudit measurements in 138Ba+ and a
13-level qudit measurement in 137Ba+. These results were released as a working paper in
2023, with Pei Jiang Low as first author and myself as the second author [37].

The penultimate Chapter 5 gives our initial results towards mitigating magnetic field
noise, which we believe to be the largest error source reducing the fidelities of our shelving
operations. First, a background is given and I discuss why we believe magnetic field noise
is our largest error source. For the remainder of the chapter, two methods to mitigate
this noise are presented: alternating current (AC)-line noise compensation and permanent
magnets. For AC-line noise compensation in Section 5.2, I present initial experimental
results indicating that this particular type of magnetic field noise might not be the main
contributing noise source. In the final section of this chapter (5.3), I show the perma-
nent magnets we plan to install on our trap next to mitigate other magnetic field noise
contributions.

The last chapter (Chapter 6) concludes my thesis by summarizing the overall results
presented and giving an outlook for future experiments and improvements.
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Chapter 2

Background and Apparatus

In this chapter, the background of trapping ions and performing quantum computation on
them as qubits or qudits is presented, and details about our experiment are given. First, I
describe how individual ions can be trapped using electromagnetic fields, and how we can
address them using lasers to make them useful for quantum computation. I justify our use
of the specific ion barium and show how we can trap and address it. A background on
quantum computation in qubits is given. Certain criteria must be met for trapped ions
to be used as a qubit, and I present how these are satisfied. I discuss how we can extend
these ideas to do qudit quantum computation in trapped ions. A detailed description of
our apparatus is given, including information on the ion trap we built, and all of the laser
systems and optics we use to address trapped barium ions. Further details on the building
of the ion trap and optics setups can be found in mine and Pei Jiang Low’s master’s
theses [39, 41].
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2.1 Trapped ions, quantum computing, and qudits -

background

2.1.1 Trapped ions

-Vrf

Vdc

+Vrf

+Vrf

-Vrf Vdc

x (radial)
y (radial)

z (axial)

Figure 2.1: Commonly used ion trap design, the four-rod Paul trap, the type we use in our
experiment. The two sets of diagonal rods have radiofrequency (RF) voltage exactly out
of phase with each other for radial confinement in the x and y directions. The two needles
have a static voltage for confinement axially in the z direction.

Because ions are charged, trapping them is just a matter of using electromagnetic fields
in a way that we create a confining potential for the ion to be trapped in. The potential
at the trap center is

Φ =
Φ0

r20

(
αxx

2 + αyy
2 + αzz

2
)
, (2.1)

where Φ0 is some amplitude for the potential, r0 is the minimum distance from the trap
center to the electrodes, and αi are the coefficients of potential strength in each direction
i ∈ {x, y, z}. Because of Laplace’s equation, ∇Φ = 0, we have

αx + αy + αz = 0, (2.2)

therefore only two of these directions can have confining potentials and one of them must
have an anti-confining potential. In a Paul trap [42–44], this limitation is overcome by
using a time-dependent RF ωrf on four metal rods (see Figure 2.1),

Φ0(t) = V cos(ωrf ), (2.3)

with voltage amplitude V . The RF voltage used is around 100V to 600V peak-to-peak,
and for each set of opposing rods, the RF is exactly out of phase with the RF on the other
pair. The RF is on the order of 20MHz and if you average over time the effective potential
looks like a quadratic potential. In this configuration the oscillating electromagnetic field
in the radial direction is periodically switching between confining and anti-confining along
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the axis between and along the rods, which we call the RF null. This direction is defined to
be the z direction, while x and y are the radial directions. To add confinement in the axial
direction, needles on either side with static voltages on the order of 1V to 200V are used.
Because charge can build up on surfaces surrounding the trap, there can be an overall
static electric field which can push the ion away from the RF null, where the potential is
minimum. This can cause undesirable additional motion of the ion called micromotion,
which can make it harder to perform many quantum operations with the trapped ions. To
move the ion back to the RF null, direct current (DC) voltage offsets are applied to the
rods to cancel out the stray electric field.

An ion at this trap center moves around within the effective quadrupolar potential in
a predictable way. It oscillates at a frequency called the secular frequency,

ωi =
ωrf

2

√
ai +

q2i
2
, (2.4)

which depends on trap geometric factors ai and qi in the respective direction i ∈ {x, y}.
If you trap multiple ions in the same trap, their charges will cause them to push against
each other. Depending on how many you trap and the voltages being applied, they can
line up in a linear chain with their positions not changing in the axial direction. Typically,
around ten ions can be trapped in a linear chain before they start to squeeze each other
off the RF null. These potentials have overall motional modes at certain frequencies in the
radial and axial directions. These motional modes can be used as a bus to entangle the
ions within the chain.

To generate the ions to be trapped, there are several different methods including Joule
heating using an oven, or ablation using a high-power pulsed laser. These methods can
be used to generate ions directly or to create a plume of neutral atoms; an ionization
method can then be applied to generate the ions to be trapped. A major part of this
work (Chapter 3), was to develop and characterize this method in our system, resulting
in a reliable way for us to trap barium ions. The ions generated by these techniques are
usually quite hot; when initially trapped, they are unable to crystallize until they have
been cooled down sufficiently. One of the simplest and most commonly used methods for
doing this is Doppler cooling with a laser driving one of the ion’s dipole transitions. An
ion moving through a laser beam will see the frequency of the laser Doppler shifted by an
amount dependent on the speed v of the ion and the angle θ between the ion velocity and
the laser,

fob = fs

(
1 +

v sin θ

c

)
. (2.5)
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If the ion is moving towards the laser, the frequency will be blue-shifted to a higher
frequency. The laser frequency is set to be red of the transition so that the ion is more
likely to absorb a photon while moving towards the laser; when it does absorb a photon, it
experiences a small momentum kick which slows it down some. The electron will then relax
from the excited state, spontaneously emitting a photon in a random direction and again
causing the ion to feel a small momentum kick in the opposite direction of the emitted
photon. Because absorption preferentially slows the ion down and emitting a photon is
random, the net result is a reduction in the speed and temperature of the ion. This method
can be used to cool a trapped ion down to the Doppler limit on the order of milli-kelvin [45],

TDoppler =
ℏγ
2kB

, (2.6)

where ℏ ≈ 1×10−34 J s is the reduced Planck constant, kB ≈ 1×10−23m2 kg s−2K−2 is the
Boltzmann constant, and γ is the linewidth of the dipole transition (usually on the order
of 100MHz). This limit comes from the random momentum kicks caused by spontaneous
emission. In terms of the motional modes, an ion cooled to the Doppler limit has a phonon
level on the order of n = 10.

2.1.2 Barium ions

Barium is an alkaline metal with atomic number Z = 56 and a total weight of around
140 amu, putting it at middling weight compared to other typically used elements in ion
traps. As a neutral atom, it has a completely closed off inner electron shell, with two
valence electrons in the outer shell. If it sheds one of these valence electrons, it becomes an
ion with a single valence electron, simplifying the atomic physics and control significantly.
When ionized, it has a typical energy structure which is shown in Figures 2.2 and 2.3 for
the two relevant isotopes used in this work, 138Ba+ and 137Ba+. 138Ba is the most abundant
isotope of barium at around 72% of natural barium, while 137Ba is the next most abundant
isotope at 11% (see Table 2.1). 138Ba+ has no nuclear spin, so the electronic structure
is quite simple and it is easier to trap and fluoresce. 137Ba+ on the other hand has a
nuclear spin of I = 3/2, so it has a particularly rich electronic energy structure with the
ground state F = 1 and F = 2 states splitting into 3 and 5 separate levels with an applied
magnetic field. The D5/2 level which we feature in this work is even more rich, with the
four HF levels splitting into 24 separate levels in a magnetic field; although the F ′ = 3 and
F ′ = 4 levels have very close energies so much care is needed when using them.

A 493 nm laser is used to drive the dipole transition between S1/2 ↔ P1/2 to Doppler
cool the ion and cause it to fluoresce; fluorescence can be measured using a photo-multiplier
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mass 138 137 136 135 134 133
abundance 71.7% 11.2% 7.9% 6.6% 2.4% -

I 0 3/2 0 3/2 0 1/2
S∆ - 8GHz 7GHz 10GHz

Table 2.1: Relevant information about the isotopes of barium. 133Ba+ is a synthetic,
radioactive isotope and is not naturally occurring. I is the nuclear spin and S∆ is the
splitting in the S1/2 ground state.
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Figure 2.2: 138Ba+ electronic energy structure.
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Figure 2.3: 137Ba+ electronic energy structure.

tube (PMT) or a camera. The P1/2 state has a ∼ 25% probability of decaying into the
D3/2 (lifetime ∼ 80 s), and so a 650 nm laser is used to drive the dipole transitions D3/2 ↔
P1/2 to keep the electron in the fluorescence cycle. This laser is called the repump laser.
137Ba+ has large splittings in these energy levels, so an electro-optic modulator (EOM) is
used to impart sidebands onto the laser which can drive all of the transitions needed. A
1762 nm stabilized laser can be used to drive different quadrupole transition from S1/2 ↔
D5/2, as demonstrated in Chapter 4. To flush out this state, a 614 nm can be used to drive
the D5/2 ↔ P3/2 dipole transition, from which the ion will decay back into the ground
state. Finally, Raman transitions between the ground states or the D5/2 metastable states
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are typically driven using a 532 nm laser.

2.1.3 Quantum computing

There are many types of problems in mathematics which are classified as NP (nondeter-
ministic polynomial), meaning that efficient algorithms have not yet been found to solve
them on a classical computer. These problems are very difficult for regular computers to
solve because the time and resources required to solve them scale exponential as you go
to higher inputs. One very famous example of an NP problem is finding the prime fac-
tors of an integer. With quantum computers, however, this problem is efficiently solvable.
Something about quantum mechanics gives quantum computers the ability to more easily
solve many problems which would be very difficult on classical computers. In addition to
these obvious algorithmic advantages, many quantum processes can also be much more
easily simulated using the quantum system of a quantum computer. This makes sense:
the weirdness of quantum mechanics can more easily be simulated using other quantum
systems. Because of these discoveries, quantum computing has taken off in recent years,
with industry cropping up around superconducting and trapped ions quantum computing
especially.

0

1

mJ = +1/2

mJ = -1/2

0

1

F = 0

F = 1

F = 2

F = 1

(a) (b) (c)

Figure 2.4: Some examples of qubits. (a) A Zeeman qubit encoded in the mJ states of an
I = 0 ion. (b) A simple HF qubit encoded in the mF clock states of an I = 1/2 ion. (c) A
HF qubit encoded in the mF clock states of an I = 3/2 ion.

In order to build a quantum computer, the following DiVincenzo criteria must be sat-
isfied:

1. Ability to encode basis states. (define a qubit)
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2. Stability of these basis states against decoherence. (the qubit must be coherent
enough to perform many operations)

3. Ability to prepare an initial state (state preparation).

4. Ability to reliably measure out the state in the basis (measurement).

5. Ability to perform arbitrary single-qubit gates (single-qubit gates).

6. Ability to entangle two qubits (two-qubit gates).

In trapped ions, all of these criteria have been met. Most commonly, a qubit is defined
using two of the electronic ground states (see figure 2.4). In Zeeman qubits, these are the
spin up and spin down states. In HF qubits, things get a little bit more complicated. For
ions with nuclear spin I = 1/2, the electronic structure is simpler and there is a natural
choice for the qubit states. The clock states with quantum number m = 0 are chosen
because they both have the least amount of magnetic field sensitivity, resulting in what is
called a clock qubit. With higher nuclear spin such as I = 3/2, the choice is more arbitrary,
but often at least one of the states is chosen as a stretched state (maximum m) because of
the state preparation we will talk about later. It’s also possible to use a metastable state
such as the D5/2 level to encode one or both qubit states to create what’s called an optical
or metastable qubit respectively [46]. Clock qubits in trapped ions can have quite long
coherence times, on the order of seconds to minutes [47]. The main errors limiting Zeeman
qubits and non-clock HF qubits are magnetic field errors coming from the magnetic field
sensitivity of the qubit states. These errors are known and there have been techniques
developed to mitigate them, so these types of qubits should also be able to reach a similar
coherence as clock states [48,49]. This coherence time is already extremely long compared
to the typical gate operation time which is on the order of microseconds; in fact, trapped
ions have a coherence to gate time ratio on the order of a million, which is the best of all
quantum information platforms [2]. This means that for a trapped ion quantum computer
with the best coherence and the best fidelities possible, on the order of a million gates can
be coherently performed.

In clock qubits, state preparation is very easy because of their specific HF structure.
The S1/2 state has HF levels F ∈ {0, 1}, and the P1/2 level also has F ′ ∈ {0, 1} HF levels.
Dipole transitions result in the transition between |S1/2, F = 0⟩ ↔ |P1/2, F

′ = 0⟩ levels to
be forbidden. So to perform state preparation in the F = 0 state, all you have to do is
drive a dipole transition from |S1/2, F = 1⟩ ↔ |P1/2, F

′ = 1⟩. After several cycles, the ion is
very likely to have decayed into the HF ground state F = 0, which has no degeneracy. For
Zeeman and more complex HF qudits, state preparation is not as simple. The easiest way
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Figure 2.5: σ+ or σ− polarized light driving the dipole transition from |S1/2,mJ = ∓1/2⟩ ↔
|P1/2,m

′
J = ±1/2⟩, is used to move the electron population into the mJ = +1/2 or mJ =

−1/2 stretched state respectively. The same scheme can be used to pump into the stretched
states of I > 1/2 ions.

of doing it is to drive transitions into the excited P1/2 level with light which is polarized to
only drive transitions which change the quantum m number in one direction (see Figure
2.5). After driving these transitions for many cycles, the electron will eventually reach
a stretched state with high probability. In this work, we demonstrate this polarization
technique to achieve state preparation with around 1% error. The polarization method
for state preparation is not nearly as high fidelity as the simpler clock qubit method. To
reach similar fidelity state preparation as in a clock qubit, other more complicated methods
involving the quadrupole transition to the D5/2 state can be used [8].

For readout of the qubit state, the I = 1/2 clock qubit again has a very simple proce-
dure. Because of the aforementioned forbidden transition from |S1/2, F = 0⟩ ↔ |P1/2, F

′ =
0⟩, if the |S1/2, F = 1⟩ ↔ |P1/2, F

′ = 0⟩ transition is driven, the ion will never decay into
the |S1/2, F = 0⟩ state. By collecting fluorescence while driving this transition, one can
discriminate between the two qubit levels without them mixing during the measurement.
If the ion is seen as bright, the qubit is known to be in the |S1/2, F = 1⟩ state, otherwise
it is in |S1/2, F = 0⟩. The Zeeman and I > 1/2 HF qubits do not have such a forbidden
rule to take advantage of. Any dipole transitions driven will mix all of the ground state
levels. In order to discriminate between the qubit states, often a quadrupole transition
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Figure 2.6: State readout of a Zeeman or I > 1/2 qubit. (1) Initially, all state population
is in the ground S1/2 state. (2) The |1⟩ state is moved to the D5/2 state to hide it from the
fluorescence lasers. (3) The ion is fluoresced on the S1/2 ↔ P1/2 transition. If fluorescence
is seen, the ion is measured to be in state |0⟩, otherwise it is measured to be in state |1⟩.

to the D5/2 level is utilized (see Figure 2.6). Moving one of the qubit states into this
metastable state allows one to fluoresce the remaining qubit state without disrupting the
stored state [8, 25, 33, 34, 36–39]. This process is called shelving, and it has been used to
demonstrate the best SPAM error (1 × 10−4) of any ion qubit [8]. It can also be used
to create an optical qubit, which uses one of the optical pumping techniques described in
the previous paragraph, and where measurement is simply done by fluorescing the ground
state.

Single qubit operations look very similar for all types of qubits, and there are many
different ways to perform them. The simplest way to perform single qubit gates within the
S1/2 ground level is to direct microwave frequencies of 1GHz to 12GHz at the ion through
a microwave horn. This method is global unless you use magnetic field gradients [50], so
a different method is more often used in order to be able to individually address ions. A
Raman transition is a two-photon transition using the excited states; this effectively creates
a virtual intermediate state which allows for performing coherent operations between states
in the ground level depending on the frequency difference between the two Raman lasers.
The lasers used for Raman transition are typically at either 532 nm or 369 nm, depending
on the specific ion being used. For optical qubits, single qubit gates can easily be performed
by the laser used to shelve. All of these operations can be done in microseconds, and the
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Figure 2.7: (a) A single qubit gate uses a two-photon Raman transition. (b) An entangling
gate uses multiple Raman transitions driving motional modes.

best results have error on the order of 1× 10−5 [6, 7, 51].

Entangling gates can be done with microwaves and magnetic field gradients [52], but
much more often, Raman lasers are used [7]. Two qubits within a chain have shared
motional modes in each direction of confinement. One of these motional modes can be
picked to be used as a bus for correlating the two ions and generating an entangling
operation such as a controlled phase gate (see Figure 2.7(b)). If ω0 is the frequency to
drive a qubit transition directly and ν is the frequency of a motional mode, you set the
two Raman laser frequencies to be ω0 ± (ν + δ), where δ is some small detuning. Driving
the motional sideband in this way causes the ions be displaced from their equilibrium,
following a circular path in phase space; crucially, different qubit states follow opposite
trajectories, and they both return to the origin at the same period. If the Raman lasers
are shined onto the two ions for this period of time, the ions will become entangled through
the motional bus, but their motion will end up being completely decoupled from the mode.
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The resulting state evolution looks like

|00⟩ → |00⟩
|01⟩ → −|01⟩
|10⟩ → −|10⟩
|11⟩ → |11⟩, (2.7)

where a phase is added only when the two qubits are in opposite states. With this operation,
simply adding some single qubit gates results in the more useful z-basis phase gate or the
controlled-not gate. Entangling gates in optical qubits can again use the shelving laser,
however they tend to be much slower. These phase entangling gates using Raman lasers
have been demonstrated in trapped ions with errors on the order of 1 × 10−3. For slower
optical qubits, entangling gates have been demonstrated with errors on the order of 1×10−2.

Satisfying the DiVincenzo requirements above allows one to start doing full quantum
computation, but they are not sufficient to make a quantum computer which can be better
than a classical computer (i.e. solve NP problems). Qubits with high enough fidelities
are also required. Further, even if the fidelities are quite good, an error correction scheme
is still necessary to mitigate the errors caused by decoherence of the qubits. All error
correction schemes involve using extra qubits, or using multiple qubits together to make
up one logical qubit. This results in even more qubits needed to compose a useful quantum
computer. Overall, it is likely that many thousands of qubits will be needed in order for a
quantum computer to be able to solve problems better than classical computers can.

This is especially a problem for ion traps, which can only contain on the order of 100
ions within a single chain. Within those chains, it’s currently only possible to individu-
ally address around half of the ions using the best techniques such using a multi-channel
acousto-optic modulator (AOM). One solution to this problem is to use complex electrode
geometries which can contain multiple traps which can be controlled and moved around,
called the quantum charge coupled device (CCD) architecture [53]. Another solution is
to use another qubit medium, typically photons, to connect networks of ion traps to-
gether, called photonic interconnects [54, 55]. A much less explored solution which can
complement these two strategies is to use more of the computational space within the
quantum systems being used, going to d-level qudit quantum computation instead of just
2-level qubits. Much of the theory and background was established long ago [18,32,56–63],
which led to many proposals [64–66], especially more recently [33,67–73]. There have also
been several publications which demonstrate qudits on trapped ion systems [34–38,74–78],
and on other quantum information platforms [79–83]. With all of these proposals and
demonstrations, interest in developing helpful techniques [84–89], quantum error correc-
tion [90–96], and parallel readout/state tomography [97–99] in qudit systems has been
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increasing. All of this interest [100, 101] is due to advantages that qudits exhibit in quan-
tum error correction [20–23,102,103], quantum algorithms [15–17,104–111], and quantum
simulations [67,112–118].

2.1.4 Qudits

A qudit is just a d-level quantum information unit; instead of using d = 2 levels as in a
qubit, d > 2 levels are used. The DiVincenzo requirements can be generalized and stated
for qudits by simply replacing the word qubit with qudit. Not only that, but many of the
operations are the same or similar in trapped ion systems. The state preparation, in fact,
is exactly the same, optically pumping either to a non-degenerate dark state such as the
|F = 0,mF = 0⟩ ground state of an I = 1/2 ground state, or to a stretched state of a
Zeeman or I > 1/2 qudit using polarized light or other techniques [8].

The qudit states can be picked from the HF ground states as shown in Figure 1.3, or
chosen as some combination of these and D5/2 metastable states, as we do in section 4.3.
It should be noted that no matter which qudit states are picked, at least one will almost
always have to deal with some level of magnetic field sensitivity; there is no magic set of
states such as those used in many qubits. This does not have to be an issue though, as
magnetic field noise can be suppressed using known techniques, resulting in magnetic field
sensitive qubits with similar coherence times as their insensitive counterparts [48].

It turns out that single qubit gates can be easily constructed by picking qudit states
which can be connected by individual transitions, like the encoding in Figure 1.3(a). Any
single qudit unitary can be decomposed into a series of no more than d(d− 1)/2 individual
rotations between different qudit states [32,33]:

Û = V̂K V̂K−1 . . . V̂1Θ̂. (2.8)

Each V̂K is an individual Givens rotation between two of the qudit states,

V̂jk(θ, ϕ) = exp
(
iθ
[
eiϕ|j⟩⟨k|+ e−iϕ|k⟩⟨j|

])
, (2.9)

and Θ̂ is an extra phase in the diagonals of the unitary, which can be cancelled with no
more than 2(d− 1) operations. Here, j and k are the two qudit states being addressed, θ
is the pulse angle, and ϕ is the phase of the operation. As an example, the following are
the generalized qutrit Pauli gates:

X̂3 = V̂01 [π/2, π/2] V̂12 [π/2, π/2] V̂01 [π, 0]

Ŷ3 = V̂01 [π/2, π/2] V̂12 [π/2, π/2] V̂01 [π/2, 7π/6] V̂01 [π/2, π/2]

Ẑ3 = V̂12 [π/2, π/6] V̂12 [π/2, π/2] . (2.10)
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Entangling gates on qudits can be generalized directly from the standard Mølmer-
Sørensen (MS) gate [33–36]. This involves using more pairs of detuned Raman beams
driving between pairs of qudit states (see Figure 2.7) to perform entangling gates as de-
scribed in section 2.1.3. This kind of generalization of the MS gate results in a messy
entangled state such as the following qutrit state [33]:

|Ψ0Ψ1⟩ =
(
1

4
− 1

2
e−iπ

4

)
|0, 0⟩ − 1

4
|0, 2⟩ − 1

2
|1, 1⟩ − 1

4
|2, 0⟩+

(
1

4
+

1

2
e−iπ

4

)
|2, 2⟩. (2.11)

This state is technically entangled, and the operation is technically an entangling operation.
If you combine this kind of entanglement with single qudit gates, any quantum operation
can be performed. Just add some single qudit gates to this particular generalized MS gate
and it can be transformed into say, the Toffolli gate.

When using multiple energy levels to encode different states, it is much harder to
discriminate between each of the individual states in a measurement. Simply using the
standard fluorescence technique described in previous sections would cause all of the qudit
states in a HF qudit to be measured, destroying all of the quantum information and
revealing nothing about the qudit state. In order to discriminate between the qudit states,
the metastable D5/2 level is used as a shelf for quantum information [33–38], similar to the
shelving measurement described in Section 2.1.3 (see Figure 2.6). For a qudit measurement
procedure using this shelving metastable level, drive a π-pulse quadrupole transition from
each of the S1/2 qudit states (except for one) into a different D5/2 level using a laser. With
all but one of the qudit states hidden in the shelf level, fluorescence measurement can
proceed on the remaining state. Next, return one of the shelved states using another π-
pulse and perform a fluorescence measurement on it. The first fluorescence measurement for
which fluorescence is detected determines which state the qudit was in. This measurement
scheme was demonstrated in Chapter 4 of this work. An optical qudit is similar, but
without the extra shelving step at the start since the qudit states are already in the D5/2

level.
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2.2 Apparatus

2.2.1 Ion trap, electronics, lasers, and optics

We use an RF Paul trap, like the one depicted in Figure 2.1. On each rod, we apply
on the order of 50V to 70V RF to the rods at a frequency of 20.772MHz to confine ions
radially. Each set of opposing rods has the same applied RF, with the other set of opposing
rods having an opposite polarity. The source of this RF has an RF transistor-transistor
logic (TTL) switch in the line, allowing us to quickly toggle the trapping potential off or
on, a feature which we use to perform direct-ion loading. One of the radial directions is
squeezed by adding around 3V DC voltage, which helps with cooling and confining the
ions in a chain. The voltages can also be adjusted to push the ion chain to the RF null and
to compensate for micromotion. Each needle has around 9V DC voltage for confinement
in the axial direction [41]. The trap is mounted inside of a spherical hexagon vacuum
chamber which is pumped down to under 1 × 10−10mbar to reduce background collisions
with the trapped ions. Six of the side viewports are used for delivering lasers while two
of them are used for pumping the system and delivering electronic connections into the
chamber. On each of the viewports, magnetic field coils are mounted to be able to control
the quantization axis at the ions and to compensate for the earth’s magnetic field [39].
Typically, around 2A to 5A of current is run through either one or a pair of opposite coils
(top right and bottom left coils in Figure 2.8) for generating the quantization magnetic
field of around 0.4mT to 1mT.

For ablating, a BaCl2 natural abundance target was mounted into the vacuum chamber
below one of the viewports. A pulsed Nd:YAG 532 nm laser is used to ablate and generate
neutral barium for ionizing and trapping. This laser is reflected off of a mirror on a
motorized mount so that we can easily change the position the laser hits on the target.
It is directed into the vacuum chamber from the top viewport. This pulsed laser and the
ablation method is described and characterized in detail in Chapter 3.

To ionize neutral atoms ablated from the target, we use a two-step photoionization
process with the first step driving one of the electrons in neutral barium from the ground
state to the 1P1 intermediate state, at 553.7 nm. Changing the frequency of the laser used
to drive this transition allows us to preferentially trap one of the isotopes of barium in
our trap. In our setup, we normally trap either 138Ba+ or 137Ba+, the two most abundant
isotopes of barium. The laser we use to drive this transition is an 1107 nm external-cavity
diode laser (ECDL) [119]. This infrared (IR) laser is passed through a frequency doubler,
resulting in 554 nm light, which we pass through a slow shutter, a half-wave plate (HWP),
and a linear polarizer (used for controlling the power). The next step of our photoionization
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Figure 2.8: Optics, trap, and ablation setup (not all mirrors and lenses shown). A legend
is shown in the top left box. All lasers are focused into the chamber using convex mirrors.
Generally, optical fibers are used to deliver lasers to the vacuum chamber.

process uses a 405 nm bare diode, which also has a slow shutter for turning it on or off to
the trap.

For fluorescence readout and Doppler cooling of trapped ions, we have two ECDL’s [120]
at 493 nm and 650 nm for driving the two dipole transitions from S1/2 and D3/2 to P1/2.
We call the 493 nm laser the cooling laser, and we use fluorescence from this laser to
measure ions. The 650 nm laser is called the repump laser, because it is necessary to keep
the electron from becoming dark in the D3/2 state, which it is very likely to do given
the nearly 25% branching ratio. Both of these lasers have AOM’s and EOM’s in their
beam paths for fast switching them on or off to the trap, and adding red and blue-shifted
frequency sidebands to the lasers. The AOM’s are driven with 200MHz RF, and powers
around 1W. The cooling laser is split off into two paths using a HWP and a polarizing
beam-splitter (PBS), one of which is used for cooling and measurement, while the other
is used for state preparation by optical pumping. The optical pumping beam also has an
AOM in its path (same RF parameters), and its polarization is controlled using a Glan-
Thompson polarizer and quarter-wave plate (QWP) before being sent to the trap. Both
fluorescence lasers (493 nm and 650 nm) are combined with the first-step photoionization
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Figure 2.9: Delivery of lasers to ion. Lasers focus through the trap rods, passing through
the trapping region to address ions. The ablation laser is delivered from the top viewport.

laser (554 nm) using a series of dichroic mirrors with different cutoff frequencies, and are
coupled into one optical fiber before being sent to the trap. We call this beam the combined
beam. For more details about these lasers, see References [39, 121].

To drive quadrupole transitions from the ground state to the metastable D5/2 state,
we use a 1762 nm narrow-linewidth laser which was put together by Stable Laser Systems
(SLS) [122]. This laser is an ECDL which has a pickoff coupled into a stable laser cavity
which uses a Pound-Drever-Hall (PDH) locking system to keep the laser frequency locked
to one of the sidebands imparted by an EOM in the path. Using this locking method, the
laser is able to achieve a linewidth on the order of 1Hz. The laser setup also has an intensity
stabilization stage which uses an interferometer to cancel any intensity fluctuations in the
optical fiber which the laser is coupled into for delivery. Before being sent into the chamber,
the polarization is purified using a linear polarizer and controlled using a QWP. It’s then
telescoped to a larger size using a convex and concave mirror pair so that we can focus it
down tighter at the ion. The bring-up and operation of this laser, its optics path, and how
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we use it are detailed further in Section 4.1.

To drive out of the D5/2 metastable state more quickly than its natural lifetime, we
drive the D5/2 ↔ P3/2 transition using a 1228 nm laser [123] which is frequency doubled to
614 nm. This shelving repump laser is sent through an AOM with 200MHz RF at around
1W for quick switching, then fiber coupled for delivery to the vacuum chamber area.

The first-step ionization laser (554 nm), the cooling lasers (493 nm, 650 nm), and the
shelving repump laser (614 nm) all have pick-offs which are sent to a wavemeter [124] with
10MHz precision. The wavelength of each laser is read out and can be corrected using a
proportional, integral, derivative (PID) system fed into the piezo control of the ECDL’s.
This allows us to keep the laser frequencies locked to the atomic transitions they drive even
as they drift from temperature changes, as well as change the frequencies depending on
isotopes we wish to trap or scans to perform. We re-calibrate the wavemeter daily using a
stable Helium-Neon (HeNe) laser source of known frequency.

Figures 2.8 and 2.9 show where each of these lasers is delivered into the vacuum chamber
and the ion trap center. The combined beam (554 nm, 493 nm, 650 nm) is sent in from the
top left (in Figure 2.9) viewport of the vacuum chamber in one beam which is focused down
to a 35 µm radius at the ion trap using a 200mm concave mirror just before the vacuum
chamber. The saturation power of these beams is then P g

sat = 0.56µW, P b
sat = 0.84µW and

P r
sat = 0.37µW respectively. The direction of this beam was chosen so that all trap axes

(radial x, y, and axial) can be cooled using just these cooling lasers. The 554 nm is sent
through this viewport so that its wavevector is perpendicular to the path ablated atoms
take to the trap center; this reduces Doppler shift and broadening so we can selectively
drive this transition for different isotopes. The cooling 493 nm and 650 nm lasers have
around 10 µW to 100 µW and 150 µW to 250 µW of power at the trap respectively, while
the ionization laser can be varied from 1 µW to 200 µW by changing the angle of the HWP
in its beam path.

To perform optical pumping for state preparation, the wavevector of the laser must
be along the quantization magnetic field axis. So the 493 nm optical pumping beam is
delivered to the trap through the top right (in Figure 2.9) viewport and its polarization
is well controlled to have either left σ− or right σ+ polarization. This beam has around
2 µW laser power and is focused down to a 35 µm radius at the trap center using a concave
mirror with focal length 200mm.

The second step photoionization laser (405 nm) and the shelving repump beam (614 nm)
are aligned into one beam and delivered through the bottom left (in Figure 3.3) viewport.
This limits the cross section in which we drive both steps of the photoionization to be
within the the trapping region, resulting in trapped ions with a lower potential energy
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which can be cooled more easily. These two lasers are focused down to a 35 µm radius
at the trap center using a 200mm concave mirror, giving the 614 nm laser a saturation
power of P o

sat = 0.54µW. The ionization laser and shelving repump laser have 2000 µW
and 10 µW laser power at the trap respectively.

The 1762 nm laser is focused to a 23 µm radius using a 150mm lens and sent into the
vacuum chamber through the bottom (in Figure 3.3) viewport. With this orientation,
it is at a 45◦ angle to the quantization magnetic field, which is a useful orientation for
maximizing the strengths of different quadrupole transitions [39], as described in Section
4.2. See Chapter 4 for more details on this laser and optics used to deliver it to the trap.

Most of the laser beams delivered to the vacuum chamber have a flipper mirror setup
to deflect the beam to a power sensor for remotely checking the laser powers.

All ECDL’s used in our lab have current and temperature control of the diode stage
and piezo control of the cavity grating angle, allowing overall control of the power and
frequency of the laser using the current and temperature, and fast control of the frequency
using the piezo devices on their cavities. Most of our lasers are controlled using either
a DLCPro Topica laser controller [125], the Thorlabs PRO8000 [126] controller, or the
moglabs DLC202 [127].

All of the lasers which are read out in the wavemeter use a PID which is built into the
wavemeter software, and the error signal is fed into either the laser controller (with voltage
gain and delivery built in), or into an external piezo amplifier. This signal is then fed into
the piezo modulation of the lasers.

In most of our optics lines we have either a slow shutter or a fast AOM switch. The
shutters are able to switch a line on or off in milliseconds. AOM’s deflect part of the laser
beam at an angle which depends on the RF frequency being applied while the ratio of
deflected laser power depends on the RF power being applied. The deflected laser beam is
coupled into an optical fiber. So if we turn off the RF being applied, we can turn off the
deflected beam and none of the laser power will be coupled into the fiber. This switching
can be performed as quickly as we are able to switch the supplied RF, which can be
around 50 ns to 1000 ns depending on the RF switch used. We use fast switching for lasers
which need to be quickly switched during experiments, such as the cooling lasers and the
shelving laser. The RF power delivered to the AOM’s can be changed using programmable
attenuators, thus changing the laser power being deflected, coupled, and sent to the trap.

To image neutral fluorescence and ions in the trap center, we use a one inch objective
system [41] optimized for collecting 493 nm light, with an numerical aperture (NA) of 0.26.
With this aperture, we can collect around 1.75% of light from the ion position. The image
is collected in a lens tube setup and sent through a 1:1 telescope with 100mm focusing
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lenses and an aperture in the middle, which acts as a spacial filter, reducing light being
collected from directions other than where the ion is. We use another aperture to close the
image down to a smaller field of view to reduce the background noise and get a stronger
signal-to-noise (SN) ratio. This is especially helpful for measuring fluorescence of moving
neutral atoms, where we only want to collect photons from atoms which are passing through
the trapping region and the lasers. A dichroic mount in the lens tube setup allows us to
switch to different color filters. We have band pass filters which only allow wavelengths of
light near 493 nm or 554 nm, and we also have a dual band pass filter which allows both
of these wavelengths through. For normal use, the dual band pass filter is used so that
we can see neutral fluorescence when loading and see the ion once it’s loaded. The image
can be directed to either a PMT or a CCD camera. For both of these paths, the image is
focused onto the readout device using a 125mm lens. The CCD camera is used for just
seeing chains of ions and aligning laser paths, while the PMT is used for measuring the
overall brightness of either an individual ion or a chain of ions. Each pixel on the camera
corresponds to 1.9 µm at the ion position. Most experiments need to collect photon counts
and so we use the PMT most of the time.

138Ba+ has very simple energy structure (Figure 2.2), and so the EOM is not needed
to cause it to fluoresce. 137Ba+ on the other hand has a more complex energy structure
(Figure 2.3) which requires additional frequencies in order to cause it to fluoresce. We
use EOM’s to impart additional sidebands onto the lasers in order to generate all of these
additional frequencies. The ground state in 137Ba+ has a HF splitting of ∼ 8GHz, and
both of these states must be addressed using the 493 nm laser. There are many ways of
driving these transitions, but the one we found to be most reliable for us is to drive both
states through the |P1/2 F ′ = 2⟩ state by setting the carrier frequency in between and
driving both transitions using EOM sidebands at ∼ 4GHz, as shown in Figure 2.10. This
allows us to stay within the lasers free spectral range of the laser when switching between
the 138Ba+ and 137Ba+, and the overall optical power driving transitions is not reduced as
much since we only have to drive the EOM with one frequency. For the repump laser, we
have many more transitions to drive since there are four HF states in the D3/2 level. We
drive |D3/2, F ∈ {0, 1, 2}⟩ states into the |P1/2, F

′ = 1⟩ state and the |D3/2, F = 3⟩ state
into the |P1/2, F

′ = 2⟩. Three different frequency sidebands are applied to the EOM while
the carrier is used to drive the |D3/2, F = 2⟩ ↔ |P1/2, F

′ = 1⟩ transition directly. This
method results in frequencies in the 300MHz to 800MHz range, which are easy to source
and apply to one EOM.

To drive different quadrupole transitions in 137Ba+ using the 1762 nm laser, an extra
EOM is used after the whole stabilization system. The transitions are driven directly
using the blue sideband imparted to the laser by this EOM. This allows us to quickly and
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Figure 2.10: Transitions used to cause 137Ba+ to fluoresce continuously. Both S1/2 ground
states are driven through the |P1/2, F

′ = 2⟩ state. |D3/2, F ∈ {0, 1, 2}⟩ states are driven
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precisely control the frequency driving the quadrupole transition.

For generating frequencies in our lab, we use a variety of different frequency sources
depending on the use case. For trap RF, we use a simple function generator with an
amplifier and a balanced drive resonator [41] with a Q-factor of around 300. To generate
fixed 200MHz frequencies for driving AOM’s, we use a single phase lock loop (PLL) source
which is split off, amplified, and sent to the different AOM’s with separate RF switches we
can control through TTL. Cooling laser EOM’s are driven with separate PLL’s with their
own amplifiers and switches, giving the ability to switch between different frequency sets
for driving different transitions in the ions.

The quadrupole transition must be driven much more precisely, so the EOM in the
1762 nm line has its frequency source as an arbitrary waveform generator (AWG), which can
precisely send any waveform and quickly change the frequency of simple preset waveforms.
This allows us to scan over this transition precisely and quickly.
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For controlling most of our devices and performing experiments, we use the Sandia
National Lab published control system IonControl [128]. This system uses a Qt python user
interface to control network devices and perform timed controlling of TTL’s and readout
of counters such as PMT’s. The program is written in python, and pulse programs are
written in pseudo-python, with precise timing of controls at the microsecond level. Scans
can run pulse programs through a range of scan parameters, and overall experiments can
be controlled by writing full python scripts which run individual scans for calibration or
collecting data-sets, changing global parameters, and talking to network devices. Using
IonControl, we are able to toggle TTL’s of various devices such as RF switches, shutters,
flipper mirrors and triggers. We are also able to change voltages being applied to the trap
electrodes, frequencies of lasers, and various AWG and RF source settings.
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Chapter 3

Ablation Loading of Barium Ions

In this chapter, the results of our laser ablation and loading from BaCl2 targets are pre-
sented, with characterization of the process and the ablated plume of atoms, and loading
rates and selectivity results. First, some background on ion loading is given, presenting
the different loading methods and focusing on the method we choose to use, ablation. I
give details about our laser ablation setup, and present the characterization of the laser
we use to ablate. Ionization methods are presented, and details are given on the REMPI
method we use in our setup.

In the later half of the chapter, our results from exploring laser ablation and loading
using it are presented. First, some characteristics of the ablation process are shown. Spot
lifetimes are found to be on the order of 10, 000 pulses. A conditioning effect is revealed
in which a fresh spot must be ablated before it can be used to generate an appreciable
atom flux using lower ablation laser fluence. This also gives access to a fluence regime
in which mostly only neutral atoms are ablated, which can reduce the charge build-up
more prevalent with higher fluence. The ablation plume of atoms is characterized using
a time-resolved spectroscopy method (time-of-flight (TOF) spectrum). This resulted in a
resolution of the different isotope peaks in the 554 nm laser spectrum, in particular, the
137Ba peak we use to trap 137Ba+. Doppler shifts can be seen, illustrating the need for the
ablation plume to be perpendicular to the ionization laser. Reducing to a TOF resulted
in an estimation of the temperature of ablated atoms of on the order of 35, 000 K.

Next, the results of loading of ions using ablation and REMPI are shown. Loading rates
for 138Ba+ and 137Ba+ are measured to be around 1 and 0.1 ions/pulse respectively, a ratio
which was expected based on the abundance of the isotopes. The loading rate is shown to
be correlated with the neutral fluorescence we measure, which allows us to monitor what
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we expect the loading rate to be dynamically. Finally, results on the selectivity of our
ablation and REMPI method are presented, with 137Ba+ able to be loaded with around 3x
higher probability than its natural abundance.
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3.1 Ion loading - background

3.1.1 Ion loading methods

There are many different ways to produce ions to trap. First, a flux of either neutral atoms
or ions which passes through the trap center is needed. Two typical ways of generating
this flux are through resistive heating of an oven [26, 27, 30, 129–133], or through laser
ablation [28,29,40,134–141]. Resistive heating involves running current through a wire to
heat a chunk of metal (with whatever isotope one wishes to trap) up to several hundred
degrees. At some threshold, a continuous vapor of atoms will shed off of the metal, out
of the oven, and towards the trap center. In laser ablation, a high-power pulsed laser is
focused onto the surface of a target (again, with whatever isotope one wishes to trap).
This huge amount of energy ablates the surface, generating an explosion, and a plume of
neutral atoms, molecules, and ions is ejected. Some of these particles will pass through the
trap zone where they can be trapped.

There are several advantages gained by using laser ablation instead of the traditional
approach with an oven. Because of the much higher energies involved in ablation, it can
directly break apart molecules from the target. This gives many more options for types of
sources. For barium, this is particularly useful as barium metal reacts with oxygen within
seconds [27]. To make a barium oven, one must be very careful to not let this happen, by
using a glove bag or some other method to keeping it out of atmosphere. But for ablation,
compound targets such as BaCl2 [28,29,40,140] or others [28,140] can be used; a metal just
like what’s used in an oven [135–139, 142–146] could also be used. An oven, which emits
a continuous flow of atoms, can contaminate the trap electrodes significantly, add stray
charge in the chamber, and increase the vacuum chamber pressure more than ablation,
which contaminates for a much shorter amount of time [135, 138]. This shorter amount
of time also results in a lower overall heat-load near the trap [139], causing less noise and
heating for trapped ions. Using laser ablation can be much faster, with the ablation itself
taking on the order of nanoseconds, and trapping on the order of milliseconds.

As an aside, we did use an oven with barium metal in our trap towards the beginning.
With it, we were able to load ions successfully on the order of minutes. However, this
introduced a lot of micromotion to the ion from charge build-up, and so we had to com-
pensate for it quite often. However, as mentioned in the previous paragraph, the barium
metal was a challenge to install and having to work around its fast oxidation issue caused
everything about trap installation to become more complicated (working in a glove bag
is not so easy). In fact, we installed a fresh barium oven in the current iteration of the
trap, on the opposite side of the BaCl2 ablation target. However, this time the installation
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Figure 3.1: (a) A pulsed laser generates a pulse of light on the order of nanoseconds, with
a repetition rate of hertz to kilohertz. (b) Our BaCl2 natural abundance ablation target.
The ablation laser hits the target from above.

failed. While we were transferring the barium metal into the oven, we noticed it imme-
diately turning white, even though our glove bag was full of nitrogen air. This indicated
that it was already starting to oxidize. Indeed, when we got the trap back up and working
and tried to load using the oven, we were unsuccessful. With all of the barium in the oven
seemingly oxidized, the oven is now just a vestige sitting in the chamber. For this reason,
we now rely soley on laser ablation for trapping ions.

Many different kinds of lasers can be used to ablate, but in trap loading, typically
Nd:YAG or CO2 lasers are used. The basic idea of these lasers is to pack all of the laser
power into a single pulse (see Figure 3.1(a)), so that it can deposit all of its energy in a
time-period of faster than ∼ 10 ns. These pulsed lasers do this repeatedly on the order of
hertz to kilohertz, with the time between pulses used to build up energy for the next pulse.
This huge amount of energy is directed towards and focused onto a target containing the ion
one wishes to trap. Upon hitting the target, much of the energy is absorbed immediately,
causing the surface to essentially explode in the small area the laser is incident on. A hot
vapor of all kinds of molecules, ions, and neutral atoms is ejected from the surface in all
directions. The vast majority of these products are extremely high energy. But because
of the huge amount of material generated, some products have a low enough energy to be
trapped.

Note that there are typically two ablation styles used: high-energy single pulses, or
lower-energy bunches of pulses. When using a higher pulse energy, typically the laser is
repeatedly pulsed on the order of hertz or slower, with each shot having a high probability
of loading an ion. For the lower pulse energy method, the laser is pulsed much more quickly,
on the order of kilohertz. The process is more thermal, and can actually be quite similar
to the oven loading scheme, but with still less contamination. In this work, we use a slow
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repetition rate, high energy laser for ablation and loading from single pulses.

3.1.2 Ablation setup

532 nm

554 nm

405 nm

Figure 3.2: Our ablation setup: the ablation laser comes in from above, hitting the target,
which points towards the trap center. The ionization lasers overlap at the trap center.

We chose to use the commonly used ablation target BaCl2 for our source of barium
[28, 29, 40, 140, 141]. Our target holder is a cylinder with a concave spherical surface at
the end, in which we put our source (see Figures 3.1(b) and 3.2). The diameter of the
cylinder is 4.16mm, and the cylinder concave end is set in by 1mm so that 30 g of the
source can be deposited. The source of BaCl2 salt was applied to the surface by mixing
it with deionized water and pasting it into the concave surface. During bake-out of the
vacuum chamber, the water was evaporated and pumped out, resulting in a dry source of
BaCl2 salt stuck to the surface. The ablation process preferentially ablates material into
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the direction normal to the ablation surface [147–149], so we mount the target so that it is
pointed directly towards the trap center. The surface in which the source is deposited is
also spherical with a radius of the distance to the trap center. For our bulk target, these
things aren’t crucial because the target doesn’t keep to the shape of the base. The surface
of the salt is also not perfectly flat or conformed to the surface. However these things
can help for smaller quantity targets which do have smooth surface profiles and retain the
shape of the substrate [141].

Originally, we used a tattoo removal laser which we purchased from eBay. It is a
532 nm Nd:YAG laser with a pulse-time of 7 ns and a pulse energy of up to 1000mJ. This
laser had a very large variation in pulse energy and a beam profile which was very far
from Gaussian. With its terrible beam profile, it was difficult to collimate the laser for free
space optics and even harder to focus the laser enough to ablate. In addition, we found
that a single pulse of the flash lamp actually caused multiple pulses to be generated and
each pulse varied wildly in pulse energy. This pulse energy increased quickly as the device
warmed up from pulsing, with around 5x the pulse energy after using it for around 10 s.
Probably the worst thing about this laser was the interference it could cause with other
devices in the lab. Sometimes it would cause monitors to randomly turn off while it was
pulsing, and spectrum analyzers would show white-noise increases of 30 dB every time it
pulsed. While we were eventually able to trap using it and perform some characterization
of the ablation, it was not reliable enough and so we acquired a more precise, consistent,
and controllable laser.

We also attempted to use a higher repetition rate ultraviolet nitrogen laser at 337 nm,
but were unsuccessful at ablating with it. The laser either wasn’t high enough power or we
couldn’t get the focus to be as tight as we needed to have high enough fluence for ablating.

In the end, we settled on a minilite Nd:YAG pulsed laser [150] with a repetition rate
of 1Hz to 20Hz, a pulse-time of 5 ns, and a pulse energy of 10 µJ to 2000 µJ. A trigger
signal is sent to the laser which triggers a powerful flash-lamp and starts the laser pulse
sequence. The flash-lamp excites the gain medium of the laser, neodymium atoms, which
spontaneously decay quickly. A Q-switch in the cavity reduces spontaneous emission,
keeping the atoms excited for longer. After some time, the potential energy is maximized
in the gain medium and the Q-switch is opened. The atoms all spontaneously decay,
resulting in a large amount of optical power concentrated in one small period of time. This
cavity generates light at 1064 nm, which can be doubled in frequency to 532 nm using a
harmonic generation crystal. The Q-switching can be done automatically by the controller
or manually using another TTL; the optimal wait-time changes from pulse to pulse and is
around 150 ns. We use the automatic Q-switching so that the pulse energy can be more
consistent, and the timing was measured to be 142.5± 0.3 µs after the TTL signal.
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Figure 3.3: The optics used to control the ablation laser and deliver it to the BaCl2 target
in the vacuum chamber. The mirror has stepper motors, allowing us to precisely point
the beam onto different spots on the target. A pyro-electric energy sensor (PE sensor)
measures the pick-off pulse energy. A neutral-density (ND) filter reduces the power to be
similar to the pick-off power.

The ablation optics configuration in our experiment is shown in Figure 2.8. We first
telescope the laser using a diverging and converging lens pair with 100mm and 200mm
focal lengths respectively. This increases the diameter of the beam from 3mm to 9mm,
allowing us to focus the beam tighter onto the ablation target. Next, a wire-grid polarizer
and a HWP pair is used to change the pulse energy of the laser. The polarizer is mounted
on a remote controlled rotation mount, allowing us to precisely adjust the pulse energy we
are ablating with. A beam sampler is used to pick off some power which is read out using
a pyro-electric energy sensor [151]. Another HWP with a PBS allows us to split the power
to another target which we won’t be discussing here [40]. A neutral density (ND) filter is
used to make the power being sent to the target similar to the sampled power. We use
a slow shutter in the line as a fail-safe so that we only send the ablation laser when we
actually want to ablate. Finally, the laser is focused down onto the ablation target using
a 200mm convex lens. The focused beam has a radius of 98 µm, and hits the target from
through the top viewport of our vacuum chamber, the same one being used for the imaging
objective. This focus gives us on the order of 500 spots on the target for ablation. However,
the angle between the target’s normal vector and the beam pointing of the ablation laser
is 56◦. Therefore, how well focused the laser is on the target depends on which part of the
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target we hit, causing the fluence to depend on the spot on the target.

Below the trap, we have mounted a camera for looking at the ablation targets. The
angle is not able to see exactly where on the target we are hitting, but we can at least
use it for calibrating the stepper-motor mirrors to the center of the targets and being sure
that we are always hitting the target. We use the camera to recenter on to the ablation
target as follows. First, we start with stepper motor positions which seem to be close to
the center by eye. Next, one of the directions is swept slowly towards either the positive
or negative edge of the target in that direction. The sweep is stopped when the beam is
just about to fall off of the target, based on looking at the camera. This point is very
subjective, but as long as the same signal is seen every time you try to find this point,
it should be at least somewhat consistent. After one edge is found, the opposite edge is
found in the same manner. The average of these two points is now the center position for
this axis, and the process is repeated for the other axis, with the first axis set to this new
center. With both axes re-centered, a new overall target center estimate is defined. But
because the first guess was very rough, more iterations of the procedure should be done to
get closer to the true center. We typically do around 3 iterations of this before the center
position changes by a negligible amount, thus concluding the re-centering procedure. It’s
important that the pulse energy be set to the same value each time this procedure is done
to ensure the same center is calibrated to. Every time, we use the low pulse energy mode
available on the laser, and the polarizer aligned to give the minimum power.

Overall, the distance from edge to edge in the stepper motors’ units is around 0.215mm.
The known distance from edge to edge is the diameter of the target, 4.166mm. Comparing
the two, we see that the ratio of actual movement across the target to stepper motor
movement is (4.166mmactual) / (0.215mmmotor). The beam pointing is at an angle of 56◦

from the target surface normal vector, so the laser focus change from moving the ablation
laser pointing using the stepper motor is

∆z =
(4.166mmactual)

(0.215mmmotor) cos(56◦)
∆xmotor. (3.1)

This means that moving the stepper motor by ∆xmotor millimeters moves the focus ∆z
millimeters in actual space. Using equation 3.1, we can find how far off our ablation laser
focus is from the target center by collecting neutral fluorescence (554 nm) from ablating
different spots on the target from one edge to the other. The results of this technique are
shown in Figure 3.4(a), with a pulse energy of 144mJ. The data point near 0mm is an
outlier, but we believe the reason this spot had particularly high neutral fluorescence is
because it is near the most commonly used area of the target. As explained later in section
3.2.1, the area may be well conditioned already. A clear peak is seen, indicating that the
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Figure 3.4: (a) First ablation laser focusing method, which moves the beam across the
target and uses the known geometry to estimate how much this changes the focus. A
pulse energy of 140 µJ was used, with fluorescence being measured from 2.5 µs after the
ablation pulse. (b) Second method for focusing the ablation laser, which involves moving
the focusing lens and re-centering. Each data point has a sample size of 120 pulses.

focusing lens could be off by around 0.5mm. The pressure spikes seen in the pressure gauge
also correlate well with the neutral fluorescence and indicate the same peak position.

A lens tube setup with a lens is used for moving the focus; the lens can be moved
forward and backwards by rotating the tube, changing the focus position. The distance
traveled in the lens tube can be found using the pitch of the SM screws and how many
turns we rotate the lens. A second method to focus onto the ablation target is to move this
lens and just see much neutral fluorescence is measured from ablating with this focus. It
was difficult to focus the beam exactly onto the target for a few reasons. There is variation
in the neutral fluorescence signal coming from pulse energy fluctuations and individual
spot variation from pulse to pulse. But the biggest variation comes from the fact that
moving the focusing lens to a different position moves the ablation laser pointing slightly.
We correct for this by re-centering back to the same spot for different focal lengths. This
experiment is shown in Figure 3.4(b), using a pulse energy of 144mJ. The results were
consistent as long as we didn’t have to change the way the lens was mounted in the lens
tube (different orientations gave different ranges of travel). The final run, which is the
green data-set in Figure 3.4(b) was consistent and an optimal position to put the lens for
focusing on the trap center is clear. Fitting to the data with a fluence function based on

39



the Rayleigh range,

f(z) =
A(

1 +
(

z−z0
zR

)2
) +BG, (3.2)

gives the exact position to put the lens. Here, the fitting parameters are amplitude A,
background BG, the focal position z0, and the Rayleigh range zR. In the end though, the
acute angle of the laser to begin with means the focus changes for different spots quite
significantly anyways, so it’s not strictly necessary to get this perfect. However, it does
help make more parts of the target have a sufficient focus for ablating and trapping.

After aligning the target, we were successful in ablating and measuring neutral fluo-
rescence of atoms passing through the imaging system field of view, and could trap ions.
In the time since then, we have used many different spots and areas of the target, which
we keep track of (see Figure 3.5) so that we can go back to previous spots or know which
spots are unused or could work well. Sometimes a spot or area works really well; we can
produce and trap ions for thousands of pulses. Other times, a spot either never works or
works for a small number of pulses. For more details on this, see section 3.2.1.

3.1.3 Ionization methods

Using laser ablation, charged ions can be generated and trapped directly in Paul traps
[28,29,138,142,144,145,152], Penning traps [143,153,154], and has been used to generate
multiply charged ions [155–158]. This method involves using a relatively large pulse energy
on the ablation laser to generate more ions in the plume. The trap RF is initially off, so
that ions are free to pass through the trap center without being deflected away. About 26 µs
after the ablation laser hits the target, the trap RF is turned back on to catch the ions as
they fly through the trap center. We have demonstrated this technique in our experiment
to trap ions using a pulse fluence of around 0.32 J cm−2, and were able to achieve a loading
rate of around 1 ion/pulse for 138Ba+.

Ions can also be generated by using electron-impact ionization [159–161] on the ablated
neutral atoms, however this method is significantly less efficient than other methods [130,
162].

We prefer to use a technique called REMPI to generate ions for trapping because of
its good loading rate, low contamination low and charge build-up in the vacuum chamber,
and its ability to discriminate between different isotopes [129,134,164]. This method uses
multiple lasers to sequentially ionize a neutral atom by first exciting a valence electron,
then ejecting it completely. REMPI has been prevalent as a way of producing and trapping
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Figure 3.5: Map of our ablation target, with spots and areas we’ve used labeled. The
units are in millimeters of the mirror stepper motors. The directions are not perpendicular
because of the acute angle the ablation laser hits the target at. The two trapezoidal regions
near the center were sweeps we did while ablating (see Appendix A). The circled area to
the left is a spot which we completely used up by sending lots of very high pulse-energy
pulses. “decent spot*” denotes a spot which gave really good neutral fluorescence but only
for under 1,000 pulses. “bad spot” denotes spots which gave decent fluorescence but for
under 1,000 pulses.
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Figure 3.6: A laser with wavelength 238 nm laser or lower can ionize barium, or multiple
steps can be used. A single 413 nm laser could be used to drive both steps. A 791 nm first
step can be used with an ultraviolet 337 nm second step. Finally, a 554 nm laser can be
used for the first step with either an ultraviolet laser of 417 nm or lower wavelength, or an
auto-ionizing resonance [163] such as the one at 389 nm can be driven.

different ions, from calcium [130,136,139,165–168] and barium [27,30,40,131,132,146,164],
to ytterbium [137,169,170] and other isotopes [129,134,171]. The first step of the process is
a coherent transition in the neutral atom electronic energy structure, and different isotopes
of the atom have slightly different frequencies. This makes the method isotope selective,
meaning a specific isotope can be preferentially trapped by simply tuning the laser driving
this transition to the appropriate frequency. In quantum information, this is particularly
useful because of the need to deterministically load multiple of the same isotope at once.
137Ba+ has a very low natural abundance, so this method is crucial to be able to load
it with a higher probability. The second step just has to have a high enough energy to
kick the electron completely out into the continuum from the intermediate level, with a
wavelength typically on the order of 400 nm or lower.

For barium, there are many options for performing this REMPI process with different
sets of lasers [39] (see Figure 3.6). One transition commonly used for the first step is
the 791 nm transition from the ground state to the 6s6p3P1 excited state [27, 131, 132].
From this intermediate state, a laser with a wavelength at least under 340 nm is required
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Figure 3.7: Theory curve [172–175] for the first-step photo-ionization laser 554 nm. Dif-
ferent isotopes are labeled, with subscripts a, b, and c denoting F ′ ∈ {5/2, 3/2, 1/2}
transitions in the isotopes with HF structure, 135Ba and 137Ba. To trap an isotope, set
the laser frequency to its peak. Transition frequencies are listed in Table 3.1. The peak
labeled 137b is used for trapping 137Ba+ in our lab.

to ionize. The first transition ever used in barium, and the one used in this work, is
the 554 nm transition [172–175] from the ground state to the 6s6p1P1 excited state [30,
40, 146, 164] (see Figure 3.7 and Table 3.1). From this intermediate state, a laser with
wavelength under 417 nm is required to ionize. We prefer this method because of its visible
and nearly visible wavelengths, its low but sufficient differences in isotopic transitions,
and its high ionization probability. For our second step, we use a cheap, readily available
bare 405 nm laser with up to 4mW of laser power at the trap. The lowest peak in the
554 nm spectrum is used for trapping 138Ba+, while the mostly isolated peak at 275MHz
is used for trapping 137Ba+.

It should be noted that there are also other methods, including the option to use a
single laser at 413 nm to drive both a resonant transition into the excited state 6s6p3D1

and the second step into the continuum [176]. In our lab, we recently demonstrated a
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Isotope Freq. (MHz) Isotope Freq. (MHz)

138 0 137b(3/2) 274.56
137a(5/2) 63.43 135b(3/2) 323.44
135a(5/2) 120.55 135c(1/2) 547.3

134 142.8 137c(1/2) 549.47

Table 3.1: Ionization transition frequencies of the first step ionization transition for different
isotopes of barium using the 554 nm laser. The HF structure of the 135Ba and 137Ba isotopes
give us three different transitions each [172–175]

method involving an auto-ionizing transition at 389 nm after the first 554 nm which has an
order of magnitude higher ionization rate [163,177].
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Figure 3.8: The ablation plume comes from the top right BaCl2 target and goes through the
trap center, where the two ionization beams are overlapping and transitions are driven.
Lines are atoms, with longer lines being faster atoms (exagerated lengths and angles).
Dotted lines denote atoms which can be ionized. The imaging system of this area has an
aperture to limit the view to mostly the trap center.
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3.2 Ablation

In our setup, we orient our first-step 554 nm laser perpendicular to the trappable ablation
plume to minimize Doppler shift on this transition and maximize isotope selectivity. For
the second step, we orient a 405 nm bare-diode laser perpendicular to the first-step laser.
This limits the area of photo-ionization to be right at the trap center so that the ions
generated will start off at the minimal trap potential. As shown in Figure 3.8, atoms will
fluoresce from the 554 nm laser in the whole beam path, but will only fully ionize where
this beam overlaps with the 405 nm laser at the trap center. Also shown are how the faster
atoms arrive ahead of the slower more trappable atoms. If a neutral atom is excited by
the 554 nm laser then subsequently ionized by the 405 nm laser, then the produced ion will
experience the trap RF electromagnetic fields and be confined, if it has a sufficiently low
energy.

In our imaging system, we have an aperture which limits the spacial collection region
to 300 µm near the ion trap center (see Figure 3.8). This allows us to collect fluorescence
mostly from only neutral atoms which have a wavevector mostly in the direction perpendic-
ular to the laser, reducing Doppler shift of our neutral fluorescence measurements. It also
allows us to have a better SN ratio in both neutral fluorescence experiments and all mea-
surements of trapped ions. Laser powers are set to on the order of 100-200x saturation of
their respective transitions they drive in neutral and ionized barium. For the 554 nm laser,
this is 3 µW to 100 µW, depending on the experiment. The cooling 493 nm laser is at
40 µW power, and the repump 650 nm laser power is 300 µW. The laser frequencies are
set to the resonance frequencies of the neutral isotope 138Ba for the 554 nm transition and
the ionized isotope 138Ba+ resonance frequencies for the 493 nm and 650 nm transitions.
For all results here, we use laser fluences well below 1 J/cm2, or a pulse energy of 0.6 µJ.
A magnetic field of 1.048mT is generated using two magnetic field coils on the viewports
that the 405 nm laser passes through (top right and bottom left of Figure 2.9).

To characterize the ablation process, neutral fluorescence is quantified by collecting
PMT counts in a 55 µs time window beginning 3 µs after the ablation laser pulse strikes
the ablation target. As shown in Figure 3.13(a), this time window allows us to collect the
majority of the observable neutral fluorescence signal. Often this collection window is set to
start later, around 20 µs after the ablation pulse to reduce Doppler shift and to focus more
on atoms which are slower and may be trapped. To look at different fluorescence signals,
we use various light filters to focus on the wavelengths of interest for certain experiments.
For neutral fluorescence experiments, we use a band-pass filter [178] which only allows
553± 17 nm light through to the imaging devices. To collect only ion fluorescence, we use
a short-pass filter [179] which only allows wavelengths under 500 nm through. For normal
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operations, trapping ions and performing experiments with them, we wish to see the neutral
fluorescence while we are ablating, but we obviously also need to see the ion once trapped,
so we use a dual band-pass filter [180], which allows just 493 nm and 554 nm laser light
through.

3.2.1 Ablation characterization
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Figure 3.9: Ablation conditioning and lifetimes of spots. The first-step REMPI laser
554 nm power is ∼ 150 × Psat. (a) A low (0.20 J/cm2) and high (0.48 J/cm2) fluence are
used in the top and bottom graphs respectively. (b) Spot lifetimes of several example
spots. Mean lifetime is averaged over 10 spots (not all shown).

On a completely fresh, never ablated before spot on the BaCl2 target, no neutral atom
fluorescence is observed using fluences below 0.3 J/cm2. However, if a higher fluence of
0.3 to 0.75 J/cm2 is used, neutral fluorescence can be observed on the order of 100 to
400 counts on the PMT. Returning to lower fluence again on this spot, often neutral fluo-
rescence can be observed. We dub this process of using higher fluence pulses in order to
activate a spot to be able to give neutral atoms which we can observe, using lower fluence,
“conditioning”. This process doesn’t work all the time for all spots, and sometimes we
don’t even observe fluorescence using the higher conditioning fluence.

This process of conditioning a spot to work better at lower fluences has highly variable
outcomes, with three common behaviors emerging as illustrated in Figure 3.9(a). In this
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experiment several fresh spots were ablated with alternating 10 conditioning pulses at
0.48 J/cm2 fluence and 10 low-fluence pulses at 0.20 J/cm2 fluence. Neutral fluorescence
collected after each of these ablation pulses is shown in Figure 3.9(a), averaged over the
10 consecutive pulses. The top plot shows the neutral fluorescence from the low-fluence
pulses and the bottom plot shows fluorescence from the conditioning pulses. Three spots
are shown which exhibit that a fresh spot might be high-yield, with over 50 counts of
neutral fluorescence, moderate-yield, with around 10-50 counts, and low-yield, with less
than 10 counts. Overall, these three behaviors were observed 29%, 24%, and 47% of the
time respectively [40,181]. Around half the time, a spot will not work at all, and the other
half of the time it has an equal chance of giving moderate or high counts.

In separate experiments, we observed that without conditioning, a fresh spot with no
neutral fluorescence will never exhibit neutral fluorescence even after many thousands of
pulses: conditioning is necessary most of the time to activate a spot. We also found that
spots towards the edges of the BaCl2 target are much less likely to ever work, possibly
because atoms ablated from here have a higher Doppler shift with respect to the laser.

Even for spots that do work, there is significant variation in the magnitude of ablated
flux from pulse to pulse, and eventually the signal reduces down to negligible amounts.
This spot lifetime is shown in Figure 3.9(b), using a fluence of 0.15 J/cm2 and a repetition
rate of 2Hz to ablate several different spots for thousands of pulses. The average spot
lifetime was found to be ∼ 10, 000 pulses. We could sometimes revive a zombie spot by
conditioning again, but typically this only gives it an extended lifetime of less than 2, 000
pulses.

These observations about varying neutral fluorescence signal could possibly be explained
by the result that the majority of atomic flux produced from ablation is directed in the
direction normal to the surface being ablated [147–149]. Because of this, if the surface
profile of the spot being ablated is not well directed towards the trap center, the neutral
fluorescence is expected to be lower. Conditioning a spot may be changing the surface
profile, transforming it so that more of the surface points closer in the direction of the trap
center. There is also the common belief that conditioning purges away some contaminants
on the surface [29,135].

A common explanation for why a single spot’s overall neutral fluorescence changes
over time, tending to decrease until a spot dies, is some extreme pitting process. In this
explanation, a severely angled laser (like our setup) digs into the target until the surface
being ablated no longer has line-of-sight to the trap center [138,152,182]. This is unlikely,
at least for our case. Looking at the target directly, we see no visible difference between
used and unused areas of the target. Further, Reference [135] showed that in calcium metal
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targets, the depth of digging from ablation using a low fluence is negligible. We instead
suspect this dying of a spot is due to a more subtle surface profile change; the surface is
slowly shaped so that nearly none of it has a suitable pointing towards the trap center.
Overall, the ablation process is quite tricky to characterize and come up with conclusive
answers; these effects are as of yet an open mystery.
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Figure 3.10: Fluorescence of atoms passing through the field-of-view of the imaging system
for different ablation laser fluences. Diagonally hatched areas denote conditioning fluences.
(a) Neutral fluorescence (554 nm). (b) Ion fluorescence (493 nm with 650 nm laser on) and
pressure spikes read off the vacuum chamber pressure gauge.

When ablating using a pulse energy in the conditioning regime, both charged atoms and
neutral atoms are produced. However, by conditioning a spot to be able to ablate using
lower fluence, we can access a regime in which mostly neutral atoms are produced. For a
conditioned spot, neutral atoms start to be generated with a fluence of above 0.1 J/cm2 and
ions start to be generated above 0.25 J/cm2 (see Figure 3.10). This data was collected while
the ablation laser was swept across a 300×700 µm2 area of the BaCl2 target (see Appendix
A for more details). Each area in the sweep is estimated to have been conditioned with
about 100 pulses with fluence 0.50 J/cm2. The mean, maximum, and standard deviation
of the neutral fluorescence (top plot) and ion fluorescence (bottom plot), collected over
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two sweeps (around 120 pulses per sweep), are shown in Figure 3.10. Pressure spikes on
the vacuum pressure gauge were also observed at high pulse energies and are shown in the
bottom plot. There is quite a large variation in the fluorescence for different spots of the
sweep, which is why the max data points differ so much from the average points. Neutral
atom fluorescence plateaus very near the start of ion production, at ∼ 0.2 J/cm2 We also
observe that ion production is well correlated with the vacuum chamber pressure spikes.

To avoid excess charge build-up on different parts of the vacuum chamber which dis-
places the ion and causes micromotion, it is desirable to ablate in the neutral-atom regime.
For loading ions specifically, this is especially desirable so that we can build longer chains
without disturbing already trapped ions. For this reason, we usually try to find spots
which we can condition and activate for moderate- or high-yield with low fluences. Be-
cause of how random different spots behave, we have mostly moved away from sweeping
the ablation laser.
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Figure 3.11: Ablation TOF experiments looking at the ablation laser light, ion- and neutral-
fluorescence. The ablation pulse and neutral fluorescence cannot be disentangled because
of the close wavelengths of the two lasers. A pulse energy of 114 µJ was used.

Ions were found to be much faster than neutral atoms, as illustrated from the TOF
experiments shown in Figure 3.11. Light filters were put into the imaging system to isolate
the different wavelengths of the 554 nm and 493 nm lasers. Because the ablation laser’s
wavelength of 532 nm is so near the neutral fluorescence laser, we were unable to isolate
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these two signals. The ion fluorescence peaks at 3 µs after the ablation pulse, indicating a
velocity of 5.000m s−1, while neutral fluorescence peaks at 10 µs to 20 µs after the ablation
pulse, indicating a velocity of under 1.500m s−1.

+x

+y

Figure 3.12: The angle in which the ablation laser focuses down and hits the target. The
x and y directions of the stepper motor mirror are shown

Overall, the top and bottom of the ablation target have differing focal lengths (see
Figure 3.12), with the overall focal length position changing by 3.5mm. Assuming the
center is where the beam is focused, this corresponds to the beam radius increasing to as
much as 600 µm at the edges (beam waist 98 µm and Rayleigh range 5.7 µm). This could
also be a big part of the explanation for the inconsistency we see when hitting different
spots on the target.

The process of finding a new spot to use for trapping can be somewhat time consuming
and frustrating, owing to the many unknowns in the ablation process. For a fresh spot on
the target, using a low ablation laser fluence of around 0.15 J/cm2 to 0.3 J/cm2, usually
no neutral fluorescence is observed. With a higher fluence of 0.3 J/cm2 to 0.75 J/cm2, we
measure a significant amount of neutral fluorescence and see pressure spikes as high as
1 × 10−8mbar (above a base pressure of 6 × 10−10mbar). Sometimes these conditioning
pulses succeed in activating a new spot to be able to give neutral fluorescence using a
lower fluence. However, conditioning a spot does not at all guarantee a spot will work, as
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shown in Figure 3.9(a). In practice, varying amounts of conditioning pulses are needed,
and overall we successfully prepare around 40% of fresh spots. The procedure for finding
a new spot is as follows:

1. Move the ablation laser to a fresh spot on the target (see Figure 3.5).

2. Ablate using low fluence to see if there is any neutral fluorescence.

3. If no fluorescence is seen (most likely), increase the pulse energy to the conditioning
regime (see Figure 3.10) and ablate with around 10-20 pulses.

4. If no fluorescence is seen even during conditioning, keep pulsing with high fluence no
more than around 100 times to try and get the spot to fluoresce.

5. If neutral fluorescence is successfully seen during conditioning, return to a low fluence
and ablate again. Pulse tens of times, and if you start to see neutral fluorescence,
keep pulsing to try and increase it further.

6. Repeat this process a few times. If the spot doesn’t exhibit significant neutral fluo-
rescence, move on to a new spot and repeat the process. New spots should be picked
at least half a beam waist away from spots already tried.

Empirically, we have to try 1-5 different spots before finding a good spot with at least
moderate yield [181].

Several characteristics of the neutral barium plume can be illuminated by performing
a TOF spectrum experiment [40, 183], in which neutral-atom fluorescence is collected in
1 µs time bins for different first-step REMPI laser frequencies. As shown in Figure 3.13,
we observe the Doppler shift of ablated atoms, can generate a first-step photoionization
spectrum showing resolved isotope peaks, and can extract a velocity distribution to find
the temperature of the atoms.

The time-resolved spectrum is shown in Figure 3.13(a), with each point the average
of neutral fluorescence from five pulses. Each measurement is calibrated by a reference
neutral-fluorescence measurement before and after it to control for the temporally varying
signal. For these calibration steps, the laser frequency is set to the 138Ba peak, and a 55 µs
time window is used, starting at 2.5 µs after the ablation pulse to collect as large a signal
as possible to calibrate with. The previous and subsequent calibration measurements are
averaged and used to normalize the measurement in between.

Photons collected in time bins closer to the moment the laser pulse strikes the target
are fluoresced from faster atoms, while the slower atoms’ fluorescence signal shows up in
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Figure 3.13: Ablation TOF spectrum. The first-step REMPI laser power is 12 × P g
sat,

the ablation fluence is 0.25 J/cm2. (a) Neutral fluorescence collected from ablating the
BaCl2 target for different laser frequencies and time-windows after the ablation pulse. At
≥ 3315MHz, a different data set is used because the first spot died. Doppler shifts expected
for different angles 0◦ to 1.7◦ are shown (purple for 138Ba and 137Ba, pink for others). The
dotted-purple line denotes the boundary for slow atoms used to generate (b). (b) First-step
photoionization spectrum, calculated from integrating over times in (a) after the slow-atom
cutoff [164, 172, 173]. (c) TOF distribution obtained by integrating over all frequencies in
(a). (d) Velocity distribution calculated by scaling the TOF data in (c) appropriately as
described in the text and converting to velocity. The dotted line indicates the estimated
highest velocity ion that can be trapped (see Appendix B).

53



the later times. Only slow atoms with a lower kinetic energy than the trap depth are
able to be confined in the Paul trap, with an estimated maximum energy calculated in
Appendix B. To reduce Doppler shift and get a representative spectrum that tells us about
how well we can selectively load different isotopes, we integrate the time-resolved spectrum
over the times for the slower atoms (after the slow-atom cutoff), shown in Figure 3.13(b).
Most of the isotopes’ peaks are distinguishable, including the well-isolated 137Ba(j′ = 3/2)
peak we use to trap it. A fit is done using the known theoretical-transition frequencies and
transition strengths of different barium isotopes [172–174] and the isotopic abundances.
Each transition has a natural linewidth given by the lifetime of the excited state, which is
∆ν0 =

1
2π8.4 ns

= 19MHz, and a saturation broadened linewidth given by ∆ν = ∆ν0
√
1 + s,

where s = P/P g
sat is the saturation parameter and P is the laser power. In our fit, each

peak is modeled as a Lorenzian with a linewidth ∆ν, centered about where its theoretical
frequency is (with respect to the 138Ba transition), and with an amplitude scaling based
on its abundance pi and transition strength Ai:

x =
∑
i

piAi

1 +
√
∆ν

, (3.3)

summing over all of the peaks i.

If we instead integrate over all of the frequencies, we can produce the time-resolved
TOF spectrum shown in Figure 3.13(c), which tells us the distribution of times atoms
are arriving. We can use the fixed distance from the ablation target to the trap center,
d = 14.6mm to find how fast these atoms are traveling, v = d/τ . To account for the
transit time of atoms through the laser (faster atoms produce less neutral fluorescence
because they pass through more quickly), we must scale the data by 1/τ , where τ is the
time after the ablation pulse. The result is the velocity distribution in Figure 3.13(d). A
Maxwell-Boltzmann (MB) distribution,

fv(τ) =
A

τ
e
− md2

2τ2kbT , (3.4)

is fit to this data, and a plume temperature of 37, 000(1, 000) K and a peak velocity of
2, 600(50) m s−1 is estimated. Here, A is an amplitude-scaling parameter, v is atom velocity,
m is the average mass of natural-abundance barium, and kB is the Boltzmann constant.

Most other groups have measured a neutral atom ablation plume temperature of
1, 000 to 10, 000 K [137, 139, 183], but some have measured similar temperatures as us
[183, 184]. Our barium-salt target could be exhibiting different plume dynamics, or the
discrepancy may partly be explained by a difference in experiments. If the first-step pho-
toionization laser were perfectly perpendicular to the ablation plume, there would be no

54



Doppler shift and one would expect the laser frequency to have a global influence on the
brightness in the time-resolved spectroscopy data. However, because the two vectors are off
from perpendicular, high-velocity atoms see the laser frequency Doppler shifted, depending
on the angles θ and the speeds v = d/τ of the atoms:

fob = fs

(
1 +

d sin θ

cτ

)
, (3.5)

where fs is the laser frequency and c is the speed of light. We use this with Equation 3.4
to build a two-dimensional model of Figure 3.13(a) and (b). The Doppler shifts resulting
from this fit are shown as the black and green curves in Figure 3.13(a), with a resulting fit
angle of θ = 0.7◦. For this data set, we estimate the specific spots on the ablation target
were ∼ 200µm from the target center. From the geometry of our target and the trap center
positions, and assuming the laser is well aligned through the viewport, this angle should
be ∼ 1◦, which is very near the fit result of 0.7◦.

Figure 3.13(a) gives a clue as to what could be causing us to see higher plume tem-
peratures than other groups. In order to take into account Doppler shift, a time-resolved
distribution should be collected over a spectrum, as done in this paper and Reference [183].
If the distribution is only collected for one frequency, as is most commonly done [137,139],
and Doppler shift is present, then essentially only the slower, un-Doppler shifted atoms are
being sampled. The velocity distribution will appear to give a lower temperature.

3.2.2 Ablation loading barium ions

Figure 3.14: Image of a chain of nine trapped 138Ba+ ions. Each pixel is 2 µm in the ion
plane.

Once a neutral atom has been ablated and subsequently ionized by our REMPI process,
it sees our trap electromagnetic field. If the energy of this ion is low enough, it can
be completely confined in our ion trap, where it is Doppler cooled by our fluorescence
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493 nm and 650 nm lasers. Once it has been cooled sufficiently, it crystallizes into a highly
localized point less than 5 µm at the trap center. It continues to fluoresce from the cooling
lasers, and some of that fluorescence is captured by our imaging system. If we look at how
many PMT count are being collected or look at the image on the CCD, we can actually
see how many ions are trapped (see Figure 3.14).

To load a specific isotope, we set the 554 nm wavelength to one of the peaks in Figure
3.13(b). We define the loading rate as the average number of ions trapped for each ablation
pulse. The loading rate of that specific isotope should be proportional to the relative
abundance of that isotope (see Table 2.1), with 138Ba+ having the highest loading rate.

Using a first-step REMPI laser saturation of s = 150, the loading rate for 138Ba+ is
typically found to be very close to 1 ions/pulse (out of 33 pulses, see Figure 3.15). Using
the same parameters, the 137Ba+ loading rate is measured to be 0.1 ions/pulse (out of
53 pulses), which is very close to the expected loading rate based on comparing isotopic
abundances and transition strengths between the two isotopes. With this loading rate, it
typically takes on the order of 10 pulses to load 137Ba+, and so we often use up to 10 pulses
at a time before checking if we’ve trapped, just to speed things up. For the most part, this
ratio holds true unless there is something wrong with the way we are cooling 137Ba+.

Because of it’s more complicated energy space, with a nuclear spin and HF structure,
it is more difficult to cool 137Ba+. In order to drive both ground state HF levels and
all four D3/2 HF states for cooling and fluorescent readout, EOM’s are used to split the
laser power into many different frequencies, reducing the laser power used to drive each
transition. Overall, we see that 137Ba+ is on the order of a third the brightness of 138Ba+.
Because of this, even if we successfully load 137Ba+, we don’t always know that we did
because it takes much longer for it to cool down and crystallize. In addition, it could be
that there is some effect of the cooling lasers helping with trapping hotter ions which would
be too hot to trap without the cooling. If this is the case, 138Ba+ would gain the most
from this effect.

A dual-band-pass filter is used in our imaging system, allowing for measurement of
both neutral-atom fluorescence during ablation, and ion fluorescence of trapped ions. This
lets us compare the loading rate directly with the neutral fluorescence measured for that
loading attempt. Figures 3.15 and 3.16 show the loading of 138Ba+ with laser saturations
of s = 150 and s = 15 respectively. The loading rate of 0.59 ions/pulse using a lower
ionization laser power is marginally lower because both experiments are using laser powers
well above saturation, resulting in a diminishing increase in transitions being driven.

From these experiments, we can also see that the neutral fluorescence seems to be well
correlated with the number of ions being trapped. These experiments were done measuring
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Figure 3.15: The loading efficiency for high ionization laser power 80 µW, or s = 150. The
number of ions loaded for each pulse is shown. Neutral fluorescence is also shown in the
axis on the right. A pulse fluence of 0.23 J/cm2 is used. †A value of −1 indicates some
number of other isotopes were loaded.

all of the neutral fluorescence, with a window starting at 2.5 µs after the ablation pulse.
However, if we want a more closely correlated signal, we should delay the start time for
the PMT collection window to measure fluorescence from more trappable slow atoms (see
Figure 3.13). This would result in less signal from Doppler shifted atoms of other isotopes.
We observe that the neutral-fluorescence signal of slow atoms, measured after the slow-
atom cutoff in figure 3.13(a), is also well correlated with the loading rate. This means that
we can use the neutral fluorescence to on-the-fly monitor what our expected loading rate
is without having to perform statistical loading experiments. It’s a good signal to watch
to be sure that our ablation loading should be working.

Figure 3.17 shows what this correlation looks like over the course of many months.
Each data point is a different day, with mostly different parameters. Even with changing
parameters, the loading rate is still very well correlated with the neutral fluorescence
measurement. For more details on the specifics of each day, see Appendix C.3. The
correlation of loading rate to neutral fluorescence measurement seems to also hold up for
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trapping 137Ba+.

Early on, and during all of these ablation characterization experiments, we calibrated
the wavelength of the 554 nm laser to the first-step photoionization 138Ba peak. We would
perform a frequency scan of this laser while collecting slow-atom neutral fluorescence (with
the collection window starting 17 µs after the ablation pulse, with a 55 µs width). This
calibration helped to alleviate slow drifts in the measured peak frequency. Because of
Doppler shift, the peak found using this method can be up to 10MHz from the actual peak.
However, we soon found that these drifts were mostly due to our wavelength meter [124]
cavity drifting. We use this wavemeter to lock the laser, so the cavity drifting translated
to the 554 nm laser frequency being sent to the trap drifting. We now use a stable HeNe
laser to calibrate the wavelength meter and keep its measured frequencies from drifting
from the actual frequencies; we no longer need to perform 554 nm laser frequency scans.

58



0 20 40 60 80 100 120 140 160
Neutral fluorescence / counts

0.0

0.2

0.4

0.6

0.8

1.0

Lo
ad

in
g 

ra
te

 / 
io

ns
pu

lse
1

data
fit: y = 0.007x + 0.017

Figure 3.17: Loading rate vs neutral fluorescence counts for loading 138Ba+ on different
days over the course of months. For details on each data point, see the appendix, Section
C.2.

3.2.3 Selectivity of barium loading

With our REMPI technique of ionizing neutral atoms, we can in principle trap a specific
isotope of barium with a better probability than what we expect from the natural abun-
dances (see Table 2.1). However, because the lineshapes of the different isotopes have
linewidths ∆ν given by Equation 3.3, their lineshapes overlap one another and reduce our
ability to discriminate on different isotopes. The linewidths of these transitions depends
on the power of the 554 nm laser, with higher powers saturation broadening the transi-
tions. Therefore, we should be able to improve our selectivity by reducing this laser power,
ideally towards saturation P g

sat or lower. As we decrease this laser power, the linewidth
of the transitions should approach the natural linewidth of the transition, which would be
the limit of our selectivity, around 95% for 137Ba+.

To quantify the ability to selectively choose isotopes to load, we define the selectivity,
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psel, as the percentage probability of loading an isotope. Next, we define pnat as the natural
selectivity, which is just the natural abundance of an isotope (see Table 2.1). We further
define the selectivity enhancement as

εsel = ln

(
psel

1− psel

)
− ln

(
pnat

1− pnat

)
. (3.6)

Here, each natural log is the logit function (logit(p) = ln(p/(p − 1))), which is useful for
quantifying odds. This selectivity enhancement measure compares an achieved selectivity
to the selectivity for a unbiased loading method, which traps according to an isotopes’ pnat.
In this measure, a selectivity enhancement of zero corresponds to being not selective at all,
with a probability of loading an isotope the same as its pnat. A selectivity enhancement of
near one is a roughly halving of the number of unwanted other isotopes trapped.

In our experiment, we have the ability to fluoresce all naturally-abundant isotopes of
barium except for 135Ba+. Crucially, this isotope is the most disruptive one for our 137Ba+

selectivity, since it has a peak within 50MHz of the transition we use to trap 137Ba+.
Because of this, we are likely to trap this isotope quite often. In order to measure the
percent of desired ions loaded, considering all trapped atomic or molecular ions (including
135Ba+), we instead look at chains of ions. For each experiment, a chain with at least 3
137Ba+ are trapped and the number of bright 137Ba+ ions is compared to the number of
dark ions (see Reference [40,121]).

In Figure 3.18, the expected theoretical selectivities for 138Ba+ and 137Ba+ are shown
as a function of the first-step REMPI laser frequency. These curves are given for different
saturations of the 554 nm transition (i.e. different transition linewidths). The selectivities
we actually measured from loading chains of ions are also shown, with 138Ba+ having a
selectivity of 85±3%, or selectivity enhancement factor of ε = 0.8, which means the amount
of other isotopes loaded nearly halved. For 137Ba+ the best selectivity we measured was
37± 5%, an enhancement of ε = 1.5. The 137Ba+ selectivity enhancement factor increased
from ε = 1.3 to ε = 1.5 by lowering the transition linewidth (using lower power). In most
of these cases, the achieved selectivity is lower than the theoretical. In particular, there
seems to be a discrepancy in the 137Ba+ theoretical probabilities compared to the measured
probabilities for different linewidths. It could be that the saturation model we are using is
not working well for our ablation plume. Since neutral atoms fly through the laser quickly,
the overall transitions being driven might not be saturated as we assume. We also saw this
in the saturation parameter fit in Figure 3.13(b), where the fit gave a saturation half of
what we expected.

Overall, we were unable to achieve the expected selectivity for 137Ba+. One mechanism
that may be affecting selectivity for this isotope is charge-exchange [165–167, 185]. When
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554 nm laser respectively.

trying to trap more ions in an already loaded chain, a trapped 137Ba+ ion can experience
an electron-transfer collision

137Ba+ +138 Ba →137 Ba +138 Ba+, (3.7)

where a passing neutral atom can donate its electron to the 137Ba+, making the 138Ba turn
into a trapped ion while the 137Ba+ ion turns back into an un-trapped neutral atom. By
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this process, we can end up with an imposter ion in our chain which was supposed to be
selectively loaded 137Ba+. Because of its relatively-large abundance, this charge-exchange is
likely to result in more 138Ba+ imposters trapped, reducing the selectivity of other isotopes,
in particular, 137Ba+. Mortensen et. al. [185] demonstrated this effect strikingly, using it
to swap out most of a large crystal of 44Ca+ ions with the much more abundant 40Ca+

isotope.

Another interesting observation is that our selectivity enhancement for 138Ba+ was
lower than for 137Ba+; 138Ba+ was less selective. During selective trapping of 138Ba+, the
Doppler cooling lasers are also able to cool the other unwanted even isotopes because
their transitions are blue detuned from 138Ba+’s cooling frequencies This could allow these
isotopes to be accidentally trapped more easily, causing a reduction in the selectivity
enhancement for 138Ba+ compared to for 137Ba+.

One simple method of improving selectivity is to acquire an isotope-enriched target.
This is great if you only need one specific isotope, but often more than one of the isotopes
are used in an experiment. In addition, current techniques used to source the interesting
barium isotope 133Ba have targets which leave equal amounts of 132Ba and 133Ba. So to
load longer chains of this isotope, trapping selectivity techniques are still necessary.

Finally, to improve on the photoionization method for selectively loading presented in
this work, a different photoionization path could be employed. As discussed in Section
3.1.3, the first step of photionization exciting to the 6s6p3P1 state using a 791 nm laser
could be used [27, 131, 132]. This scheme has larger isotope shifts, and has already been
used to selectively load 137Ba+ ions [132]. Other methods have been employed to improve
selectivity further by post-loading distillation [165,166,186–190]. These methods heat the
unwanted isotope out of the trap by using either the cooling lasers to Doppler heat instead
of cool [165,166,186–188], or by applying an additional RF on the trap electrodes, exciting
the secular motion [189,190] and shaking the ion out of the trap.
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Chapter 4

Barium Qudit Measurement

In this chapter, the quadrupole transition from S1/2 ↔ D5/2 is explored in detail, with
many of the specific transitions found and characterized using Rabi oscillations and Ramsey
sequences. Methods for faster calibration of the frequencies and π-times are explained, and
a SPAM result of a 13-level qudit is presented.

First, background is presented on the quadrupole transition used in this chapter to
shelve electrons in a metastable D5/2 state. Details about the specific low-linewidth laser
system we use and the optics we use to deliver it to the ion are given. Expectations about
the different transitions using this laser are derived, with transition strengths depending on
geometrical constraints and the frequencies of the transitions predicted for both isotopes
138Ba+ and 137Ba+.

In the latter half of the chapter, the results of driving this transition are presented. I
describe how we were able to find all of the transitions, present the spectrum results and the
details on what frequencies each of these transitions are found at. The expected frequencies
derived previously match very well with the frequencies we measured, and nearly all of the
transitions can be used for quantum information. Next, coherent quantum operations using
these quadrupole transitions are explored, with Rabi oscillations and Ramsey sequence
results presented for all transitions. Most transitions have a coherence time on the order
of 400 µs. Methods for calibrating to all of the transition frequencies and π-times are given
and the results are characterized. A frequency interpolation method successfully reduced
the number of calibration steps from 14 to just 3. The π-time calibration works in principle
to reduce the number of calibrations from 14 to 5, however this didn’t work well in our
setup because of device specific limitations.

Finally, the qudit SPAM results are presented. A 3-level qutrit and 6-level qudit were

63



successfully measured in 138Ba+, and the fidelities of this operation are given. In 137Ba+,
we were able to perform up to a 13-level qudit SPAM experiment, with a resulting fidelity
of 91.7%. The SPAM error is shown to not depend on d, but rather the specific transitions
we decide to use in our qudit.
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4.1 Shelving transitions - background

4.1.1 1762 nm laser
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Figure 4.1: 1762 nm laser path. Low-pass (LP) is a low-pass frequency filter and PD is a
photodiode. The top left box is the optics used for PDH locking and the bottom right box
is the optics used for the fiber noise canceling system (FNCS). Two different EOM’s are
used, one in the PDH line for generating the sideband to lock to, and one on the right side
for generating a controllable sideband we can use to drive transitions in barium.

The quadrupole transition S1/2 ↔ D5/2 has a very narrow linewidth, with its 35 s
lifetime [31] giving it a millihertz natural linewidth. With Doppler broadening and power
broadening, it is found to be more like kilohertz linewidth, but this is still a difficult
transition to address. A narrow-linewidth stabilized laser is needed to be able to address
it, and we use a Stable Laser Systems [122] stabilized laser system to do this. This system
also includes amplitude stabilization using an FNCS.

The SLS uses a standard ECDL laser [120] which is frequency stabilized using a stable
temperature-controlled Fabry-Pérot cavity and a PDH sideband locking method to reduce
the linewidth from hundreds of megahertz to on the order of hertz. The cavity is inside of
a vacuum chamber which is pumped down to around 1.7 × 10−7mbar, and the reflection
of the cavity is used for generating the feedback for locking. The cavity drifts slowly, as
shown in Figure 4.2. Over the course of months, the cavity consistently drifts by around
1.87 kHz d−1, which is likely due to relaxing optics inside the vacuum chamber. The PDH
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Figure 4.2: Drift of the PDH cavity used to lock the 1762 nm laser. The frequency of the
least magnetic field sensitive transition (|S1/2, F = 2,mF = 2⟩ ↔ |D5/2, F

′ = 2,mF ′ = 1⟩)
drifts by 1.87 kHz d−1.

control does include an automatic drift adjustment, which can be used to track to this
drift. The free spectral range of the cavity is around 1.4GHz.

Approximately 2% of the 1762 nm laser is split off into the PDH system, where it’s first
sent through the PDH EOM. The PDH sideband is imparted by an EOM and its frequency
can be varied up to 1GHz. This is a frequency which is added to a 5MHz RF signal used
for extracting error signal, and it allows us to move the carrier frequency around much
more freely while still staying locked. Either the red or blue sideband can be locked to,
depending on the polarity chosen for the error signal. Sidebands can be easily found by
applying a repeating scan on the piezo feedback of the 1762 nm laser and looking for the
transmission peak from the sideband (see Figure 4.3), with the frequency response of the
laser to piezo voltage being ∼ 140MHzV−1. Blue sidebands have a lower frequency/voltage
and red sidebands have a higher frequency/voltage in this graph because we move the laser
carrier down in frequency/voltage so that the blue sideband can be transmitted through the
cavity. Cavity peaks are separated by around 10V. The correct sideband can be identified
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Figure 4.3: The SLS system PDH cavity’s response to input 1762 nm laser frequency.
Grey peaks are from the laser carrier frequency, blue and red peaks are from the frequencies
imparted by the PDH EOM. The transitions of barium are shown in dashed lines, with their
heights showing their relative empirical strengths as inferred from their Rabi frequencies
presented in later sections.

if locking is on while changing the overall offset voltage of the laser; this is because the PDH
lock partially succeeds during the parts of the scan that are close enough to the resonance
frequency. If it’s still not obvious, you can also change the PDH EOM frequency to see in
which direction the peak moves (carrier peaks don’t move). Some important parameters
for locking to this peak are the RF amplitude (set as a percentage), and frequency. We
found that around 140MHz or higher is the easiest to lock to (around 1V difference when
scanning the piezo voltage). Fast locking is achieved with only current feedback, and
locking while the laser frequency drifts slowly is done using feedback to the piezo input of
the laser. Without piezo locking, the laser can stay locked for around 30minutes as long as
the optics table is undisturbed. This is because the frequency of the laser can drift around
quite a lot, on the order of 70MHz/min in extreme cases. With piezo locking turned on,
the laser can stay locked for an indefinite amount of time if nobody is in the lab, but for
on the order of days to weeks normally.

First the ECDL laser [120] is coupled into a fiber using a fiberdock. The fiber splits
off part of the power (around 2%) for the PDH system. This picked off PDH light is
sent through an EOM which imparts the sidebands which the PDH locks to. Next a PBS
and QWP setup is used so that all of the incoming light goes straight to the cavity, but
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light coming from inside the cavity gets reflected by the PBS. This light is LP filtered
and measured by a photodiode (PD) in the PDH electronics system. The system also
has another PD to measure the light transmitted by the cavity, which is read off on an
oscilloscope; this is helpful for locking the system. This comprises the whole PDH system
which locks the laser frequency.

The majority of the laser light continues on into the FNCS. Collimated light is first
passed through a sampler + mirror setup which picks off some of the light and sends it
into the FNCS electronics. Most of the light continues on through an AOM with an RF
frequency of 80MHz. After that, it passes through a HWP before being coupled back into
fiber. This fiber is then passed through an EOM, with RF coming from an AWG, and
collimated into free space again. Light reflected back from the end of the fiber (just before
delivery optics) collimates back out of this coupler and passes back through the HWP and
AOM from the opposite direction. Again some of this light is sampled back into the FNCS
electronics. Comparing this returning signal to the input signal, the FNCS can correct for
any amplitude fluctuations in the fiber optics path. The AOM used in this path also has
an RF switch so that we can use it as an optical switch to quickly turn the 1762 nm laser
on or off. Before being focused down onto the ion, the final beam passes through a linear
polarizer and HWP to control its polarization. It is then telescoped up to a bigger beam
size using a 100mm diverging lens and a 200mm converging lens. The beam is focused
down to a 23 µm radius at the ion using a 150mm concave mirror.

Initially, we used the PDH EOM frequency for scanning the 1762 nm laser frequency.
As the frequency is changed, the PDH cavity is able to re-lock to the new frequency as long
as it’s not changed by too much too quickly. In practice, we found that you could adjust
it in increments of no more than 0.2 kHz and no faster than around 1 kHz s−1 without
losing lock. This method worked to be able to find transitions, but it was too slow, so
we added the second EOM to the path, imparting sidebands directly onto the laser being
sent to the trap. These sidebands are used to drive transitions instead of the carrier,
so that we have full fast control of the frequencies through the AWG source. We lock
the laser to the red sideband of the PDH EOM and use the blue sideband of the main
EOM to drive transitions. We found that in other orientations, the main EOM frequencies
needed to drive transitions were too low and it could be possible to drive some transitions
accidentally using the second order sidebands of this EOM.

4.1.2 Quadrupole transitions

To drive the electron from the ground state S1/2 to the shelving state D5/2, a quadrupole
transition must be driven with a 1762 nm laser. Quadrupole transitions have selection rules
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similar to the selection rules in dipole transitions [39]:

F ′ = F or F ′ = F ± 1 or F ′ = F ± 2

m′
F = mF or m′

F = F ± 1 or m′
F = mF ± 2. (4.1)

For ions without HF structure, there are only the mJ selection rules, and they are the same
as shown above, just change mF to mJ . From an individual |S1/2, F ⟩ level, not all of the
excited state levels can be reached because of these selection rules. In 138Ba+ (nuclear spin
I = 0), the |S1/2,mJ = +1/2⟩ state can only be driven into five of the six excited states
because the mJ quantum number cannot be changed by more than 2. In 137Ba+ (nuclear
spin I = 3/2), the amount of allowed transitions is more dramatically reduced, with the
|S1/2, F = 2,mF = +2⟩ level only having 15 allowed transitions out of a total of 24 energy
levels in the excited state.

The zero-field transition strength of each individual transition depends on the Clebsch-
Gordon coefficients between the states in a straightforward manner [39, 191, 192]. This
strength involves a geometric dependence which is set by the wavevector of the laser, it’s
polarization, and its angle from the magnetic field vector, shown in Figure 4.4. The first
parameter is the angle between the magnetic field and the wavevector ϕ. The second
parameter is defined with respect to the projection of the magnetic field onto the plane of
incidence of the laser. γ is defined as the angle between the negative of this vector and the
polarization vector of the laser ϵ. The transition strength dependence on these parameters
is given by

g(0) =
1

2
| cos γ sin 2ϕ|

g(±1) =
1√
6
| ∓ cos γ cos 2ϕ+ i sin γ cosϕ|

g(±2) = |g(±2)
xx + g(±2)

yx | = 1√
6

∣∣∣∣12 cos γ sin 2ϕ∓ i sin γ sinϕ

∣∣∣∣, (4.2)

and is illustrated in Figure 4.5. In our lab, we empirically picked a polarization which did
a decent job of maximizing as many of the transitions in 137Ba+ as possible, so that we
could use as many of them as possible for our qudit.

With zero magnetic field, all of the Zeeman sub-levels of fine and HF states are degen-
erate, at the same energy. An external magnetic field is introduced in atomic experiments
to break this degeneracy of electronic energy states, as shown in Figures 4.6 and 4.7. The
magnetic field in most trapped ion quantum computing experiments is typically chosen to
be 0.2mT to 1mT. This ensures that the degeneracy is lifted enough to avoid coherent
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(a) (b)
Figure 4.4: Quadrupole transition laser orientation [39] with respect to the magnetic field,

wave vector, and polarization are described using ϕ and γ. (a) Magnetic field B⃗, wavevector

k⃗, polarization ϵ⃗, plane of incidence, and the negative projection of the magnetic field onto
the plane of incidence P⃗B. (b) Projection of the polarization onto P⃗B, labeled P⃗ϵ→PB

.

dark states [193], where the electron can end up in some coherent superposition which has
essentially no coupling with the fluorescence lasers anymore.

At these relatively low magnetic fields, the Zeeman effect splits the electronic states
linearly (see Figure 4.6). The splitting is dependent on the g-factor of the states (shown
in Figures 2.2 and 2.3 for barium ions), and the quantum number of the state mJ or mF .
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Figure 4.5: The quadrupole transition strength’s geometrical dependence. Blue darker
areas have a higher probability of driving the transition and white areas have a lower
probability. Two orientations are notable: ϕ = 45◦, γ = 0◦, which restricts only ∆m = 0
transitions, and ϕ = 90◦, γ = 90◦, which only allows ∆m = 1 transitions. The black circle
denotes the orientation we use.

For fine-structure and HF structure energy levels, this splitting is given by

∆Ef =

(
gL + (gS − gL)

J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)

)
µBmJB = gJµBmJB, (4.3)

∆Ehf = gJ
(F (F + 1) + J(J + 1)− I(I + 1))

2F (F + 1)
µBmFB = gFµBmFB, (4.4)

where gJ =
(
gL + (gS − gL)

J(J+1)+S(S+1)−L(L+1)
2J(J+1)

)
is the fine g-factor, gl ≈ 1 is the angular

momentum g-factor, gS ≈ 2 is the electron spin g-factor, S is the electron spin, L is the
angular momentum, J = L + S is the total angular momentum, µB = 9.27 × 10−24 JT−1

is the Bohr magneton, mJ is the magnetic fine quantum number, B is the magnitude of
the magnetic field, I is the nuclear spin angular momentum, F = I + J is the HF angular
momentum, mF is the magnetic HF quantum number, and gF = gJ

(F (F+1)+J(J+1)−I(I+1))
2F (F+1)

is

the HF g-factor. For atoms with no HF structure such as 138Ba+, Equation 4.3 is sufficient
to describe the Zeeman splittings up to very high magnetic fields, and the energy structure
for 138Ba+ is shown in Figure 4.6. For atoms with a nuclear spin I > 0, this model can
also be pretty accurate. However, in 137Ba+, the D5/2 energy levels begin to overlap with
each other very quickly, especially for the F ∈ {3, 4} HF levels. In this regime, the states
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mix and the F quantum number ceases to be a good way to describe the system. The
nuclear spin I and angular momentum J must be used to get an accurate estimation of
the magnetic field dependence.

Level A (MHz) B (MHz) F gF Freq (MHz)

S1/2 4018.870834 - 1 −0.5 -5023.58875
2 0.5 3014.15325

P1/2 743.7 0 1 −0.16 -929.625
2 0.16 557.775
0 0 -364.5

P3/2 127.2 59 1 0.6 -327.3
2 0.6 -162.9
3 0.6 308.7
0 0 -655.81

D3/2 189.729 44.5408 1 0.4 -510.6212
2 0.4 -175.7028
3 0.4 438.0268
1 2.1 104.82

D5/2 −12.028 59.533 2 1.09 33.1377
3 0.85 -29.73615
4 0.75 -30.22175

Table 4.1: Characteristics of 137Ba+ energy structure [194–196]. A is the magnetic dipole
HF constant, B is the quadrupole HF constant, F is the HF angular momentum, gF is the
HF g-factor.

The Hamiltonian matrix for a single energy level of any atom with HF structure has
diagonal terms given by [39]

⟨H⃗⟩ = AmImJ +
µB

ℏ
(gJmJBe + gImIBe) +

B

2I(2I − 1)J(2J − 1)
(4.5)

×
[
3

2
mImJ + 3m2

Im
2
J +

〈
I−I+J+J−

4

〉
+

〈
I+I−J−J+

4

〉
− I(I + 1)J(J + 1)

]
,
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and off diagonal terms given by

2⟨mJ ± 1,mI ∓ 1|H⃗|mJ ,mI⟩ = (4.6)[
A+

B

2I(2I − 1)(J(2J − 1)

(
3

2
+ 3(mI ∓ 1)(mj ± 1) +mImJ

)]
⟨mJ ± 1,mI ∓ 1|I∓J±|mJ ,mI⟩,

and

⟨mJ ± 2,mI ∓ 2|H⃗|mJ ,mI⟩ =
3B

8I(2I − 1)(J(2J − 1)
⟨mJ ± 2,mI ∓ 2|I∓I∓J±J±|mJ ,mI⟩,

(4.7)
where mI is the nuclear spin magnetic quantum number, A is the magnetic dipole HF
constant, B is the electric quadrupole HF constant (see Table 4.1), and I±, J± are lad-
der operators for the nuclear spin momentum and the total angular momentum. These
operators can be written as

⟨I∓I±J±J∓⟩ = [I(I + 1)−mI(mI ± 1)] [J(J + 1)−mJ(mJ ∓ 1)]

⟨mJ ± 1,mI ∓ 1|I∓J±|mJ ,mI⟩ =
√
[J(J + 1)−mJ(mJ ± 1)] [I(I + 1)−mI(mI ∓ 1)]

⟨mJ ± 2,mI ∓ 2|I∓I∓J±J±|mJ ,mI⟩ =
√
[I(I + 1)−mI(mI ∓ 1)] [I(I + 1)− (mI ∓ 1)(mI ∓ 2)]

×
√

[J(J + 1)−mJ(mJ ± 1)] [J(J + 1)− (mJ ± 1)(mJ ± 2].

(4.8)

Depending on the nuclear spin I of the atom in question and the fine-structure angular
momentum J of the electronic energy level, some of these terms may or may not be present.
For example, in 133Ba+ with I = 1/2, the terms in Equation 4.7 will never exist because
the nuclear spin quantum number mI can never change by more than 1. Similarly, energy
levels with J = 1/2 angular momentum will never have these terms since the angular
momentum quantum number mJ can never change by more than 1. Diagonalizing this
equation for multiple levels, the frequencies of different transitions can be found, including
the one we care about now, the S1/2 ↔ D5/2 quadrupole transition in 137Ba+. Simply
diagonalize the equation for the ground state S1/2, the excited state D5/2, and find the
frequency differences between the upper and lower energy levels for transitions which are
allowed.

The theoretical frequencies of the quadrupole transition are shown in Figures 4.6 and
4.7 for 138Ba+ and 137Ba+. These just show the transitions which we can drive from the
|S1/2,mJ = +1/2⟩ and |S1/2, F = 2,mF = +2⟩ states which are optically pumped to in the
current polarization of that beam path.
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Figure 4.6: Expected transition frequencies in 138Ba+ as a function of the magnetic field,
calculated from Equation 4.3. The horizontal lines are the transition frequencies measured
and discussed in Section 4.2 (two coils driven at 5A), and the magnetic field is estimated
to be 10.48G = 1.048mT.

The frequencies for 138Ba+ were simply calculated from the subtracting the linear split-
ting of the S1/2 ground state from the linear splitting of the excited state D5/2. The result is
an even splitting of the energy levels, with a splitting on the order of 10MHz past 0.8mT.
The two outer transitions to the states mJ ′ ∈ {+5/2,−3/2} are the most sensitive to
magnetic field while the middle mJ ′ = +1/2 transition is the least magnetic field sensitive.

The frequencies for the quadrupole transitions of 137Ba+ were calculated using Equa-
tions 4.5, 4.6, and 4.7 to construct a matrix. The diagonalization of this matrix for each
separate magnetic field yields the frequencies for each transition at that magnetic field. The
upper F ′ ∈ {1, 2} transitions are well isolated from each other, however the two F ′ ∈ {3, 4}
transitions have frequencies which are extremely close to one another. As the magnetic
field is increased, the HF states immediately start crossing and mixing with each other.
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Figure 4.7: Expected transition frequencies in 137Ba+ as a function of the magnetic field,
calculated from diagonalizing the matrix from Equations 4.5, 4.6, 4.7. The horizontal lines
are the transition frequencies measured and discussed in Section 4.2 with 4A applied to
both magnetic field coils. The magnetic field for this configuration is estimated to be
8.35G =0.835mT.

For this reason, these states experience some interference which results in surprisingly low
transition strengths of the F ′ = 3 transitions described in the next section. One might
think that this close proximity of the two sets of levels would make it much harder to use
these levels. However, while it might be a bit harder to find which transitions are which,
the transitions themselves are quite narrow and there are no problems performing coherent
operations on almost all of these transitions.
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4.2 Transitions characterization

We use the 1762 nm laser to drive quadrupole transitions in barium. For the experiments
presented, we use an overall laser power of 3mW and an RF power on the second EOM
of 3 dBm unless otherwise stated. For the most part, we perform optical pumping for on
the order of 500 µs and shelf-repumping (614 nm) for 500 µs to 5.000 µs, depending on the
power of this laser at the time of the experiment. This power fluctuated somewhat from
4 µW to 13 µW at the ion. The fluorescence cooling lasers, 493 nm and 650 nm, had laser
powers of 20 µW to 50 µW and 150 µW to 250 µW. When locking to the cavity peak for
driving transitions in 138Ba+, a PDH EOM frequency of 140MHz is used with a power
amplitude of 10%. For driving 137Ba+ transitions, we lock to the cavity peak using a PDH
EOM frequency of 240MHz with a power amplitude of 20%.

4.2.1 Transition spectra
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Figure 4.8: The 493 nm fluorescence signal flip-flops between bright and dark with the
1762 nm laser approaching the correct transition frequency. Both cooling lasers are on,
and as the 1762 nm nears the correct frequency, the flip-flops become more frequent. The
right side shows the 1762 nm spectrum without the cooling lasers, with the transition peak
being very narrow.
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The natural linewidth of this transition is quite narrow, in the millihertz range. With
broadening mechanisms, this is widened up to kilohertz, which is still quite narrow and
difficult to find. Using a wavelength-meter, we adjusted the frequency to be within 1GHz
of where we expected the transition to be, but this is still a huge frequency space to search
for a kilohertz transition. Fortunately, we can broaden the transition, helping us to roughly
find it: just keep the cooling lasers (493 nm and 650 nm) on while addressing the ion with
the shelving laser. As shown in Figure 4.8, if the cooling lasers are on with the shelving
laser, the ion can become shelved and then be de-shelved on a timescale of seconds. As the
shelving laser frequency is tuned closer to the correct transition frequency, the flip-flopping
becomes more and more frequent. Using this method, we can broaden the transition so
that we can tune our laser frequency to within 10’s of megahertz of the actual transitions.

Once the vicinity of the transitions has been found, the laser must be locked to the
PDH cavity in order to keep its frequency stable enough to coherently drive quadrupole
transitions into the D5/2 state. In Figure 4.3, the peaks of the cavity are shown; gray peaks
are from the laser carrier, and blue/red peaks are from the sidebands imparted by the PDH
EOM. The laser frequency is controlled by changing the piezo voltage in the ECDL, with
a ratio of ∼ 140MHzV−1. The transitions in 138Ba+ and 137Ba+ are also shown in this
Figure.

To drive transitions in these isotopes, sidebands from a nearby carrier are locked to.
With the laser locked, the frequency of either the PDH EOM or the external EOM can be
scanned over with the laser being sent to the trapped ion. This frequency scanning can be
done directly with the PDH EOM, but as mentioned in the previous section, this is slow
because the laser must re-lock between steps. Instead, we lock to a fixed, low-frequency,
PDH EOM red sideband while we scan the frequency applied to the second EOM. The
frequencies are supplied by an AWG, and the blue sideband imparted by this EOM is used
to drive the transitions.

To analyze the fluorescence data from the PMT, typically some kind of threshold is
defined and all of the data is compared to that threshold. If the counts are higher than
that threshold, then the ion is considered to be fluorescing in the ground state. If the
counts are lower, the ion is considered to be dark and not in the fluorescence states (it’s
in the D5/2 or some other dark state). The typical way of doing this is to perform some
calibration regularly which uses statistics to determine the best threshold. In our work,
we use a retroactive method where we use the data itself to determine the threshold (see
Reference [121] for more details). This only works if the data is has some mixture of bright
and dark states (at least 10% of each is usually necessary).

For 138Ba+, we lock the 1762 nm laser to the 56V cavity peak’s red sideband, with the
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Figure 4.9: Spectrum of the quadrupole transition in 138Ba+. The dotted vertical lines
are the frequencies where we found the transitions (Rabi oscillations). A current of 5A is
used to drive both magnetic field coils. For this data, the 1762 nm was locked to the blue
sideband.

frequency of this sideband at 140MHz and the amplitude at 10%. We then use the blue
sideband of the second EOM, with the source from the AWG, to drive coherent transitions.
We pump the electron into the stretched state using the 493 nm optical pumping laser for
500 µs, deliver the 1762 nm laser to the ion for 3.000 µs, then send the fluorescence lasers
493 nm and 650 nm to see if the ion has been shelved or not. The 614 nm laser is used
to reset the experiment in the ground state and the experiment is repeated for the next
scan point. The EOM frequency is scanned from 410MHz to 510MHz, and the results are
the spectrum shown in Figure 4.9. The orange peaks are all possible transition peaks, and
the vertical dotted lines are the transitions which we confirmed as carrier transitions (by
observing Rabi oscillations). Many of the smaller peaks surrounding the carrier peaks turn
out to be motional modes, including the radial peaks at 1.2MHz and 1.4MHz and the axial
peak at 10 kHz. In addition, some peaks are micromotion peaks at the trap RF frequency
of 20.772MHz. Many of the peaks are actually situations where the ion went dark for some
reason other than shelving. This can happen if the ion heats up and de-crystallizes, which
can occur when a stray atom or molecule collides with it.
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In Figure 2.2, these found transitions are plotted as horizontal lines, and their positions
correspond with an overall magnetic field of 1.048mT. Table 4.2 shows the measured
frequencies for all of these transitions at the different magnetic fields. Note that with lower
magnetic field, we were locking to the opposite (blue) PDH sideband, and so the absolute
frequencies differ by twice that frequency, or 280MHz.

mJ ′ Bh freq. (MHz) Bl freq. (MHz) π-time (µs) π error

5/2 427.193 -725.296 34 0.063
3/2 444.751 -732.39 26.8 0.072
1/2 462.31 -739.482 29.9 0.056
-1/2 479.866 -746.576 42.3 0.049
-3/2 497.424 -753.673 40 0.093

Table 4.2: Measurements on the transitions in 138Ba+. Bh, andBl stand for high (1.048mT)
and low (0.423mT) magnetic fields respectively. Note that the two sets of frequencies were
found while locking to opposite sidebands of the PDH cavity. The absolute values differ
by twice the PDH frequency, 280MHz.

To drive transitions in 137Ba+, we lock the 1762 nm laser to the 36V cavity peak’s red
sideband, with the frequency of this sideband at 240MHz and the amplitude at 20%. We
then use the red sideband of the second EOM to drive coherent transitions. We use the
same procedure described in the previous paragraph to collect a spectrum. The results of
this scan are shown in Figure 4.10, with a scan range of 410MHz to 510MHz on the EOM
frequency. This was performed using a current source of 4A and 5A on both of our coils,
with the successfully found transitions shown as vertical dotted and dashed lines. This
spectrum is a lot busier than the 138Ba+ spectrum, but you can see the transitions shift
from the different magnetic fields experienced by the ion. In addition to being denser in
terms of the number of transitions, there are also many more random peaks present where
the ion goes 100% dark. As described for the 138Ba+ spectrum, these are situations where
the ion de-crystallizes. In 137Ba+, these occurrences happen much more often than for
138Ba+, probably because the Doppler cooling is not as efficient. The overall brightness of
137Ba+ is on the order of 6, 000 counts/s, nearly one third the 15, 000 counts/s brightness
of 138Ba+.

In Figure 2.3, these found transitions for 4A current are shown as horizontal lines. At
0.835mT, the found transition frequencies match the theoretical curves to within 10 kHz,
indicating that our model of the energy structure is good. Transitions at the other config-
urations were also found and match up well with the theory curve, with the 4A, single coil
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Figure 4.10: Spectrum of the quadrupole transition in 137Ba+. The dotted vertical lines are
the frequencies where we found the transitions (Rabi oscillations) using a current source
of 4A and 5A on both of our magnetic field coils. For this experiment, the 1762 nm laser
was locked to the red sideband.

configuration resulting in a magnetic field of 0.423mT and the two-coil 5A configuration
having a magnetic field of 1.048mT, matching with the result for 138Ba+.

The procedure to find a transition goes as follows:

1. Perform a wider scan, about 100 kHz to 1.000 kHz wide (depending on how certain
you are of where it should be) near where you expect the transition to be, with a step-
size of 10 kHz. Use a high EOM RF power, ∼ 3 dBm, to broaden the transition as
much as possible. Set the pulse-time to be longer than the coherence time, ∼ 3.000 µs,
to make the transition incoherent so that coherent processes can’t give a false peak.
A dip should be seen in at least one of the data points indicating where the transition
is.

2. To find the exact transition frequency, perform an even finer frequency scan (about
10 kHz to 20 kHz with a step size of 1 kHz around the peak found in the previous
step) of the 1762 nm laser, as shown in Figure 4.11. For this scan, use a low EOM RF
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F ′ mF ′ Bm freq. (MHz) Bh freq (MHz) Bl freq. (MHz) π-time (µs) π error

1 1 -457.869 -453.542 -465.96 295.9 0.31
1 0 -481.43 -482.647 -478.112 95.1 0.054
2 2 -528.771 -524.323 -537.159 58.6 0.11
2 1 -542.483 -541.622 -543.906 123.8 0.03
2 0 -555.877 -558.549 -550.519 62.2 0.026
3 3 -583.95 -577.18 -595.891 >2000 -
4 4 -584.251 -578.223 -596.203 66.8 0.075
3 2 -592.25 -588.562 -599.889 129.7 0.23
4 3 -598.091 -595.577 -603.102 39.4 0.016
3 1 -601.151 -599.877 -604.244 298.1 0.05
4 2 -609.91 -610.512 -608.921 23.6 0.023
3 0 -610.385 -611.525 -608.856 181.1 0.049
4 1 -620.689 -624.288 -614.239 93.5 0.03
4 0 -630.59 -636.766 -619.16 69.3 0.07

Table 4.3: Measurements on the transitions in 137Ba+. Bh, Bm, and Bl stand for high
(1.048mT), medium (0.835mT), and low (0.423mT) magnetic fields respectively. The
F ′ = 3,mF ′ = 3 transition is extremely weak, so no π-pulse error is listed.

power, ∼ −20 dBm, to narrow the transition as much as possible so that the exact
frequency is easier to determine. Set the pulse-time a little longer than the previously
measured π-time of the transition. This increases the contrast and makes sure that
frequencies off resonance only give worse shelving probabilities. The transition line-
shape should be clear from this scan.

3. Analyze the data using the threshold method described in Reference [121] to get the
probability of shelving at each frequency. Fit this data to a Lorentzian,

y =
Amp

1− x−f0
FWHM

2 +BG, (4.9)

to find the exact transition frequency.

Initially, finding all of the quadrupole transitions in 137Ba+ was very challenging. First,
it’s very important to be sure of which ground stretch state you are optically pumping
to, otherwise the frequencies you’re looking for based on the theory will be completely
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Figure 4.11: Quadrupole transition spectrum of the |S1/2, F = 2,mF = 2⟩ ↔ |D5/2, F
′ =

4,mF ′ = 4⟩ transition. A low EOM RF power of −20 dBm with a long pulse time of
3000 µs is used to make the transition as narrow as possible to be able to find the exact
transition frequency more easily. The fit gives a linewidth of 1.46 kHz. Each data point is
400 experiments.

different. Without a magnetic field estimation, it’s very hard to know which transitions
in the F ′ ∈ {3, 4} are which. In addition, a few of these transitions turned out to be very
weak, much weaker than expected based on the standard transition strengths. To find
these weak transitions, a very fine scan over the entire range was needed. You can also use
the expected linear magnetic field sensitivity to estimate which transitions are which based
on how they shifted from moving to a different applied current, as shown in Figure 4.10.
Once all of the transitions were found and the two magnetic field results were compared, we
were finally able to assign all of the transitions their proper excited states. The frequencies
of all of the transitions for different magnetic fields are shown in Table 4.3.

When we switched to using only one of the magnetic field coils, the voltage readout of
the current source nearly exactly halved from 2.38V to 1.234V. This indicates that the
coils are nearly identical, and that the new magnetic field should be very close to exactly
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Figure 4.12: 137Ba+ quadrupole transition energies using a lower magnetic field of 0.423mT.
The F ′ = 3,mF ′ = 0 and F ′ = 4,mF ′ = 2 transitions have transition frequencies very near
one another.

half the previous magnetic field. It also made looking for the new frequencies quite easy,
as we could use the model in Equations 4.5, 4.6, and 4.7 to find the expected frequencies
for half magnetic field. The frequencies were all within 30 kHz of this estimation for all
transitions, and the magnetic field from the measured transitions is found to be 0.423mT.
Because of this agreement, we can also infer that the magnetic field coils are quite well
aligned symmetrically on the trap.

Another consequence of reducing the magnetic field was that the two transitions F ′ =
3,mF ′ = 0 and F ′ = 4,mF ′ = 2 are much closer in frequency, around 100 kHz instead
of the over 400 kHz measured for the higher magnetic fields. The two transitions even
cross at around 0.51mT as shown in Figure 4.12. While the 100 kHz difference is enough
to perform coherent operations on the two transitions, care must be taken to not pick a
quantization magnetic field where two levels cross such as these two. One must also take
care when finding these two transitions using a fitting method; an erroneous result could
occur for the calibrated frequency if they both end up being within the same frequency
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Figure 4.13: The 614 nm laser spectrum from different initial D5/2 energy levels. A mag-
netic field of 0.835mT is used. Vertical lines denote all of the transitions into the P3/2

state, with colored lines being accessible transitions from the D5/2 energy level initialized
in, and grey lines being all the other transitions.

We also investigated the spectrum of the 614 nm transition from D5/2 ↔ P3/2, which
we use to flush the shelving state in between experiments. The transition probability is
measured as a function of this laser’s frequency, for different shelving states. To perform
this experiment, the electron is driven into theD5/2 shelving state incoherently, with a pulse
time of 3.000 µs. Then the shelving repump laser is introduced for a very short amount of
time. Driving out of the D5/2 state using this dipole transition is very fast and easy, so
a sufficiently short pulse time must be picked so that we aren’t just perfectly repumping
every time. A time is picked empirically such that the transition isn’t completely repumped
and we can see peaks in the spectrum, as shown in Figure 4.13. The peaks we found match
up quite well with the theoretical transitions that should be possible from the initialized
excited states, shown as colored vertical lines.

Not shown in this Figure are transitions from the F ′ = 4,mF ′ = 4 state, which only
has one transition by which it can be repumped into the P3/2 state. Because of this, there
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are some sacrifices to be made when picking the frequency to set the 614 nm laser to. The
rest of the transitions can easily be driven with a single laser frequency such that all of
them are within 10MHz and can be repumped in under 100 µs, but the F ′ = 4,mF ′ = 4
state must be repumped with at least 400MHz detuning, which takes 500 µs or longer. In
the future, an EOM could be used to significantly improve this by splitting the power of
the laser into multiple frequencies, hitting all of the transitions more evenly.

4.2.2 Coherent shelving operations
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Figure 4.14: Rabi oscillations of all of the 138Ba+ quadrupole transitions driven from the
ground state |S1/2,mJ = +1/2⟩. Magnetic field is 1.048mT.

A transition can be coherently driven from one ground S1/2 state to an excited D5/2

state in a coherent process known as a Rabi oscillation. We first pump the electron into
the stretched state using the 493 nm optical pumping laser for 500 µs. Next, we apply the
1762 nm laser to drive the quadrupole transition for a set amount of time. The electron
will be transferred to the shelving D5/2 state with a probability dependent on the amount
of time the transition is driven for. The Hamiltonian of the ion with a laser interacting
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Figure 4.15: Rabi oscillations of all of the 137Ba+ quadrupole transitions driven from the
ground state |S1/2, F = 2,mF = +2⟩. Magnetic field is 0.835mT.

with it is given by

H = Ha +Haf = ℏω0|e⟩⟨e|+
ℏΩ
2

(
|g⟩⟨e|eiωt + |e⟩⟨g|e−iωt

)
, (4.10)

where Ha = ℏω0|e⟩⟨e| is the Hamiltonian of the ion alone, Haf is the Hamiltonian of
the interaction between the ion and the laser, ω0 is the energy of the excited state (in

frequency), Ω = − ⟨g|ε·d|e⟩E0

ℏ is a parameter called the Rabi frequency which characterizes
the strength and speed of the interaction, ε is the polarization of the field, d is the dipole
operator of the ion, E0 is the magnitude of the electric field from the laser, and ω is the
frequency of the laser. Using Schrødinger’s equation and moving to a Rotating frame [197],
the resulting behavior is that the electron oscillates sinusoidally between the ground state
and the excited state. At zero detuning, the frequency of these oscillations is the Rabi
frequency and the contrast is one. If the frequency of the laser is detuned, the frequency
of the oscillations is increased from the Rabi frequency and the electron can never be
fully excited. With zero detuning, assuming the electron starts in the ground state, the
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Figure 4.16: Rabi oscillations of all of the 137Ba+ quadrupole transitions driven from the
ground state |S1/2, F = 2,mF = +2⟩. Magnetic field is 0.423mT.

probability of driving to the excited state looks like

Pe(t) =
1

2
(1− cos(Ωt)) . (4.11)

The amount of time it takes for the electron to be fully excited into the excited state is
called the π-time or τπ.

Rabi oscillation experiments are performed by scanning the pulse time of applying the
1762 nm laser to the ion. The results are shown in Figures 4.14, 4.15, 4.16 for the 138Ba+

ion using 1.048mT magnetic field and for 137Ba+ using 0.835mT and 0.423mT magnetic
fields. The results are fitted using equation 4.11 with an amplitude factor and a background
parameter added to account for our imperfect transitions. For each transition, the Rabi
frequency depends on the strength of coupling of that transition with the laser. So the
frequency of the Rabi oscillations varies in the range 10 kHz to 20 kHz. For 138Ba+, the
π-pulse operation transferring the election into the excited state has a fidelity of around
90− 95%.

In 137Ba+, the Rabi frequencies vary much more because of the more complex HF struc-
ture involved. At first, many transitions were extremely weak because of the polarization
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Figure 4.17: Theoretical quadrupole 1762 nm transition frequencies and basic transition
strength calculations. Colored transitions are ones which can be driven from our initial
state |S1/2, F = 2,mF = +2⟩ and grey transitions cannot be driven from this state. The
solid lines are using a magnetic field of 1.048mT and the dashed lines are using a magnetic
field of 0.835mT.

being used to drive them (see Figure 4.5). In order to make as many transitions as possible
useful, we empirically found a good polarization which keeps as many of these transitions as
possible a decent strength. Some of the transitions have a Rabi frequency as low as 2 kHz,
while others have frequencies as high as 20 kHz. One of the transitions in particular, the
F ′ = 3,mF ′ = 3 transition, has a Rabi frequency of just 250Hz as shown in Figure 4.16.
This was quite surprising; a basic transition strength calculation predicted it to have the
lowest Rabi frequency, but not nearly this low. In fact, all of the F ′ = 3 transitions have
weaker transition strengths than the expected strengths shown in Figure 4.17. The reason
for the F ′ = 3 states’ weak coupling with the laser is because they experience interference
with the very close-by F ′ = 4 states. Performing a full analysis of the eigen-states from
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the Hamiltonian in Equations 4.5, 4.6, 4.7, this interference emerges and the results match
well with the measured Rabi frequencies [37, 121].

The π-pulse for most of these transitions can be done with over 90% probability, however
some transitions have particularly low fidelities. Transitions with a low Rabi frequency tend
to have worse transition fidelities because they take longer to perform a π-pulse and start
to fight with the coherence of the ion. It should be noted that in between using the higher
magnetic field in Figure 4.15 and the lower magnetic field, we improved the alignment and
polarization of the optical pumping, so the fidelities improved quite a lot.
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Figure 4.18: Ramsey sequences of all of the 138Ba+ quadrupole transitions driven from
the ground state |S1/2,mJ = +1/2⟩, varying the wait time in between the two π/2 pulses.
The frequency detuning is set to 3 kHz to 10 kHz red from the carrier frequency and the
magnetic field is 1.048mT.

In order to learn some information about the coherence time of the transitions, some
kind of experiment sensitive to the decohering processes is necessary. One of the most com-
mon types of coherence experiments is called a Ramsey experiment, described as follows.
First, pump the electron into the stretched state using the 493 nm optical pumping laser
for 500 µs. Next, apply the 1762 nm laser for an amount of time such that the electron is
halfway driven into the excited state, t = τπ/2. This time is determined beforehand by
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Figure 4.19: Ramsey sequences of the 137Ba+ quadrupole F ′ = 4 transitions driven from
the ground state |S1/2, F = 2,mJ = +2⟩, varying the wait time in between the two π/2
pulses. The frequency detuning is set to 5 kHz red from the carrier frequency and the
magnetic field is 0.835mT.

performing a Rabi oscillation experiment; the τπ time is then used to determine the correct
pulse-time to drive the ion with the 1762 nm laser during the Ramsey experiment. After
the electron has been half-way driven into the D5/2 state, wait for some amount of time
for the electron to decohere. Finally, another τπ/2-pulse is performed. The result of this
experiment is that the electron oscillates as the Ramsey wait time is increased, at the same
frequency as the laser detuning; These oscillations slowly decay until the overall probability
has converged to around 50%. The shelving probability during a Ramsey experiment looks
like

Pe(t) = 0.5 sin (2πδtwait + ϕ) etwait/τdecay + 1/2, (4.12)

for laser detuning δ, Ramsey wait time twait, phase ϕ, and decoherence time τdecay.

Ramsey experiments were performed for each transition by first performing a Rabi os-
cillation experiment to find the τπ/2 time. Ramsey sequences are performed while sweeping
the Ramsey wait time, and the results are shown in Figures 4.18, 4.19, 4.20, and 4.21 for
both isotopes 138Ba+ and 137Ba+ at 1.048mT and 0.835mT magnetic fields respectively,
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Figure 4.20: Ramsey sequences of all of the 138Ba+ quadrupole transitions driven from
the ground state |S1/2,mJ = +1/2⟩, varying the wait time in between the two π/2 pulses.
The frequency detuning is set to 3 kHz to 5 kHz red from the carrier frequency and the
magnetic field is 0.423mT.

and at 0.423mT magnetic field. The detunings were all set in the range 3 kHz to 10 kHz
from the carrier transition frequencies. Each experiment is fit to using Equation 4.12 with
the fitting parameters the phase ϕ, the frequency detuning δ, and the decay time τdecay.
For transitions which decohere quite quickly, often the fitting was difficult because there
are barely any oscillations to fit to. The transitions have coherence times ranging from
under 100 µs to as much as 500 µs, depending on how sensitive they are to the magnetic
field (see Figures 4.6 and 4.7).

4.2.3 Shelving frequency calibrations

In Section 4.1.2, I described the method we use for finding a single transition. This pro-
cedure has been automated, but it still takes on the order of a few minutes to find each
transition. So to find all 13 transitions, it takes around half an hour. Since the transitions
drift by around 2 kHz d−1, this calibration must be done a lot, often a few times in one
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Figure 4.21: Ramsey sequences of all of the 137Ba+ quadrupole transitions driven from the
ground state |S1/2, F = 2,mF = +2⟩, varying the wait time in between the two π/2 pulses.
The frequency detuning is set to 3 kHz red from the carrier frequency and the magnetic
field is 0.423mT.

day. Not only that, but in the time it takes to calibrate, the first calibrated transitions
will have drifted some amount.

To reduce the number of transitions we have to calibrate to, we use an interpolation
method. The main things in the experiment that can drift are the cavity frequency and
the magnetic field. The cavity frequency drift is very linear, as shown in Figure 4.2,
and the least magnetic field sensitive transition, F ′ = 2,mF ′ = 1, can be picked as the
indicator of how much this has drifted. The magnetic field drift changes all of the transition
frequencies by different amounts, but the magnitude of the magnetic field drift can be easily
estimated by comparing the two most magnetic field sensitive states, F ′ = 4,mF ′ = 4 and
F ′ = 4,mF ′ = 0. The difference of these two frequencies tells us how much the magnetic
field has drifted.

So for interpolation, we take a lot of data sets from measuring all of these frequencies
over several weeks or months to build the linear interpolation model shown in Figure 4.22.
For all transitions other than the three mentioned, we subtract the drift frequency f21, the
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Figure 4.22: Interpolation of the 137Ba+ transition frequencies using a set of representative
transitions F ′ = 2,mF ′ = 1, F ′ = 4,mF ′ = 0, and F ′ = 4,mF ′ = 4. fij is the frequency
of the F ′ = i,mF ′ = j transition. Each row is a different set of F ′ transitions. The data
points are measured frequencies of the different transitions and the lines are linear fits to
the data points.

frequency of the least magnetic field sensitive transition, on the y-axis. We compare this to
the frequency difference (f40−f44) between the two most magnetic field sensitive transitions
on the x-axis. This gives a linear relationship which can be fit to in order to get a linear
equation which can be used to interpolate the remaining frequencies. During frequency
calibration, just measure the three representative transitions, then plug the results into
each of the fits shown in Figure 4.22 to get the interpolated frequencies. Looking at the y-
axis of the graphs, it’s apparent that for all of the transitions, the data points almost never
deviate by more than 100Hz, so the interpolation method should always give frequencies
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within the kilohertz resolution we use for driving transitions.

4.2.4 Shelving π-time calibrations

To calibrate the π-time of a transition, we perform a Rabi oscillation experiment such as
shown in Figure 4.14. A fit is performed using 4.11 to extract the Rabi frequency and the
π-time. Typically, this experiment is only done with a time sweep in the vicinity of the
previously measured π-time of the transition being measured. Even with this reduction
in sweep points, each experiment still takes on the order of a few minutes, similar to the
frequency calibrations described in section 4.1.2. An interpolation method similar to that
used in Section 4.2.3 could also be employed to find the π-times and reduce this calibration
time.

To interpolate the π-times of most transitions, we use the F ′ = 4 transitions as rep-
resentative transitions for all of the others. Each transition with different mF ′ will have
a different dependence on the intensity of the laser, shown in Figure 4.5. By measuring
each level in F ′ = 4, we can see how each of these mF ′ ∈ {1, 2, 3, 4} is being affected by
intensity changes of the driving laser. The interpolation is shown in Figure 4.23 for 137Ba+,
with all π-times measured explicitly using a variety of 1762 nm laser powers. Each row is
a different set of mF ′ transitions, with different F ′, each calibrated with the corresponding
F ′ = 4,mF ′ transition. The y-axis is the π-time of the interpolated transition and the
x-axis is the π-time of its representative F ′ = 4′ transition. Fitting a line to each set of
data gives a model which can be used to interpolate the transition π-times after measuring
the representative transitions to the F ′ = 4 state.

Most of the interpolations are decent, however you’ll notice that the F ′ = 3,mF ′ = 0
transition is quite bad. The reason for this is because it is two different data sets collected
one day apart. In fact, all of the data points in Figure 4.23 consist of data from two
separate days. The reason that the two data sets for this transition have different line
slopes is because of our frequency calibration. The resolution which we typically use to
find transitions is 1 kHz. If the actual transition frequency falls in between the frequency
resolution, it’s normally not a problem because the main effect is the Rabi frequency might
be slightly different. If you measure the Rabi oscillations explicitly, you can find the correct
π-pulse time with no problems. However, this interpolation method assumes that the exact
transition frequencies have been found. If the frequencies used for the π-pulse calibration
are detuned by different amounts, then they will have a different slope in the interpolation
curves.

This means that even if we collected the data on the same day, with the same frequency
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Figure 4.23: Interpolation of the 137Ba+ π-times using a set of representative transitions.
Each row is a different set of mF ′ transitions, with different F ′ ∈ {1, 2, 3}, each calibrated
with their corresponding F ′ = 4,mF ′ transition. The data points are measured π-times of
the different transitions and the lines are linear fits to the data points.
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detuning from the carrier, the interpolation still wouldn’t work. The calibration frequen-
cies measured day-to-day could also be detuned from the correct transition based on the
resolution of our frequency calibration. Overall, this can lead to errors in the π-pulse in-
terpolation which are up to a few percent in π-pulse fidelity. This interpolation method
would work fine if we used a better resolution to find our transition frequencies.
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4.3 Qudit measurements

4.3.1 Qudit SPAM experiment

With all of this characterization out of the way, now is the time to use this quadrupole
transition for something useful! The shelving metastable D5/2 state in barium is interesting
mainly because it has such a long lifetime (35 s), even compared with the D5/2 states of
other ions typically used for quantum information. This long-lived state can be used to
store, or shelve, quantum information. This has been used to perform qubit SPAM with
the best fidelity to-date, using the 137Ba+ isotope to achieve (1× 10−4) error SPAM. This
state has many more levels to utilize, and can be used to store qudit states in order to
discriminate between them during measurement.

Figure 4.24: The energy levels used to encode our 13-level qudit. The upper states are
metastable, and we use the 1762 nm laser to address them. Grey states could be used in
the future as more qudit levels.

For constructing qudits, the obvious choice of states is to pick the ones which have
the best π-pulse transition fidelities first. This is how we chose our qudit states, shown in
Figure 4.24 for the 13-level qudit. For now, we have results for a 13-level qubit, but we
are certainly not limited to using just 13 levels. With some method of moving the electron
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population to different ground HF states, using most of the other energy levels in the D5/2

state (which are currently inaccessible from the current initialized |F = 2,mF = 2⟩ state
by quadrupole selection rules, Equation 4.1) would be possible. The greyed out states are
ones which could be used in the future to construct up to a 24-level qudit. The reason
more of the 32 total states (24 in the D5/2 and 8 in the S1/2) can’t be used is because for
the measurement procedure, all but one of the states in the ground level must be shelved.

For the 3-level qutrit, we used the 138Ba+ isotope’s {|mJ ′ = 3/2⟩, |mJ ′ = 1/2⟩} excited
states along with the stretch state we pump to, |mJ = 1/2⟩. The 6-level qudit also uses
the 138Ba+ isotope, this time utilizing all of the metastable states along with the stretch
ground state as its computational space.

cooling
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Figure 4.25: Pulse sequence for performing SPAM experiment. The left side is the prepa-
ration stage, where the ion is initialized in |n⟩. The right side is the measurement stage,
where states are shuttled back and forth from the D5/2 state and measured.

The SPAM process is exactly like the qubit measurement which was illustrated earlier
in Chapter 2, Figure 2.6. The only difference is that shelving and de-shelving is done to
more states, measuring fluorescence between each step to find the computational state of
the qudit. A pulse diagram of the procedure is shown in Figure 4.25.

1. First, the ion is initialized in the ground state by flushing all of the metastable states
using the 650 nm and 614 nm lasers.

2. Next, the ion is prepared in the stretch |F = 2,mF = 2⟩ state of the ground state
using the optical pumping beam.
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3. Drive a π-pulse quadrupole transition into the prepared |n⟩ state. With the ion in a
desired prepared state |n⟩, the state preparation stage is complete and we move on
to the measurement.

4. To measure the qudit, start off by measuring the state that was initially left in the
ground state, |0⟩.

5. Next, repeatedly shuttle the qudit state |n⟩ in the metastable state back into the
ground state by a π-pulse and measure using fluorescence.

6. The SPAM procedure concludes when all of the computational states are read out.

In our experiment, we have some artificial limitations which are caused by the specific
AWG we are using. The AWG is triggered to move on to the next waveform in the pipeline,
however the AWG waits until the current waveform has finished before moving on to the
next waveform. For this reason, we are forced to wait for several milliseconds every time
we move to the next waveform. In addition, we are limited by memory space which allows
for on the order of 10-20 waveforms to be programmed onto the AWG at a time. This is
set by the fact that we need kilohertz resolution on the frequencies of our waveforms.

4.3.2 Qudit SPAM results

Meas. |n⟩

P
re
p
.
|n
⟩ |0⟩ |1⟩ |2⟩

|0⟩ 100.00 2.20 0.20
|1⟩ 2.10 96.70 2.50
|2⟩ 2.10 0.00 96.90

Meas. |n⟩

P
re
p
.
|n
⟩ |0⟩ |1⟩ |2⟩

|0⟩ 100.00 2.20 0.20
|1⟩ 2.18 97.82 0.00
|2⟩ 2.12 0.00 97.88

Table 4.4: 3-level qutrit SPAM results using 138Ba+. The left shows which qudit state |n⟩
was prepared while top shows which qudit state |n⟩ was measured. The diagonal entries
are successes in the SPAM. The left table shows the raw results from the experiment.
Experiments with no bright state detected, and fluorescence after the first bright state are
included. The right table shows post-selected results: experiments with no bright state
detected are thrown out because obviously something went wrong. Only the first bright
state is considered to be the measured state.

Table 4.4 shows our results for a three-level qutrit SPAM experiment. The table on the
left are the raw fidelities obtained from preparing and measuring each state. The diagonal
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values are the probabilities of successfully preparing and measuring that state, and our
qutrit has fidelities all over 96%. The |0⟩ state in these SPAM experiments almost always
has near 100% fidelity because it is the optically pumped state which is measured first and
never experiences any shelving or de-shelving procedures.

There are a few things wrong with this analysis though. First, there are many exper-
iments in which the ion was never measured to be in the bright state. This can happen
because we essentially failed to de-shelve the state which was prepared, leaving it in the
excited state for the whole measurement. In post-processing, we can catch these errors,
and so we can simply get rid of the runs where this occurred.

Second, the ion can be measured more than once. This happens because after the ion
was measured to be in state |n⟩, the subsequent de-shelving process for measuring the
next state is supposed to essentially re-shelve the just measured state. If this fails, the
ion stays in the ground state and we measure fluorescence again until it is successfully
re-shelved. Again, this error is obvious when analyzing the data, and so we can correct for
this by making the first measured state be the only measured state no matter what. This
interpretation makes sense for overall qudit experiments as well, because when making an
overall qudit measurement, we only really care about the first state we measure. After
that point, all quantum information is lost, and the experiment is already over.

The right Table in 4.4 shows the results of this post-selection, and the fidelities have
improved significantly to nearly 98% fidelity for the two shelved qudit states.

Meas. |n⟩
|0⟩ |1⟩ |2⟩ |3⟩ |4⟩ |5⟩

P
re
p
.
|n
⟩

|0⟩ 100.00 0.00 0.00 0.00 0.00 0.00
|1⟩ 10.51 89.37 0.12 0.00 0.00 0.00
|2⟩ 6.39 0.00 93.39 0.00 0.11 0.11
|3⟩ 4.03 0.00 0.00 95.97 0.00 0.00
|4⟩ 6.47 0.00 0.00 0.11 93.42 0.00
|5⟩ 8.25 0.00 0.00 0.00 0.10 91.65

Table 4.5: 6-level qudit SPAM post-selected results using 138Ba+. The left shows which
qudit state |n⟩ was prepared while top shows which qudit state |n⟩ was measured. The
diagonal entries are successes in the SPAM.

The 6-level qudit SPAM experiment, also using 138Ba+, is presented in Table 4.5. This
time, only the post-selected results are shown, and the results are a qudit with around
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Meas. |n⟩
|0⟩ |1⟩ |2⟩ |3⟩ |4⟩ |5⟩ |6⟩ |7⟩ |8⟩ |9⟩ |10⟩ |11⟩ |12⟩

P
re
p
.
|n
⟩

|0⟩ 100 0 0 0 0 0 0 0 0 0 0 0 0
|1⟩ 6.78 93.22 0 0 0 0 0 0 0 0 0 0 0
|2⟩ 3.81 0.11 95.76 0.11 0 0 0.21 0 0 0 0 0 0
|3⟩ 2.98 0 0 97.02 0 0 0 0 0 0 0 0 0
|4⟩ 4.8 0 0 0 94.98 0 0 0 0.22 0 0 0 0
|5⟩ 11.11 0.14 0 0 0 88.61 0 0 0 0.14 0 0 0
|6⟩ 31.95 0.13 0.27 0.13 0.27 0 66.44 0.27 0.13 0.13 0 0.13 0.13
|7⟩ 6.37 0 0.23 0 0 0.11 0.46 92.83 0 0 0 0 0
|8⟩ 8.17 0 0 0.12 0 0 0.24 0 91.35 0 0 0.12 0
|9⟩ 13.9 0.24 0 0.35 0.12 0.35 0.35 0.24 0.12 83.51 0.71 0 0.12
|10⟩ 2.91 0.11 0.22 0 0.11 0.34 0.34 0.11 0 0.22 95.4 0 0.22
|11⟩ 3.77 0 0.33 0.11 0.11 0 0.11 0.33 0 0.44 0 94.67 0.11
|12⟩ 4.12 0.1 0 0 0 0 0 0 0 0 0 0 95.78

Table 4.6: 13-level qudit SPAM post-selected results using 137Ba+. The left shows which
qudit state |n⟩ was prepared while top shows which qudit state |n⟩ was measured. The
diagonal entries are successes in the SPAM.

94% fidelity. The |1⟩ and |5⟩ states are particularly bad, bringing the overall fidelity down
quite a lot. These are the two most magnetic field sensitive transitions in 138Ba+ from our
initial state to mJ ′ = −3/2 and mJ ′ = 5/2 in the shelving state.

Finally, we present the results of our 13-level qudit SPAM experiment using 137Ba+ in
Table 4.6. Most transitions actually have fidelities of better than 90%, with only three of
them being worse. One of them in particular was really bad, with a fidelity of 66%. This
qudit state, |F ′ = 3,mF ′ = 2⟩, has a particularly weak transition strength and somewhat
large magnetic field sensitivity, giving it a low fidelity. Overall, our average 13-level qudit
fidelity is 91.7%.

It should be noted that for all of the coherent quadrupole operations and overall SPAM
results presented here, NO measures have been taken to mitigate magnetic field noise, one
of the largest sources for error in quantum experiments [47–49] (see Chapter 5). The fact
that our transitions are as coherent as they are without any of these precautions is quite a
surprising result, and indicates that using these transitions for qudits will not be as difficult
as imagined.

Figure 4.26 shows what our qudit SPAM fidelities would look like if we limited our
computational space instead of using 13-levels. It shows what the overall fidelity of a d-
level qudit is, where we use the fidelities of the 13-level SPAM experiment already presented
in Table 4.6. The levels are added for each d-level qudit based on which ones have the
best fidelities. In doing this, we end up with an overall decrease in qudit fidelity as
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Figure 4.26: Averaged overall SPAM fidelities for different d-level qudits, where the results
from Table 4.6 are used, picking the best transitions first. The horizontal lines show the
SPAM fidelities for each individual transition (their respective diagonal value from Table
4.6).

we increase d. However, this choice could have been made differently to manufacture a
completely opposite scaling, so that qudit SPAM fidelity actually increases with dimension
(see References [37,121]). This fact just illustrates that at the level of errors we’re currently
at, the fidelity of qudit SPAM doesn’t depend on the qudit level, but the fidelities of the
particular transitions we choose to use.
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Chapter 5

Magnetic Field Noise

In this Chapter, I discuss using both an AC-line noise compensation method, and perma-
nent magnets, to mitigate magnetic field noise. First, I talk about general magnetic field
noise in trapped ions and how it can cause decoherence. I discuss why we believe this to be
the main source of error in our system as well, using the shelving results presented in the
previous chapter. An AC-line noise compensation method is presented, with initial results
indicating that this may not be the main magnetic field noise error source in our system.
The other possible source is noise from the current source used to drive our magnetic field
coils, and a method to mitigate this by switching to permanent magnets is shown. We have
designed a permanent magnet setup which we will install in the trap to hopefully increase
the coherence times in our ions.
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5.1 Magnetic field noise - background

Many groups have found magnetic field noise to be one of the most significant sources of
noise in coherent operations [47–49, 198]. For some experiments, this can be mitigated by
choosing to use a specific set of states which are to first-order insensitive to the magnetic
field magnitude. In qubits, using ions with simpler energy structure such as nuclear spin
I = 1/2 ions, this can be very simple, with the two clock states (m = 0) of the HF
F ∈ {0, 1} being naturally magnetic field insensitive. For more complicated ions, with
I > 1/2, these states exist as well, however magnetic field sensitive operations such as
the quadrupole transition must be used to achieve certain operations such as measurement
(see Chapter 4). For Zeeman qubits [48] and in our specific case, qudits, there is no option
to pick states and operations which are completely magnetic field insensitive. In fact in
qudits, each state and operation can have completely different sensitivity to the magnetic
field, as shown in the previous chapter.
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Figure 5.1: SPAM fidelity vs magnetic field noise and π-time parameter. The data points
are from the 13-level SPAM experiment presented in Section 4.3. The data is fit to the
relationship of Equations 5.1 and 5.2, with the y-intercept and the amplitude of χ used as
fitting parameters.
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When a magnetic field sensitive transition experiences magnetic field noise, the energy
levels jitter around the nominal energy. In practice, this energy jittering manifests as a
broader transition linewidth and a lower coherence. In our measurement experiments,
we found that the transitions most sensitive to the magnetic field noise were the ones
which performed worst in terms of π-pulse fidelity. This shows that magnetic field noise,
as expected, is probably the main source of error in our shelving experiments. We used
this hint to investigate further and find a theoretical correlation. Using filter-function
theory [37, 121, 199, 200], we were able to find how these are correlated. The error in
performing a π pulse can be written as

ϵπ =
1

2

(
1− e−χ

)
, (5.1)

where χ is some error parameter; in filter-function theory, this is the overlap of the transi-
tion spectrum to the frequency noise power spectral density. Assuming that the magnetic
field noise is a 1/f noise source with a peak present at the AC frequency, we can show that
χ scales with both κ, the magnetic field sensitivity of the transition, and τπ, the π-time of
the transition, in second order [37, 121]:

χ ∝ κ2τ 2π . (5.2)

This scaling is shown in Figure 5.1, fit to the actual fidelities found for all of the quadrupole
transitions measured in Chapter 4. The fit shows agreement with our transitions, and is
indication that this noise from magnetic field noise, specifically AC-line noise, is one of
the major sources of error for driving our quadrupole transitions. The fit y-intercept
parameter of 4% suggests the amount of error from sources other than magnetic field noise
modeled here. We estimate that parameter drifts (of π-time or frequency) and imperfect
state-preparation polarization are the next biggest error sources.

So magnetic field noise is, unsurprisingly, our biggest source of error in using the
1762 nm laser to perform coherent operations and SPAM measurement. While the fidelities
we were able to achieve with no mitigation of magnetic field noise were surprisingly high,
we want to improve them further for future qudit experiments. A common way of dealing
with magnetic field noise is to surround the vacuum chamber with µ-metal to shield it from
stray magnetic fields [47, 48, 201]. The problem with this method is that it is difficult to
retroactively install it around a chamber; it should be planned for in the chamber design
phase. You can also use permanent magnets to generate the quantization magnetic field.
Permanent magnets reduces error compared to magnetic field coils because they require
no current source, which can produce a noisy magnetic field. Typically, AC-line noise is a
major part of the magnetic field noise. A common way of getting around AC-line noise is
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to simply trigger your experiments off of the wall [202], so that a short experiment always
happens within the same small part of the AC-line time period. This can be quite slow,
since you have to wait in between experiments for the next cycle of the wall AC signal,
limiting an experiment’s duty cycle to be on the order of milliseconds. Alternatively, the
AC-line noise can be compensated for either actively or passively by essentially canceling
it out [203–206].
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5.2 AC-Line noise compensation
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Figure 5.2: Measurement of the AC voltage directly from the wall. (a) A time-series of the
voltage, regulated down from 120V to ∼ 8V. (b) A Fourier transform of the time series
on a log scale relative to the 60Hz component. Vertical lines correspond to multiples of
this main 60Hz frequency.

The major component of the noise model presented earlier is AC-line noise. This noise
comes from the AC power from the wall being used to power most devices in the lab.
The AC running around the room is a bunch of moving charges, and thus they generate
magnetic fields which permeate in the room. A parasitic magnetic field shows up at the
trap center and can add constructively and destructively to the quantization magnetic field
being applied to the ion. The changing magnetic field causes the electronic transitions to
change frequency and reduces the coherence of these transitions. Magnetic field fluctuations
of this sort are correlated almost exactly with the AC line noise.

Figure 5.2(a) shows the AC voltage measured from the wall as a function of time.
This data was collected by using a transformer to reduce it from 120V to around 8V and
measuring the voltage using an oscilloscope. In Canada, where our lab is located, the AC
power is delivered at 60Hz and power grid is designed so that it absolutely never deviates
by more than 0.5Hz, and typically operates within 0.2Hz of the base frequency. The
true AC-power signal has many other frequency components which should mostly include
harmonics of the base 60Hz frequency. The overall signal of the AC-line voltage can be
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Frequency (Hz) Amplitude Phase (rad)

60 1.00000 -0.03
180 0.02912 -2.98
202 0.03028 1.37
300 0.02110 2.10
323 0.01710 2.50

Table 5.1: The Fourier components of AC-line voltage. Amplitudes were obtained from
taking the Fourier transform of Figure 5.2(a), and phases were obtained by fitting the
Fourier components to this data (fit shown in Figure 5.2(a).)

estimated as a superposition of many these frequency components:

V =
N∑

n=1

An sin (2πfnt+ ϕn), (5.3)

where fn are the frequencies of the different components, t is time, and ϕn is the phase
of the different components. Figure 5.2(b) shows the frequency components of the AC
voltage on a log scale relative to the highest amplitude at 60Hz. Here, the units are

dBc = 20 log
(

A
A60

)
. These Fourier components were then used to fit to the AC voltage,

with the results shown in Table 5.1. Other measurements of AC voltage showed that the
odd harmonics of the mains frequency have a large amplitude component [205, 206]. We
also see that the odd multiples are strongest, however we found that our components are
weaker than the other measurements [205,206], and we have additional peaks at the strange
frequencies 202Hz and 323Hz. The other experiments are in other countries, with entirely
different electrical grids, so it’s not surprising that our AC line voltages have different
characteristics. The differences could be coming from their different AC characteristics
(different frequency, higher voltage, etc.), power stations, the features of the transmission
lines, or even from the power supply line in the buildings we are using. The fact that our
main 60Hz component is nearly two orders of magnitude stronger than other components
should make it much easier for us to compensate for it.

To compensate for any AC-line noise that could be coming from the wall and devices
near the chamber, all that needs to be done is to create an equal and opposite magnetic
field which can destructively interfere with it. This compensation field need only cancel
out the magnetic field in the direction of the main magnetic field, since perpendicular
components will only perturb the direction of the overall field slightly. Magnetic field noise
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in directions other than the quantization field direction only influence the overall magnetic
field to second order, whereas the magnetic field noise in the direction of the quantization
axis influences it to first order. Several groups have been able to perform this compensation,
and the results can be quite dramatic, with at least an order of magnitude improvement in
coherence being reported [203,205,206], and coherence times being on the order of 10 µs for
magnetic field sensitive transitions. However, these groups had higher original transition
linewidths of around 4 kHz compared to our linewidths of 1.46 kHz (see Figure 4.11). Thus,
we don’t expect to see as dramatic an improvement in coherence, but it should still lead
to improved fidelities and perhaps result in more of the 1762 nm transitions being useful.

5.2.1 Compensation experiment

The linewidths of most of the 1762 nm quadrupole transitions are on the order of
1 kHz to 2 kHz, as shown in Figure 4.11. This F ′ = 4,mF ′ = 4 transition in 137Ba+

has a magnetic field sensitivity of −1.55MHz/G = −15.5MHzmT−1, which is fairly aver-
age compared to the other transition sensitivities, and it is broadened to around 1.46 kHz.
Comparing the sensitivity to the linewidth of the transition, we get an estimated magnetic
field noise of

Bnoise =
1.46 kHz

15.5MHzmT−1 ≈ 100 nT. (5.4)

This is the amount of magnetic field noise required to broaden the transition by the amount
we see in this transition, 1.46 kHz, and the amount of magnetic field we will need to produce
in our compensating coil to cancel this noise out (assuming AC-line noise is the major source
for this broadening).

We can use the empirical values from our quantization magnetic field to come up with a
current required to generate this compensating magnetic field using our existing magnetic
field coils. In our normal experiments, we often use a magnetic field current of 4A on
just one of the coils, which generates an estimated magnetic field of 0.423mT. To make a
magnetic field of 100 nT using an equivalent coil requires

I =
4A

0.423mT
· 100 nT = 1mA (5.5)

of current. The resistance in our magnetic field coil is R = 0.8Ω, so this corresponds to a
voltage of Vcomp = IR = 0.8Ω · 1mA = 0.8mV.

To generate the compensating magnetic field, we use a DS345 [207] function generator.
This device has the ability to produce arbitrary waveforms, but because the 60Hz signal is
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Figure 5.3: Setup for compensating for AC-line noise. One magnetic field coil is used to
generate the main magnetic field, while the opposite coil is used to provide the compen-
sation magnetic field. A transformer is used to bring the AC voltage down to ∼ 8V to
trigger the frequency generator to send a single pulse of the compensation signal with a
specific phase and amplitude.

so much stronger than the rest, we use the simpler pulsed sine wave function. This allows
us to output a single 60Hz frequency of set amplitude and phase on a trigger.

To trigger the signal generator, we first regulate the voltage from the wall down to
8V using a simple power supply. To isolate the trigger voltage from the wall, we use an
transformer stage with no voltage change, just to prevent an electrical short of any kind
and to avoid ground loops which could effect the triggering. This is the signal shown in
Figure 5.2, and AC-line harmonics shown in Table 5.1. One problem we encountered with
this particular function generator is that once a sine wave pulse has been triggered, it must
complete before the device can accept another trigger. The result was that the pulsing
would very often skip pulses because it was still in the middle of a previous pulse when
the next line trigger came in. This happens when the frequency of the AC power is higher
than the set 60Hz pulse. To solve this, we use a slightly larger frequency of 60.3Hz as our
compensating signal. The compensating magnetic field will not perfectly match up with
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the noise, but it is certainly close enough to compensate most of the noise.

The minimum output of our function generator is 10mV, which is higher than the
estimated 0.8mV needed to compensate for the AC-line noise. To reduce the voltage
further and also to ensure that the device can never apply too much voltage directly to the
coil, we attenuate the output by 30 dB using an RF attenuator, reducing the power by a
factor of around 1000 and the voltage by a factor of around

√
1000, so the output needed

to compensate should be 25mV.

To quantify the magnetic field compensation, we use the decay time of the transition
as the metric. This is measured by performing a Ramsey scan, where we perform a half π-
pulse to put the ion in a superposition, wait some time, then perform another half π-pulse.
This experiment reveals information about how long it takes superpositions to decohere,
and is a good measure of how well our compensation is performing. To measure the decay
time from compensation using a specific set of parameters, a full Ramsey sequence is
performed and the data is fit to using Equation 4.12 to get the estimated decay time of
the experiment. We choose to use the |mJ = 1/2⟩ ↔ |mJ ′ = 1/2⟩ transition of 138Ba+

because this isotope is faster to load and this transition has a high transition strength, and
a relatively high magnetic field sensitivity. The magnetic field noise will be stronger, but
the transition will still be fast enough to be coherent for many oscillations. Before each set
of experiments, the frequency and the π-time are calibrated. The frequency is set to 3 kHz
higher than the calibrated transition and the pulse time is set to τπ/2 ≈ 11 µs to 13 µs.

We expect that if the compensation voltage is significantly too small, the coherence
time will be barely improved for only around half of the phase range. This means that the
compensation is working, but the amplitude is not nearly enough to cancel out the noise.
If the voltage is too high, we should still see some amount of improvement in the coherence.
However, if we increase to more than double the correct voltage, all phases should only
make the coherence worse than with no compensation. With such a high amplitude, even
if the signal is at the correct phase, the compensation field will completely cancel the
magnetic field noise with two times the magnitude needed, essentially just reversing the
phase and increasing the magnetic field noise.

5.2.2 Compensation experiment results

Initially, we were unable to see any effect of the compensation using the amplitude we esti-
mated previously of 25mV, for different phases. We had to increase the voltage all the way
up to 600mV and higher to see any appreciable difference compared to no compensation.
Figure 5.4 shows how the Ramsey decay time depends on the phase of the compensating
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Figure 5.4: Compensation of AC-line noise using 600mV for different phases. Ramsey
sequences are performed on the |mJ = 1/2⟩ ↔ |mJ ′ = 1/2⟩ transition in 138Ba+. (a)
Ramsey sequences of two of the data points in (b). (b) The Ramsey decay time for
different phases of the compensation signal.
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Figure 5.5: Compensation of the AC-line noise using 2V for different phases. Ramsey
sequences are performed on the |mJ = 1/2⟩ ↔ |mJ ′ = 1/2⟩ transition in 138Ba+. (a)
Ramsey sequences of two of the data points in (b). (b) The Ramsey decay time for
different phases of the compensation signal.
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signal triggered by the AC line. A clear sinusoidal relationship can be seen, with the best
phase for the compensating field found to be at around 108◦ phase. Comparing the best to
the worst, compensation in phase improves the decay time compared to out of phase from
500 µs to 700 µs. It should be noted, however, that this is not an appreciable improvement
when compared to the Ramsey decay time with no compensation at all.

Figure 5.5 shows the same experiment using a much higher compensation voltage of
2V. In this case, the relationship is much less clear. For all phases, the decay time is
worse than having no compensation, an indication that we are using more than double the
correct compensation amplitude, as discussed at the end of the previous section. We do
still see a small range of phases at 110◦, near the same optimal phase determined from
Figure 5.4. This gives further evidence that 110◦ is the right offset for the compensating
signal to be completely out of phase with the magnetic field noise from the AC line.
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Figure 5.6: Compensation of the AC-line magnetic field noise using 110◦ for different
amplitudes (voltage) of the compensating signal. Ramsey sequences are performed on the
|mJ = 1/2⟩ ↔ |mJ ′ = 1/2⟩ transition in 138Ba+. (a) Ramsey sequences for examples of
two of the data points in (b). (b) The Ramsey decay time for different voltages of the
compensation signal.

In Figure 5.6, we fix the phase at 110◦ and vary the amplitude of the compensation
signal from 0V to 5V. From this figure, it is clear that beyond 700mV, the compensation
only makes the coherence of the transition worse. In a small range from 200mV to 500mV,
the coherence seems to improve very slightly, indicating that this is near the amplitude
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needed to cancel the magnetic field noise at the ion. The improvement is very small though,
with a less than 10% increase in coherence time.

Overall, this improvement in coherence time does not seem to be very dramatic, in fact
it’s barely discernible. Compared to other groups who saw an improvement of an order of
magnitude or more [203, 205, 206], our compensation seems to be not helping very much.
These groups did use multiple frequencies in their compensation method, but they also
had much higher amplitudes of these frequency components than we did (see Table 5.1).
Alternatively, the main error could be coming from some other source. Even if this is the
case, after we mitigate these other error sources, the AC-line noise could take over as the
main contributing noise source and our compensation method could improve our coherence
further from there. More recent experiments have indicated that at the actual ion position
there may be a much stronger 180Hz component than measured from the wall in Figure
5.2. This may come from a three-phase engine water pump running from under the optics
table.

It should be noted that our vacuum chamber is surrounded by lead on all sides because
we installed an ablation target of enriched, radioactive 133Ba+ [40]. We had to install lead
shielding to keep exposure to the radiation low. All of this shielding could be coincidentally
acting as magnetic-field shielding, reducing the AC-line noise experienced by the trap, and
causing our compensation to not improve coherence by as much.
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5.3 Permanent magnets
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Figure 5.7: Our planned permanent magnets setup. (a) The AC-line compensation method
will still be employed because these two methods correct for different noise. (b) The magnet
mount. The cylindrical magnets fit inside each of the holes in the mount. Two mounts will
be fixed onto opposite viewports with the magnets in opposite orientations so that their
magnetic fields will be in the same direction.

Compensating for the AC magnetic field can reduce magnetic field noise from the
AC magnetic field permeating throughout the lab and at the trap center. However, the
lackluster result in Section 5.2.2 indicates that some other magnetic field noise is reducing
the coherence of our ion much more than the AC-line noise is. Another main source of
magnetic field noise is the current source used to generate the main quantization magnetic
field from the magnetic field coils. Our current current source is a Keysight E3631 [208]
DC power supply, which can produce a current up to 5A, with a current noise of < 2mA.
The current generates a magnetic field of 0.423mT/4A = 0.106mT/A, which would give
a magnetic field noise of 200 nT, which is actually larger than the noise estimated from
AC-line noise, Equation 5.4. In addition, magnetic field coils can also experience thermal
Johnson-Nyquist noise, especially at the temperatures they are running at, ∼ 60 ◦C.
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Therefore, we can expect to gain further improvement in coherence by mitigating errors
from the magnetic field coil as well. This can be done by either using an even better
current source, or by completely moving away from using magnetic field coils to define the
quantization axis. An alternative to driving current through magnetic field coils is to use
static permanent magnets to generate the quantization field. Then one isn’t reliant at all
on the current source generating a clean current and magnetic field. The new error limit
from magnetic field source would be the temperature fluctuations in the magnets causing
the overall field to change, and this is a lot lower error than current source noise.

Our group has designed a set of permanent magnets using individual cylindrical po-
larized neodymium magnets of radius 0.125 In. and a remnant magnetic field of 1.48T.
These are to be set into 3D printed parts and mounted to the viewports on either side.
The mount and scheme are shown in Figure 5.7, with a total of 24 magnets in each holder.
These are designed to be mounted in addition to the already mounted magnetic field coils.
This will allow us to still use the coils for AC-line compensation, and for performing slight
changes in the magnetic field for things like micromotion compensation, changing the di-
rection slightly for coherent operations, or canceling the earth’s magnetic field. The design
has been tested and a magnetic field of 0.358mT at the trap position has been achieved in
a test setup.
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Chapter 6

Conclusion

Using laser ablation of a BaCl2 target with a 532 nm pulsed laser, and two-step photoion-
ization with a coherent 554 nm first-step and an incoherent 405 nm second-step, we were
able to successfully generate neutral barium atoms, ionize them, and trap them in our RF
Paul trap, with the ability to selectively load different isotopes.

Many different aspects about laser ablation were discovered and explored. We found
that spots on the BaCl2 target must be conditioned before they can be used to generate
sufficient atomic flux for trapping. This process consists of blasting the spot with a higher
fluence in order to activate a spot for use with lower fluence. After a spot is conditioned, a
new regime in fluence is available in which mostly neutral atoms are generated by ablation
and not ions. This is quite useful because ions can cause charge build-up in the vacuum
chamber, shifting the ion position away from the RF-null and introducing excess micro-
motion. I present a method for finding and activating a fresh spot on the ablation target
and characterize this process. We have found that around half of the time, a spot is never
able to be activated for generating sufficient atomic flux. The other half of the time, the
neutral atomic flux ranges from moderate to high yield.

A TOF spectrum was performed to characterize the atomic plume produced from ab-
lation. From this, we find that there is a significant Doppler shift of the fast atoms, but
looking at only the slower atoms we were able to see the peaks for the different isotopes in
the spectrum. Using the middle 137Ba peak, we are able to load 137Ba+ reliably. We were
able to extract a velocity distribution for our atomic plume, and find that the tempera-
ture is on the order of 35, 000 K. This result is higher than we expected, but we believe
the explanation has to do with the more complete method we used to look at the atomic
velocities.
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Loading of barium ions was demonstrated, with the loading rate of 138Ba+ being around
1 ions/pulse and the loading rate of 137Ba+ being around 0.1 ions/pulse, exactly what we
expect from the natural abundances of these two isotopes. The loading rate of barium was
shown to correlate well with the neutral fluorescence signal we measured from the ablation
plume. This allows us to dynamically monitor the loading rate without having to perform
more statistical experiments.

Finally, our methods were shown to be isotope selective for the two isotopes we care
about 138Ba+ and 137Ba+. The selectivity of 138Ba+ was improved from its natural abun-
dance of 72% to 85%, while the selectivity of 137Ba+ was improved from its natural abun-
dance of 12% to 37%. The selectivity was also shown to depend on the power of the
554 nm laser, with higher power broadening the transition, reducing the linewidth, and
thus reducing selectivity.

With that, we now have a reliable method for generating atomic flux, ionizing neutral
atoms, and trapping the ions in our ion trap. One option for improving the loading
technique which we have already begun to demonstrate is to use a different second step of
the REMPI process. Instead of using an incoherent 405 nm laser to drive electrons directly
into the continuum, a resonant transition can be used via an auto-ionizing interaction [163].
This uses a 389 nm transition, and has already been demonstrated in our lab [177] to have
an improvement in loading rate by an order of magnitude. With this higher loading rate,
we can trap 137Ba+ in single pulses rather than up to 10. We could also decrease power
of the first step photoionization laser 554 nm to below saturation to greatly increase our
selectivity.

To measure out the state of a high-dimensional qudit in barium, a quadrupole transition
to the metastable D5/2 level must be used. We characterized this transition in 138Ba+ and
137Ba+ and achieved a 13-level qudit SPAM result.

We were able to find the vicinity of the 1762 nm transition using a method where
we had all fluorescence lasers on while we scanned the shelving laser’s frequency. This
effectively broadened the narrow transition so that we could roughly find it. From there,
we performed spectrum measurements to find all of the transitions in 138Ba+ and 137Ba+.
It was a challenge to figure out which of these transitions was which, but with the help
of our theoretical models of the transition frequencies, we were able to assign all of the
transitions found in the spectra to their respective F ′,mF ′ energy levels being driven to.

Next, we performed coherent quantum operations on each of these found transitions.
Rabi scans were done for both isotopes, which revealed that we could coherently drive
population from the ground state into the metastable state with high fidelity. One might
think that the complexity of the energy structure in 137Ba+, especially in the metastable
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D5/2 level, might make most of the energy-levels unusable, however we found that nearly all
of them could be transferred with over 90% fidelity. We also performed Ramsey sequences
on all of the transitions in both isotopes, which revealed that the coherence times were
on the order of 400 µs. The frequencies change from day-to-day due to cavity drift and
magnetic field drift, so we must calibrate to the transitions at least daily. That’s up to 14
transitions we must calibrate to, which takes an appreciable amount of time. To decrease
this time, we came up with an interpolation method which can find all of the transition
frequencies from measuring just three of them. We tried to do a similar thing for the
π-time calibrations, and it does work, however due to device limitations in our setup, it
cannot be done without introducing some additional error.

Finally, we were able to use these transitions to perform SPAM on different qudits in
138Ba+ and 137Ba+. A three-level qutrit in 138Ba+ yielded a SPAM fidelity of around 98%,
while a six-level qudit in the same isotope gave an overall fidelity of around 94%. In 137Ba+,
we were able to demonstrate a SPAM measurement of a 13-level qudit with a fidelity of
92%.

One of the major stumbling points we ran into for with this quadrupole transition was
limitations with our current AWG used to generate the frequencies driving the transitions.
Toggling through different waveforms tends to be slow because it has to complete each
waveform before moving on to the next, which makes the overall SPAM measurement for
a 13-level qudit on the order of 100ms when it could be much faster around 10ms (see
Reference [37,121]). In addition, the resolution we can use for arbitrary waveforms is lim-
ited by device memory, a fact that was elucidated by our results with π-time interpolation
which resulted in slightly reduced fidelities.

With our demonstration of a 13-level qudit, the path is clear to start doing more coher-
ent operations between the qudit levels to try and build up a fully functioning quantum
computing platform with it. This includes proving out the single- and two-qudit gates pro-
posed in our 2020 paper [33]. In addition, we could attempt to go even higher, with an up a
24-level qudit possible with our ion by just adding in coherent operations to other ground
states. Qudits are just starting to become a prominent field of experimental quantum
computation, and so the possibilities for future experiments are quite extensive.

Most of the error in our coherent operations on the quadrupole transition is predicted
to be from magnetic field noise, and so we explored methods to mitigate this noise. First,
we hypothesized from previous work that much of the noise is coming from magnetic field
fluctuations at the mains AC-line voltage. So we used a compensation method which uses
the AC voltage as a trigger for our compensation magnetic field signal, which is a sine
wave which should destructively interfere with the AC-line magnetic field. We measured
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the actual voltage of the wall power, and were able to see how strong the various spectral
components were, and surprisingly, the main 60Hz component was the only appreciable
frequency in the signal. Therefore, we decided to do the compensation with a simple
sinusoidal wavefunction with just this frequency.

We demonstrated this compensation method using one of the quadrupole transitions
of 138Ba+, and were able to find the correct phase that the compensation signal needs to
cancel the AC-line magnetic field. However, when we found the correct amplitude of the
compensation signal, the results were lackluster, with only a very small improvement in
the coherence time of less than 10%. The other common magnetic field noise source is
the current source used to drive magnetic field coils. To try and mitigate this noise, we
designed a permanent magnet setup which will replace the coils and hopefully improve our
coherence times in the future.

Even with the AC-line noise not really helping improve our coherence times very much,
it will certainly be useful in the future once we can mitigate whatever IS our largest
magnetic field noise error source. Perhaps after we install permanent magnets, the fidelity
will improve significantly, and using the AC-line noise compensation will push it even
further. Some other avenues of decreasing this magnetic field noise error include using
more of the harmonics from the AC-line voltage, or adding µ-metal shielding around the
ion trap to reduce environmental magnetic field noise from reaching the ion. Further
experiments towards mitigating the magnetic field noise will be explored in future theses,
with a sneak-peak being that there may be more 180Hz noise being introduced by a water
pump near the chamber.
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[81] Z. Gedik, I. Silva, B. Çakmak, G. Karpat, E. L. G. Vidoto, D. O. Soares-Pinto,
deAzevedo E. R., and Fanchini F. F. Computational speed-up with a single qudit.
Sci. Rep., 5(14671), 2015.

[82] N. Neeley, M. Ansmann, R. C. Bialczak, M. Hofheinz, E. Lucero, A. D. O’Connell,
D. Sank, H. H. Wang, J. Wenner, A. N. Cleland, M. R. Geller, and J. M. Marti-
nis. Emulation of a quantum spin with a superconducting phase qudit. Science,
325(5941):722–725, 2009.

[83] G. Lima, A. Vargas, L. Neves, R. Guzmán, and C. Saavedra. Manipulating spatial
qudit states with programmable optical devices. Opt. Express, 17(13):10688–10696,
Jun 2009.

[84] K. Mato, M. Ringbauer, S. Hillmich, and R. Wille. Adaptive Compilation of Multi-
Level Quantum Operations. In 2022 IEEE Int. Conf. on Q. Comp. and Eng. (QCE),
pages 484–491, 2022.

[85] J. Denis and J. Martin. Extreme depolarization for any spin. Phys. Rev. Res.,
4:013178, Mar 2022.

[86] B. M. Mihalcea. Quasienergy operators and generalized squeezed states for systems
of trapped ions. A. of Phys., 442:168926, 2022.

[87] J. M. Baker, C. Duckering, and F. T. Chong. Efficient Quantum Circuit Decomposi-
tions via Intermediate Qudits. In 2020 IEEE 50th Int. Symp. on Mult.-Valued Logic
(ISMVL), pages 303–308, 2020.

[88] B. I. Bantysh and Y. I. Bogdanov. Quantum tomography of noisy ion-based qudits.
Laser Phys. Lett., 18(1):015203, Dec 2020.

128

https://doi.org/10.1103/PhysRevX.13.021028
https://doi.org/10.1103/PhysRevX.13.021028
https://doi.org/10.1103/PhysRevX.13.021028
https://doi.org/10.1038/s41467-022-28767-x
https://doi.org/10.1038/srep14671
https://doi.org/10.1126/science.1173440
https://doi.org/10.1364/OE.17.010688
https://doi.org/10.1364/OE.17.010688
https://doi.org/10.1109/QCE53715.2022.00070
https://doi.org/10.1109/QCE53715.2022.00070
https://doi.org/10.1103/PhysRevResearch.4.013178
https://doi.org/https://doi.org/10.1016/j.aop.2022.168926
https://doi.org/https://doi.org/10.1016/j.aop.2022.168926
https://doi.org/10.1109/ISMVL49045.2020.9345604
https://doi.org/10.1109/ISMVL49045.2020.9345604
https://doi.org/10.1088/1612-202X/abca44


[89] N. Wyderka, G. Chesi, H. Kampermann, C. Macchiavello, and D. Bruß. Construction
of efficient Schmidt-number witnesses for high-dimensional quantum states. Phys.
Rev. A, 107:022431, Feb 2023.
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ions for surface-electrode traps. Phys. Rev. A, 76(4):1–4, 2007.

134

https://www.thorlabs.com/
https://doi.org/10.1063/1.92315
https://doi.org/10.1088/1742-6596/59/1/029
https://doi.org/10.1088/1742-6596/59/1/029
https://doi.org/10.1088%2F1361-6501%2Fab5722
https://doi.org/10.1088%2F1361-6501%2Fab5722
https://doi.org/10.1088%2F1361-6501%2Fab5722
https://doi.org/10.1103/physreva.39.4451
https://doi.org/10.1103/physreva.39.4451
https://doi.org/10.1088/0741-3335/45/5/306
https://doi.org/10.1088/0741-3335/45/5/306
https://doi.org/10.1103/PhysRevA.75.063418
https://doi.org/10.1103/PhysRevA.75.063418
https://doi.org/10.1103/PhysRevLett.102.233004
https://doi.org/10.1103/PhysRevLett.102.233004
https://doi.org/10.1063/1.1150010
https://doi.org/10.1063/1.1150010
https://doi.org/10.1063/1.1469675
https://doi.org/10.1063/1.1469675
https://doi.org/10.1103/PhysRevA.75.015401
https://doi.org/10.1103/PhysRevA.76.041401
https://doi.org/10.1103/PhysRevA.76.041401


[163] B. Willke and M. Kock. Measurement of photoionization cross sections from the
laser-excited Ba I (6s6p) 1P0

1 state. J. of Phys. B, 26(6):1129, Mar 1993.

[164] K. Yamada, N. Ozaki, M. Yamamoto, and K. I. Ueyanagi. Separation of barium iso-
topes by selective two-step photoionization process. J. Nucl. Sci. Technol., 25(8):641–
648, 1988.

[165] D. M. Lucas, A. Ramos, J. P. Home, M. J. McDonnell, S. Nakayama, J. P. Stacey,
S. C. Webster, D. N. Stacey, and A. M. Steane. Isotope-selective photoionization for
calcium ion trapping. Phys. Rev. A, 69(1):13, 2004.

[166] U. Tanaka, H. Matsunishi, I. Morita, and S. Urabe. Isotope-selective trapping of
rare calcium ions using high-power incoherent light sources for the second step of
photo-ionization. Appl. Phys. B Lasers Opt., 81(6):795–799, 2005.

[167] U. Tanaka, I. Morita, and S. Urabe. Selective loading and laser cooling of rare calcium
isotope 43Ca+. Appl. Phys. B Lasers Opt., 89(2-3):195–200, 2007.

[168] C. Schuck, M. Almendros, F. Rohde, M. Hennrich, and J. Eschner. Two-color
photoionization of calcium using SHG and LED light. Appl. Phys. B Lasers Opt.,
100(4):765–771, 2010.

[169] M. Johanning, A. Braun, D. Eiteneuer, C. Paape, C. Balzer, W. Neuhauser, and
C. Wunderlich. Resonance-enhanced isotope-selective photoionization of YbI for ion
trap loading. Appl. Phys. B Lasers Opt., 103(2):327–338, 2011.

[170] Chr Balzer, A. Braun, T. Hannemann, Chr Paape, M. Ettler, W. Neuhauser, and
Chr Wunderlich. Electrodynamically trapped Yb+ ions for quantum information
processing. Phys. Rev. A, 73(4):1–4, 2006.

[171] M. Brownnutt, V. Letchumanan, G. Wilpers, R. C. Thompson, P. Gill, and A. G. Sin-
clair. Controlled photoionization loading of 88Sr+ for precision ion-trap experiments.
Appl. Phys. B Lasers Opt., 87(3):411–415, 2007.

[172] P. E. G. Baird, R. J. Brambley, K. Burnett, D. N. Stacey, D. M. Warrington,
G. K. Woodgate, and H. G. Kuhn. Optical isotope shifts and hyperfine structure in
λ553.5nm of barium. Proc. R. Soc. London, Ser. A, 365(1723), 1979.
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Appendix A

Ablation Laser Sweeping
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Figure A.1: Distribution of neutral fluorescence counts over a sweep area. As the area
is conditioned, parts of the area generate more measured neutral fluorescence. The inset
shows raw sweep data after the area is conditioned. The signal varies significantly from
sweep to sweep.
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Figure A.2: Lifetimes of a sweep area as more ablation is done, with an average overall
lifetime of a spot being 10, 500 pulses. Sweeping the laser across the target increases the
amount of pulses before needing to move to ∼ 60, 000 pulses.

Using our servomotor-controlled mirror mount, the ablation laser can be swept across
the target in predefined paths. Other groups [135, 139] have used this method to reduce
the frequency of needing to find new spots. We initially planned on doing this as well, but
in the end opted for using single spots. In the initial stages, we swept across the surface
of the target to help characterize the spatial variation of neutral fluorescence signal. We
swept the ablation laser across a trapezoidal region as shown in the insets of figure A.1,
with a fluence of 0.17 J/cm2 and a repetition rate of 5Hz. The beam started at position
s0, and swept over an area of 200× 400 µm, returning to s0 after ∼ 60 s. We attempted to
condition the whole area using conditioning fluences of 3× 0.17 J/cm2 and 4× 0.17 J/cm2.

Figure A.1’s inset graph shows the neutral fluorescence of the conditioned area as we
sweep through it four times. Within one period, the neutral fluorescence has a huge
variation. This could be due to surface geometry - the surface profile could be directed
away from the trap center in one part of the sweep, and well- directed in another. Temporal
variation is also apparent, with the counts changing as much as 100% between periods.
This is because as we sweep, each ablation pulse is not likely to hit the exact same spot as
the previous period.

As shown in Figure A.2, the overall lifetime of such a sweep is on the order of ∼ 60, 000
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pulses, compared to ∼ 10, 000 for single spots. While this means we might be able to
use sweeps to reduce the amount of time needed for finding new spots, we found that the
trade-off in loading rate is not worth it. Using single spots is more consistent for collecting
ablation data, and for trapping ions.
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Appendix B

Trap Depth Estimation

A rough estimate for the trap depth of our four-rod Paul trap is made using observations
from loading experiments. In our experiment, the first type of ablation loading we did was
direct-ion trapping (see Reference [121]). We observed that ions begin to be trapped after
the trap RF is switched on at 27 µs after the ablation pulse hits the target. But the trap
RF doesn’t turn on immediately. We have measured our trap and resonator’s Q-factor to
be Q = 350, with an rf frequency of ∼ 20MHz. Therefore, the frequency width of the
signal is ∼ 60 kHz, which we can use to to estimate the turn-on time to be ∼ 17 µs.

So overall, the ablation laser hits the target and ablates, and the generated ions are
trapped ∼ 44 µs later. Given the d = 14.6mm distance from the ablation target to the trap
center, the first ions to be trapped in direct-ion loading have a velocity of v < 330m s−1.
Because these are the first ions to be trapped, they have the highest energy of any ions
trapped using this method. Therefore, we can assume that the energy of these ions, 0.08 eV,
is the depth of our potential-well. Next, we can use this trap depth and other parameters
to estimate what our loading rate should be and compare it to what we measure.
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Appendix C

Ablation Loading Rate
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C.1 Loading rate estimation

We use the MB distribution, Equation 3.4, with the fitting parameters from our measured
velocity distribution (T = 37, 000 K and amplitude constant A = 1.47 × 10−8, see Figure
3.13(d)). The estimated percentage of ablated neutral atoms with energy below this trap
depth is ∫ 330

0
f(v′)dv′∫∞

0
f(v′)dv′

≈ 1%, (C.1)

From the TOF spectrum data, the peak of 138Ba neutral fluorescence counts occurs at a
554 nm frequency of 541.433 055THz, with velocity v ≈ 2, 600m s−1 (see Figure 3.13), with
around C = 7 counts total. Neutral atoms can only scatter while passing through the first-
step photoionization beam, which has a waist of w ≈ 30 µm. Our imaging system collects
around p = 2% of scattered light, and the scattering rate of the transition is f ≈ 50MHz
(assuming around 40% excited-state population).

Using these figures, we can estimate the number of photons collected per neutral atom
that can be imaged as

p× w × f ÷ v = 0.02× 30 µm× 50MHz× 1

2.6 km s−1
≈ 0.012 photons

atom
. (C.2)

We estimate the percentage of neutral atoms in the MB distribution which have a velocity
near the peak velocity to be ∫ 2,650

2,250
f(v′)dv′∫∞

0
f(v′)dv′

≈ 12%. (C.3)

Using the observed PMT counts C = 7 for the peak-velocity v ≈ 2, 600m s−1 atoms, we
can estimate the total number of these atoms being observed as

N =
atoms

0.012 photon
× C ÷ 0.12 ≈ 5, 000

atoms

pulse
. (C.4)

The last step is to take into account how many of these observed atoms are actually
trappable. First, only those passing through the 554 nm laser which also pass through
the 405 nm beam will be ionized and trapped (see Figure 3.8); we estimate that within
the field of view of the imaging system, 10% of the 554 nm beam path overlaps with the
405 nm beam. From Equation C.1, around 1% of atoms have low enough energy to be
trapped. Ultimately, the number of trappable atoms per ablation pulse is estimated to be

N × 0.1× 0.01 ≈ 5. (C.5)

This estimation is quite close to the near unity loading rate we observed in Section 3.2.2.
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C.2 Loading rate correlation with neutral fluores-

cence

Date Fluence (J/cm2) Power (µW ) Time (µs) Fluor. Est. Fluor. Load. Rate

11/26/2020 75 9 145 40 20 0.25
75 90 145 40 40 0.31

12/09/2020 49 80 145 100 50 0.09
60 80 145 100 50 0.31
60 80 145 500 25 0.07*

12/14/2020 60 8 145 100 25 0.25
02/17/2021 65 10 145 25 7.5 0.07†

02/18/2021 65 10 145 25 7.5 0.05
03/03/2021 140 80 160 100 100 1.0◦

03/04/2021 100 8 160 5-20 12 0.08
140 80 160 120-240 170 1.0
140 8 160 60-100 80 0.6

Table C.1: Neutral fluorescence measurements and loading rates at different times and
using different spots on the target. The time column refers to the start of the fluorescence
integration window (ablation pulse is at 142.5 µs). Fluorescence is measured in counts per
55 µs time window. Loading rate is the number of ions trapped per pulse. Estimated
fluorescence is an estimation of what each of the neutral fluorescence measurements would
be if taken with ∼ 10 µW, and with a window time of 160 µs. *This experiment was
a sweep over an area, with counts of around 500 for only 10% of the sweep. †Newly
calibrated wavemeter. ◦Dual pass filter added, giving us the ability to measure neutral
fluorescence while trapping.

We used neutral fluorescence of ablated atoms as our measure to investigate the ablation
process and to characterize the atomic plume. This measure can also be used as an estimate
for the loading rate, as shown in Figure 3.17 of the main text. This data is elaborated on in
Table C.1, which shows the fluorescence counts and loading rate results from many different
days and different spots on the target. After some time, we decided to move the neutral
fluorescence PMT time-window start time to 160 µs to reduce the effect of Doppler shift.
This also is more relevant to the loading rate, since only slower atoms can be trapped. For
all of these data points, the total integration time is 55 µs. In order to compare the different
experiments with different parameters, the neutral fluorescence must be scaled based on
how the parameters typically change them. We found that reducing the ionization laser
(554 nm) power from ∼ 85 µW to ∼ 8 µW decreased the neutral fluorescence signal by
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around half. In addition, we found that moving the PMT integration start time from
145 µs to 160 µs roughly reduced the signal by half as well. With these observations, we
are able to scale all of the data points appropriately so that we can compare them on the
same footing.

Figure 3.17 shows the loading rate vs estimated neutral fluorescence for all of the
different experiments listed in Table C.1. With R2 = 0.83, we see that the two variables
are very well correlated. This allows us to use neutral fluorescence as an estimate for
loading rate, without having to collect trapping statistics. We were initially using two
interchangeable single band-pass filters, limiting us to measure either neutral fluorescence
or ion fluorescence, not both at the same time. In light of this discovered correlation, we
installed a dual-band pass filter, which allows us to measure neutral fluorescence from the
ablation pulse and also to see the ion fluorescence after we’ve trapped an ion. With this
setup, it is possible to dynamically monitor the expected loading rate by measuring the
neutral fluorescence every time the ablation laser is pulsed.
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C.3 Ablation loading rate vs 493 nm frequency
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Figure C.1: Loading rate for different cooling laser frequencies detuned from resonance.
The ion brightness for each frequency is also shown.

As shown in Figure C.1, loading ions is easier with a detuned cooling (493 nm) laser.
However, with the laser on resonance, an already trapped ion fluoresces with near double
counts than with 40MHz detuning. This confirms that an already crystallized ion has a
better cooling rate. The advantage of cooling-laser detuning in the loading rate can be
seen when considering a completely unconfined ion passing through the trap center: these
hot ions will experience a large Doppler shift, and will thus absorb red detuned light more
than near-resonant light. Therefore, using a cooling laser which is red detuned can confine
and cool ions that otherwise might have escaped the trap. In practice, we set our cooling
laser to be 40MHz red detuned from the optimal frequency.
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