
 

 

Towards Understanding Differential Ion Mobility and its 

Applications in Analytical and Medicinal Chemistry 

by 

Christian Ieritano 

 

 

A thesis  

presented to the University of Waterloo  

in fulfillment of the  

thesis requirement for the degree of  

Doctor of Philosophy  

in  

Chemistry 

 

 

 

 

 

Waterloo, Ontario, Canada, 2023 

© Christian Ieritano 2023 



 

ii 

Examining Committee Membership 

The following served on the Examining Committee for this thesis. The decision of the Examining 

Committee is by majority vote.  

 

External Member   Prof. Erin S. Baker 
     Associate Professor 
     Department of Chemistry 
     University of North Carolina at Chapel Hill 

Chapel Hill, North Carolina, United States. 
 

Internal Member   Prof. J. Larry Campbell 
     Adjunct Professor 
     Department of Chemistry     
     University of Waterloo, Waterloo ON, Canada. 

 
Internal Member   Prof. Richard A. Marta 
     Materials & Nanosciences Continuing Lecturer International 
     Department of Chemistry     
     University of Waterloo, Waterloo ON, Canada. 

 
Internal-External Member  Prof. Brian Kendall 
     Associate Professor, Canada Research Chair (Tier II) 
     Department of Earth and Environmental Sciences 
     University of Waterloo, Waterloo ON, Canada. 

 
Supervisor    Prof. W. Scott Hopkins 
     Associate Professor 
     Department of Chemistry 
     University of Waterloo, Waterloo ON, Canada. 
 



 

iii 

Author’s Declaration 

     This thesis consists of material all of which I authored or co-authored: see the Statement of 

Contributions included in the thesis. This is a true copy of the thesis, including any required final 

revisions as accepted by my examiners. I understand that my thesis may be made electronically 

available to the public.  



 

iv 

Statement of Contributions   

     The contents of this thesis have been compiled from my published manuscripts, a list of which 

is provided in Appendix A. Each chapter contains the work of myself and several researchers, 

whose contributions are summarized below.  

 

Chapters 1 and 6:  

     The information in Chapters 1 and 6 is reproduced from the publication cited below. This 

work was co-written by myself and Prof. W. Scott Hopkins as part of an invited perspective article 

submitted to PCCP. The first draft of the perspective article was written by myself, with extensive 

intellectual input from Prof. Hopkins. Both chapters are adapted with permission from the Royal 

Society of Chemistry (see citation).  

(Citation) Ieritano, C., Hopkins, W. S. The hitchhiker's guide to dynamic ion–
solvent clustering: applications in differential ion mobility spectrometry. Phys. Chem. 
Chem. Phys. 2022. 24, 20594 – 20615.  

 

Chapters 2.1 and 2.4: 

     Chapter 2.1 is adapted with permission from the Royal Society of Chemistry (see citation).  

(Citation) Ieritano, C., Hopkins, W. S. The hitchhiker's guide to dynamic ion–
solvent clustering: applications in differential ion mobility spectrometry. Phys. Chem. 
Chem. Phys. 2022. 24, 20594 – 20615.  

 

Chapter 2.2: 

     Chapter 2.2 is adapted with permission from the Royal Society of Chemistry (see citation 

below). This work was conceptualized and written by myself with guidance from Prof. Hopkins. The 

construction of the DMS-MS database of SV/CV pairs was a collaborative effort, with equal 

https://pubs.rsc.org/en/content/articlelanding/2022/CP/D2CP02540J
https://pubs.rsc.org/en/content/articlelanding/2022/CP/D2CP02540J


 

v 

contributions from myself and Prof. Campbell. Prof. Hopkins was responsible for creating the 

machine learning code.  

(Citation) Ieritano, C., Campbell, J. L., Hopkins, W. S. Predicting Differential Ion 
Mobility Behaviour in silico using Machine Learning. Analyst. 2021. 146 (15), 
4737 – 4743.  

 

Chapter 2.3: 

     Chapter 2.3 is adapted with permission from the American Chemical Society (see citation 

below). This work was conceptualized by myself and Prof. Hopkins. I spearheaded the construction 

of the DMS-MS database of SV/CV pairs, with assistance from Dr. Jeff Crouse, Zack Bowman, Dr. 

Nour Mashmoushi, and Prof. Campbell. I also conducted CCS calculations, with assistance from 

Zack Bowman, Dr. Mashmoushi, Paige Crossley, and Benjamin P. Friebe. Coding and optimization 

of the machine learning framework was performed with equal contribution from Arthur Lee, 

Dr. Crouse, and Prof. Hopkins. The manuscript pertaining to Chapter 2.3 was written by myself 

with input from Prof. Hopkins.  

(Citation) Ieritano, C., Lee, A., Crouse, J., Bowman, Z., Mashmoushi, N., Crossley, 
P. M., Friebe, B. P., Campbell, J. L., Hopkins, W. S. Determining Collision Cross 
Sections from Differential Ion Mobility. Anal. Chem. 2021. 93 (25), 8937 – 8944.  

 

Chapter 2.4: 

     Chapter 2.4 is adapted with permission from the Royal Society of Chemistry (see citation). 

This work was co-written by myself and Prof. W. Scott Hopkins, with experimental and 

computational data being acquired by myself and Prof. Campbell. 

(Citation) Ieritano, C., Hopkins, W. S. The hitchhiker's guide to dynamic ion–
solvent clustering: applications in differential ion mobility spectrometry. Phys. Chem. 
Chem. Phys. 2022. 24, 20594 – 20615.  

 

https://pubs.rsc.org/en/content/articlelanding/2021/an/d1an00557j/unauth
https://pubs.acs.org/doi/abs/10.1021/acs.analchem.1c01420
https://pubs.rsc.org/en/content/articlelanding/2022/CP/D2CP02540J


 

vi 

Chapter 3: 

     Chapter 3 is adapted with permission from the American Chemical Society (see citation 

below). This work was conceptualized and written by myself under the supervision of Prof. Hopkins. 

The DMS-MS data for the MP1 peptide was obtained through equal contributions from myself and 

Daniel Rickert. The systematic sampling of cluster surfaces algorithm, which was used to sample 

the geometries of microsolvated ions, was conceptualized and coded by Dr. Joshua Featherstone. 

Molecular dynamics simulations were carried out by Prof. John F. Honek with all other calculations, 

including CCS evaluations, being performed by myself. Intellectual contributions, alongside edits to 

the final version of the manuscript, were made by Prof. Larry J. Campbell, Dr. Yves Le Blanc, and 

Dr. Bradley B. Schneider. 

(Citation) Ieritano, C., Rickert, D., Featherstone, J., Honek, J. F., Campbell, J. L., 
Le Blanc, J. C. Y., Schneider, B. B., Hopkins, W. S. The Charge-State and Structural 
Stability of Peptides Conferred by Microsolvating Environments in Differential 
Mobility Spectrometry. J. Am. Soc. Mass Spectrom. 2021. 32 (4), 956 – 968. Cover 
Article.  

 

Chapter 4: 

     Chapter 4 is adapted with permission from Wiley (see citation). The phenomenon of 

protonation-induced chirality was identified by me from DMS data of Verapamil and Norverapamil 

presented by Dr. Yves Le Blanc and Dr. Bradley B. Schneider. Subsequent DMS-MS and TWIMS 

experiments on other compounds susceptible to protonation-induced chirality were conducted by 

myself with assistance from Justine Bissonnette. First-principles modeling of the DMS behaviour of 

Verapamil was conducted by Dr. Alexander Haack. The manuscript was written by myself, with 

intellectual contributions from Prof. Hopkins. 

(Citation) Ieritano, C., Le Blanc, J. C. Y., Schneider, B. B., Bissonnette, J. R., 
Haack, A., Hopkins, W. S. Protonation‐Induced Chirality Drives Separation by 
Differential Ion Mobility Spectrometry. Angew. Chem. Int. Ed. 2022. 61 (9), 
e202116794. Frontispiece.  

https://pubs.acs.org/doi/abs/10.1021/jasms.0c00469
https://onlinelibrary.wiley.com/doi/full/10.1002/anie.202116794


 

vii 

Chapter 5: 

     Chapter 5 is adapted with permission from the American Chemical Society (see citation 

below). This work was conceptualized and written by myself. Patrick Thomas assisted with the 

DMS-MS experiments, while Prof. W. Scott Hopkins oversaw the project and provided intellectual 

contributions. 

(Citation) Ieritano, C., Thomas, P, Hopkins, W. S. Argentination: A Silver Bullet 
for Cannabinoid Analysis by Differential Mobility Spectrometry. Anal. Chem. 2023. 
93 (22), 8668 – 8678.   

 

Chapter 6: 

     Chapter 6 is adapted with permission from the Royal Society of Chemistry (see citations 

below). The conceptualization and parameterization of MobCal-MPI was done by myself. Dr. Crouse 

parallelized the MobCal Fortran code to create MobCal-MPI from the work of the Kim group, who 

modified the original MobCal code (Shvartsburg et al. and Campuzano et al.). I created the GUI 

that accompanies MobCal-MPI, wrote its manual, and the manuscript under the supervision of Prof. 

Hopkins and Prof. Campbell. Subsequently, Dr. Haack implemented two-temperature theory (2TT) 

and the respective empirical corrections. Dr. Alexander Haack coded these changes into MobCal-

MPI 2.0, and I parameterized the updated version. The manuscript for MobCal-MPI 2.0 was co-

written by myself and Dr. Alexander Haack under the supervision of Prof. W. Scott Hopkins. 

(Citation) Ieritano, C., Crouse, J., Campbell, J. L., Hopkins, W. S. A Parallelized 
Molecular Collision Cross Section Package with Optimized Accuracy and Efficiency. 
Analyst 2019, 144 (5), 1660–1670. 

(Citation) Haack, A.,* Ieritano, C.,* Hopkins, W. S. MobCal-MPI 2.0: An Accurate 
and Parallelized Package for Calculating Field-Dependent Collision Cross Sections 
and Ion Mobilities. Analyst 2023. 148, 3257 – 3273. *equal contribution 

(Citation) Ieritano, C., Hopkins, W. S. The hitchhiker's guide to dynamic ion–
solvent clustering: applications in differential ion mobility spectrometry. Phys. Chem. 
Chem. Phys. 2022. 24, 20594 – 20615.   

https://pubs.acs.org/doi/full/10.1021/acs.analchem.3c01241
https://pubs.rsc.org/en/content/articlelanding/2018/AN/C8AN00270C
https://www.sciencedirect.com/science/article/pii/0009261496009414
https://pubs.acs.org/doi/10.1021/ac202625t
https://pubs.rsc.org/ko/content/articlelanding/2019/an/c8an02150c/unauth#!divAbstract
https://pubs.rsc.org/en/content/articlelanding/2023/an/d3an00545c/unauth
https://pubs.rsc.org/en/content/articlelanding/2022/CP/D2CP02540J


 

viii 

Abstract 

     This PhD thesis, titled “Towards Understanding Differential Ion Mobility Spectrometry and its 

Applications in Analytical and Medicinal Chemistry,” encompasses a broad effort to understand the 

principles that underpin differential mobility spectrometry (DMS), and how the DMS technique can 

be employed within the analytical and medicinal facets of chemistry. Specifically, this work 

highlights the components of the ion-neutral interaction potential that are pertinent to rationalize 

an ion’s DMS behaviour and how such information can be modelled using in silico and machine-

learning approaches. Understanding the nature of ion-neutral interactions is especially important 

when DMS experiments are conducted in microsolvating environments (i.e., those in which the 

carrier gas is seeded with small amounts of a volatile solvent vapour), as components of the 

interaction potential can be used to predict molecular properties that are routinely screened during 

drug discovery. In the Chapter 1, we introduce the ion-solvent interactions that are intrinsic to 

DMS experiments and how microsolvation can impact an ion’s mobility. We specifically emphasize 

the significance of ion solvent clusters and how the waveform used in DMS separations fosters a 

dynamic solvation environment. Because field-induced heating is modulated such that an analyte 

undergoes many cycles of solvent condensation and evaporation at charge-dense regions of the 

analyte, DMS effectively samples interactions that may resemble the dynamics of solvation within 

the analyte’s primary solvation shell. In this regard, DMS can be utilized to probe characteristics of 

a molecule related to its insipient solvation, which, when used in conjunction with quantum-chemical 

calculations and/or machine learning algorithms, affords accurate predictions of that molecule’s 

physicochemical properties.  

     In addition to the information regarding an analyte’s physicochemical properties that can be 

gleaned from DMS measurements in microsolvating environments (Chapter 2), ion microsolvation 

can help alleviate complications related to field-induced heating. This phenomenon is explored in 

Chapter 3, where microsolvation was found to stabilize analytes through the formation of localized 

ion-solvent clusters. In particular, the chapter explores the DMS behaviour of the MP1 peptide, 
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which, when exposed to a microsolvation partner, underwent chemical transformations that reduced 

the observed charge state of MP1 from [MP1 + 3H]3+ to [MP1 + 2H]2+, and shielded protonated 

MP1 from fragmentation induced by collisional activation within the DMS cell. This behaviour 

suggests that microsolvation provides analytes with a solvent “air-bag,” which could play a role in 

retaining native-like ion configurations during DMS separations that operate well above the low-

field limit.  

     Chapter 4, titled Protonation-Induced Chirality Drives Separation by DMS, explores a 

fascinating phenomenon that can be probed by DMS. In short, chiral species possessing a permanent 

stereocenter and a prochiral, tertiary amine can form two diastereomers upon protonation during 

electrospray ionization. The resulting diastereomers exhibit distinct conformations that are 

resolvable by DMS, constituting the first measurement of this behaviour in the gas phase. 

Protonation-induced chirality appears to be a general phenomenon, as 𝑁𝑁 -protonation at the tertiary 

amino moiety of 13 chiral compounds that contained a prochiral, tertiary amine moiety. The 

analytical utility of DMS is further exemplified in Chapter 5, where DMS and tandem mass 

spectrometry (MS) were used to distinguish a set of seven cannabinoids. Detection of analytes as 

argentinated species (i.e., [M + Ag]+ adducts) also led to the discovery that argentination promotes 

distinct fragmentation patterns for each cannabinoid, enabling their partial distinction by tandem-

MS. By adding DMS to the tandem-MS workflow, each cannabinoid was resolved in a pure N2 DMS 

environment, allowing for accurate assessment of cannabinoid levels within commercial products 

with excellent accuracy and limits of detection/quantitation.  

     In addition to the analytical utility provided by DMS and the other ion mobility spectrometry 

(IMS) techniques, IMS-based separation prior to mass spectrometry has become an invaluable tool 

in the structural elucidation of gas phase ions and in the characterization of complex mixtures. 

Application of ion mobility to structural studies requires an accurate methodology to bridge 

theoretical modelling of chemical structure with experimental determination of an ion’s collision 

cross section (CCS). Chapter 6 discusses the software package MobCal-MPI, which was developed 
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to calculate CCSs efficiently and accurately at arbitrary field strengths via the trajectory method, 

including those accessed during DMS experiments. While significant progress has been made towards 

modelling the phenomenon of differential mobility, there are still several properties that have yet to 

be captured by in silico models. This thesis concludes with Chapter 7, which outlines unresolved 

issues in the field and suggests several directions in which future research endeavours can be directed.  
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…yes idealism, yes the dignity of pure research, yes the pursuit of 
truth in all its forms, but there comes a point I'm afraid where you 

begin to suspect that the entire multidimensional infinity of the 
Universe is almost certainly being run by a bunch of maniacs. 

 

Douglas Adams, The Hitchhiker’s Guide to the Galaxy 
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Chapter 1 

A primer on microsolvation and its influence on  

ion mobility 

1.1 The importance of ion-solvent clusters 

     The investigation of gas-phase clusters continues to garner attention amongst global academic 

community, with their appeal driven by the diverse range of physicochemical properties they 

exhibit.1–3 As one might expect, the term “cluster” encompasses a vast range of chemical entities, 

prompting researchers to focus their efforts on a specific type of cluster (e.g., metal clusters, carbon 

clusters), which is typically motivated by an interest in a particular property and/or application 

(e.g., optical, magnetic, catalytic).4–8 Our group is interested in small molecules and molecular ions 

within dynamic microsolvation environments, whereby a small number of solvent ligands continually 

condense and evaporate from a central analyte. Heteromolecular ion-solvent clusters, or more 

appropriately “microsolvated” ions, can be viewed as a model for insipient solvation9 and may 

provide insight into the chemistry occurring within, for example, atmospheric water droplets.10 

Depending on number of solvent ligands contained within the cluster, the physicochemical properties 

of the microsolvated analyte can be akin to those of the condensed phase or to the properties of the 

gas phase species.11–15 For example, in cases where the gas phase and condensed phase analyte 

structures differ, the degree of microsolvation can dictate whether the gas phase or condensed phase 

favoured isomer will be present in the experimental ensemble.16–18 The number of solvent ligands 

required to transition between the preferred gas and condensed phase isomers depends on the 

analyte. In fact, there is no “back-of-the-envelope” method that can estimate this quantity, or the 

number of solvent ligands required to observe the onset of different condensed phase properties (e.g., 

electronic or vibrational spectra,19–24 molecular conformation,15,25,26 and chemical reactivity).27  



   1.1  
The importance of ion-solvent clusters 

 

2 

     To discern the cluster sizes at which structural transitions occur, one can study microsolvated 

clusters with mass spectrometry (MS) such that specific cluster sizes can be selected by their mass 

to charge ratio (𝑚𝑚/𝑧𝑧) and probed individually (e.g., with trapped ion spectroscopy).17 Because MS 

is insensitive to cluster geometry, supplementary characterization by ion mobility spectrometry 

(IMS) is often used in tandem with MS to provide information about the cluster’s geometric 

configuration.25,28–32 Thus, researchers can interrogate mass-selected microsolvated species to monitor 

the evolution of an analyte’s geometric structure as it is sequentially solvated.  

     Drift-tube IMS (DTIMS) can provide information about a microsolvated cluster’s geometry by 

monitoring its size dependent drift time through the IMS cell.33,34 In a traditional DTIMS 

experiment, a charged analyte is pulsed into an inert collision environment under the influence of a 

weak electric field. The velocity of the ion through the drift cell (𝑣𝑣𝐷𝐷) depends on the mobility of 

the ion through the specific gas (𝐾𝐾) and the strength of the electric field (𝐸𝐸) applied, as described 

by Eq. 1.1.  

 𝑣𝑣𝐷𝐷 = 𝐾𝐾𝐾𝐾 Eq. 1.1 

If the electric field strength is sufficiently low (< 10 Td; 1 Td = 10−21 V·m2), then the ion’s velocity 

responds linearly to changes in the electric field. Since DTIMS experiments are performed near or 

below this low-field limit, one can determine the mobility of an ion from its measured velocity,35 

which can then be related to its geometric structure via the Mason-Schamp relation by Eq. 1.2,36,37  

 𝐾𝐾 =
√
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 Eq. 1.2 

where 𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖 is the ion molecular mass, 𝑚𝑚𝑔𝑔𝑔𝑔𝑔𝑔 is the molecular mass of the buffer gas, 𝑧𝑧 is the charge 

of the ion (e.g., +2), 𝑒𝑒 is the elementary charge, 𝑘𝑘𝐵𝐵 is the Boltzmann constant, 𝑇𝑇  is the temperature, 

𝑁𝑁  is the number density of the gas, and 𝛺𝛺 is the ion-neutral collision cross section (CCS). The ion’s 

CCS represents the orientationally averaged collision area of the analyte with the buffer gas that 

fills the drift cell. To determine molecular geometry, the experimentally measured CCS is compared 

to the CCSs calculated for candidate structures, the latter of which are typically conducted via 
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quantum chemical calculations. The subsequent determination of CCSs generally requires simulation 

of the collisions between the ion and the neutral collision partner,38 which is discussed in detail in 

Chapter 6.  

     By performing IMS-MS characterizations of mass-selected microsolvated clusters, one can infer 

how the geometry of a microsolvated analyte evolves with the degree of solvation. For example, the 

Russell group measured the mobilities of microsolvated diaminoalkanes with varying alkyl chain 

lengths.26 They found that when a specific number of water molecules were coordinated to the 

doubly-charged analyte, an abrupt structural transition occurred that corresponds to the transition 

point between the preferred gas phase and condensed phase configurations. Although studies such 

as this provide remarkable insight regarding gas phase ion structure, it is unclear as to whether 

these microsolvated systems are good models of bulk solvation. In the condensed phase, the primary 

solvation shell is dynamic – the number and configuration of the solvent ligands within the primary 

solvation shell is never fixed. Thus, in addition to studying steady-state fixed-geometry species, it 

is beneficial to investigate microsolvated clusters whose composition and geometry varies temporally.  

     The study of the temporal evolution of microsolvated species is possible with differential mobility 

spectrometry (DMS), an IMS technique that employs time-dependent electric fields that can be used 

to drive dynamic ion microsolvation.39–42 During the high-field portion of the applied waveform, field-

induced acceleration of the ion results in high-energy collisions between the ion and background gas, 

which increases its effective temperature (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) via collisional excitation. Conversely, collisional 

cooling lowers the internal energy of the ion as the electric field transitions from the high-field to 

the low-field portion of the waveform. If solvent vapour is seeded into the DMS carrier gas, 

modulating the ion’s temperature with the dynamic electric field can drive cycles of evaporation and 

condensation of the neutral solvent moieties around the analyte. One can take advantage of this 

phenomenon in two ways. First, because species with the same 𝑚𝑚/𝑧𝑧 but different geometries have 

different interaction strengths with solvent molecules, slight differences in ion-solvent clustering 

propensities can be leveraged to enhance mobility-driven gas phase separations.43–50 Second, if the 
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field-induced heating is modulated such that an analyte undergoes many cycles of solvent 

condensation and evaporation, one effectively samples the ion-solvent interaction potential of the 

analyte. Since solvent clustering in DMS tends to occur near sites of high partial charge on the 

analyte, it may mimic the dynamics of solvation in the primary solvent shell of the condensed 

phase.51 Although it is unclear how closely the dynamic DMS clustering environment resembles the 

condensed phase, we have demonstrated that the clustering behaviour observed in the DMS device 

correlates with other gas phase and condensed phase physicochemical properties, the details of which 

are provided in Chapter 2.51,52  

     The study of the temporal evolution of microsolvated species is possible with differential mobility 

spectrometry (DMS), an IMS technique that employs time-dependent electric fields that can be used 

to drive dynamic ion microsolvation.39–42 During the high-field portion of the applied waveform, field-

induced acceleration of the ion results in high-energy collisions between the ion and background gas, 

which increases its effective temperature (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) via collisional excitation. Conversely, collisional 

cooling lowers the internal energy of the ion as the electric field transitions from the high-field to 

the low-field portion of the waveform. If solvent vapour is seeded into the DMS carrier gas, 

modulating the ion’s temperature with the dynamic electric field can drive cycles of evaporation and 

condensation of the neutral solvent moieties around the analyte. One can take advantage of this 

phenomenon in two ways. First, because species with the same 𝑚𝑚/𝑧𝑧 but different geometries have 

different interaction strengths with solvent molecules, slight differences in ion-solvent clustering 

propensities can be leveraged to enhance mobility-driven gas phase separations.43–50 Second, if the 

field-induced heating is modulated such that an analyte undergoes many cycles of solvent 

condensation and evaporation, one effectively samples the ion-solvent interaction potential of the 

analyte. Since solvent clustering in DMS tends to occur near sites of high partial charge on the 

analyte, it may mimic the dynamics of solvation in the primary solvent shell of the solution phase.51 

Although it is unclear how closely the dynamic DMS clustering environment resembles the solution 

phase, our group demonstrated that the clustering behaviour observed in the DMS device correlates 

with other gas-phase and solution-phase physicochemical properties.51,52 Accordingly, the focus of 
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my doctoral dissertation revolves around the continued development of DMS as a tool to screen the 

physicochemical properties of analytes that are of use in the drug design process. Concurrently, this 

investigation aims to uncover the core principles that drive chemical separations using DMS, thereby 

amplifying its effectiveness as a tool within the realms of analytical and medicinal chemistry. 

 

1.2 The fundamentals of DMS 

     DMS,40–43 which is also referred to as high-field asymmetric waveform ion mobility spectrometry 

(i.e., FAIMS)53 and differential ion mobility spectrometry (i.e., DIMS),54 is a powerful analytical tool 

capable of resolving enantiomeric,43 regioisomeric,44,45,49 tautomeric,46,50 and structurally similar47,48 

analytes prior to characterization with methods such as tandem MS. The principles of DMS are 

similar to those of traditional IMS technologies (e.g., DTIMS, travelling wave IMS)55,56 in that ions 

are distinguished based on mass, charge, and geometric structure. However, the chemical and 

physical phenomena that underpin DMS take advantage of the non-linear dependence of ion mobility 

on the electric field when field-strengths exceed the low-field limit. As per Eq. 1.1, an ion’s drift is 

velocity is directly proportional to the strength of the electric field (𝐸𝐸).36,57 A linear dependence of 

drift velocity with field strength is only observed in the low-field limit, where any increase to the 

ion’s 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 (and hence, its drift velocity) is negligible compared to the drift velocity of the ion at the 

temperature of the experiment (typically 298 K). Operating above the low-field limit promotes 

collisional activation of the ion, causing its 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 to increase. At which point, the ion’s drift velocity 

no longer changes linearly with respect to the applied electric field, the nature of which is described 

by Eq. 1.3, where 𝛼𝛼(𝐸𝐸) is the fractional change of an ion’s high- field mobility, 𝐾𝐾(𝐸𝐸), with respect 

to its low-field mobility, 𝐾𝐾(0). 𝛼𝛼(𝐸𝐸) is often expressed as an even-numbered power series whereby 

alpha coefficients weight the applied electric field (see Eq. 1.4), which is usually described in terms 

of the reduced field strength (i.e., 𝐸𝐸/𝑁𝑁). 58–60  
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     Consider the waveform shown in Figure 1.1A. The waveform is a sum of two sinusoids, one at 

3 MHz and the other at 6 MHz,39 phase-shifted by 90 degrees such that high-field and low-field 

components are created; the high-field element comprises one-third of the duty cycle and the low-

field elements comprises the remaining two-thirds. Although the high- and low-field components 

have equivalent but opposite areas, a differential mobility exists because the ion’s mobility during 

the high-field portion of the DMS waveform is not linearly proportional to its mobility during the 

low-field portion. High- and low-field mobilities that are not linearly proportional induce unequal 

displacements orthogonal to the transmission axis, resulting in migration of the ion from a stable 

trajectory. As a gas flow carries the entrained ions through the DMS cell, the asymmetric waveform 

(known as the separation voltage, SV) causes ions to migrate continually off-axis in a zig-zag light 

pattern (Figure 1.1B, black trace). Ions can be steered back onto the transmission axis by 

application of a static compensation voltage (CV), which offsets the SV such that the integral over 

a single duty-cycle is no longer zero (Figure 1.1B, red trace). Ions will be transmitted through the 

DMS device when the applied CV causes the ions to travel the same distance away from and then 

back to the transmission axis over the course of the SV duty cycle. 

     The CV required to transmit an ion of a given 𝑚𝑚/𝑧𝑧 and molecular geometry will depend on the 

magnitude of the SV and the conditions within the DMS cell (i.e., temperature, pressure, gas 

composition). One can garner insight into the ion-neutral interaction potential by monitoring how 

the CV changes as a function of SV in a specific DMS environment. For weakly interacting collision 

environments (i.e., those dominated by hard sphere collisions), the ion's mobility diminishes as the 

strength of the electric field increases due to the rising apparent viscosity of the gas, which intensifies 

with higher field strengths.61 In this case, the ion requires increasingly positive CVs to be transmitted 

through the DMS device as the amplitude of the SV increases. Practitioners refer to this as Type C 
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behaviour (Figure 1.2),62 which corresponds to increasingly negative values of the 𝛼𝛼(𝐸𝐸) parameter 

(see Eq. 1.3). 

 

 

Figure 1.1. (A) The SV waveform applied across the planar electrodes of the differential 
mobility spectrometer. The black trace shows the waveform for SV = 3000 V and CV = 0 V, 
and the red trace shows the waveform for SV = 3000 and CV = −100 V. (B) A schematic 
diagram of the planar DMS cell and QTRAP 5500 hybrid linear ion trap (LIT)/triple-
quadrupole mass spectrometer. The black and red traces indicate representative ion 
trajectories when the voltages shown in panel A are applied to the planar electrodes; 
application of the correct CV steers the ion through the DMS cell and towards the detector. 

  

     Seeding the DMS carrier gas with a low partial pressure of a polar solvent vapour alters the 

collision environment with respect to the apparent viscosity experienced by the analyte ions, and 

can lead to dynamic ion microsolvation.42,63 As the SV waveform transitions from the high-field to 

the low-field component, ions in the DMS cell decelerate following collisions with the carrier gas. 

This collisional cooling promotes cluster formation through ion microsolvation, which leads to an 

effective increase in the ion CCS. Consequently, ion-solvent clustering causes an apparent decrease 

in ion mobility under the low-field condition. As the SV transitions back to the high-field condition, 

the ion-solvent cluster accelerates and experiences relatively energetic collisions with the carrier gas. 

These collisions impart significant internal energy to the cluster, which increases its 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . Heating 

of the cluster during the high field component promotes desolvation, resulting in a reduction of 

apparent CCS and an increase in ion mobility. Thus, clustering environments exhibit positive values 
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of 𝛼𝛼(𝐸𝐸) and induce off-axis migration of the ions in the direction opposite to that experienced under 

hard-sphere scattering conditions.  

 

 

Figure 1.2. Dispersion plots reveal the nature of the ion-neutral interactions occurring 
within the DMS cell. The three most common behaviours are strong dynamic clustering 
(Type A; red), weak dynamic clustering (Type B; blue), and hard sphere scattering (Type C; 
black). 

 

     If dynamic clustering processes persist throughout all SVs, the CV required for optimal ion 

transmission decreases with increasing SV. This is known as Type A behaviour and is indicative of 

a strongly clustering environment. In some cases, enough energy can be imparted to the ion at a 

particular SV such that ion-solvent cluster formation is inhibited during the low-field condition. In 
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this situation, the CV required for optimal ion transmission decreases with increasing SV until a 

threshold SV is reached, leading to a CV minimum. At SVs beyond the CV minimum, CVs become 

increasingly positive since ion-solvent clustering becomes disfavoured thermodynamically. 

Practitioners refer to this intermediate “switching” behaviour as Type B.  

     Intermolecular interactions between the analyte molecules and the collision gas dictate whether 

Type A, B, or C behaviour will be observed. In DMS environments composed of a weakly interacting 

gas (e.g., N2), analyte dispersion curves are typically Type C in nature.39,62 Notable exceptions tend 

to occur for smaller analytes that contain localized and unprotected charge sites (e.g., N-protonated 

propylamine), which can interact with N2 via relatively strong charge/induced-dipole and 

charge/quadrupole interactions.64 When the N2 environment is modified with solvent vapour, analyte 

species can experience additional charge/dipole interactions and hydrogen bonding interactions with 

the solvent modifier. One can approximate the relative strength of these ion-solvent interactions 

based on the solvent molecule’s dipole moment. However, care should be exercised since additional 

solvent-solvent interactions and differences in ion-solvent cluster geometries can subvert this 

correlation. For example, consider the DMS behaviour of tetramethylammonium.63 When the N2 

collision environment is doped with 1.5% (v/v) of a polar, protic modifier (e.g., H2O, MeOH, 𝑖𝑖PrOH), 

Type B clustering behaviour is observed. Doping the DMS carrier gas with polar, aprotic modifiers 

such as acetone (ACE) or acetonitrile (MeCN) results in Type A behaviour, which indicates a 

stronger clustering interaction between the analyte and solvent molecule. However, the observed 

clustering propensity of N2 < H2O < MeOH < 𝑖𝑖PrOH < MeCN < ACE does not strictly follow the 

solvent dipole moment trend of 𝑚𝑚𝑁𝑁2
 (0.0 D) < 𝑚𝑚𝐼𝐼𝐼𝐼𝐼𝐼 (1.66 D) < 𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  (1.69 D) < 𝑚𝑚𝐻𝐻2𝑂𝑂 (1.81 D) 

< 𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴 (2.91 D) < 𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  (3.92 D). The origin of this discrepancy stems from differences in the 

ion-neutral interaction potentials for the various solvent systems. In other words, the analyte’s 

affinity for one microsolvation partner versus another depends on the number of solvent molecules 

that can accrete onto the analyte, the geometries of the nascent ion-solvent clusters, and how 

strongly the solvent molecules bind to the accretion sites. Understanding how dissimilar clustering 
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behaviours translate into unique DMS behaviours requires atomistic insight of the microsolvated 

ion, which can be ascertained through quantum-chemical calculations.  

1.3 Computing cluster structures, energies, and thermochemistry 

     Modelling differential ion mobility requires the consideration of: (1) the geometries, relative 

energies, and populations of the ion-solvent clusters present during a DMS experiment, and (2) how 

the field-dependent mobility of each solvent cluster affects the mobility of the microsolvated 

ensemble. Ion-solvent cluster geometries can be determined by taking “snapshots” from molecular 

dynamics (MD) simulations, wherein the number of particles, volume, and energy (NVE) of the 

system is fixed. However, obtaining accurate energies and thermochemistry for each MD snapshot 

requires high-level quantum chemical calculations since MD energies do not adequately capture the 

thermochemistry of the cluster. These quantum chemical calculations can be prohibitively expensive 

depending on the size of the system; even for small, tractable molecular clusters, the associated 

potential energy surface (PES) can be of high dimensionality. To address this challenge, we use 

targeted methods to map low energy regions of the PES. PES mapping is typically performed using 

a basin hopping (BH) or the systematic sampling of cluster surfaces (SSCS)65–68 algorithm to identify 

candidate low energy cluster structures,69–71 which are subsequently refined using higher levels of 

theory (Figure 1.3). 

     Upon mapping the cluster PES, candidate isomers can be sorted based on energetics and 

geometry to identify unique cluster structure.72 For the cluster systems and sizes that we study, 

typically fewer than 100 unique candidate cluster structures are refined using low-level electronic 

structure theories such as Density Functional based Tight Binding (DFTB)73,74 or the semi-empirical 

parameterized model 7 (PM7).75 These methods approximate the Hartree-Fock (HF) formalism,76 

where certain 2-electron Hamiltonians are either omitted or replaced by a set of parameters identified 

for analogous systems. Although the cluster geometries predicted by DFTB and PM7 are similar to 

those predicted by higher level ab initio theory, the electronic energies and thermochemical 

corrections require further refinement. Density Functional Theory (DFT)76 calculations provide the 
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necessary improvement to molecular geometries, electronic energies, and thermochemical data such 

that microsolvated cluster populations can be determined with sufficient accuracy.64,77,78 When 

appropriate DFT functionals are used (i.e., hybrid/long-range corrected functionals or those that 

contain empirical dispersion corrections), benchmarking suggests that the resulting DFT energies 

and thermochemical data can be used to accurately reproduce experimentally measured binding 

energies, vibrational spectra, and reaction barriers.79–83 We direct readers to reference 83 for guidance 

on selecting a DFT functional for a specific chemical purpose. We typically employ the 𝜔𝜔B97X-

D3BJ/Def2-TZVPP level of theory when performing DFT calculations to determine vibrational 

frequencies and/or relative isomer populations. Using this level of DFT theory, one can also 

accurately map the cluster electrostatic potential to determine atomic partial charges, which are 

required for CCS calculations (see Chapter 6).  

 

 

Figure 1.3. The process of calculating cluster geometries, relative energies, and 
thermochemistry requires refinement using progressively higher levels of quantum-chemical 
theory.  
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     It is worth noting that the thermochemistry computed using DFT methods relies on harmonic 

vibrational frequencies, which can fail to accurately capture ion-solvent interactions in highly 

anharmonic systems (e.g., hydrogen-bonded clusters).84–86 This situation can become increasingly 

problematic as the size of the microsolvated cluster increases. In principle, one can circumvent this 

issue by computing anharmonic vibrational partition functions, but this comes at a high 

computational cost. Since most hybrid DFT functionals are parametrized to yield good 

thermochemistry with the harmonic approximation,83 this considerable computational cost is not 

justified. Calculation accuracy can be improved by combining DFT-computed harmonic 

thermochemistry with electronic energies calculated at the coupled cluster level of theory, which is 

the “gold-standard” for computational accuracy. However, the N7 scaling of coupled cluster methods 

also imposes a substantial computational cost and, depending on available computational resources, 

may be impractical for some chemical systems (e.g., those with more than ca. 150 electrons). Much 

of the computational cost for CCSD(T) calculations (i.e., coupled cluster singles, doubles, and 

perturbative triples) stems from computing electron-electron correlations for every electron-electron 

pairing in the molecule. One can therefore reduce calculation times (and achieve relatively accurate 

results) by considering only local electron correlations. The domain-based local pair natural orbital 

(DLPNO) coupled cluster methods implemented in the ORCA software package achieves 

comparable accuracy to CCSD(T) (< 5 kJ mol−1),87–90 but scales linearly with the number of 

electrons in the system.91–93 Thus, DLPNO-CCSD(T) energies combined with DFT thermochemistry 

yield accurate and efficient calculations of ion-solvent cluster thermochemistry, facilitating their 

usage in understanding an analyte’s DMS behaviour and, by association, using DMS to predict the 

physicochemical properties of the ion embedded within the ion-solvent cluster.  
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Chapter 2 

Correlating DMS behaviour with molecular properties 

2.1 Direct correlations between an analyte’s DMS behaviour and its 

condensed phase properties 

     To this point, we have established that an ion’s DMS behaviour is governed by the interaction 

potential between the ion and its collision partner(s). For example, Type A and B behaviours are 

usually observed when DMS experiments are performed in an environment conducive to forming a 

microsolvated cluster. However, Type A/B classifications do not adequately describe the strength 

of the ion-neutral interactions, which means that an ion’s clustering propensity cannot be assessed 

quantitatively. So how can we show the correlation between clustering propensity and a dispersion 

curve? Recall that Type B DMS behaviour exhibits a characteristic minimum CV as the SV increases 

(SV@CVmin). This minimum can be thought of as the point where the heating supplied to the analyte 

under the high field condition begins to overcome the ion cooling and clustering processes that occur 

during the low field condition. Simply put, the SV@CVmin can be viewed as the field condition under 

which dynamic ion-solvent clustering and declustering processes are most prominent. It stands to 

reason that the SV@CVmin for an ion should correlate with an analyte’s affinity for the solvent 

modifier, which can be represented by the calculated binding energy between an ion and a single 

solvent ligand (e.g., 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎; see Eq. 3.6 in Chapter 3.7). However, this correlation method requires 

the observation of a minimum in the dispersion curve, which precludes Type A ions. One can 

circumvent this limitation by realizing that Type A curves are the early portion of Type B curves, 

where the SV@CVmin occurs at a SV greater than the highest SV that can be achieved 

experimentally. As such, one can extrapolate the SV@CVmin of a Type A dispersion curve by fitting 

the existing data to a function and finding its minimum. Since dispersion curves resemble a skewed 

Gaussian distribution that has been reflected along the x-axis, our group devised a function that 
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mimics this qualitative observation. The empirical function is shown in Eq. 2.1, where 𝑎𝑎, 𝑏𝑏, 𝑐𝑐, and 

𝑑𝑑 are fit parameters.  

 𝐶𝐶𝐶𝐶 = �1
𝑑𝑑
� �(𝑎𝑎 − 𝑆𝑆𝑆𝑆 ) 𝑒𝑒𝑒𝑒𝑒𝑒 �− (𝑎𝑎 − 𝑆𝑆𝑆𝑆 )

𝑏𝑏 + [(𝑐𝑐)(𝑆𝑆𝑆𝑆 )]
�� Eq. 2.1 

     Figure 2.1A shows the calculated single-solvent binding energies (zero-point energy corrected) 

for clusters containing single solvent molecules plotted against the SV@CVmin values for a variety of 

Type A and B analytes. Calculated ion-solvent binding energies (zero-point corrected) were collated 

from several previously published works using the CCSD(T)/6-311++G(d,p)//B3LYP-D3/6-

311++G(d,p) level of theory.51,52,63,94 The data show a clear correlation between ion DMS behaviour 

and affinity for solvent modifiers in several modified collision environments (i.e., N2 seeded with 

1.5 mol% of H2O, MeOH, IPA, MeCN, or acetone). First, we note that all the tetraalkylammonium 

species in the dataset lie on the red dashed (bottom) trend line shown in Figure 2.1A. Since solvent 

molecules predominantly interact with the tetraalkylammonium species via charge-dipole 

interactions, we expect that other molecules interacting with the solvent through charge-dipole 

interactions will also lie near this trendline. Linear regression indicates that measuring the SV@CVmin 

of these species enables prediction of the respective ion-solvent binding energies to within 

2.6 kJ mol−1. Also observed is an analogous trend for protonated 2-methylquinoline (2MQ) and 2-

methylquinolin-8-ol (2MQOH) derivatives,51,52 for which quantum chemical calculations show that 

solvent molecules interact with the analyte via hydrogen bonding at the charge site. Linear 

regression of this data series yields an error of 7.1 kJ mol−1, a value that is somewhat inflated owing 

to three outliers (8-nitro-2MQ, 8-amino-2MQ, and 7-Cl-2-MQ-8-OH). The calculations indicate that 

these outliers exhibit electronic and steric interactions that differ somewhat from the other quinoline 

species, which in turn disproportionately impact the analyte’s affinity the solvent ligands.51,52 

Removing these outliers decreases the error to 2.9 kJ mol−1, similar to that observed for the 

tetraalkylammonium species. In the case of tri-, di-, and mono-alkylammonium ions, we observed 

that ion-solvent binding energies and SV@CVmin values increase as steric hinderance around the 

charge site is reduced. As one might expect, these species lie between the charge-dipole and hydrogen 
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bonding trendlines on the correlation plot since solvent accretion occurs through hydrogen-bonding 

interactions at the charge site, which becomes increasingly de-shielded as the number of alkyl 

substituent decreases.  

 

 

Figure 2.1. (A) Zero-point corrected binding energies for single solvent clusters of 
tetraalkylammonium (black), alkylammonium (purple), 2-methylquinolinium (blue), and 2-
methylquinolin-8-ol ions (green). Clusters bound by charge-dipole interactions are highlighted 
with the bright red dashed trendline towards the bottom of the panel. Clusters bound by 
single hydrogen bonds are highlighted by the maroon dashed line near the top of the panel. 
Clusters bound by hindered hydrogen bonds are scattered between the two dashed trendlines. 
Binding energies are calculated at the CCSD(T)/6-311++G(d,p)//B3LYP-D3/6-
311++G(d,p) level of theory. (B) The RRCK passive cell permeability (blue bars) and 
SV@CVmin (black points) for three positional isomers of chloro-2-methylquinolin-8-ol.  

 

     Having identified correlations between DMS-measured clustering behaviour and ion-solvent 

binding energies, we explored the possibility of correlation with other molecular physicochemical 

properties related to the analyte’s interaction with solvent.51,95,96 Indeed, when investigating a series 

of 2-methylquinolin-8-ol derivatives, strong correlations were discerned between an analyte’s DMS 

behaviour and its condensed phase properties such as pKA, pKB, and passive cell permeability.51 

Figure 2.1B shows the measured in vitro passive cell permeability for 5-, 6-, and 7-substituted 

chloro-2-methylquinolin-8-ol overlayed with the measured SV@CVmin for the protonated analytes in 
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a MeOH-modified DMS environment. Passive cell permeabilities were measured using the Ralph 

Russ canine kidney (RRCK) cell-based assay.97 This strong correlation suggests that the subtle 

structural differences between the quinoline isomers influences their respective solvent binding 

energies, which in turn affects their ability to navigate biological barriers. In other words, species 

that are more water soluble (i.e., more strongly clustering) are less likely to shed their aqueous 

solvation shell in favour of the hydrophobic environment of a lipid bilayer, thus slowing transport 

across the cell membrane and reducing the rate of passive diffusion into a cell. 

     Of course, ion-solvent clustering in the DMS environment is not constrained to a single solvent 

ligand, which raises the question of why bulk-phase properties should correlate so well with DMS 

dynamic clustering behaviour. To answer this, we must consider how the population of the 

microsolvated ensemble changes throughout the SV duty cycle. At the SV@CVmin, modelling shows 

that protonated 3-bromoquinoline clusters with one solvent ligand are populated for most of the 

duty cycle (see Figure 4C in reference 64). Protonated 3-bromoquinoline has only one hydrogen 

bond donor and the first solvent molecule binds to this site of strongest interaction as the analyte 

is sequentially solvated.52 Since this site is the position at which incipient solvation is thought to 

initiate, the single-solvent cluster can be considered the “most important” species for the solvation 

process. Although this scenario seems to explain our observations for small molecule systems, the 

situation is more complicated for larger molecules with multiple solvent accretion sites. Addressing 

a wide variety of molecular types and sizes requires treatment with machine learning (ML) to 

correlate DMS behaviour with condensed phase properties.  

 

2.2 Employing ML to predict an ion’s DMS behaviour in silico 

     Using DMS for molecular property determination is a desirable prospect given that data 

acquisition is automated, rapid, and requires only nanograms of material. These attributes suggest 

that DMS could be used during pre-clinical drug screening, where the physicochemical properties of 
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thousands of compounds need to be assessed with high throughput.98,99 However, the SV@CVmin 

correlation methodology that we developed within Chapter 2.1 is not entirely satisfactory, as 

Type C analytes do not exhibit a characteristic SV@CVmin. Moreover, extrapolation of the 

SV@CVmin for Type A ions can be inaccurate if an insufficient portion of the analyte’s dispersion 

curve has been sampled (i.e., if the SV@CVmin is too far beyond the highest SV accessible by the 

instrument). Further still, correlations between molecular properties and SV@CVmin can only be 

made for analytes within the same molecular class (e.g., the tetraalkylammoniums or the quinolines 

in Figure 2.1B). These limitations of the SV@CVmin correlation method diminish the potential 

value of DMS as a tool for property determination, as an ideal method would be one that can treat 

all types of dispersion curves. 

     Recall that the field-dependent mobility of an ion is encoded within the compensation voltage 

(CV) required for transmission through the DMS cell, as the CV is related to the alpha function,39 

and by association, the ion’s CCS. Based on this first-principles consideration, mapping the field-

dependent mobility should be feasible using only the intrinsic properties associated with the ion’s 

mobility (i.e., mass and CCS). Haack and coworkers made a first step in this regard by reproducing 

the DMS behaviour of the tetramethylammonium77 and tricarbastannatrane 

([N(CH2CH2CH2)3Sn]+)78 cations using only temperature dependent CCS calculations in the free 

molecular regime. Given the reasonable accuracy of this approach, we hypothesized that dispersion 

plots could be generated in silico using ML models trained only with CCS and 𝑚𝑚/𝑧𝑧 as inputs. This 

follows the absence of a closed-form expression that can relate the ion-neutral interaction potential 

with the ion’s field-dependent mobility. Using ML to complete this connection would enable 

predictions of dispersion plots using only intrinsic ion properties that are accessible via CCS 

libraries100–107 or calculation packages.108–110 The ability to model the CV required for analyte 

transmission would be of tremendous utility for method development within the various ‘omics 

realms, where the CV space exhibited by the desired analytes could be mapped prior to data 

acquisition with minimal effort. However, broadly applicable predictions of an ion’s DMS behaviour 

necessitate the use of a calibration set spanning several chemical classes, CCSs, and 𝑚𝑚/𝑧𝑧 ratios. As 
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a first step in our endeavour to map DMS behaviour in general, we report on the ML-based in silico 

generation of dispersion plots in an N2 environment for a compendium containing 409 molecular 

cations.  

2.2.1 Database curation 

     For the ML-based methodology to be applicable across several chemical classes, the compounds 

present in the database must be: (1) chemically diverse and (2) have consistent, reproducible CCSs 

against which to calibrate. To this end, we have generated a library consisting of 409 compounds 

that include a series of 2-methylquinoline derivatives,52 2-methylquinolin-8-ol derivatives,51 

previously characterized small drug molecules and acrylamides,96 pesticides,111 and a wide variety of 

biomolecules (e.g., amino acids, small molecule xenobiotics, and nucleobases).112  

     Curation of experimentally measured CCSs for all 409 analytes used in this study would have 

been preferable, especially given the exceptional interlaboratory agreement of CCSs acquired using 

the DTIMS platform.113 However, several of the molecules studied have yet to be characterized by 

linear IMS and the instrumentation to perform experimental CCS measurements for these species 

was not at our disposal. In principle, one could retrain our ML models using experimental CCSs 

should those measurements come available. We instead opted to train the ML models using CCSs 

calculated by MobCal-MPI to maintain internal consistency rather than select CCSs from the 

various libraries present in the literature,100–107 as experimental CCSs for the same compounds 

determined by DTIMS and TWIMS can exhibit deviations of up to 6%.114 MobCal-MPI has been 

shown to calculate CCSs in N2 with a root mean square deviation (RMSD) of 2.2% for geometries 

generated at the B3LYP-D3/6-31++G(d,p) level of theory,115 and should serve as a viable 

alternative until experimental CCSs become available. The 𝑚𝑚/𝑧𝑧 and CCS distributions of the 

compounds studied here are shown in Figure 2.2, which span the range of 76 – 540 Da and 

110.8 Å2 – 235.7 Å2, respectively.  
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Figure 2.2. (A) 𝑚𝑚/𝑧𝑧 and (B) CCS distributions of the 409 species examined in this study. 
𝑚𝑚/𝑧𝑧 values are binned in groups with a 25 Da range and CCS values are binned in groups 
with a 10 Å2 range. 

 

2.2.2 Experimental details 

     A planar SelexION differential mobility spectrometer with a 1 mm gap-height (SCIEX, Canada) 

was mounted in the atmospheric region between the sampling orifice of a QTRAP 5500 hybrid triple 

quadrupole linear ion trap mass spectrometer and a Turbospray electrospray ionization (ESI) source 

(SCIEX). This instrumental setup has been described extensively in the literature and is shown in 

Figure 1.1B.39,41,42  

     All data acquisition was acquired by direct infusion of the analyte mixtures into the ESI source. 

Analytes were solubilized in either a 50:50 MeOH:H2O or MeCN:H2O solvent mixture, both of which 

contained 0.1% formic acid. Analyte mixtures contained 10 ng mL-1 of each species and were infused 

into the ESI source operating in positive mode at a flow rate of 10 μL min−1. The ESI probe was set 

to 5500 V and ambient temperature. A nebulizing gas pressure of 30 psi and an auxiliary gas pressure 

of 10 psi was introduced to the ESI source to aid in desolvation. N2 was used as source gas, the 

curtain gas in the DMS cell (20 psi), and as the collision gas (ca. 7 mTorr) for data acquisition in 

multiple reaction monitoring (MRM) mode. The following settings were employed in Analyst 1.7 for 

the ion optics: entrance potential (EP) of 10 V, collision cell exit potential (CXP) of 15 V, 
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declustering potential (DP) of 100 V, DMS offset potential (DMO) of −3 V, and a collision gas 

(CAD) setting of low (2 psi).  

     DMS experiments to map ion differential mobility were conducted using a heater setting of 

150 °C, which corresponded to a bath gas temperature of 100 ℃.77,116 DMS measurements consisted 

of stepping the SV from 1500 V to 3000 V in 500 V increments and in 250 V increments thereafter 

up to SV = 4000 V. At each SV, the ion current was monitored as the CV was scanned from −10 V 

to 30 V in increments of 0.1 V to produce an ionogram. Each ionogram is fit with a Gaussian 

distribution, for which the centroid is taken as the CV that corresponds to maximum ion 

transmission. The CV required for maximum ion transmission at a particular SV was recorded for 

each ion. The 𝑚𝑚/𝑧𝑧 of the parent ion and the CV required for elution at SV = 1500, 2000, 2500, 

3000, 3250, 3500, 3750, and 4000 V were collated and used as the inputs for training the ML model.  

2.2.3 Computational details and CCS calculations  

     The ions considered in this study were either protonated molecules (i.e., [M + H]+) or those with 

permanent positive charges (e.g., quaternary ammonium groups). For the protonated species, all 

possible protonation sites for each molecule were explored computationally. In cases where 

protonation sites or molecular conformations could not be easily assigned by inspection, the PES of 

the molecular ion was mapped using a custom-written BH script that was interfaced with Gaussian 

16 (Version C.01).117 For BH searches,65–67,86,118 ions were modelled with the Universal Force Field 

(UFF),70 which used partial charges for a ‘guess structure’ calculated at the B3LYP-D3/6-

31+G(d,p) level of theory119,120119,120 according to the Merz–Singh–Kollman (MK) partition 

scheme.121,122 At each step of the BH algorithm, all rotatable dihedral angles were randomly distorted 

by −10° ≤ Φ ≤ 10°. In total, 5000 to 20000 structures were sampled depending on the size of the ion 

in question (larger species required more sampling). Typically, the BH routine would identify 5 – 100 

low-energy conformers for each molecular cation. Candidate structures were then carried forward 

for pre-optimization at the semi-empirical PM7 level of theory and subsequently sorted based on 

cosine similarities.75,123 For details on cosine similarities, see reference 72. Unique conformers within 
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50 kJ mol−1 of the PM7 global minimum were then treated at the B3LYP-D3/6-31++G(d,p) level 

of theory. Normal mode analyses were conducted to verify that each structure corresponded to a 

minimum on the PES. These calculations were also used to estimate the gas phase thermochemical 

quantities (enthalpy, entropy, and Gibbs energy) for each species. 

     The MobCal-MPI code, a tool that was developed as part of my PhD work (see Chapter 6), 

was used to calculate ion-neutral CCSs in N2 (Ω𝑁𝑁2
). All CCS calculations involved 10 complete 

cycles of mobility calculations that used 48 points of velocity integration and 512 points of impact 

parameter integration. Calculated ΩN2 values are reported as average values with standard deviations 

(< 1.5%) assessed from the 10 cycles of calculation. For ions exhibiting multiple low-energy 

conformations or prototropic isomers, a Boltzmann-weighted CCS is reported based on the standard 

Gibbs corrected energies (𝑇𝑇  = 298.15 K) as determined by DFT. The ML source-code, which 

employs the Random Forest Regression model as implemented in the Python Sci-kit Learn package, 

and associated benchmarking data is available on the Hopkins Laboratory GitHub repository 

(https://github.com/HopkinsLaboratory).  

2.2.4 Results and discussion 

     The field-dependent nature of the interaction potential between the analyte and DMS carrier is 

an important metric to consider when modelling an ion’s field-dependent mobility. Qualitative 

insights in this regard can be inferred from the analyte’s dispersion curve (i.e., plots of the CV 

required for optimal ion transmission as a function of SV).42,124 For example, three dispersion curves 

from the 409 molecules evaluated in this study are shown in Figure 2.3A; these represent the most 

common behaviours observed in DMS experiments. In a dry N2 environment, dispersion curves are 

predominantly Type C in nature, whereby the ion-neutral interaction potential results in a hard-

sphere scattering event upon collision. Type C ions are characterized by increasingly positive CV 

shifts for optimal ion transmission as the SV increases (e.g., protonated atenolol; black curve). As 

the molecular weight of the ion decreases or charge sites become “exposed,” the interactions between 

the analyte and carrier gas become stronger and, rather than hard-sphere behaviour, analytes exhibit 

https://github.com/HopkinsLaboratory
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behaviour associated with dynamic clustering. The clustering phenomenon can manifest in one of 

two ways depending on the binding strength of the adduct formed. Type B behaviour is 

characterized by CVs that initially decrease with increasing SV before reaching a minimum, upon 

which CVs trend towards more positive values. This is interpreted as arising from weak clustering 

interactions under low-field conditions, which are eventually overcome at high-field. Dimetridazole 

(blue trace) is a representative Type B ion that exhibits weak ion-neutral interactions with the 

carrier gas due to greater charge density within the analyte. Cluster formation can be long-lived in 

cases when the ion’s charge is highly localized, resulting in Type A dispersion curves. In a dry N2 

environment, Type A behaviour is only observed in rare cares for low molecular weight ions and is 

characterized by continually decreasing CV shifts as the SV increases (e.g., Figure 2.3A; glycine, 

red trace). 

     The range of CVs adopted by the 409 cations are shown in Figure 2.2B. At low SVs, the CVs 

of Type A, B, and C ions are similar. However, differential mobilities become more pronounced at 

higher SVs due to the field-dependence of ion mobility. At SV = 4000 V, the optimum CV for ion 

elution ranges from −26 V for glycine to +20 V for atenolol. Untargeted analysis would necessitate 

sampling this entire window to ensure adequate coverage of the chemical space even though most 

ions are Type C and elute within the CV = 0 – 15 V window (Figure 2.3C). As it stands, there 

are no “rules” for predicting an ion’s DMS behaviour, which presents a significant challenge for 

coupling DMS-MS to some front-end interfaces (e.g., LC). Introduction of the desired analytes to 

the DMS cell within a short time window precludes a full scan of the CV range, necessitating 

predictive technologies to facilitate method development in tandem separation workflows the 

incorporate DMS. 
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Figure 2.3. (A) Dispersion curves for protonated atenolol (black squares), protonated 
dimetridazole (blue triangles), and protonated L-glycine (red circles). (B) The range of CV 
values for given SV values for the 409 molecules in our dataset and their distributions (C) at 
SV = 4000 V according to their Type A (blue), B (purple) or C (red).  

 

     Modelling the dispersion curves (i.e., the DMS behaviour) of an ion requires metrics that capture 

the ion-neutral interaction potential. This is especially important in the case of the dataset used 

here, where 331 ions exhibit Type C behaviour but only 72 and 6 ionic species exhibit Type B and 

A behaviours, respectively. The interaction potential is heavily influenced by the charge density and 

conformation of the ion, both of which can be reasonably captured through the ion’s 𝑚𝑚/𝑧𝑧 and 

CCS.77,78 However, the broad distributions of 𝑚𝑚/𝑧𝑧 and CCS within this dataset (cf. Figure 2.2) 

requires an ML framework to incorporate these properties in the prediction of an ion’s differential 

mobility.96 One must also be cognisant of bias, variance, and overfitting in the chosen ML model, 

all of which contribute to poor predictive capabilities for systems outside of the training set. Random 

Forest Regression (RFR), an unbiased decision-tree-based model, has demonstrated low variance 
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and low susceptibility to overfitting.125,126 The resistance to overfitting stems from the law of large 

numbers, which states that the average obtained from many trials will become closer to the expected 

(real) value as more trials are performed. As such, we employed a RFR algorithm to create a 

predictive model for DMS dispersion curve data utilizing 200 randomized decision trees as 

implemented in the scikit-learn Python package. To train the RFR framework, our DMS-MS 

database was randomly split into a training set and an “out-of-the-bag” external validation set using 

only analyte 𝑚𝑚/𝑧𝑧 and CCSs as inputs.  

     The mean absolute error (MAE) of the RFR predictions, averaged across 100 randomized 

training/validation set splits, is plotted as a function of training set size (i.e., a learning curve) for 

SV = 4000 V in Figure 2.4A. Since the CV window occupied by the analytes is largest at 

SV = 4000 V, the associated MAE can be thought of as the upper limit of error for the RFR model. 

Training the RFR model using 95% of the database at SV = 4000 V predicts the corresponding CV 

with a MAE of 2.4 V. This is an encouraging result considering the relatively small size of the 

dataset and the limited number of parameters used in the ML framework. Excitingly, the MAEs 

associated with CV predictions typically lie within the full-width half-maximum (FWHM) range of 

a DMS peak (±1.5 V). It is also worth noting that the unguided learning curve shown in the top 

panel of Figure 2.4A does not plateau at large training set sizes. This implies that more accurate 

predictions using the unguided approach are to be expected as the DMS-MS dataset expands with 

the addition of information for more analytes.  

     Recalling that the proportion of Type A, B, and C ions within the database are 2%, 17%, and 

81%, respectively, it is necessary to investigate the accuracy of model predictions for each different 

DMS behaviour. If a validation set is disproportionately composed of Type A or B ions, which have 

a relatively low representation in the data set, the MAE for the data set can be especially high. 

Conversely, if the validation set is entirely composed of Type C ions, the associated MAE will be 

low and not representative of the global accuracy. To ensure adequate validation, we performed an 

additional 1000 randomized trials using a 95:5 partition of the dataset for training/validation. The 
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deviations of calculated versus experimental CV values at SV = 4000 V are shown as a boxplot in 

Figure 2.4B according to their classification as a Type A, B, or C ions. For the unguided ML 

model (i.e., just using 𝑚𝑚/𝑧𝑧 and CCS as input), dispersion curve predictions for Type A, B, or C 

ions exhibit average errors of –7.9, –2.3, and 0.6 V, respectively. The low errors for Type C ions 

from the out-of-the-bag external validation set demonstrates that the ML model is accurate to 

within the day-to-day variance in SV/CV pairs (typically the peak’s FWHM). 

 

 

Figure 2.4. (A) Learning curve depicting the mean absolute error (MAE) for CV predictions 
as a function of training set size with inputs of 𝑚𝑚/𝑧𝑧 and CCS (unguided; red) and including 
CV values at SV = 1500, 2000 V (guided; blue). (B) Boxplot of CV error according to 
dispersion plot type for 1000 predictions at SV = 4000 using a randomized 95:5 
training/validation split. The mean and median are shown as a black circle/square and solid 
black line, respectively. Boxes correspond to the 25th and 75th percentile; whiskers extend to 
the 10th and 90th percentile. The mean CV error and one standard deviation are shown as 
text. The green highlighted region corresponds to the typical FWHM of a peak in a DMS 
ionogram (± 1.5 V). 

 

     While predictions of Type C curves lie within the typical FHWM of the associated ionogram 

peak, the predictions for Type A and B ions are consistently at more positive CV values than those 

observed experimentally. Given that a general methodology for the prediction of all dispersion curves 

is desired, a guided ML approach was introduced. It should be noted that the RFR-predicted Type 
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A and B dispersion curves only deviate appreciably from experiment at SV > 2000 V. Therefore, 

we hypothesized that a “guided” ML model supplemented with CV values measured at SV = 1500 

and 2000 V would provide the curvature required to capture Type A and B behaviour. Indeed, this 

was the case as demonstrated by the two-point guided learning curve and the distribution of errors. 

Although this procedure had only a marginal improvement on Type C curve predictions (average 

error 0.1 V), the overall predictive capability when all species were considered improved by a factor 

of two (Figure 2.4A; 1.2 V MAE for guided model). This improvement stems from the considerable 

error reduction in predictions of Type A and B behaviour, which exhibit average errors of −4.4 V 

and 0.2 V, respectively, for the guided model (see Figure 2.4B).  

     The success of the ML-approach in predicting an ion’s DMS behaviour is further exemplified by 

analysis of the experimental and predicted dispersion curves. Figure 2.5 shows three representative 

Type A, B, and C dispersion plots taken from a single validation set. The Type C behaviour of 

flufenoxuron is captured almost exactly by both the guided and unguided RFR approach, which is 

true for nearly all Type C ions in this study. Although the unguided ML model captures the shape 

of the Type A and B dispersion curves, the predicted CV values are ca. 2 V more positive at the 

high SV region of the curves. This shift to more positive CV values is consistently observed for 

predictions of the other Type A and B ions, likely arising from their under-representation in the 

training set (and thus positive skewing due to over-representation of Type C). The 2-point guided 

approach substantially improves predictions of Type B ions (e.g., niacin) and, in some instances, 

produced a near exact prediction of Type A dispersion curves (e.g., sarcosine).  

 

2.3 Reverse engineering the ML-approach to predict an ion’s low-field 

CCS from DMS data 

     The same ML-driven approach can be used to “reverse engineer” DMS dispersion curves such 

that CCS can be predicted. To begin the process of obtaining CCS values from the DMS workflow, 
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one must first evaluate the data that can be probed during a DMS-MS experiment. These include 

the parameters required for the ion swarm to successfully traverse the DMS device, but specifically 

those that relate to the 𝛼𝛼(𝐸𝐸) as per Eq. 1.3, and hence, the zero-field CCS. Monitoring the SV/CV 

pairs required for the elution of a specific parent ion as a function of field strength provides a direct 

measure of that ion’s differential mobility since the CV is directly related to 𝛼𝛼(𝐸𝐸).39 Plotting the 

requisite CV as a function of SV generates a dispersion plot, which provides direct insight into the 

ion’s field-dependent mobility.  

 

 
Figure 2.5. Experimental (black), unguided ML (red) and 2-point guided ML (blue) 
dispersion curves for (top) sarcosine, (middle) nicotinamide, and (bottom) flufenoxuron. 
The validation data was generated from a randomized 95:5 training/validation data split. 
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     It follows then that isobaric species exhibiting dissimilar CCSs and/or disparate interaction 

strengths with the collision gas will exhibit unique differential mobilities that can be resolved by 

DMS. To ensure that ML modelling could capture subtle differences between isobaric species with 

different CCSs, 67 different groups of isobaric species (≥ 2 isomers per group) were included in this 

study. Representative Type B and C dispersion plots for these isobaric species are shown in Figure 

2.6. Figure 2.6A shows the dispersion curves for the smallest isobaric set, choline (black curve) 

and protonated 4-aminobutyric acid (i.e., GABA; red curve), both of which have 𝑚𝑚/𝑧𝑧 104. Figure 

2.6B shows the dispersion curves for one of the larger isobaric sets, protonated Clethodim (black 

curve) and Buscopan (red curve), both of which have 𝑚𝑚/𝑧𝑧 360.  

 

 

Figure 2.6. Dispersion plots of (A) choline (black squares) and protonated 4-aminobutyric 
acid (red circles), both of which have 𝑚𝑚/𝑧𝑧 104.1, and (B) protonated Buscopan 
(black squares) and Clethodim (red circles) (both 𝑚𝑚/𝑧𝑧 360.1). 
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     In general, the species with the smaller CCS of the isobaric pair exhibits the more positive CV 

shift at a given SV. To rationalize this behaviour, recall that DMS probes the differential ion 

mobility under high and low electric field strengths. Isobaric species that are similar with respect to 

chemical class (e.g., small flexible organic compounds) and charge type (e.g., quaternary permanent 

charge) will exhibit similar differential mobilities owing to similarities in their field-dependent 

mobilities, and by association, their CCS. In contrast, isobaric species that are dissimilar with regard 

to molecular class (e.g., large and flexible versus compact and rigid) or charge state will exhibit 

dissimilar differential mobilities. The nature of the charge site is the key differentiator in Figure 

2.6A, where choline (111.9 Å2) and GABA (118.3 Å2) contain quaternary and primary amino 

moieties, respectively. The extensive shielding of the charge in choline mitigates the formation of 

clusters with N2, which results in a reduced ion-neutral CCS and greater tendency for hard-sphere 

scattering interactions with the carrier gas relative to GABA. As the ion increases in size, charge 

dilution favours a shift to Type C hard-sphere interactions, but this is not always the case. Buscopan 

(192.0 Å2) and Clethodim (193.5 Å2) exhibit similar CCSs but dissimilar charge sites. Buscopan 

exhibits Type C behaviour, as was the case with the quaternary amine containing choline. On the 

other hand, Clethodim, whose charge is localized on the O-alkyl oxime, exhibits weak Type B 

behaviour. Connecting this qualitative behaviour of an ion’s dispersion plot to its CCS requires the 

use of some empirical function. We are unaware of any current chemical theory or closed functional 

form that can correlate the specific DMS behaviour of an ion to its zero-field CCS. However, the 

fact that a trend exists between an ion’s differential and zero-field mobility suggests that one can 

employ ML to “empirically” measure CCS from DMS behaviour.  

     RFR models were tested to determine which supervised ML methodology could best correlate 

an ion’s differential mobility to its CCS.125 Selection and training of the ML models involved finding 

a compromise between minimizing bias, variance, and overfitting. Bias in a model is associated with 

preselecting a functional description of the data whereas variance is associated with the agreement 

of the ML output between trials depending on how the data are partitioned between validation and 

training sets. RFR is an unbiased decision-tree based learner that typically yields low variance and 
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exhibits low susceptibility to overfitting,125,126 which would lead to poor model applicability outside 

the range of inputs used for training. For our RFR model, we employed 200 randomized decision 

trees as implemented in the scikit-learn Python package to predict CCS from DMS-MS data by 

taking the average CCS determined by the “forest”. To ensure low variance of the model, the DMS-

MS database was randomly split into a model training set and an “out-of-the-bag” external 

validation set, which was subsequently utilized to assess model accuracy and overfitting. As a further 

test of variance, the RFR model was trained and validated 80 times using different seed integers to 

initialize the random forest and to split the database into randomized training and validation sets.  

     Figure 2.7 shows the learning curve (i.e., error reduction as a function of training set size) for 

the RFR-based CCS calibration. The mean absolute percent error (MAPE) of the external validation 

set reaches ca. 2.6% at a training set size corresponding to 97% of the total dataset (396 molecules). 

In other words, the RFR model can use DMS-MS data for unknown biological/organic species to 

determine CCS to an accuracy of 2.63% on average. Note that an effectively linear increase in the 

accuracy of the ML predictions begins once the training set size reaches 85%. Based on this trend, 

we anticipate that inclusion of more compounds in the training set will continue to reduce the 

MAPE towards the < 2% limit expected for empirical CCS calibration procedures using 

TWIMS.107,127,128 We hypothesized that introducing chemical class labels as ML learning features 

should further improve prediction accuracy, even though 𝑚𝑚/𝑧𝑧 and DMS dispersion curve data 

already correlate strongly with molecular CCS. By introducing a ClassyFire superclass label and re-

training the RFR model, the MAPE is slightly reduced to ca. 2.57%, approaching the 2.2% root 

mean square deviation (RMSD) limit imposed by the MobCal-MPI methodology.115 We expect that 

additional classification labels, such as intrinsic size parameters, will greatly improve the accuracy 

of the ML framework as other biologically relevant compounds are added to the training set (e.g., 

peptides, lipids, and carbohydrates). However, we did not pursue this further in this initial study 

given the application to untargeted analyses, for which the identity of the analytes is not known.  
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Figure 2.7. Mean absolute percent error (MAPE) for the RFR-based CCS predictions as a 
function of randomly selected training/validation splits (black line). Each data point is the 
average of 80 randomized trials. The purple dashed line indicates the MAPE for a linear 
regression model of 𝑚𝑚/𝑧𝑧 versus CCS for the dataset. The blue dashed line indicates the error 
limit associated with MobCal-MPI CCS calculations. The red dashed line shows the error 
expected for CCSs determined from calibrated TWIMS measurements. 

 

     Figure 2.7 additionally depicts the error associated with calculation of CCS using a functional 

fit of CCS versus 𝑚𝑚/𝑧𝑧. For 𝑚𝑚/𝑧𝑧 < 700 Da, this correlation is best captured by a linear function 

between CCS and 𝑚𝑚/𝑧𝑧 rather than the square-root dependence defined by the Mason-Schamp 

relationship (Eq. 1.2). Calculation of CCSs using the linear fit returns predictions with a MAPE of 

3.0 ± 2.3 %, indicating a substantial spread of errors compared to RFR. The improved accuracy 

and precision of the RFR-based CCS calibration becomes immediately obvious from Figure 2.8, 

which shows correlation plots for predicted versus target CCS values as determined by linear fit 

(Figure 2.8A) and for four training/validation sets the RFR model (Figure 2.8B). Although the 

RFR model is resistant to overfitting,125,126 note that the training set is slightly overfit as evidenced 

by the lower MAPE (1.1%) compared to the MAPE from the out-of-the-bag external validation set 

(2.6%). 
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Figure 2.8. Correlation plots showing (A) CCSs determined using a linear fit of MobCal-
MPI CCS versus 𝑚𝑚/𝑧𝑧 and (B) using the RFR ML model (97% training set) with 𝑚𝑚/𝑧𝑧 and 
DMS data as inputs. For (B), black squares show the data from four randomly generated 
training sets and red circles show data of the four associated external validation sets. The 
solid blue line corresponds to y = x and fit errors are displayed as bands with dark blue 
portion corresponding to the fit accuracy (MAPE) and transparent blue corresponding the fit 
precision (MAPE ± σMAPE).  
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     The isomeric species in the database facilitate an additional means of assessing the accuracy of 

the RFR model. Whereas isomeric species cannot be distinguished within the linear fit model (since 

𝑚𝑚/𝑧𝑧 is identical for all species within the group), DMS behaviour can be used as a distinguishing 

feature. As mentioned earlier, there are 67 groups of isomers in our DMS-MS database; 24 of these 

groups have three or more members. In examining the predicted CCS values for the members of 

these groups, we find that the MAPE = 1.0% and that the relative ordering of member CCS values 

across the group was correct in 81 % of cases (55 of 67 isomer pairs). These findings demonstrate 

the ability of the ML model to capture subtle structural differences that impact an ion’s differential 

mobility. We expect that one could improve the accuracy of the ML model by including additional 

molecular descriptors (e.g., molecular class, dipole moment, Morgan fingerprint, etc.). This 

improvement was demonstrated by Stienstra and coworkers in 2023,129 but doing so required prior 

knowledge of the analyte’s identity rather than relying on the observables available on the DMS-

MS platform. 

 

2.4 DMS measurements in a microsolvating environments facilitate 

prediction of molecular properties 

     Coupling ML with DMS experiments in a microsolvating environment enables predictions of an 

ion’s condensed phase properties. In a microsolvating environment, ion trajectories are determined 

by 𝑚𝑚/𝑧𝑧, CCS, and how the effective CCS of an analyte changes due to solvent accretion and 

dissociation as driven by the time-dependent electric field. For the ML model predictions of water 

solubility (i.e., Log S) shown in Figure 2.9, DMS data recorded for a non-interacting environment 

(e.g., pure N2) and for a clustering environment (e.g., 1.5 % MeOH in N2) were employed as features 

along with 𝑚𝑚/𝑧𝑧 and computed CCS. The data set is comprised of 334 analytes and, rather than 

record data at low SV where ion trajectories are poorly distinguished from one another, 

measurements were taken in ∆SV = 500 V increments from 1500 V to 3000 V, then in ∆SV = 

250 V increments to 4000 V. Water solubilities were calculated using OPERA, a chemoinformatic 
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tool that can use SMILES codes to estimate molecular physicochemical properties (i.e., water 

solubility).130 Clearly, it would be preferable to demonstrate ML model performance using 

experimentally measured values, but these values were not available for the molecules in our data 

set. 

 

 

Figure 2.9. (A) Out-of-the-bag test set error as a function of train:test split for the Random 
Forest Regression model of water solubility. Black data points show errors when CCS is not 
included as a training feature and blue data points show errors when CCS is included. Error 
bars indicate model precision and show the standard deviation for 100 randomized train:test 
splits. (B) The correlation between OPERA-calculated and ML-predicted water solubility for 
334 analytes from 11 chemical classes for an 80:20 train:test split (i.e., 267 training instances, 
67 test instances). Training set (black points) and test set (red points) data indicate that 
log S can be determined for unknown analytes with an error of 0.78 log mol/L. Five randomly 
selected train:test splits are plotted. 

 

     Figure 2.9A shows the mean absolute error of the test set as a function of train:test split. The 

error bars represent the standard deviation of 100 randomized train:test splits and serve as an 

indication of model precision. As expected, the accuracy of the ML predictions improves as the size 

of the training set increases. We observe a slight increase in mean absolute error and significant 

decrease in model precision when the training set size exceeds 80% of the total data set. This is a 

consequence of the relatively small size of the dataset; as the size of the test set approaches zero, 

the degrees of freedom for the error assessment goes to zero, resulting in increased error and higher 
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variance. We expect that model errors will continue to decrease as the size of the data set increases. 

The bottom panel of Figure 2.9B shows the correlation between the ML-predicted water solubility 

and those computed by the OPERA software package for an 80:20 train:test split (i.e., 267 training 

instances, 67 test instances). The weakest correlation occurs in the “wings” of the Log S distribution. 

At (log S) < 10–6 Log mol/L, ML-predicted values tend to be higher than OPERA-computed values 

and at (log S) > 1 Log mol/L, the ML-predicted values tend to be lower. This bias towards under 

forecasting high solubility and over forecasting low solubility is a consequence of regression towards 

the mean of the dataset, which is a phenomenon commonly observed in predictive statistical models.  

     Considering that the ML framework was trained using (log S) values computed by OPERA, one 

might question the utility DMS-MS measurements to predict solubilities if the same information 

can be determined from the molecules SMILES string. The answer this comes down to the accuracy 

and precision in which DMS-based measurements can predict a molecule’s solubility relative to 

OPERA. For example, the expected error of the OPERA solubility prediction can range between 

1 - 2 units of log mol/L. For the OPERA Log S model, we find that ML predictions are accurate to 

within 0.78 log mol/L across nine orders of magnitude. If we consider only (log S) values between 

1 × 10–6 log mol/L and 1 × 100  log mol/L, the error is 0.32 log mol/L. We also demonstrated the 

usefulness of DMS to predict experimentally measured properties in 2019, where we used a similar 

ML training methodology on a smaller dataset (113 compounds) to model CCS, pKA, pKB, 

hydrophobicity (log D), passive cell permeability, and polar surface area.96 Whether one can further 

improve model accuracy by including additional computed molecular descriptors (e.g., number of 

H-bond donors and acceptors) is an interesting question, and one that has been addressed in a recent 

publication by our group (currently in peer review). Nevertheless, the dynamic solvation processes 

that occur within a microsolvating DMS environment offer more than just insights into the 

physicochemical properties of an analyte. The solvation/desolvation cycles induced by the oscillating 

SV waveform fosters a gas phase environment that reminisces the primary solvation shell of the 

analyte, which may help preserve the condensed phase structures of ions in a “harsh” gas phase 

environment; this potential is discussed extensively in the subsequent chapter.  
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Chapter 3 

Experimental consequences of dynamic ion solvation 

This chapter contains supplementary material that can be found within Appendix B. 

3.1 Introduction 

     Ion mobility spectrometry (IMS) has emerged as one of the most versatile methods for separating 

ions prior to mass spectrometric detection.47,131–135 In addition to its analytical capabilities, IMS can 

be used to discern the relationship between the gas phase structure of ions and their respective 

mobilities. When IMS is utilized in combination with native mass spectrometry,136 there is 

considerable potential for studying condensed phase structures of biological targets in the gas phase. 

The majority of the work in native ion mobility has been focused on low-field ion mobility techniques 

and/or has employed settings that minimize ion activation, since the use of electric fields above the 

so-called ‘low-field limit’ can confound the interpretation of ion mobility data.136–142 Distortion of ion 

structure has been observed in travelling-wave IMS (TWIMS), an analog of drift-tube IMS (DTIMS) 

that uses non-uniform drift fields surpassing the low-field limit,33,60 where more elongated structures 

of proteins were detected in TWIMS compared to those using DTIMS.143,144  

     Preservation of condensed phase structures becomes even more problematic when high-field ion 

mobility techniques, such as DMS, are used.39,41,42,58 In DMS, ions are subjected to an oscillating 

electric field applied between two planar electrodes (separation field), which consists of a low-field 

and high-field component. Owing to the dependence of ion mobility on electric field strength, ions 

are spatially resolved through their differential mobility incurred during the low and high field 

portions of the separation field. The differential mobility of an ion is encoded in a secondary, 

constant voltage (denoted the compensation voltage, CV) required to transmit the ion through the 

DMS device. To achieve this spatial resolution of ions in DMS, the strength of the separation field 

(10 – 250 Td; 1 Td = 10−21 V·m2) must surpass 𝐸𝐸/𝑁𝑁  ratios that define the low-field limit 
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(ca. 2 – 10 Td)58,59 and is likely to induce significant ion heating. However, recent assessments 

indicate that effective ion temperatures (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) experienced in DMS116,145,146 and TWIMS143,147 in an 

N2 environment are comparable, presumably due to the disparate operating pressures of DMS 

(ambient) compared to TWIMS (0.025 – 3 mbar). Given the capability of TWIMS to conduct 

analyses of biomolecules in their native configurations,148–153 native analyses may be possible with 

DMS given the similar 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 .  

     Preservation of native ion conformations within the DMS environment is more likely when the 

carrier gas is seeded with chemical modifiers.44,45,48,51,52,94,154–157 Modifiers are selected to have non-

covalent interactions with the analytes; these are typically low molecular weight alcohols, ketones, 

esters, ethers, or hydrocarbons. In the case of polar modifiers, the modifier-analyte interaction 

potential is predominantly composed of contributions from hydrogen bonding, ion-dipole, and/or 

ion-quadrupole interactions. As a result of the non-covalent nature of the interaction potential 

between the analyte and modifier molecules, the separation voltage (SV), which is analogous to the 

separation field, will drive cycles of microsolvation during the low-field portion and desolvation 

during the high-field portion of the waveform due to field-induced heating. Dynamic microsolvation 

cycles are hypothesized to shield ions from internal fragmentation caused by collisional activation 

during the high-field portion of the SV cycle (i.e., field-heating).77 In other words, microsolvated 

ions are equipped with an “air-bag” that can dissipate internal energy through boiling off solvent 

molecules from sites of accretion (i.e., sites of localized solvent clustering).  

     Peptide and protein ions are interesting targets to investigate the suspected stabilization 

conferred by microsolvation. Assuming generation by electrospray ionization (ESI) in positive mode, 

the analyte would undergo dynamic microsolvation cycles at sites of protonation in a solvent-

modified DMS environment, which includes the N-terminus and/or the side chains of the basic 

amino acids lysine (Lys), histidine (His), and arginine (Arg).158 Accretion of solvent molecules onto 

charge sites are complemented by a net increase in ion-neutral collision cross section (CCS), which 

would cause a reduction in Teff stimulated by a decrease in ion mobility.37,59,60 In the absence of a 
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microsolvating partner or a native ionization setup, the ESI process would effectively desolvate the 

protein.159 Thus, any protonated residue would be forced to stabilize itself through formation of 

intramolecular hydrogen bonds with the nearest acceptor site, likely with carbonyl moieties present 

on the peptide backbone. This would cause distortion and elongation of the peptide as the folding 

landscape of the system is perturbed to accommodate disruption of the backbone geometry.160 In a 

microsolvating environment, trace solvent vapour can locally solvate protonation sites, preventing 

backbone collapse and potentially preserve the ion’s native-like configuration. This was 

demonstrated in TWIMS, where analysis of cytochrome c and ubiquitin using crown-ether as the 

microsolvating partner resulted in observation of native-like structures compared to the desolvated 

ion.30 Based on this success, microsolvation of protonated residues through formation of ion-solvent 

clusters suggests that seeding the DMS cell with solvent vapour might be appropriate for conducting 

native experiments when coupled to native ionization techniques. This hypothesis is supported by 

several studies conducted by the Cooper group, who have utilized field-asymmetric waveform IMS 

(FAIMS),58,161 an analog of DMS that uses cylindrical electrodes, to study a series of intact proteins 

assemblies containing post-translational modifications up to 147 kDa.162–164  

     To examine the role that microsolvation plays in stabilizing biologically relevant ions during 

DMS analysis, the microsolvation propensity of common DMS modifiers towards lysine residues is 

investigated. However, since structural information cannot by directly obtained from DMS 

measurements, the focus of this study concerns only the impact that microsolvation has on 

biomolecule stability and charge state. Solvent clusters of H2O, MeOH, EtOH, 𝑖𝑖PrOH (IPA), MeCN, 

and acetone (ACE), as well as their affinity towards protonated 𝑛𝑛-propyl amine ([PrNH3]+), a mimic 

of the Lys side chain and N-terminus, were assessed using computational chemistry. Clustering 

thermochemistry in these systems was used to explain the enhanced stabilization of two small 

tripeptides GGG and AAA, as well as the disordered, Lys-rich peptide Polybia-MP1 

(MP1; IDWKKLLDAAKQIL-NH2) in solvent-modified DMS environments. Circular dichroism 

studies of MP1 indicate a disordered structure in both pure and Tris-buffered water (pH = 7.5); 

helical motifs in the condensed phase structure of MP1 emerge in the presence of 2-trifluoroethanol, 
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detergents, and phospholipids.165 As a result, the propensity of MP1 towards microsolvation is 

expected to be considerable.  

 

3.2 Experimental details 

     A SelexION differential mobility spectrometer was mounted in the atmospheric region of a 

QTRAP 5500 mass spectrometer (SCIEX, Concord, Ontario, Canada) between the sampling orifice 

and ESI source. This instrument has been extensively described in literature and is shown in 

Figure S3-1.39,41,42 

     MP1 was synthesized by NovoPro Bioscience (Shanghai, China). GGG and AAA were purchased 

from Sigma-Aldrich (Oakville, Ontario, Canada). All peptides were used without further purification 

and diluted to working concentrations of ca. 0.2 μM in MeOH/H2O (1:1) with 0.1% formic acid. 

Although these ESI conditions do not support native ionization, it should be noted that the peptides 

chosen for this study are intrinsically disordered in the condensed phase.  

     Analyte solutions were infused into the ESI source at 15 μL min−1. The ESI probe (TurboV, 

SCIEX, Canada) was operated at 5500 V with the source heater off; a nebulizing gas pressure of 

30 psi and an auxiliary gas pressure of 10 psi were used to aid in desolvation. Electrosprayed ions 

were carried into the DMS cell with the carrier gas. N2 was used as both the carrier gas (20 psi) and 

as the collision gas (ca. 9 mTorr) for sample acquisition in MRM mode. Seeding the carrier gas with 

chemical modifiers was accomplished by infusing liquid reagent into the carrier gas at a 

concentration of 1.5 mol % using an Agilent 1100 series LC pump.      

     The planar DMS cell (1 mm gap height) was held at one of three fixed temperatures pertaining 

to the experiment of interest. We previously assessed the temperature of ions in the DMS cell and 

found that the DMS heater settings of 150 °C, 225 °C, and 300 °C correspond to bath gas 

temperatures (Tbath) of 100 °C, 150 °C, and 177 °C (373 K, 423 K, 450 K), respectively.116 DMS 

experiments involved incremental stepping of the SV from 0 to 4500 V at each of the three Tbath 
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settings. At each SV, ion intensity was monitored as the CV was scanned from −5 V to 30 V in 

increments of 0.1 V to produce an ionogram. SVs are reported as reduced field strengths (𝐸𝐸/𝑁𝑁) in 

Td (1 Td = 10−21 V·m2). The resulting ionograms were integrated using the IntelliQuant package 

in Analyst 1.6.3. Unless stated otherwise, all DMS experiments were conducted with the following 

settings for the ion optics: declustering potential (DP) of 100 V; entrance potential (EP) of 10 V; 

collision cell exit potential (CXP) of 15 V. 

 

3.3 Computational details 

     A common assumption of protonated peptides generated using ESI is that positive charges 

primarily reside on basic residues.158 For MP1, sites of protonation are possible at the 𝑁𝑁 -terminus, 

Lys-4, Lys-5, or Lys-11. We hypothesize that a model of microsolvated n-propyl amine can be used 

to model the thermodynamics of cluster formation around the Lys side chain while also serving as 

a proof-of-concept model for the 𝑁𝑁 -terminus. Previous work showing that microsolvation of peptide 

side chains promotes the stabilization of native structures suggests it to be unlikely that a 

microsolvated side chain will interact with the peptide backbone.30 Thus, in microsolvating DMS 

environments, it is a reasonable approximation to treat solvent cluster accretion on protonated side 

chains in an isolated manner. 

     Modelling clustering thermochemistry using molecular dynamics (MD) simulations, where the 

number of particles, volume, and temperature (NVT) of the system is fixed would be ideal. However, 

obtaining thermochemistry using a high level of electronic structure theory from even a handful of 

MD snapshots of a short peptide (ca. 5 residues) would be prohibitively expensive. Thus, 

computational microsolvation studies of [PrNH3]+ were conducted using the systematic sampling of 

cluster surfaces (SSCS) algorithm that is interfaced with Gaussian 16 C.01.117 The workflow of the 

SSCS algorithm is shown in Figure S3-2. Briefly, SSCS builds candidate structures in a 

microsolvating environment guided by the interaction potential between the analyte and solvent. 
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Electronic partial charges are used to describe the interaction potential, as determined using the 

Merz-Singh-Kollmann partition scheme,121,122 and evaluated at the 𝜔𝜔B97X-D/6-311++G(d,p) level 

of theory.166 The interaction potential between the protonated analyte and solvent molecule is 

sampled by generating a sphere of points within a 10 Å radius of the charged analyte. Each point 

in this sphere represents a position to sample the ion-solvent interaction potential. Points are then 

pruned from the sphere if the distance to a charge centre is greater than 4.0 Å, as the strength of 

intermolecular interactions (e.g., hydrogen bonding) diminishes at longer distances. Charge centres 

are arbitrarily defined as the atoms whose partial charge lies within 10 % of the most positive and 

most negative atom on the charged analyte.  

     After pruning the points in the sphere, a series of molecular rotations are performed to orient 

solvent molecules in directions that facilitate hydrogen bonding or charge-dipole interactions. Unique 

minima, as identified by universal forcefield (UFF) energies and cosine similarities,70,72 are optimized 

at the PM7 level of theory.75 To further explore the microsolvation propensity, solvent ligands in 

the PM7 minima are randomly translated by 2 Å in increments of 0.25 Å and randomly rotated 

about their centres of mass by −25° ≤ 𝜃𝜃 ≤ 25°. Unique minima, again identified by UFF energies 

and cosine similarities, are optimized at the PM7 level of theory. All PM7 minima comprise isomers 

in the population of the singly solvated analyte. Each minimum serves as the input for the next 

round of calculations to determine microsolvated geometries of clusters containing two solvent 

ligands; the process is repeated until a user-specified number of solvent ligands is reached. In this 

way, candidate structures for [PrNH3···(Solv)n]+, [(Solv)n + H]+, and [(Solv)n]0 up to 𝑛𝑛 = 8 

(Solv = H2O, MeOH, EtOH), 𝑛𝑛 = 7 (Solv = IPA), or 𝑛𝑛 = 5, (Solv = ACE, MeCN) were generated. 

The respective values of 𝑛𝑛 were chosen based on computational limitations. Aprotic clusters were 

capped at 𝑛𝑛 = 5 due to the lack of hydrogen bond donors in the solvent ligand, which will impact 

the ability of [PrNH3]+ to accommodate additional solvent molecules that directly participate in ion-

solvent bonding. 
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     Unique structures identified by the SSCS routine were pre-optimized at the HF/6-31g level of 

theory and subsequently sorted based on cosine similarities. Unique structures from the HF pre-

optimization were fully optimized at the 𝜔𝜔B97X-D/6-311++G(d,p) level of theory. Normal mode 

analyses were conducted to verify that each isomer corresponded to a minimum on the PES and to 

calculate isomer thermochemistry, for which the 𝜔𝜔B97X-D functional has demonstrated superiority 

compared to other functionals available in Gaussian.83 In total, the optimized geometry and 

thermochemistry for over 2000 unique ion-solvent clusters were calculated. The size of the isomer 

pool limited our ability to analyze electronic energies and thermochemistry across different DFT 

functionals and basis sets. As such, we supplemented 𝜔𝜔B97X-D optimized geometries and 

thermochemistry with single-point energy calculations conducted at the MP2(full)/6-311++G(d,p) 

level of theory. Thermochemical quantities were determined by combining MP2 single point 

electronic energies on 𝜔𝜔B97X-D minima with 𝜔𝜔B97X-D thermochemistry, which are reported as the 

MP2(full)/6-311++G(d,p)//𝜔𝜔B97X-D/6-311++G(d,p) level of theory. Due to computational 

limitations, all calculations involving IPA were performed at the MP2(full)/6-31+G(d,p)//𝜔𝜔B97X-

D/6-31+G(d,p) level of theory. Molecular graphics were generated using the UCSF ChimeraX 

package.167  

 

3.4 Solvent modified DMS environments promote the stability of peptides  

     To investigate the stabilizing effects of solvent-modified DMS environments, the survival yields 

(SYs) of the tripeptides [GGG + H]+ and [AAA + H]+ were evaluated at various separation field 

strengths using the highest bath gas temperature accessible (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K). Comparisons of the 

stability of [GGG + H]+ and [AAA + H]+ are shown in Figure 3.1, where DMS experiments were 

conducted in pure N2 and N2 seeded with 1.5 mol % MeOH or MeCN. SYs are calculated as the 

fraction of total peak area corresponding to the intact parent �𝐴𝐴[𝑀𝑀+𝐻𝐻]+� compared to the total peak 

area of the detectable parent and fragment �𝐴𝐴[𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹+𝐻𝐻]+� species as defined in Eq. 3.1. 
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 𝑆𝑆𝑆𝑆 =
𝐴𝐴[𝑀𝑀+𝐻𝐻]+

𝐴𝐴[𝑀𝑀+𝐻𝐻]+ + ∑ 𝐴𝐴[𝐹𝐹𝐹𝐹𝐹𝐹𝑔𝑔𝑖𝑖+𝐻𝐻]+𝑖𝑖
 Eq. 3.1 

 

 

Figure 3.1. Survival yields of the tripeptides [GGG + H]+ (red trace) and [AAA + H]+ (black 
trace) following activation by the separation field in N2 (A) and N2 seeded with 1.5 mol% 
MeOH (B) and MeCN (C). SYs in panel C are calculated from peak areas of [M + H]+ and 
[M + H + MeCN]+. 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K. 
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     Significant depletion of the parent ion was observed as the field strength surpassed 140 Td in 

pure N2 DMS environments. For [GGG + H]+, the onset of dissociation began at SV = 143 Td, 

whereas [AAA + H]+ started to show depletion at 172 Td. The earlier onset of dissociation for 

[GGG + H]+ corresponds to its higher 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 as predicted by two-temperature theory (vide infra), as 

there are fewer internal degrees of freedom into which the ion can partition energy. Intuitively, 

fragmentation of the parent ions should correspond to an increase in population of fragments 

originating from the parent peptide. However, this was not observed in the ionograms of 

[GGG + H]+ and [AAA + H]+ (Figure S3-3), where an increase in intensity of the [GGG + H]+ 

and [AAA + H]+ signals between SV = 0 – 123 Td was met with a sharp decrease in parent ion 

intensity as the SV surpassed 123 Td without a corresponding increase in fragment ion intensity. 

To rationalize the lack of fragment signal, the potential disparity in differential ion mobility between 

the parent and fragment ions must be considered. For small molecules such as [GGG + H]+ and 

[AAA + H]+, the differences between the differential mobility of the parent and fragment ions in 

modified DMS environments is expected to be substantial. This behaviour has been observed in 

other systems, namely in the differential mobilities of parent and fragment ions of proton-bound 

ketone dimers and chemical warfare agents.146,168 Detection of the corresponding fragment ion 

depends on the timepoint when it forms within the DMS cell, as it requires the parent ion to be on 

an initially stable trajectory. If the differential mobility of the fragment ion is disparate at the CV 

required for parent transmission, the fragment will be lost via upon its formation due to a mismatch 

in CV required for transmission through the DMS cell. Thus, comparing relative signal intensities 

between parent and fragment ions is not always possible.169 Normalizing peak areas to the sum of 

all ions (Figure S3-4) allows for visualization of some characteristic peptide fragments, although 

the fragments are still comparatively weak.  

     Analysis of Figure 3.1B and Figure 3.1C indicate that the population of the parent ion was 

essentially unchanged in a microsolvating environment, which is in stark contrast to the rapid 

decrease in SY of the parent observed in pure N2. In effect, ion microsolvation produces a solvent 

‘air-bag,’ sheltering the parent species from activation by high energy collisions induced by the SV 
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waveform. Modifier-induced stabilization of the parent species was accompanied by a greater 

transmission of the parent ions of [AAA + H]+ and [GGG + H]+ at high SV, as evidenced by 

comparing peak areas in N2, MeOH, and MeCN (Figures S3-3 and S3-4). Only minor depletions 

of [AAA + H]+ and [GGG + H]+ were observed in MeOH modified environments compared to N2, 

which is likely a consequence of proton transport from the 𝑁𝑁  to the 𝐶𝐶-terminus through the 

microsolvated hydrogen-bond network,170,171 resulting in the production of H2O and CO via 

fragmentation at the C-terminus. No substantial depletion of the parent ions was observed when 

MeCN, an aprotic species, was used as the chemical modifier. In fact, doping the carrier gas with 

MeCN enables detection of [M + H + MeCN]+ adducts of the tripeptides. This observation further 

supports the postulate that modified DMS environments are conducive to the formation of stable, 

non-covalent complexes that mitigate ion activation by the SV waveform.  

     The shielding effect of ion microsolvation can play a vital role in the growing field of DMS-based 

proteomics,133,162,172–174 where SV-induced fragmentation can mask targets of biological importance. 

Qualifying the stabilizing effects afforded by ion microsolvation towards collisional activation by the 

separation field could enhance sequence coverage when implemented into proteomics workflows. Up-

front CID, which encompasses any ion fragmentation stimulated by the separation field and during 

the atmosphere-to-vacuum transfer process, is suggested to be responsible for up to 60% of non-

tryptic peptides in standard protein digests.175,176 To assess the potential of microsolvation to 

alleviate complications associated with up-front CID, we conducted an additional study using the 

DP to mimic up-front CID effects on the tripeptides [GGG + H]+ and [AAA + H ]+  

(Figure S3-5). For these experiments, the DMS was operated in transmission mode (SV = 0 Td) 

with 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K. In a pure N2 environment, ion intensity depleted to 50 % of its original intensity 

at approximately DP = 135 V for both tripeptides. Doping the carrier gas with either MeOH or 

MeCN prevented fragmentation of the parent ion up to DP = 300 V, the highest DP setting for the 

instrument. The protection of peptides afforded by microsolvation suggests that conducting DMS 

experiments with solvent-modified environments will result in enhanced sequence coverage. This 

postulate is validated by Seale and coworkers, where analysis of tryptic digests of bovine serum 
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albumin (BSA) and a monoclonal antibody (mAb) in a microsolvating environment reduced the 

number of spectra required to achieve sequence coverage by 40 % compared to pure N2.177  

     The stability afforded by microsolvation is also applicable to peptides larger than [GGG + H]+ 

and [AAA + H]+. The intensities of MP1 in its various charge states and detectable solvent adducts 

were monitored while ramping the DP from 0 to 300 V in Q1 mode (Figure 3.2). Ion signals 

corresponding to [MP1 + 2H]2+ and [MP1 + 3H]3+ were detected, whereas the [MP1 + H]+ species 

was not observed. In a pure N2 environment, the [MP1 + 3H]3+ signal (Figure 3.2A; black trace) 

exhibited significant depletion beginning at DP = 150 V until it reached zero intensity at 

DP = 265 V. Seeding the carrier gas with MeCN precluded any fragmentation by up-front CID, as 

signal intensities of [MP1 + 2H]2+, [MP1 + 3H]3+, and a MeCN adduct, [M + 3H + MeCN]3+, were 

maintained at all DPs sampled. Detection of the exceptionally stable [M + 3H + MeCN]3+ adduct 

indicated that the species survived transit through the DMS cell, expansion into the vacuum region, 

and transit through the mass spectrometer. The fragile adducts [M + 4H + 𝑛𝑛MeCN]4+ (𝑛𝑛 = 1 – 3) 

were also detected (Figure S3-6), which exhibited uniform signal intensity at all DP values 

sampled. Given that [MP1 + 4H]+ species were not detected in a pure N2 DMS environments, side-

chain microsolvation is presumed to confer significant protection from the separation field. 

Significant differences in ion population were observed upon introduction of protic modifiers into 

the DMS cell. No ion-solvent adducts were detected in MeOH microsolvation environments. In fact, 

the only ion signal observed corresponded to [MP1 + 2H]2+ (Figure 3.2C). The detection of higher 

charge states in pure N2 DMS environments and those seeded with aprotic modifiers suggests that 

proton transfer is occurring from the analyte to the protic solvent modifier. The proton transfer is 

ascribed to the proclivity of protic solvents to form extended hydrogen bond networks, whose GPB 

increases with cluster size.178–181  
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Figure 3.2. Stability of MP1 towards up-front CID induced by application of a declustering 
potential in pure N2 (A), and in N2 seeded with 1.5 mol% of MeOH (B) and MeCN (C). 
Charge states and adducts are colour coded as follows: [MP1 + 3H]3+ (black); 
[MP1 + 3H + MeCN]3+ (red); [MP1 + 2H]2+ (blue). Tbath = 450 K.  
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3.5 Microsolvation-induced charge reduction in modified DMS 

environments  

     The observation of charge-depletion via proton scavenging and the implication of microsolvation 

mediating this process was further explored by monitoring the shift in the population of MP1 

protonation states as a function of ion activation. The distribution of ion charge states is expected 

to depend on the GPB of the solvent modifier and the ion’s effective temperature, which governs 

the size of the microsolvated adduct. Analysis of population-weighted charge, as defined in Eq. 3.2, 

allows for such a comparison, 

 𝑧𝑧𝑎𝑎𝑎𝑎𝑎𝑎 =
∑ (𝑧𝑧𝑖𝑖)(𝑃𝑃𝑖𝑖)

𝑁𝑁
𝑖𝑖

∑ (𝑃𝑃𝑖𝑖)
𝑁𝑁
𝑖𝑖

 Eq. 3.2 

where 𝑁𝑁  is the number of charge states experimentally observed, 𝑧𝑧𝑖𝑖 is the charge of the 𝑖𝑖𝑡𝑡ℎ charge 

state, and 𝑃𝑃 𝑖𝑖 is the area of the ionogram corresponding to the 𝑖𝑖𝑡𝑡ℎ charge state. To investigate the 

effect of bath gas temperature and field-induced heating on charge state, population-weighted 

charges were evaluated as a function of increasing SV at the three standard DMS temperature 

settings (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 373, 423, and 450 K). Figure 3.3 shows the charge evolution for MP1 as a function 

of the bath gas temperature and SV (i.e., field-induced heating) in N2 and in N2 environments doped 

with protic (H2O, MeOH, EtOH, and IPA) and aprotic (ACE, MeCN) modifiers at a fixed modifier 

concentration of 1.5 mol %. It should be noted that population-weighted charge, as determined by 

Eq. 3.2, will additionally depend on the ionization voltage, sample infusion rate, and concentration 

of both the analyte and solvent modifier. 



   3.5  
Microsolvation-induced charge reduction in modified DMS environments 

 

49 

 

 

Figure 3.3. Evolution of the mean charge state adopted by MP1 as a function of the separation field and bath gas temperature 
in DMS environments consisting of N2 and N2 doped with 1.5 mol% of H2O, MeOH, EtOH, IPA, ACE, or MeCN. SV corresponds 
to the peak-to-peak potential applied across a planar DMS cell with a 1 mm gap. 
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     Introduction of protic modifiers into the DMS cell caused near quantitative depletion of the 

[MP1 + 3H]3+ signal and shifted the gas phase population to [MP1 + 2H]2+. Interestingly, activation 

of the analyte through increasing the SV or Tbath in environments seeded with H2O, MeOH, and 

EtOH yielded increasing populations of [MP1 + 3H]3+ and concurrent depletion of [MP1 + 2H]2+ 

signal intensity (Figure S3-7). Appearance of the [MP1 + 3H]3+ species at high SV and 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ is a 

direct consequence of the analyte’s reduced propensity for microsolvation as 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 increases, where 

decreasing the number of solvent ligands in an ion-solvent cluster reduced the effective GPB of the 

associated solvent cluster. This suggests that proton transfer was occurring through the solvent 

hydrogen-bond network, which directly contrasts the mechanism of proton transfer with 

conventional charge reducing agents (e.g., imidazole, sulfolane, DMSO, TMAO).182–184 Traditional 

reagents function more efficiently as the energy between analyte/modifier collisions increase.185 

However, in this study, reactivity is associated with the effective GPB of the solvent cluster, where 

the favourability of charge-transfer process depends on the cluster size. We hypothesize that a 

stepwise accretion mechanism followed by proton transfer through the hydrogen-bond network and 

dissociation of the protonated solvent cluster is responsible for proton abstraction, similar to the 

mechanism proposed by Thinius et al.186,187 In short, more energetic collisions facilitate charge-

retention rather than proton transfer since collisional activation reduces the size of the microsolvated 

cluster.  

     In pure N2 DMS environments, gas phase populations favour the [MP1 + 3H]3+ protomer over 

[MP1 + 2H]2+. Addition of either MeCN or ACE also favours the [MP1 + 3H]3+ protomer and gives 

rise to additional signals in the mass spectrum corresponding to clusters of the form 

[MP1 + 3H + 𝑛𝑛(Solv)]3+ (Solv = MeCN, ACE; 𝑛𝑛 = 1, 2) and [MP1 + 4H + 𝑛𝑛(Solv)]4+ 

(Solv = MeCN, ACE; 𝑛𝑛 = 1 – 3). Given that the [MP1 + 4H]4+ species was not observed in pure 

N2, the microsolvating environment was presumed to confer additional stability to this higher charge 

state species. Detection of fragile charge states was accompanied by an increase in peak area of all 

ions by a factor of approximately two in DMS environments seeded with aprotic modifiers compared 

to pure N2. No charge reduction was observed in DMS environments seeded with aprotic modifiers, 
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which is consistent with observations made by Seale et al.177 and Thinius et al.186 This appears 

counterintuitive if one considers the enhanced GPB of the free molecules of ACE (782 kJ mol−1) 

and MeCN (748 kJ mol−1) relative to EtOH (746 kJ mol−1),188 which depleted the [MP1 + 3H]3+ 

species under most experimental conditions. To explore the observed charge reduction observed with 

protic modifiers and the stabilization afforded by aprotic modifiers, the thermochemistry of cluster 

formation and feasibility of proton transfer pathways was evaluated using computational chemistry.  

 

3.6 Gas phase basicity and proton affinity of solvent clusters 

     The geometries of gas phase solvent clusters have been reported in the literature alongside a 

systematic evaluation of their physicochemical properties.178–181 Specifically, these studies show that 

the GPB of solvent clusters increase with cluster size, as extended hydrogen bonding networks 

and/or additional intermolecular interactions can stabilize the positive charge more effectively. 

Assuming that the protonation sites lie on basic residues of a protein, the GPB of the Lys side chain, 

(represented by PrNH2; 884 kJ mol−1) is greater than that of individual molecules of IPA and MeCN 

(763 and 748 kJ mol−1, respectively).188 This simple comparison suggests that individual solvent 

molecules should not be able to remove the charge from proteins via proton transfer. Thus, the 

charge transfer is likely occurring through the microsolvation hydrogen-bond network.  

     The GPB and proton affinity (PA) of various solvent clusters were calculated using the 

computational workflow described in Chapter 3.3 to generate ‘microsolvated’ structures of neutral 

and protonated solvent cores. The GPB and PA are defined as the change in Gibbs energy and 

enthalpy, respectively, for the protonation of a neutral species (i.e., [Bn] + H+ → [Bn + H]+). 

Calculation of GPB uses weighted Gibbs energies (𝐺𝐺𝑛𝑛) described in Eq. 3.3, and PA uses the 

weighted enthalpies (𝐻𝐻𝑛𝑛) defined below in Eq. 3.4, respectively. 

 �𝐺𝐺𝑛𝑛(𝑇𝑇 )� = ��𝜌𝜌𝑛𝑛
(𝑘𝑘)(𝑇𝑇 )��𝐺𝐺𝑛𝑛

(𝑘𝑘)(𝑇𝑇 )�
𝑘𝑘

 Eq. 3.3 
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 �𝐻𝐻𝑛𝑛(𝑇𝑇 )� = ��𝜌𝜌𝑛𝑛
(𝑘𝑘)(𝑇𝑇 )��𝐻𝐻𝑛𝑛

(𝑘𝑘)(𝑇𝑇 )�
𝑘𝑘

 Eq. 3.4 

     Using the Gibbs energies evaluated at a series of temperatures, the population (𝜌𝜌) for the 𝑘𝑘𝑡𝑡ℎ 

isomer of cluster size 𝑛𝑛 in a canonical ensemble can be evaluated as a function of ion temperature 

(𝑇𝑇 ) as per Eq. 3.5: 

 𝜌𝜌𝑛𝑛
(𝑘𝑘)(𝑇𝑇 ) =

𝑒𝑒𝑒𝑒𝑒𝑒 ��𝐺𝐺𝑛𝑛
(𝑘𝑘)(𝑇𝑇 )� (𝑅𝑅𝑅𝑅)−1� 

∑ 𝑒𝑒𝑒𝑒𝑒𝑒 ��𝐺𝐺𝑛𝑛
(𝑘𝑘)(𝑇𝑇 )� (𝑅𝑅𝑅𝑅)−1� 𝑘𝑘

 Eq. 3.5 

where 𝑅𝑅 is the gas constant and 𝐺𝐺𝑛𝑛
(𝑘𝑘)(𝑇𝑇 ) is the Gibbs energy of the 𝑘𝑘𝑡𝑡ℎ isomer of the cluster 

consisting of 𝑛𝑛 solvent molecules at temperature 𝑇𝑇  in kJ mol−1. The total Gibbs energy of the 

microsolvated cluster of size 𝑛𝑛, 𝐺𝐺𝑛𝑛, is the sum of the Gibbs energy of the 𝑘𝑘𝑡𝑡ℎ isomer weighted by 

its relative population, 𝜌𝜌𝑛𝑛
(𝑘𝑘), at temperature 𝑇𝑇 . It should be noted that, for the calculation of PA, 

𝜌𝜌𝑛𝑛
(𝑘𝑘) is evaluated using 𝐻𝐻𝑛𝑛

(𝑘𝑘)(𝑇𝑇 ) in place of 𝐺𝐺𝑛𝑛
(𝑘𝑘)(𝑇𝑇 ). GPB and PA values for solvent clusters as a 

function of size and temperature are shown in Figures S3-8 through S3-13. Calculated GPB and 

PA values of the monomeric solvents at the MP2(full)/6-311++G(d,p)//𝜔𝜔B97X-D/6-311++G(d,p) 

level of theory agree to within 4 kJ mol−1 of values determined experimentally.188 Furthermore, 

calculated PAs of H2O and MeOH clusters up to 𝑛𝑛 = 8 (Table S3-1) correlate well with 

experimental values (1.7 % RMSD), suggesting that the theoretical method employed for this study 

is appropriate and provides a starting point to evaluate the relative uncertainty in our Boltzmann 

weighting of ensemble energies.  

 

3.7 Thermochemical consequences of microsolvated ions 

     A description of the microsolvated clusters determined from the computational approach can be 

found in Supplementary Section S3-1. Over a residence time of ~7 ms in the DMS cell, where 

collisions occur in the nanosecond regime, a canonical ensemble consisting of all isomers of each 

cluster size is likely to be established. Accordingly, the thermochemistry of an ensemble of structures 
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is required to yield a coarse estimate of cluster populations. Using the population weighted Gibbs 

energies in Eq. 3.3 approximately accounts for the variety of microsolvated structures that can be 

populated during an ion’s transit through the DMS cell. This treatment is necessary as the timescale 

of DMS separations ensures that all degrees are freedom are equilibrated.189 Appropriately, 𝐺𝐺𝑛𝑛(𝑇𝑇) 

is then used to evaluate the stability of a microsolvated species consisting of the analyte ion and 𝑛𝑛 

solvent molecules compared to the bare ion and 𝑛𝑛 free solvent molecules (Eq. 3.6). We refer to this 

quantity as the Gibbs energy of association 

(𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛(𝑇𝑇 ); [PrNH3]+ + 𝑛𝑛Solv → [PrNH2 + H + 𝑛𝑛(Solv)]+), where 𝐺𝐺0(𝑇𝑇 ) is the weighted Gibbs 

energy of each isomer of [PrNH3]+, 𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇 ) is the Gibbs energy of the neutral, monomeric solvent, 

and 𝐺𝐺𝑛𝑛(𝑇𝑇 ) is the weighted Gibbs energy of each isomer of [PrNH2 + H + 𝑛𝑛(Solv)]+).  

 �∆𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛(𝑇𝑇 )� = 𝐺𝐺0(𝑇𝑇 ) + (𝑛𝑛)�𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇 )� − 𝐺𝐺𝑛𝑛(𝑇𝑇 ) Eq. 3.6 

     Figure 3.4 shows ∆𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛 calculated for each cluster size at 450 K, which corresponds to 

operation of the DMS cell at an intermediate temperature with additional contributions from field 

heating. MeOH and MeCN are used as model systems for protic and aprotic clustering 

thermochemistry, respectively. In both cases, microsolvation of [PrNH3]+ with 𝑛𝑛 solvent molecules 

is spontaneous with respect to formation from the bare ion. It should be noted that microsolvated 

clusters containing protic modifiers are less thermodynamically stable compared to those comprised 

of aprotic modifiers for the cluster sizes studied here. Calculations of cluster thermochemistry are 

performed at 1 atm (the approximate pressure inside the DMS cell) with an additional scaling factor 

(0.95 ± 0.05) applied to vibrational frequencies. In this way, errors on the relative populations can 

be generated in tandem with the propagation of error from the Boltzmann weighting method 

(ca. 1.7 %).      

     In the case of MeOH, 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 = −33.2 ± 4.3, −49.2 ± 7.8, and −55.1 ± 10.6 kJ mol−1 for 𝑛𝑛 = 1, 

2, and 3, respectively. MeCN microsolvation yields significantly more thermodynamically stable ion-

solvent clusters, as 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 = −47.5 ± 5.1, −88.2 ± 10.0, and −109.4 ± 14.9 kJ mol−1 for 𝑛𝑛 = 1, 2, 

and 3, respectively. The same disparity in microsolvated cluster stability can be seen between the 
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other protic and aprotic microsolvation partners investigated in this study (Figure S3-14). The 

difference in cluster stability stems from the physicochemical properties microsolvating partner, 

where the dipole moment, and hence the ion-dipole interaction, of aprotic solvents is generally 

greater than protic solvents. Nevertheless, protic species can accommodate large cluster sizes 

through expansion of the ion-solvent hydrogen bond network, whereas aprotic species are limited 

by the number of available hydrogen bond donors on the analyte. At 𝑛𝑛 = 3, each H-bond donor 

from the [PrNH3]+ core coordinates to a single MeCN molecule. Additional MeCN molecules must 

bind through a shared proton motif with the [PrNH3]+ core, or with other MeCN molecules in head-

to-tail or stacked motifs (see Supplementary Section S3-1). Thus, stabilization of the 

[PrNH2 + H + 𝑛𝑛(MeCN]+ is maximized at 𝑛𝑛 = 3 at 450 K, as subsequent MeCN binding occurs 

through less stabilizing motifs that do not incorporate hydrogen bonding.  

     Consequently, it is expected that a variety of protic and aprotic ion-solvent cluster sizes will be 

present in the gas phase ensemble for a specific 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 (assuming thermodynamic equilibrium). By 

evaluating 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 at various ion temperatures, the relative populations of each cluster size (𝑁𝑁𝑛𝑛) as 

a function of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 can be calculated using Eq. 3.7, where ∆𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛 is the Gibbs energy of formation 

of the cluster size 𝑛𝑛 relative to the lowest energy cluster (∆𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛 = ∆𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛 –  𝑚𝑚𝑚𝑚𝑚𝑚�∆𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎,𝑛𝑛�). 

It should be noted that relative populations are pressure dependent and sensitive to the vibrational 

contribution to Gibbs energy.  
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Figure 3.4. Gibbs energy of association (𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎) for each cluster size of MeOH and MeCN 
coordinated to [PrNH3]+. Values are calculated at 450 K and 1.00 atm. Error bars correspond 
to evaluation of 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 using scaling factors of 0.95 ± 0.05 for vibrational frequencies (±2𝜎𝜎) 
and propagation of error (1.7 % RMSD) from the Boltzmann weighting method. 



   3.7  
Thermochemical consequences of microsolvated ions 

 

56 

     Relative populations for [PrNH2 + H + n(Solv)]+ (Solv = MeOH and MeCN) are shown in 

Figure 3.5. For the lowest temperature accessible (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 373 K, SV = 0 Td), [PrNH3]+ 

populations favour a microsolvated state consisting of four to eight MeOH molecules and three to 

five MeCN molecules. As Teff increases beyond 450 K, entropic factors (i.e., 𝑇𝑇𝑇𝑇𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎) begin to take 

precedence over the intermolecular interactions (𝛥𝛥𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎) that regulate microsolvated structures  

(Figures S3-15). At 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 500 K, microsolvated clusters composed of two to four MeOH 

molecules or three MeCN molecules dominate the gas phase ensemble. The stability of the MeCN 

microsolvated states is apparent, as the gas phase ensemble consists of [PrNH3]+ solvated by at least 

two MeCN ligands at all temperatures sampled. This supports the detection of MeCN adducts of 

MP1 reported in Chapter 3.4 and, as the bare [PrNH3]+ ion only becomes populated at 

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 > 850 K. Notably, the desolvated ion becomes populated at 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 > 650 K when MeOH is the 

microsolvating partner, highlighting the enhanced stability of ion-solvent clusters containing aprotic 

species. Microsolvated populations for the other solvent species investigated are available in 

Figure S3-16, which shows the same qualitative trends corresponding to their protic or aprotic 

nature.  

     It should be noted that Eq. 3.7 does not account for the concentration of solvent modifier 

present in the DMS cell. Clearly, if the solvent concentration is zero, the population of the 

microsolvated cluster must also be zero. Beyond this fundamental caveat, its inclusion is necessary 

as the populations of microsolvated ions are directly related to the collision frequency between the 

analyte and chemical modifier, which determines the equilibrium constant for cluster formation. 

However, observations in this study suggest that the degree of microsolvation is underestimated by 

the modifications to Eq. 3.7 proposed in literature.77,190 This underestimation is discussed extensively 

in Supplementary Section S3-2, alongside the complications associated with calculating 

thermochemistry using harmonic vibrational frequencies in systems dominated by hydrogen 

bonding. The overestimation of ion-solvent cluster populations by excluding the dependence of 

solvent concentration in Eq. 3.7 should, to some degree, cancel the underestimation of ion-solvent 
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cluster size imposed by inclusion of the solvent concentration term. Thus, the stabilizing effects 

conferred by microsolvation reported in the subsequent section are based on ion-solvent cluster 

populations generated from Eq. 3.7.  

 

 

Figure 3.5. Relative populations (𝑁𝑁𝑛𝑛) of microsolvated clusters of [PrNH3]+ with 𝑛𝑛 MeOH 
(top) or MeCN (bottom) molecules as function of effective ion temperature. Error bars 
correspond to evaluation of 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 using scaling factors of 0.95 ± 0.05 for vibrational 
frequencies (±2𝜎𝜎) and propagation of error (1.7 % RMSD) from the Boltzmann weighting. 
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3.8 The stabilizing effects conferred by ion microsolvation  

     Analyzing microsolvated ion populations provides critical insight into the dynamic ion-solvent 

clustering processes that occur in solvent-modified DMS environments. In this regard, 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 is almost 

entirely responsible for dictating how many solvent molecules adhere to the analyte in the presence 

of a microsolvation partner. Incorporation of microsolvated cluster populations into the two-

temperature theory approach (Eq. 3.8) allows for the evaluation of reductions in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 incurred 

upon ion microsolvation, which states that ion temperature is the sum of the bath gas temperature 

(𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ) and heating due to the separation field (𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓).58,59,77,116 

 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ + 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ≈ 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ + 𝑀𝑀
3𝑘𝑘𝑏𝑏

(𝐾𝐾𝐾𝐾)2 Eq. 3.8 

     In Eq. 3.8, 𝑀𝑀 is the mass of the bath gas, 𝐾𝐾 is the ion mobility, and 𝐸𝐸 is the electric field 

strength. Predictions of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 using the two-temperature theory approach correlate well with 

experimentally determined 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 for a suite of benzylpyridinium ‘thermometer’ ions evaluated under 

the most harsh conditions possible in our DMS system (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K, 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 276 Td).116 However, 

for the two-temperature theory approach to apply to microsolvated species, a modification that 

accounts for: 1) the increase in apparent mass and CCS of the microsolvated cluster due to solvent 

accretion, and 2) the decrease in temperature associated with solvent binding and evaporation would 

need to be incorporated. Both features are unfortunately difficult to integrate accurately, as the 

oscillating separation field creates a dynamic environment in which ion-solvent cluster populations 

of a finite size are transient. Moreover, the decrease in temperature associated with the evaporation 

processes driven by the constantly changing electric field are not known. Modelling this requires 

quantifying the amount of energy that goes into breaking the ion-solvent interaction and the 

momentum transfer between the ion-solvent cluster fragment and the solvent molecule(s) liberated 

during dissociation (viz. the partition function). Consequently, ab initio determinations of enthalpy 

changes upon evaporation of solvent from a microsolvated cluster cannot easily be converted into a 

relative decrease in temperature. This process is further complicated by the fact that evaporation 
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of solvent may occur through an unknown number of neutral solvent molecules (i.e., how many 

neutrals are ejected from the solvent cluster as the ion core heats?) and the unknown partitioning 

of energy between linear momentum and internal energy of the evaporating solvent species.  

     Nevertheless, a crude model can be proposed using the clustering thermochemistry presented in 

Chapter 3.7 combined with molecular dynamics (MD) to assess the accessibility of the protonation 

site(s). Details concerning this modification can be found in Supplementary Section S3-3. The 

modified two-temperature approach was conducted for each peptide and charge state employed in 

this study; representative examples for [GGG + H]+, [AAA + H]+, and [MP1 + 3H]3+ are shown in 

Figure 3.6 for select solvent modifiers at 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K. Plots for the remaining peptides and 

solvent modifiers are shown in Figure S3-17. The high degree of microsolvation observed at most 

DMS temperatures (cf. Figure 3.5) translates to significantly cooler ion temperatures in modified 

DMS environments, especially for smaller peptides. For example, at SV = 184 Td, two-temperature 

theory predicts an effective temperature of 607 K for [GGG + H]+ in N2 compared to 556 K in a 

MeOH modified environment. Cooling effects diminish as the ion increases in size because the ion 

can partition energy into a larger number of internal degrees of freedom. The tripeptide [AAA + H]+, 

which differs from [GGG + H]+ by three methyl groups, experiences a decrease in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 of 37 K in a 

DMS environment seeded with MeOH (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 547 K) compared to pure N2 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 573 K). The 

significantly larger [MP1 + 3H]3+, which contains three protonated amine residues, experiences a 

reduction in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 of 21 K under the same conditions. The most drastic reductions in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 predicted 

by the two-temperature theory approach are observed when MeCN is the microsolvating partner. 

[GGG + H]+, [AAA + H]+, and [MP1 + 3H]3+ are predicted to experience reductions in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 of 86, 

62, and 38 K, respectively, compared to pure N2 evaluations at SV = 184 Td.  
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Figure 3.6. Evaluation of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 at various separation field strengths using a modified two-
temperature theory approach to account for microsolvation (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 450 K).  
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Overall, the clustering propensity of [PrNH3]+ towards common DMS solvent modifiers results in 

a cascade of complementary effects that reduce 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . Clustering with solvent increases the ion’s 

apparent mass and CCS, which introduces additional states in which to partition internal energy. 

Microsolvation also shields the analyte’s charge sites from field-heating through stabilization of 

charge density and field-driven evaporative cooling processes. This stabilization is best achieved by 

aprotic solvent due to the enhanced clustering propensity relative to protic modifiers, where 

decreases of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 when MeCN is the microsolvating partner are nearly 2-fold greater compared to 

MeOH. Cooler ion temperatures favour formation of comparatively large solvent networks at sites 

of protonation. In the case of protic solvent modifiers, ion microsolvation can result in proton 

transfer through the ion-solvent hydrogen bond network if the GPB of the accreted solvent cluster 

exceeds that of the analyte. In instances of analyte charge reduction, 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 is also reduced due to the 

proportionality of ion temperature with the square of ion mobility. 

 

3.9 Conclusions  

     Stabilization of protonated analytes in microsolvating environments can be observed 

experimentally when ions are subjected to collisional activation by the separation field used in DMS. 

Monitoring the parent ions of the fragile tripeptides [GGG + H]+ and [AAA + H]+ indicated that 

both species are sheltered from the separation field in DMS environments seeded with volatile 

solvent vapour. Stabilizing effects are also observed for MP1, a 14-residue peptide containing three 

Lys residues. However, due to the enhanced GPB of solvent clusters compared to the free molecule, 

proton abstraction from the [MP1 + 3H]3+ protomer to yield [MP1 + 2H]2+ was observed in the 

presence of protic modifiers. Conducting DMS experiments in environments seeded with aprotic 

modifiers enabled detection of fragile [MP1 + 4H + n(Solv)]4+ (Solv = MeCN; 𝑛𝑛 = 1 – 3) species, 

which was not observed in a pure N2 environment. This disparity between charge states observed 

in the presence of protic and aprotic modifiers stems from the nature of the microsolvated cluster 

formed, as aprotic species cannot form hydrogen-bonded solvent networks around the site of 
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protonation. Thus, proton transfers to aprotic modifiers cannot occur through conventional 

Grotthuss mechanisms or through direct transfer, as this barrier is accompanied by an energetically 

inaccessible structural rearrangement.187  

     Experimental observations are complemented with computational models of the microsolvation 

propensity of [PrNH3]+ clusters towards common protic and aprotic modifiers (H2O, MeOH, EtOH, 

IPA, ACE, and MeCN) used in DMS. Clusters with protic modifiers are dominated by hydrogen 

bonding networks when 𝑛𝑛 > 3, whereas aprotic modifier cluster geometries are limited to interaction 

with the protonated amine through direct coordination of the free protons (𝑛𝑛 = 3). The degree of 

microsolvation (i.e., the number of solvent molecules bound to the protonation site) is largely 

dependent on entropic effects, which is evidenced through modelling populations of the 

microsolvated clusters. Increases in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 translate to a reduction in the number of solvent ligands 

attached to the corresponding ion-solvent cluster. However, the nature of the solvent also dictates 

the degree of microsolvation for the ion, as aprotic modifiers form more stable clusters compared to 

protic solvents for small cluster sizes.  

     Calculations of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 using ion-solvent cluster populations illustrates the stabilizing effects 

conferred by microsolvation in modified DMS environments. The greatest degree of ion cooling 

occurs when MeCN is used as the microsolvating partner, which complements both the calculated 

stability of MeCN clusters and the experimental detection of solvent adducts of the form 

[GGG + H + MeCN]+, [AAA + H + MeCN]+, [MP1 + 3H + 𝑛𝑛(MeCN)]3+ (𝑛𝑛 = 1, 2), and 

[MP1 + 4H + n(MeCN)]4+ (𝑛𝑛 = 1, 2, 3). Reductions in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 , prompted by formation of ion-solvent 

clusters, favours greater degrees of ion microsolvation through formation of large solvent networks, 

particularly in the case of protic modifiers. If the GPB of the solvent cluster exceeds that of the 

analyte, it is possible that the hydrogen-bonded solvent network can abstract a proton from the 

analyte and dissociate to form a protonated solvent cluster. Regardless of whether proton abstraction 

occurs, doping the carrier gas with volatile solvent causes a net reduction in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . If the charge is 

retained on the analyte, solvent aggregation at charge sites leads to a decrease in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 through an 
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increase in ion-neutral CCS while also providing an avenue for ions to dissipate internal energy 

through evaporation of solvent. In effect, microsolvation creates a sort of “air-bag” that shelters ions 

from collisional activation by the separation field (i.e., field-heating).  

     Theoretically, native ion conformations may also be preserved under high SV and high 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ 

conditions in solvent modified DMS environments. Consider a multiply protonated peptide produced 

by ESI. In the condensed phase, protonated side-chain residues would protrude away from the 

protein core due to the extensive solvation afforded in bulk solution. During the ESI process, the 

transition to the gas phase removes the solvent blanket, forcing the ‘naked’ charges to stabilize 

themselves through hydrogen-bonding with carbonyl moieties present on the peptide backbone.160 

This would result in collapse of peptide secondary and tertiary structure, which would trigger a 

cascade of unfolding events that would ultimately result in disruption of the ion’s native 

configuration. Backbone collapse could be prevented in a microsolvating environment, as trace 

solvent vapour can confer stability at protonation sites through localized solvation. This has been 

demonstrated in TWIMS studies of proteins, where capping protonation sites with crown ethers 

preserved native-like conformations of cytochrome c and ubiquitin.30,32 Of course, this assumes that 

any ESI solvent that evaporates away during ionization is instantaneously replaced by a 

microsolvation partner. In our instrumental setup, solvent modifier is doped directly into the curtain 

gas, which flows into the DMS cell from the outer edges of the electrodes. Due to the carrier gas 

being introduced above atmospheric pressure, there is also some backflow of the doped carrier gas 

into in the ionization region. It stands to reason then that employing the stabilizing effects afforded 

by microsolvation in tandem with and native ionization techniques might enable native analyses in 

this high-field mobility regime inherent to DMS/FAIMS, as any depleted solvent can be replaced 

by the dopant solvent vapour during ESI droplet evaporation.  

  



   4.1  
N-protonated Verapamil exhibits two features in a DMS ionogram 

 

64 

Chapter 4 

Protonation-induced chirality drives separation by DMS 

This chapter contains supplementary material that can be found within Appendix C. 

4.1 N -protonated Verapamil exhibits two features in a DMS ionogram 

The enhanced separation space afforded by DMS as either a standalone technique or coupled to LC 

has provided the resolution necessary for drug-monitoring workflows,47,191–197 which can be especially 

challenging when isobaric metabolites are present. Upon devising a DMS-based separation workflow 

for a series of anti-arrhythmic drugs (Figure S4-1 and Supplementary Section S4-1), we noticed 

that the calcium channel blocker Verapamil and its primary metabolite Norverapamil exhibited 

inconsistent behaviour. The structures of the two chiral compounds differ only by the presence or 

absence of a methyl group at the amino moiety (Figure 4.1). Based on their comparable structures, 

one might expect that the DMS behaviour of Verapamil ([M + H]+; 𝑚𝑚/𝑧𝑧 455.29) and Norverapamil 

([M + H]+; 𝑚𝑚/𝑧𝑧 441.27 Da) would be similar. Much to our surprise, the ionogram of Verapamil 

exhibited two, baseline resolved features of equal intensity (Figure 4.2A), whereas Norverapamil 

(Figure 4.3A) and other analogous compounds (Figure S4-2) exhibited only a single peak. 

 

 

Figure 4.1. The structures of (±)-Verapamil and (±)-Norverapamil. Stereocenters are 
denoted with an asterisk.  
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Figure 4.2. (A) DMS ionogram and (B) stereoisomers of N-protonated (±)-Verapamil 
obtained in N2 at SV = 4500 V and 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 50 °C with the resolving gas on (N2; 10 psi).  

 

 

Figure 4.3. (A) DMS ionogram and (B) stereoisomers of N-protonated (±)-Norverapamil 
obtained in N2 at SV = 4500 V and 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 50 °C with the resolving gas on (N2; 10 psi).  

 

We initially thought that the species present in Verapamil’s ionogram originated from the two 

enantiomeric forms comprising the racemate. However, this was not possible since enantiomer 

separation by DMS requires chiral derivatization prior to analysis.157,198–200 We then hypothesized 

that the separation was caused by protonation at differing gas phase basic sites (i.e., prototropic 

isomers), which have been resolved by DMS in the past.46,50,201,202 In the case of Verapamil, the 
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energies of the prototropic isomers were higher in energy by at least 110 kJ mol−1  

relative to the isomers that were protonated at the tertiary amine (Figure S4-3). Even if kinetic 

trapping was occurring, it is unlikely that these high-energy species would be present in the gas 

phase ensemble. Moreover, if the multiple signals for Verapamil were associated with prototropic 

isomers, analogous behaviour would have also been observed for Norverapamil.  

Knowing that protonation was likely occurring at the amino moieties, we envisioned something 

truly out-of-the-box: chirality induced by protonation. Tertiary amines are achiral due to rapid 

inversion about the nitrogen centre.203,204 However, protonation of Verapamil at the tertiary amine 

(hereafter called 𝑁𝑁 -protonated Verapamil) during electrospray ionization (ESI) yields a quaternary 

amine with four unique substituents, which introduces an additional chiral centre. In the condensed 

phase at acidic pH prior to ESI (50:50 H2O/MeOH with 0.1% HCOOH), this proton is dynamically 

exchanged with the protic solvent, creating an equilibrium between tertiary and quaternary nitrogen 

configurations. Upon desolvation of N-protonated Verapamil during the ESI process, nitrogen 

inversion is not possible since there is no mechanism to remove the proton and regenerate the 

tertiary centre (Figure S4-4). In other words, the stereochemical configuration of a protonated, 

quaternary amine is locked in the gas phase.  

Bearing this in mind, the gas phase ensemble of N-protonated (±)-Verapamil consists of four 

possible stereoisomers: (𝑅𝑅,𝑅𝑅), (𝑆𝑆,𝑆𝑆), (𝑅𝑅, 𝑆𝑆), or (𝑆𝑆, 𝑅𝑅) (Figure 4.2B). Note that the 𝑅𝑅 or 𝑆𝑆 

nomenclature denotes the stereochemical configuration at the quaternary nitrogen and permanent 

stereocenter, respectively. The set of four stereoisomers contains two enantiomeric pairs (i.e., mirror 

images that differ in the absolute configuration of every stereocenter); (𝑅𝑅,𝑅𝑅) is the mirror image of 

(𝑆𝑆,𝑆𝑆), and (𝑅𝑅, 𝑆𝑆) is the mirror image of (𝑆𝑆, 𝑅𝑅). The stereochemical relationship between 

(𝑅𝑅,𝑅𝑅)/(𝑆𝑆,𝑆𝑆) and (𝑅𝑅, 𝑆𝑆)/(𝑆𝑆, 𝑅𝑅) is diastereomeric, meaning that they differ in the configuration of 

at least one, but not all, stereocenters. Since diastereomers exhibit unique physicochemical 

properties, it is possible that the two peaks observed in the DMS data can be ascribed to 

protonation-induced chirality. Because protonation does not introduce a second chiral center for 
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Norverapamil, diastereomeric pairs are not formed and only a single feature is observed since the 

resulting enantiomers cannot be resolved in the achiral DMS environment (Figure 4.3B). 

To further test our hypothesis that the resulting diastereomers of N-protonated Verapamil exhibit 

unique ion mobilities, we characterized the arrival time distribution (ATD) of Verapamil using 

travelling wave IMS (TWIMS; Figure 4.4). An ion’s ATD adopts a single Gaussian distribution if 

the gas phase ensemble consists of a single structural/stereochemical configuration. If the ATD is 

unimodal, the full-width half-max (FWHM) will be influenced by the conformational flexibility of 

the analyte. In other words, the FWHM of the ATD of a rigid ion will be smaller than that of a 

flexible ion of similar mass. Interestingly, the FWHM of the Verapamil ATD was reproducibly 

broader than the ATD of Norverapamil at several TWIMS wave height and wave speed 

combinations (see Table S3-3), suggesting that protonation-induced diastereomers are nearly 

coeluting. 

To explore the possibility of coeluting diastereomers, two Gaussian distributions with a FWHM 

equal to that of Norverapamil were fit to Verapamil’s ATD. The centroids of each Gaussian 

distribution were converted to a collision cross section (CCS) using a procedure outlined in the 

Supplementary Section S4-2. One can determine ion structure by comparing the experimental 

CCS to those generated by a computational model for computed low-energy structures. These 

computations require conformational mapping of the ion’s potential energy landscape followed by 

high-level quantum chemical calculations, usually at the density functional level of theory 

(DFT).65,67,117,118 Details of the CCS calculation protocol employed in this study are outlined in 

Supplementary Section S4-3.110,115  

The agreement between the calculated and experimental CCSs supports the hypothesis that 

Verapamil’s ATD consists of two diastereomers. The CCSs of the (𝑅𝑅, 𝑅𝑅) and (𝑆𝑆, 𝑆𝑆)-Verapamil 

enantiomers were calculated to be 209.2 and 210.3 Å2, respectively. The average value of 209.7 Å2 

agrees well with the experimental CCS for the larger Verapamil diastereomer, 212.3 Å2. The CCSs 

for (𝑅𝑅, 𝑆𝑆) and (𝑆𝑆, 𝑅𝑅)-Verapamil were calculated to be 205.8 and 205.4 Å2. The average value of 
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205.6 Å2 agrees well with the experimental CCS of 208.4 Å2, which differs from  

(𝑅𝑅,𝑅𝑅)/(𝑆𝑆,𝑆𝑆)-Verapamil’s CCS as per the Z-test (𝜎𝜎𝐶𝐶𝐶𝐶𝐶𝐶 < 1.7 Å2). Conversely, the calculated CCS 

of (𝑅𝑅)-Norverapamil (205.3 ± 1.3 Å2) is indistinguishable from (𝑆𝑆)-Norverapamil (205.5 ± 1.3 Å2), 

both of which agree with the experimental value (206.6 Å2).  

 

 

Figure 4.4. ATDs of N-protonated (±)-Verapamil (top) and (±)-Norverapamil (bottom) 
ATD datapoints (transparent squares) are fit with a Gaussian distribution (black line). Two 
additional Gaussian distributions are fit to the ATD of (±)-Verapamil with a constrained 
FWHM of 0.71 ms (the FWHM of the (±)-Norverapamil ATD). Experimental CCSs are 
determined from the centroid of the ATD and compared to calculated CCSs from DFT models.  

 

Further evidence to support protonation induced chirality as the separation mechanism can be 

ascertained by modelling the DMS behaviour of Verapamil and Norverapamil.77,78 The modelling 

protocol employs first-principles IMS theory,36 which incorporates the temperature-dependent CCS 

of each conformation present in the gas phase ensemble. A comparison of the experimental and 

simulated dispersion curves (i.e., a plot of the CV required for ion elution as a function of SV) for 

N-protonated Verapamil and Norverapamil is shown in Figures S4-5 and S4-6, respectively. Full 

details of the in silico modelling procedure are provided in Supplementary Section S4-4.  



   4.1  
N-protonated Verapamil exhibits two features in a DMS ionogram 

 

69 

Simulating DMS behaviour qualitatively reproduces the separability of (𝑅𝑅, 𝑅𝑅)/(𝑆𝑆, 𝑆𝑆)-Verapamil 

from (𝑅𝑅,𝑆𝑆)/(𝑆𝑆,𝑅𝑅)-Verapamil and lack of separation for (±)-Norverapamil. Moreover, the relative 

CV shifts determined for each diastereomeric pair enables assignment of each peak in Verapamil’s 

ionogram to the corresponding stereoisomers (cf. Figure 4.2A). It is interesting that the DMS 

modelling captures the diminishing resolution of Verapamil’s diastereomers at elevated bath gas 

temperatures. To highlight this result, experimental and simulated ionograms of N-protonated 

Verapamil are shown in Figure 4.5. Simulated ionograms were generated using two Gaussians with 

centroids determined by the predicted CV and FWHMs that match the experimental peak. For ease 

of visualization, simulated ionograms are shifted such that the lower CV species overlaps with the 

lowest CV experimental peak.  

With compelling evidence to support protonation-induced chirality as the separation mechanism, 

we postulated that this phenomenon could be observed in analogous chemical systems. In theory, 

only two criteria need to be met for N-protonation to produce diastereomers: 1) the molecules must 

contain at least one permanent stereocenter, and 2) protonation must occur only on a tertiary amino 

moiety containing three unique substituents. To test this hypothesis, we measured the DMS 

behaviour of the metabolite pairs Selegiline/Norselegiline, Rotigotine/Dethienylethyl Rotigotine 

(i.e., Rotigotine Impurity B), and N-methyl proline/proline. Within these pairs, N-protonation yields 

an additional stereocenter at the N-methylated amino moiety of the parent molecule but does not 

affect chirality in the metabolite. Figure 4.6 shows that the N-methylated metabolites exhibit dual 

features in their ionograms, albeit at different relative intensities compared to Verapamil. The 

relative intensities of these two peaks should be equal since chirality is introduced to the nitrogen 

centre, which is racemized in the condensed phase prior to ESI. Differences in peak intensities can 

likely be attributed to the differing intermolecular interactions occurring within each diastereomer, 

which can either stabilize or destabilize the molecule. For example, the presence or absence of 

intramolecular hydrogen bonding between the protonated amine and carboxylic acid in N-

methyl proline yields substantial differences in the relative stabilities of the diastereomers, and 

hence, their population in the gas phase ensemble. Differences in peak intensity are also possible if 
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1) nitrogen inversion in the condensed phase is slow (i.e., steric hindrance) or 2) if the more stable 

condensed phase diastereomer gets kinetically trapped during the droplet evaporation portion of 

ESI.  

To further test the protonation-induced chirality hypothesis, we performed DMS measurements 

on six additional molecules (Figure S4-7) and three Verapamil-like molecules (Figure S4-8). 

Separation of the N-protonated diastereomers was achieved for all but one species (Ibutilide), 

suggesting that a third prerequisite must be met to observe protonation-induced chirality. Since 

Ibutilide contains several rotatable dihedral angles, its conformational flexibility likely masks 

differences in the differential mobility between two protonation-induced diastereomers, precluding 

their total resolution. This interpretation is consistent with the diminishing resolution observed for 

Verapamil as the bath gas temperature increases (cf. Figure 4.5). Increasing the bath gas 

temperature imparts more energy into the analyte, which can break the intramolecular interactions 

that give rise to the unique differential mobilities of each diastereomer. Experimental conditions 

then must be ‘cool’ enough to preserve the structural motifs that facilitate separation. Given the 

increasing usage and resolution of ion mobility instrumentation,205–208 practitioners should be aware 

that protonation-induced chirality is a general phenomenon that can impact their experimental 

outcomes by introducing additional peaks that would otherwise not be expected.  
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Figure 4.5. Experimental (black) and simulated ionograms of N-protonated (𝑅𝑅,𝑅𝑅) and 
(𝑆𝑆, 𝑆𝑆)-Verapamil (blue) and (𝑅𝑅, 𝑆𝑆) and (𝑆𝑆, 𝑅𝑅)-Verapamil (red) at SV = 4500 V in N2. 
Ionograms were acquired at DMS cell temperatures of (A) 50 °C, (B) 150 °C , (C) 225 °C, 
and (D) 300 °C. Peak resolution in the experimental (𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒) and simulated (𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠) ionograms 
are provided.  



   4.1  
N-protonated Verapamil exhibits two features in a DMS ionogram 

 

72 

 

Figure 4.6. DMS ionograms of (A) Selegiline/Norselegiline, (B) Rotigotine/Rotigotine 
Impurity B, and (C) N-methyl proline/proline at SV = 4500 V and 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏ℎ = 150 °C. 
Stereocenters are denoted by a blue asterisk.  
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Chapter 5 

Argentination: a silver bullet for cannabinoid analysis by 

DMS-MS2 

This chapter contains supplementary material that can be found within Appendix D. 

5.1 Introduction 

     With recreational cannabis becoming legalized in more parts of the world, governing bodies are 

implementing new regulations for products by which commercial growers must abide.209,210 For 

example, cannabis products sold in Canada must state the quantity of Δ9-tetrahydrocannabinol 

(THC) and cannabidiol (CBD) contained within the product either as purchased (e.g., edibles) or 

once activated by combustion (dried cannabis). This information is important for quality control 

purposes and is invaluable to the consumer,211 especially to new users who may be unaware of their 

tolerance for a particular cannabinoid. Recreational cannabis users often seek the “high” associated 

with Δ9-THC, whose psychotropic effects stem from its ability to act as a partial agonist to the 

cannabinoid receptors found within the brain.212,213 Normally, the brain's cannabinoid receptors are 

stimulated by anandamide, a fatty acid neurotransmitter that is endogenous to humans.214 Since 

these receptors are located in areas of the brain that regulate muscle coordination and memory, 

stimulation by THC disrupts regular communication pathways, leading to cannabis’ well-known 

psychoactive effects.  

     In contrast to Δ9-THC, CBD is negative allosteric modulator of cannabinoid receptors,215 

decreasing the response induced from chemical stimuli. Some clinical work has demonstrated that 

CBDs behaviour can be used in the treatment of neurodegenerative disease,216,217 although its 

popularity amongst the public is a result of anecdotal reports claiming its effectiveness for treating 

anxiety and other related conditions. Because of the proliferation of anecdotal evidence, recreational 

use of CBD products has increased, particularly in the United States where the passing of the 
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Agriculture Improvement Act (AIA) in 2018 effectively legalized the cannabinoid.218 Known 

informally as the ‘Farm Act,’ the AIA distinguished hemp from marijuana, removing it from the 

DEA schedule of controlled substances. The amended AIA states that hemp is “the plant Cannabis 

sativa L. and any part of that plant, including the seeds thereof and all derivatives, extracts, 

cannabinoids, isomers, acids, salts, and salts of isomers, whether growing or not, with a Δ9-THC 

concentration of not more than 0.3 percent on a dry weight basis.” As a result, CBD sourced and 

isolated directly from hemp is legal if the total content of Δ9-THC within the cannabis plant is 

below 0.3 %. Once enacted, a significant increase in the production of hemp and marketing of CBD 

products was anticipated,219 and naturally led to the increased usage of cannabis and its legalization 

within certain states.220,221 However, the AIA's compliance requirement only considers the Δ9-THC 

content of hemp, so CBD and its derivatives have been granted protection under the AIA's 

interpretation. This situation has opened legal loopholes because CBD can be chemically 

transformed into several isomers of Δ9-THC by heating under acidic conditions.222–225 One of the 

more notable isomers is Δ8-THC,226 a psychoactive cannabinoid whose synthesis from CBD was first 

reported in the 1940s and has since been refined to improve its selectivity.227–229 Since Δ8-THC is an 

isomer of CBD, and technically a CBD derivative when obtained via cyclization, some have argued 

that it should be protected under the AIA’s 2018 amendment.230 However, one could make the 

argument that Δ8-THC is a synthetic cannabinoid since its natural abundance in cannabis is 

negligible compared to other cannabinoids, indicating that Δ8-THC products are almost exclusively 

manufactured via the cyclization of CBD.231 All synthetic cannabinoids are controlled by the Drug 

Enforcement Administration (DEA) within the US, so even if Δ8-THC is legal at the state level 

under the AIA, it may still be considered illegal by federal law.      

     Despite the murky legal landscape surrounding Δ8-THC, several products containing Δ8-THC 

began appearing on the US market in 2019, stimulating public interest that was especially prominent 

in states where access to Δ9-THC is restricted.232 Because Δ8-THC production is unregulated, the 

presence of by-products and impurities that are intrinsic to its synthesis poses an extreme risk to 

consumers. Ignoring the fact that Δ8-THC consumption has not yet been deemed “safe” for human 
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consumption by government health agencies,233,234 Δ8-THC products have been found to contain 

novel cannabinoids with no known information on their bioactivity or safety.235 Moreover, Δ8-THC 

products obtained from the cyclization of CBD exhibit several impurities, including heavy metals 

that bioaccumulate within plants cultivated from contaminated soil.236 To make matters worse, none 

of the twenty-seven products analyzed by Meehan-Atrash and Rahman reported accurate Δ8-THC 

quantitates.236 Until regulatory bodies approve Δ8-THC for human consumption, there is an 

undeniable need for chemical separations that can distinguish Δ8-THC and other adulterants within 

commercial products.  

     From an analytical standpoint, differentiating Δ8-THC, Δ9-THC, and CBD is rather complicated 

given that these cannabinoids are structural isomers. Cannabis also contains cannabichromene 

(CBC), another structural isomer of Δ8-THC, Δ9-THC, and CBD (Figure 5.1 and S5-1).237,238 

Because structural isomers are isobaric, they cannot be distinguished using mass spectrometry (MS). 

Cannabinoids also cannot be distinguished by their fragment ions formed upon collision activation 

from either their protonated or deprotonated precursors,239,240 so the introduction of orthogonal 

separation techniques such as liquid chromatography (LC) are necessary in quantitative workflows. 

Baseline separation of cannabinoids by LC typically requires 10 – 20 minute chromatographic runs 

and extensive sample preparation to ensure column longevity.239–244 High throughput alternatives for 

cannabinoid separation include several electrochemical and colourimetric approaches,245–248 although 

certain colourimetric methods lack specificity and can result in false positives if the sample contains 

other phenolic compounds.249  

     Alternative platforms that achieve the separation power afforded by LC, but without long 

elution times, include the various ion mobility spectrometry (IMS) techniques. Specifically, Hädener 

and coworkers developed a workflow for the separation of Δ9-THC and CBD on a high-resolution 

drift-tube IMS (DTIMS) system.250 Tose and coworkers coupled travelling wave IMS (TWIMS) with 

LC to separate Δ9-THC, CBD, and their respective acidic forms found within the marijuana flower 

and in hashish.251,252 Mashmoushi and coworkers used differential mobility spectrometry (DMS) to 
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separate Δ9-THC, CBD, and CBC.253 Unlike linear IMS technologies such as DTIMS and TWIMS, 

which separate ions based on their mobility at a set electric field strength below the low-field limit, 

DMS utilizes the non-linear dependence of an ion's mobility when field-strengths are increased above 

the low-field limit.39–42 As ions pass through the DMS cell in a gas flow, an asymmetric waveform 

(separation voltage, SV; Figure 5.2A) causes them to migrate off-axis in a zig-zag trajectory. By 

applying a static compensation voltage (CV) offset to the SV such that the integral over a single 

SV duty-cycle is no longer zero, ions can be steered onto a stable trajectory that permits transmission 

through the DMS device (Figure 5.2B). The magnitude and sign (i.e., positive or negative) of the 

CV needed to transmit ions through the DMS device is usually different for each analyte, and thus, 

creates a mechanism that spatially resolves ions based on their differential mobilities under high 

and low electric fields.  

 

 

Figure 5.1. Structures of Δ9-THC, Δ8-THC, CBD, and CBC. Differences in double bond 
position between Δ8/Δ9-THC are highlighted in red. 

 

The separation power afforded by DMS can be enhanced by doping the DMS carrier gas with 

solvent vapour.45,254–256 The increase in separation power is a consequence of microsolvation, which 

increases the difference between the ion’s high and low-field mobility and is usually ion-specific. 

This phenomenon is rooted in the heating/cooling cycles associated with field-induced temperature 

variations imparted by the SV, where the oscillating waveform drives analyte solvation/desolvation 

cycles as the ion transitions between the low-field to the high-field portion of the duty cycle.64,257,258 
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Mashmoushi et al. showed that optimal sensitivity and resolution was afforded by detecting the 

cannabinoids as deprotonated anions in a N2 DMS environment that was seeded with 1.5 mol% of 

IPA.253 However, our attempts to add Δ8-THC to this workflow resulted in its coelution with CBD 

using various chemical modifiers (Figures S5-1 and S5-2), indicating that an alternative 

separation strategy will be required. The successful separation of cannabinoids by flash 

chromatography employing Ag+-impregnated silica implies that argentination could be a viable 

approach,259 prompting us to investigate the potential of DMS to separate cannabinoids as 

[M + Ag]+ adducts.  

 

5.2 Experimental methods 

     The experimental apparatus consists of a planar SelexION DMS with a 1 mm gap-height 

(SCIEX, Canada), which was mounted in the atmospheric region between a Turbospray electrospray 

ionization (ESI) source and the sampling orifice of a QTRAP 5500 hybrid triple quadrupole linear 

ion trap mass spectrometer (cf. Figure 1.1B and S5-4).39,41,42 Analytical standards of each 

cannabinoid were obtained as 1 mg mL−1 solutions in MeOH from Ceriliant (Texas, USA). Analytes 

were diluted to working concentrations of 100 – 500 ppb (100 – 500 ng mL−1) in MeOH and 

subsequently infused into the ESI source at 10 μL min−1. For data acquisition in negative mode, the 

ESI solvent was doped with 0.5% NH4OH. Formation of Ag+ adducts of the cannabinoids was 

afforded by adding 5 ppm (i.e., 5 µg mL−1) of AgOAc to the ESI solvent and monitoring ion 

transmission in positive mode.  

     The nascent ions generated by ESI were carried through the DMS region by the curtain gas 

(CUR; ca. 1 atm) towards the sampling orifice of the mass spectrometer. DMS-MS measurements 

consisted of generating an ionogram, in which MRM transitions of the deprotonated or argentinated 

ions were monitored at a fixed separation voltage (SV) while the compensation voltage (CV) was 

ramped from 0 V to 20 V in 0.1 V increments. MRM transitions of the deprotonated and 
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argentinated cannabinoids are provided in Tables S5-1 and S5-2, respectively. SVs were selected 

to give the best possible separation in the respective DMS environment. In this case, the best 

separation was observed at the maximum SV accessible by our instrument (4500 V). N2 was used 

as source gas, the curtain gas in the DMS cell (CUR; 20 psi), the collision gas for tandem-MS 

experiments (ca. 7 mTorr), and as the DMS resolving gas (DR; 0 – 50 psi). The temperature within 

the DMS cell was controlled using the on-board heater, which heats the ceramic casing that 

encompasses that DMS electrodes and CUR gas line. Solvent vapour was seeded into the CUR gas 

by cutting the gas line and then affixing the free ends with a Swagelok Tee. Liquid solvent was 

infused into the open end of the Tee connector using an Agilent 1100 LC pump at a flow rate that 

produces the desired mole fraction of solvent vapour within the CUR gas (i.e., 1.5 mol%). All 

additional instrumental parameters are provided in Table S5-3.  

 

5.3 Computational methods 

     Quantum-chemical calculations were performed to assess the affinity of each cannabinoid for 

argentination. Briefly, candidate geometries for the neutral and argentinated form of Δ8-THC, Δ9-

THC, CBD, CBC, cannabinol (CBN), cannabigerol (CBG), and exo-THC were generated manually. 

Each candidate structure was used as an input for the Conformer-Rotamer Ensemble Sampling Tool 

(CREST),260,261 which generated a series of low-energy structures using the GFN2-xTB semiempirical 

tight-binding model.262 For each neutral and argentinated cannabinoid, all structures generated by 

CREST that were within 25 kJ mol−1 of the lowest energy conformer were extracted and additionally 

sorted by cosine similarity,72 yielding 5 – 30 representative conformers. Each of the unique 

conformers was carried forward for optimization at the 𝜔𝜔B97X-D3/Def2-TZVPP level of theory, 

which employed the RIJcosX approximation and the Def2/J auxiliary basis set.263–268 Normal mode 

analyses were conducted to ensure that each structure corresponded to a true minimum (i.e., no 

imaginary frequencies) and to calculate thermochemical corrections. Electronic energies of the 

optimized structures were refined with single-point energy calculations conducted at the DLPNO-



   5.3  
Computational methods 

 

79 

CCSD(T)/Def2-TZVPP level of theory, which used the Def2/C auxiliary basis set.91–93,269 

Thermochemical quantities were determined by combining DLPNO-CCSD(T) single point electronic 

energies with 𝜔𝜔B97X-D3 thermochemistry, which we report as DLPNO-CCSD(T)/Def2-

TZVPP//𝜔𝜔B97X-D3/Def2-TZVPP. All ab initio and density functional theory (DFT) calculations 

were performed using the ORCA computational package (version 5.0.3).87,90,270,271 Results of the 

quantum-chemical calculations are provided in the ioChem-BD database entry associated with this 

manuscript (https://doi.org/10.19061/iochem-bd-6-225).272 For the convenience of the reader, 

the structures of the lowest energy configuration of each argentinated and neutral cannabinoid are 

provided in Supplementary Section S5-1, alongside details concerning quantum-chemical 

calculations used to rationalize the fragmentation behaviour of each argentinated cannabinoids 

(Supplementary Sections S5-2 and S5-3). 

The affinity of each cannabinoid for argentination is determined by the Gibbs energy of association 

(𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎; Eq. 5.1) , where 𝐺𝐺𝐴𝐴𝑔𝑔+ , 𝐺𝐺𝑀𝑀 , and 𝐺𝐺[𝑀𝑀+𝐴𝐴𝐴𝐴]+ are the Gibbs energies of the silver cation, 

neutral cannabinoid, and argentinated cannabinoid, respectively. Calculation of 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 uses 

weighted Gibbs energies, where the population 𝜌𝜌 of the 𝑛𝑛𝑡𝑡ℎ isomer in the ensemble is determined 

by its Gibbs corrected electronic energy, 𝐺𝐺𝑛𝑛, (Eq. 5.2; 𝑇𝑇  = 298 K). The Gibbs energy of the 

ensemble, 𝐺𝐺, is given by the product of the 𝑛𝑛𝑡𝑡ℎ isomer’s population and Gibbs energy, summed over 

all 𝑛𝑛 isomers (Eq. 5.3).  

 ∆𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐺𝐺𝐴𝐴𝑔𝑔+ + 𝐺𝐺𝑀𝑀 − 𝐺𝐺[𝑀𝑀+𝐴𝐴𝐴𝐴]+ Eq. 5.1 

 𝜌𝜌𝑛𝑛 =
𝑒𝑒𝑒𝑒𝑒𝑒 � 𝐺𝐺𝑛𝑛

(𝑅𝑅𝑅𝑅 )� 

∑ 𝑒𝑒𝑒𝑒𝑒𝑒 � 𝐺𝐺𝑛𝑛
(𝑅𝑅𝑅𝑅)�𝑛𝑛

 Eq. 5.2 

 𝐺𝐺 = �(𝜌𝜌𝑛𝑛)(𝐺𝐺𝑛𝑛)
𝑛𝑛

 Eq. 5.3 

   

https://doi.org/10.19061/iochem-bd-6-225
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5.4 MS2 analysis of argentinated cannabinoids  

     Since Δ8/Δ9-THC, CBD, and CBC are isobaric species with an accurate mass of 314.2246 Da, 

their argentinated forms are also isobaric, albeit with major isotopologues of 𝑚𝑚/𝑧𝑧 421.1297 and 

423.1293 associated with the 107Ag (52 %) and 109Ag (48 %) isotopes. This characteristic makes 

argentination susceptible to reductions in sensitivity due to isotope dilution. To address this issue, 

the transmission window of Q1 on the QTRAP 5500 was modified to allow all ions within a 3 Da 

window centered at 422 Da to be transmitted (i.e., 422 ± 1.5 Da), enabling simultaneous 

transmission of the 𝑚𝑚/𝑧𝑧 421 and 423 isotopologues. During the subsequent characterization of each 

argentinated cannabinoid by tandem-MS, we found that each argentinated isotopologue generated 

the same product ions (owing to loss of Ag-containing neutrals), and that major product ions 

originating from each cannabinoid were distinct. For example, the major product ion upon subjecting 

both [Δ9-THC + 107Ag]+ and [Δ9-THC + 109Ag]+ to CID is 𝑚𝑚/𝑧𝑧 313, which corresponds to the loss 

of 107AgH/109AgH (Figure 5.2A). Conversely, CID of [Δ8-THC + 107Ag]+ and [Δ8-THC + 109Ag]+ 

both generate a fragment with a 𝑚𝑚/𝑧𝑧 of 245, which corresponds to the loss of 107AgC5H9/109AgC5H9 

(Figure 5.2B). CID of both CBC and CBD yielded a fragment of 𝑚𝑚/𝑧𝑧 231 as their main product 

ion through the elimination of 107AgC6H11/109AgC6H11 (Figure 5.2C and Figure 5.2D). However, 

MS3 indicates that CBD yielded a product of 𝑚𝑚/𝑧𝑧 231 from a silver-containing fragment with an 

isotopic distribution of 355/357 (arising from the loss of C5H8 from the parent ion), whereas CBC 

produces 𝑚𝑚/𝑧𝑧 231 directly from the argentinated precursor. Figure 5.3 provides a summary of the 

product ions observed via CID. 

     Considering the inability of MS2 to distinguish Δ8/Δ9-THC, CBD, and CBC as protonated or 

deprotonated species (i.e., [M + H]+ or [M – H]−),239,240 it is unclear why argentination promotes 

unique fragmentation mechanisms for each cannabinoid. One possible explanation is related to the 

tendency of argentinated ions to fragment via the loss of AgH or other organo-silver species, which 

have significantly lower energy barriers of formation compared to the corresponding fragments that 

would be generated from their protonated/deprotonated analogues (i.e., loss of a hydrogen, methyl, 
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or alkyl radical).49,273,274 Another possibility is that the distinctive fragmentation behaviour of each 

argentinated cannabinoid is linked to the stability of the cation formed upon dissociation of the 

silver-containing fragment. Plausible mechanisms that explain how each argentinated cannabinoid 

fragments during CID are proposed in Figure 5.3. The MS2 spectrum of Δ9-THC indicates that 

the molecular ion decomposes into one major product via the loss of AgH (𝑚𝑚/𝑧𝑧 313). MS3 

experiments indicate that two fragments with a m/z of 231 and 217 are produced from the 𝑚𝑚/𝑧𝑧 313 

product ion, alongside several other minor fragments (Figures S5-5 and S5-6). Based on this 

observation, it is likely that the initial loss of AgH, which yields 𝑚𝑚/𝑧𝑧 313, entails the elimination of 

the hydrogen at the bicyclic interface as this particular fragmentation generates an exceptionally 

stable, conjugated cation. Only at sufficiently high collision energies does the 𝑚𝑚/𝑧𝑧 313 fragment 

decompose further via ring contraction to expel 1-heptyne, yielding the 𝑚𝑚/𝑧𝑧 217 species.  

     Interestingly, the intensity of the 𝑚𝑚/𝑧𝑧 313 product ion that originates from [Δ8-THC + Ag]+ is 

only a fraction of the intensity of the analogous species produced from [Δ9-THC + Ag]+. It stands 

to reason that the loss of AgH from Δ8-THC does not result in a particularly stable product ion 

owing to the position of the alkene, which does not afford extension of the conjugated network. 

Instead, AgH elimination from Δ8-THC occurs concurrently with a retro Diels-Alder decomposition 

that produces isoprene and a vinyl cation with a 𝑚𝑚/𝑧𝑧 of 245. This cation is likely to exist in 

equilibrium with its cyclized form owing to the proximity of the oxygen lone pair and vacant, 

coplanar sp2 orbital. Several other minor fragments ions originate from [Δ8-THC + Ag]+, such as 

𝑚𝑚/𝑧𝑧 271, which fragments to 𝑚𝑚/𝑧𝑧 231 via an intramolecular elimination that is reminiscent of the 

𝛽𝛽-hydride abstraction of certain benzylpyridinium ions (Figures S5-7 and S5-8).275 This is 

contrary to the product ion spectrum of [CBC + Ag]+, where the 𝑚𝑚/𝑧𝑧 231 species dominates, 

indicating that it must be more stable relative to the 𝑚𝑚/𝑧𝑧 231 fragment produced from  

[Δ8/Δ9-THC + Ag]+, and thus, must exhibit a different structure.       
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Figure 5.2. Product ion spectra of (A) [Δ9-THC + Ag]+, (B) [Δ8-THC + Ag]+, (C) 
[CBC + Ag]+, and (D) [CBD + Ag]+, as measured at CE = 35 V. Note that Q1 was modified 
to transmit both 𝑚𝑚/𝑧𝑧 421 and 423 isotopologues of each argentinated cannabinoid. The 𝑚𝑚/𝑧𝑧 
of major fragments are highlighted by boxes. 
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Figure 5.3. Proposed mechanisms of formation for the major product ions observed in the 
MS2 spectra of [Δ9-THC + Ag]+ (blue), [Δ8-THC + Ag]+ (red), [CBC + Ag]+ (orange), and 
[CBD + Ag]+ (green).  

 

     The product ion spectrum of [CBC + Ag]+ also contains a plethora of minor fragments 

(Figures S5-9 and S5-10), the diversity of which is related to its structure. Instead of the tricyclic 

motif adopted by Δ8/Δ9-THC, CBC is a bicyclic system with an open chain that contains a single 

element of unsaturation. Experimental and computational validation of how the structural 

differences between cannabinoids impact their fragmentation mechanisms would be an interesting 
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follow-up study. Until such studies can be completed, we hypothesize that the “free arm” of CBC 

precludes decomposition via the retro Diels-Alder processes that were observed for Δ8/Δ9-THC. 

Instead, 𝑚𝑚/𝑧𝑧 353/355 forms directly from [CBC + Ag]+ via the loss of an isoprenyl radical. Further 

breakdown results in the formation of an aromatic diol with a 𝑚𝑚/𝑧𝑧 of 193 (Figure S5-10), or a 

hydroxylated methylchromene with a 𝑚𝑚/𝑧𝑧 of 174.  

     Compared to the diverse array of product ions observed for [CBC + Ag]+, and to some extent 

with [Δ8/Δ9-THC + Ag]+, [CBD + Ag]+ exhibits a much simpler MS2 spectrum. Only three ions 

with a 𝑚𝑚/𝑧𝑧 of 355, 353, and 231 are observed, with 𝑚𝑚/𝑧𝑧 231 being the most intense feature in the 

product ion spectrum. All three fragments appear to be extremely stable, with the 𝑚𝑚/𝑧𝑧 231 species 

being the most stable as per its intensity relative to the 𝑚𝑚/𝑧𝑧 355 and 353 signals. Additionally, the 

~52:48 ratio of the intensity for the 𝑚𝑚/𝑧𝑧 353 and 355 species suggests that these product ions contain 

silver, differing by the isotopic composition of 107Ag and 109Ag. This was confirmed by performing 

MS3 experiments on the 𝑚𝑚/𝑧𝑧 353 and 355 species, both of which produce 𝑚𝑚/𝑧𝑧 231 (Figure S5-11). 

It is likely that the 𝑚𝑚/𝑧𝑧 353 and 355 fragment ions are produced from 𝑚𝑚/𝑧𝑧 421 and 423, respectively, 

via a retro Diels-Alder decomposition that expels isoprene. This fragmentation is similar to the one 

incurred for [Δ8-THC + Ag]+, although in this case, silver is retained within the product ion. The 

retention of silver suggests that CBD has a higher affinity for Ag+ relative to Δ8-THC, which is 

reflected in quantum-chemical calculations of the 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for cannabinoid argentination (Table 5.1).  

 
Table 5.1. Calculated 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for each cannabinoid upon argentination. Calculations are 
performed at the DLPNO-CCSD(T)/Def2-TZVPP//𝜔𝜔B97X-D3/Def2-TZVPP level of theory. 

Cannabinoid 𝜟𝜟𝑮𝑮𝒂𝒂𝒂𝒂𝒂𝒂 / kJ mol−1 

CBN 200.6 
Δ8-THC 205.6 
exo-THC 210.3 
Δ9-THC 220.3 

CBD 262.2 
CBC 266.3 
CBG 290.4 
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Although the argentinated cannabinoid isobars exhibit distinct fragmentation patterns when 

subjected to CID, several cannabinoids produce minor amounts of a fragment that is isobaric with 

the major fragment generated by another cannabinoid. For example, 𝑚𝑚/𝑧𝑧 313 is the major fragment 

formed from [Δ9-THC + Ag]+, but is also formed in small quantities by [Δ8-THC + Ag]+, 

[CBC + Ag]+, and [CBD + Ag]+. Consequently, quantitation of Δ9-THC solely by MS2 would 

require subtraction of the contribution of Δ8-THC, CBC, and CBD to the 𝑚𝑚/𝑧𝑧 313 fragmentation 

channel. This deconvolution would be challenging, and ultimately precludes the use of tandem-mass 

spectrometry to 𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞 differentiate cannabinoid isobars. Zuilhof and coworkers have shown 

that tandem-MS can be used to 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠-quantitatively distinguish cannabinoids as argentinated 

adducts, but this is only applicable when samples contain exclusively Δ9-THC and CBD.276 To 

accurately quantitate samples that contain additional cannabinoids, a secondary separation 

technique is needed.  

 

5.5 DMS-MS2 analysis of the argentinated cannabinoids  

Guided by the prior success of separating Δ9-THC, CBD, and CBC as deprotonated species, we 

hypothesized that separation of the argentinated forms of each cannabinoid could be achieved in a 

DMS environment seeded with 1.5 mol% of IPA vapour.253 However, when infusing the cannabinoids 

via ESI (1 ppm in MeOH with 5 ppm of AgOAc) in the presence of 1.5 mol% of IPA, the signals 

corresponding [Δ8-THC + Ag]+ and [Δ9-THC + Ag]+ were not observed. Operation of the DMS in 

transmission mode (i.e., SV = 0 V, CV = 0 V) while conducting Q1 scans indicated that IPA 

adducts of the argentinated cannabinoids dominate the gas phase population in the IPA-modified 

environment (Figure S5-12). This inability to observe the bare [Δ8/Δ9-THC + Ag]+ species came 

as somewhat of a surprise, especially because other argentinated species have been detected as 

[M + Ag]+ adducts under analogous conditions.277 Quantum-chemical calculations of [Δ8/Δ9-

THC + Ag]+ show that Ag+ is relatively exposed compared to the analytes described in reference 277 

(cf. Figure S5-4). It stands to reason that introducing these species to an IPA-modified DMS 
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environment favours ion-solvent cluster formation irrespective of the affinity of the modifier for Ag+. 

Previous studies using the trapped ion mobility platform have demonstrated that Δ9-THC is 

particularly vulnerable to adduct formation, thus providing additional evidence that ion-solvent 

clustering adversely impacts the [Δ8/Δ9-THC + Ag]+ signal.278  

Because the susceptibility of [Δ8/Δ9-THC + Ag]+ to adduct formation impedes the use of chemical 

modifiers in the DMS workflow, we assessed the potential of separating argentinated cannabinoids 

in a pure N2 DMS environment. The separation efficacy was initially evaluated at the maximum SV 

achievable by the instrument (4500 V), at a DMS heater (DT) setting of 150 °C, and a declustering 

potential (DP) setting of 100 V. The ionograms measured under these conditions for  

[Δ9-THC + Ag]+ and for [Δ8-THC + Ag]+ are depicted in Figure 5.4. Curiously, the ionogram of 

[Δ9-THC + Ag]+ exhibited two features: a minor peak at CV = 15 V and a major peak at 

CV = 18 V. Selecting each peak in the ionogram of [Δ9-THC + Ag]+ and conducting precursor ion 

scans revealed that the entities eluting within the CV = 15 V window are clusters of the form  

[Δ9-THC + Ag + AcOH]+ and [Δ9-THC + Ag + AcOH + MeOH]+. The detection of clustered 

species by MRM suggests that these ions remain intact while passing through the DMS cell, and 

then dissociate in the atmospheric pressure region between the DMS cell and the orifice that leads 

to the mass spectrometer, or within the QJet/Q0 regions preceding Q1.46 Because the DT and DP 

settings regulate collisional activation within these regions of the instrument, minimizing these 

settings should mitigate the post-DMS fragmentation of the AcOH-containing clusters. Indeed, 

minimizing the DT to 50 °C and the DP to 0 V prevented the dissociation of Δ9-THC adducts, and 

resulted in an ionogram with a single peak for each cannabinoid with minimal loses to sensitivity 

(Figure 5.4C and S5-13).  

     After devising a technique that minimizes the dissociation of solvent adducts following DMS 

separation, we generated an ionogram for a mixture of argentinated cannabinoids containing  

Δ8-THC, Δ9-THC, CBD, and CBC. Resolving gas (i.e., DR gas) was introduced to enhance 

separation of the peaks corresponding to Δ9-THC and CBD (see TIC trace, Figure 5.5A; N2, 
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DR = 40 psi). Introducing DR gas throttles the flow of the carrier gas that transports ions through 

the DMS device. As a result, ions spend a longer time in the DMS cell and experience more SV duty 

cycles. Greater exposure to the SV enhances differences in the off-axis migration of the different 

cannabinoid ions, which in turn improves the separation power of the instrument at the cost of 

sensitivity. Figure 5.5B – Figure 5.5E show the ionograms obtained when monitoring specific 

MRM channels. For example, Figure 5.5B shows the 𝑚𝑚/𝑧𝑧 421/423 → 𝑚𝑚/𝑧𝑧 313 channel, which 

yields an ionogram that is dominated by the feature associated with [Δ9-THC + Ag]+, but shows 

minor contributions from the Δ8-THC, CBD, and CBC analogues. Achieving comparable peak areas 

for each argentinated cannabinoid requires that the Δ8/Δ9-THC content in the ESI solution to be 

5-fold greater than the concentration of CBD and CBC. This coincides with the enhanced affinity 

of Ag+ for CBD and CBC gleaned from quantum-chemical calculations; 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for the argentination 

of CBD and CBC (262.2 and 266.3 kJ mol−1, respectively) are significantly higher than for Δ8-THC 

and Δ9-THC (205.6 and 220.3 kJ mol−1, respectively). Nevertheless, argentination resulted in 

excellent sensitivity within each MRM channel, and, based on the high signal to noise ratio observed, 

should be suitable for quantitation by standard addition.  

     To determine the linear response range for quantification, we monitored each analyte by their 

most prominent MRM transition: 421/423 → 313 for [Δ9-THC + Ag]+, 421/423 → 245 for  

[Δ8-THC + Ag]+, 421/423 → 353/355 for [CBD + Ag]+, and 421/423 → 231 for [CBC + Ag]+. 

Triplicate measurements of analyte responses were taken for cannabinoid concentrations within the 

50 – 1000 ppb range, all of which were prepared in MeOH with 5 ppm of AgOAc and 200 ppb of 

CBD-A as an internal standard (𝑚𝑚/𝑧𝑧 465/467 → 231). The response for each cannabinoid in the 

50 – 1000 ppb range is shown in Figure S5-14 (R2 > 0.99), although it should be noted that this 

assessment does not consider matrix effects. Because the separation strategy involves detection of 

the analyte as [M + Ag]+, any matrix component that can bind Ag+ can induce analyte suppression, 

and thus, interfere with quantitation. To ensure that the linear response is not compromised by 

matrix effects, the same standard addition approach was used to quantify cannabinoids within a 

commercial cannabis extract. The “Full Spectrum Delta-8 THC Oil” produced by RedPill, which 
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contains Δ8- and Δ9-THC at concentrations of 19 and 3.8 mg mL−1, respectively, was selected for 

this purpose because its matrix includes several terpenes suspended in medium chain triglycerides, 

all of which can bind Ag+ and lead to suppression of the analyte. 

 

 

Figure 5.4. Ionograms of (A) [Δ9-THC + Ag]+ and (B) [Δ8-THC + Ag]+ in a pure N2 
environment at SV = 4500 V, DT = 150 °C, DP = 100 V, and DR = 10 psi. Ag+ adducts of 
Δ8/Δ9-THC (1 ppm) were produced via ESI from 50:50 MeOH/H2O containing 0.1% formic 
acid and 5 ppm of AgOAc. In panel (A), ion-solvent clusters of the form [Δ9-
THC + Ag + AcOH]+ and [Δ9-THC + Ag + AcOH + MeOH]+ dissociate in the post DMS 
region, resulting in an additional ionogram peak when gating on the [Δ9-THC + Ag]+ MRM 
transition. (C) Minimizing the DP and DT settings to 0 V and 50 °C, respectively, at 
SV = 4500 V prevents cluster dissociation and affords separation of a 1:1 mixture of Δ8/Δ9-
THC (1 ppm each).  
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Figure 5.5. (A) Total ion chromatogram and (B – E) extracted ion chromatograms from 
specific MRM transitions for the separation of argentinated Δ8-THC (red), Δ9-THC (blue), 
CBC (orange), and CBD (green) by DMS-MS. Major contributions to each MRM channel are 
shown on the right of each panel. Ionograms were obtained in a pure N2 environment at 
SV = 4500 V, DP = 0 V, and DT = 50 °C from a mixture containing Δ8-THC (500 ppb),  
Δ9-THC (500 ppb), CBD (100 ppb), CBC (100 ppb), and AgOAc (5 ppm) in MeOH.  
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     Quantitation of the RedPill extract was accomplished by a “dilute and shoot” approach, whereby 

a small aliquot of sample was diluted in MeOH by a factor of 50,000 prior to treatment with 5 ppm of 

AgOAc. Samples were then quantified by standard additions of Δ8-THC, Δ9-THC (50 – 750 ppb) 

with CBD-A (200 ppb) as the internal standard. Each respective standard addition was performed 

in triplicate, with the limit of detection (LOD) and limit of quantitation (LOQ) being determined 

from the slope (S) and standard deviation (𝜎𝜎) of the calibration curve (Eq. 5.4 and Eq. 5.5, 

respectively).34 In addition to matrix effects, we also considered that cannabinoids exhibiting a high 

𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for argentination can supress analytes with a comparatively low 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎. To account for this, 

we included standard additions of CBC and CBD (50 – 150 ppb) to the quantitation workflow. 

Linear response of each argentinated cannabinoid was not impacted by matrix components or high 

concentrations of CBC and CBD, as shown by the calibration curves in Figure S5-15 (R2 > 0.99). 

Moreover, LODs and LOQs associated with the argentination approach are comparable to those 

associated with DMS-based quantitation of cannabinoids as anions in an IPA modified environment 

(LOD ~ 20 ppb; see Tables S4 and S7 in ref. 253). Multiplication of the X-intercept determined 

from linear regression by the dilution factor yields concentrations of Δ8/Δ9-THC that align with 

those stated by the manufacturer (Table 5.2). Without knowledge of how the concentration of 

each cannabinoid was determined by the manufacturer, we cannot verify the accuracy of our results, 

although the agreement between the values supports the validity of the argentination approach for 

cannabinoid quantitation.  

Table 5.2. Quantitation of the Full Spectrum Δ8-THC Oil (RedPill). Quantitation was 
performed using standard additions (𝑛𝑛 = 3) of each cannabinoid with CBD-A (200 ppb) as 
the internal standard. 

Cannabinoid 
Manufacturer stated initial 
concentration / mg mL−1 

Measured Concentration 
/mg mL−1 

LOD / 
ppb 

LOQ 
/ ppb 

Δ8-THC 19 18.6 ± 0.5 19 57 
Δ9-THC 3.8 4.3 ± 0.3 15 45 

CBD < 1 0.3 ± 0.1 6 18 
CBC Not stated 0.1 ± 0.03 2 6 
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5.6 Extending the DMS-MS workflow to other argentinated cannabinoids 

     The success of the argentination approach described above prompted us to investigate whether 

other cannabinoids could be separated and quantified by DMS. Cannabigerol (CBG), the non-

psychoactive precursor of other cannabinoids, is growing in popularity as a CBD alternative owing 

to the clinical evidence that supports its potential in treating neurodegenerative disorders.279,280 

Similarly, cannabinol (CBN), a non-biogenic but psychoactive cannabinoid, forms upon exposure of 

Δ9-THC to air and light.281 These compounds can be found within commercial extracts as either 

intended components or inadvertent adulterants, the latter of which may arise from non-specific 

extraction protocols of hemp that has been harvested prematurely or stored improperly. Although 

CBG and CBN are protected by the 2018 AIA interpretation, their low relative abundance within 

the cannabis plant indicates that products containing these compounds are likely sourced from non-

compliant precursors or synthetic cannabinoids.282 One of the hallmarks indicative of cannabinoid 

synthesis, particularly from the acid-catalyzed isomerization of CBD,222–225,283 is exo-THC (i.e., Δ9,11-

THC),284 a psychoactive cannabinoid exhibiting a similar potency to Δ8-THC. It is reasonable to 

assume that DMS can be used to separate the argentinated forms of CBG, CBN, and exo-THC in 

tandem with Δ9-THC, Δ8-THC, CBD, and CBN, but before doing so, it is necessary to discern their 

fragmentation patterns such that analytes can be detected via MRM (Figure 5.6).  
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Figure 5.6. Proposed fragmentation mechanisms corresponding to the fragments observed in 
the MS2 spectra of argentinated exo-THC (magenta), CBN (cyan), and CBG (black).  

 

     Exo-THC exhibits product ions identical to those produced by Δ8/Δ9-THC, although, 

interestingly, exo-THC generates significant quantities of fragment ion pairs that differ by 2 Da. 

For example, 𝑚𝑚/𝑧𝑧 217/219 and 231/233 are generated from the 𝑚𝑚/𝑧𝑧 313 product that arises from 

the loss of 107AgH/109AgH from [exo-THC + Ag]+ (Figure S5-16). The ~1:3 ratio of the fragment 
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pairs does not coincide with the isotopic distribution of silver, so it is likely that these fragments 

are similar in structure to the 217 and 231 species observed during fragmentation of Δ8/Δ9-THC, 

albeit with one less element of unsaturation. This hypothesis is supported by performing MS3 

experiments on the 𝑚𝑚/𝑧𝑧 217/219 and 𝑚𝑚/𝑧𝑧 231/233 pairs, whereupon each pair produces fragments 

that also differ by 2 Da. It is unclear why changing the position of the double bond to the exocyclic 

position creates the additional 𝑚𝑚/𝑧𝑧 219 and 233 fragment ions, or from where exactly the 

unsaturation element is removed. One possibility, stemming from the instability of exocyclic double 

bonds,91 is that the methylenecyclohexane moiety undergoes concurrent hydrogenation and ring 

expansion, yielding a cycloheptane moiety through a variation of the well-known benzylium to 

tropylium rearrangement.285,286  

     The argentinated form of CBN (𝑚𝑚/𝑧𝑧 417 and 419) can be distinguished from the other 

cannabinoids solely by the 𝑚𝑚/𝑧𝑧 of the parent ion. However, aromatization of its cyclohexyl moiety 

raises the question of how the structural change will impact its fragmentation pattern during CID. 

MS2 studies indicate that CBN readily loses 107AgMe/109AgMe, yielding a fragment with 𝑚𝑚/𝑧𝑧 295 

that dominates the product ion spectrum (Figure S5-17). This behaviour is likely a consequence 

of the relatively low 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 of CBN for argentination (200.6 kJ mol−1) and the exceptional stability 

of the 𝑚𝑚/𝑧𝑧 295 fragment, where the loss of 107AgMe/109AgMe extends conjugation throughout the 

tricyclic system. Only at sufficiently high collision energies does the 𝑚𝑚/𝑧𝑧 295 species decompose via 

loss of a butyl radical, yielding the 𝑚𝑚/𝑧𝑧 238 species. Conversely, CBG exhibits the highest 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 

for argentination (290.4 kJ mol−1), and thus requires the highest collision energies to induce 

fragmentation (Figure S5-18). The exceptionally high 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 of CBG is associated with the 

conformational flexibility of the sidechain that features the 1,5-diene motif, resulting in stronger 

coordination of Ag+ relative to CBD and CBC whose 1,5-diene functionalities exist within their 

cyclic framework. Accordingly, [CBG + Ag]+ exhibits several fragments ions that retain silver in 

addition to two primary fragmentation channels, one that retains silver (𝑚𝑚/𝑧𝑧 299/301) and one that 

involves the loss of silver to produce the protonated form of its phenolic core (𝑚𝑚/𝑧𝑧 193).  
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Although CBG has a mass that is distinct from the other cannabinoids studied, its 107Ag-adduct 

(𝑚𝑚/𝑧𝑧 423) overlaps with the 109Ag adducts of Δ8/Δ9/exo-THC, CBD, and CBC (𝑚𝑚/𝑧𝑧 423). This 

overlap can be avoided by gating exclusively on the 109Ag isotopologue (𝑚𝑚/𝑧𝑧 425), but would result 

in a 52 % reduction in sensitivity (i.e., the relative abundance of 107Ag). Therefore, quantifying CBG 

requires monitoring a unique MRM transition that is distinct from the other argentinated 

cannabinoids. Although the product ions of [CBG + Ag]+ are the same as those of other 

cannabinoids, the collision energy required to induce their formation is far greater. This is evident 

in Figure 5.7 and S5-19, which demonstrates not only that DMS can resolve seven cannabinoids 

as argentinated adducts via MRM, but that the differing affinity of Ag+ for each cannabinoid 

impacts their intensity in the corresponding ionogram. In other words, compounds exhibiting a 

greater 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for argentination exhibit greater intensity during DMS analysis.  

     As described in Chapter 5.5, the quantitation of the RedPill extract demonstrated that the 

argentination strategy is insensitive to matrix effects and competition for Ag+ coordination. 

However, the latter condition was only demonstrated for CBC and CBD. Among the set of 

cannabinoids studied, CBG exhibits the largest 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for argentination (290.4 kJ mol−1), and so 

has the greatest potential to supress cannabinoids exhibiting a lower 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎, and thereby interfering 

with quantitation. To assess the impact of CBG on analyte suppression, we quantified the 

cannabinoids present in the Full Spectrum Hemp Multicannabinoid Oil extract produced by NuLeaf 

Naturals. This extract contains five cannabinoids, namely CBN, Δ9-THC, CBG, CBD, and CBC in 

a hemp seed oil matrix. However, it should be noted that the actual cannabinoid concentrations 

given on the product packaging are contradictory; the packaging states that CBN, Δ9-THC, CBG, 

CBD, and CBC are present at 12 mg mL−1, but also states that the concentration of Δ9-THC is 

13.6 mg mL−1 (Figure S5-20). The packaging also reports concentration as 𝑤𝑤/𝑤𝑤, which is 

14.2 mg g−1 for Δ9-THC and 12.6 mg g−1 for the other cannabinoids. It is unclear from the packaging 

which concentrations are correct, especially since quantitation by standard addition indicates that 

the CBD and CBC concentrations reported by the manufacturer are inaccurate.  
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Figure 5.7. (A) Total ion chromatogram (TIC) and (B – E) extracted ion chromatograms 
(XIC) from a specific MRM transition for the separation of argentinated Δ8-THC (red), 
Δ9-THC (blue), CBC (orange), CBD (green), exo-THC (magenta), CBN (cyan), and CBG 
(black) by DMS-MS. Ionograms were obtained in a pure N2 environment at SV = 4500 V, 
DP = 0 V, and DT = 50 °C from a mixture containing Δ8-THC (500 ppb), Δ9-
THC (500 ppb), CBD (100 ppb), CBC (100 ppb), exo-THC (500 ppb), CBN (500 ppb), 
CBG (100 ppb), and AgOAc (10 ppm) in MeOH.  
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     Extrapolation of the X-intercept via linear regression (R2 > 0.99) and multiplication by the 

dilution factor indicates that the CBD and CBC concentrations are 17.8 ± 1.3 mg mL−1 and 

2.1 ± 0.6 mg mL−1, respectively (Table 5.3). The measured concentrations of CBN, Δ9-THC, CBG 

in the extract align with those reported by the manufacturer, so it is unlikely that matrix effects or 

CBG suppression caused the inconsistency between the stated CBC and CBD concentrations and 

our findings. Were the inconsistencies due to isobaric interferences, both CBC and CBD would be 

uniformly affected, but we measure CBD at a higher concentration than the manufacturer's reported 

amount and CBC at a lower concentration. Alternatively, if matrix components or CBG resulted in 

suppression of CBC and CBD, then the concentration of all cannabinoids would be underestimated, 

especially those exhibiting low 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 for argentination (i.e., CBN). Compared to the RedPill 

extract, the NuLeaf extract exhibited slightly higher LOD/LOQs for cannabinoids, which is 

indicative of some suppression, likely by CBG. Consequently, replicate measurements exhibit 

slightly increased standard deviations, although Figure S5-21 indicates that linear response and 

quantitation via standard addition are unaffected (R2 > 0.99). Because CBG is present in only small 

amounts in many cannabis products, it is expected to have only a minor impact in most cases when 

measuring cannabinoids via argentination. 

 

Table 5.3. Results of the cannabinoid quantitation in the NuLeaf Naturals Full Spectrum 
Hemp Multicannabinoid Oil. Quantitation was performed using standard additions (𝑛𝑛 = 3) of 
each cannabinoid with CBD-A (300 ppb) as the internal standard.  

Cannabinoid 
Manufacturer stated initial 
concentration / mg mL−1 

Measured Concentration 
/ mg mL−1 

LOD / 
ppb 

LOQ / 
ppb 

Δ9-THC 13.6 14.5 ± 0.8 14 42 
CBD 12.0 17.8 ± 1.3 17 51 
CBN 12.0 12.4 ± 1.0 20 60 
CBG 12.0 13.2 ± 0.8 12 36 
CBC 12.0 2.1 ± 0.6 14 42 
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5.7 Conclusions 

The separation of seven cannabinoids (Δ8-THC, Δ9-THC, CBD, CBC, exo-THC, CBN, and CBG), 

five of which are isobaric, was achieved by DMS in a pure N2 environment when the analytes were 

detected as argentinated species (i.e., [M + Ag]+). Upon optimization of the MRM workflow to 

monitor analyte transmission through the DMS cell, it was discovered that the argentinated 

cannabinoids exhibit distinct fragmentation pathways. This finding was unexpected, as prior work 

suggested that the protonated and deprotonated forms of cannabinoids generate indistinguishable 

product ions from CID.239,240 It seems that the disparate fragmentation behaviour for the 

argentinated precursors is driven by formation of stable product ions via the loss of AgH, AgMe, or 

other silver-containing neutral product. Additionally, 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎, a measure of the propensity of each 

cannabinoid for argentination, impacts fragmentation behaviour, where cannabinoids exhibiting a 

high 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 tend to produce fragment ions that retain silver, whereas those with a comparatively 

lower 𝛥𝛥𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎 release silver more easily.  

Loss of silver-containing fragments were observed in all cannabinoids, providing an opportunity 

to mitigate sensitivity losses from isotope dilution (i.e., 52 % 107Ag / 48 % 109Ag). For example, the 

107Ag and 109Ag isotopologues of Δ9-THC have a 𝑚𝑚/𝑧𝑧 of 421 and 423 Da, respectively, both of which 

produce a prominent fragment ion with a 𝑚𝑚/𝑧𝑧 of 313. Adjusting the transmission window of the 

first quadrupole mass filter to 3 Da and setting the precursor ion mass to 422 Da (i.e., 

𝑚𝑚/𝑧𝑧 422 ± 1.5 Da) allows both isotopologues to be simultaneously detected by MRM 

(421/423 → 313) transition. Mitigation of isotope dilution could also be afforded by monitoring two 

MRM transitions for each argentinated precursor for Δ9-THC (i.e., 421 → 313 and 423 → 313), 

although this adds a layer of complexity to data processing. It is unfortunate that some cannabinoids 

produce small amounts of a fragment ion that has the same mass as a major fragment generated by 

another isobaric cannabinoid, as this negates the possibility of accurate quantitation solely by 

tandem-MS.  
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Incorporating DMS into the tandem-MS workflow enabled the (near)-baseline separation of Δ8-

THC, Δ9-THC, CBD, CBC, exo-THC, CBN, and CBG, and thus, facilitated the determination of 

each cannabinoid’s specific contribution to a particular MRM channel. To validate the effectiveness 

of the DMS-based separation, cannabinoid content was measured in two commercial extracts using 

standard additions with CBD-A as the internal standard. Linear response was observed across the 

50 – 1000 ppb (ng/mL) range (R2 > 0.99), and the limits of detection ranged from 10-20 ppb 

depending on the cannabinoid. The measured cannabinoid concentrations aligned with those 

reported by the manufacturer without any sample workup, which is especially impressive given that 

the matrix contained several additional components that are capable of binding Ag+ and can 

potentially supress cannabinoid argentination. Interestingly, the stated quantities of CBD and CBC 

provided by Nuleaf Naturals did not agree with our quantitative results. Measurements of other 

commercial products have demonstrated that cannabinoid amounts stated by the manufacturer can 

differ by up to 40 % from their true quantity,236 indicating poor testing capabilities. These findings 

underscore the necessity for analytical techniques that can accurately measure cannabinoid 

concentrations, in which the argentination + DMS-MS2 approach described here holds promise in 

this regard. 
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Chapter 6 

Development of tools to calculate ion mobility at arbitrary 

field strengths 

This chapter contains supplementary material that can be found within Appendix E. 

6.1 Introduction 

     The use of ion mobility spectrometry (IMS) as a standalone technique or when coupled to mass 

spectrometry (MS) continues to gain traction within the analytical and biophysical communities. 

This trend stems from the ability of IMS to separate analytes and probe their geometric structure. 

Several groups have shown that IMS-MS, which encompasses several variants,56,287,288 can solve 

challenging analytical problems as either the sole separation dimension or when coupled to liquid 

chromatography (LC).289,290 Each IMS technique uses electric fields to accelerate ions through the 

mobility region, with instrument variations being predominantly associated with the nature of the 

field (i.e., oscillating or static) and its magnitude. When analytes enter the mobility region, which 

is filled with an inert gas (typically N2), ion-neutral collisions create drag, countering field-induced 

acceleration. These opposing effects determines the velocity with which the analyte travels through 

the mobility cell and ultimately facilitates analyte separation. For each unique analyte, these 

interactions lead to a constant drift velocity for the analyte’s ensemble (𝑣𝑣𝐷𝐷) that is proportional to 

the applied electric field (E; Eq. 6.1): 

 𝑣𝑣𝐷𝐷 = 𝐾𝐾𝐾𝐾 Eq. 6.1 

     The proportionality factor, 𝐾𝐾, is colloquially known as the ion mobility coefficient, although it 

is far more common for practitioners to report the reduced mobility coefficient (𝐾𝐾0; Eq. 6.2), 

 𝐾𝐾0 = (𝐾𝐾)�𝑁𝑁
𝑁𝑁0

� Eq. 6.2 
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where 𝑁𝑁  is the particle density (molecules m-3) within the IMS device, and 𝑁𝑁0 is the particle density 

at 273.15 K and 1 atm (2.6868 × 1025 molecules m−3), which is also called the Loschmidt constant. 

Rewriting Eq. 6.1 using the reduced mobility coefficient yields Eq. 6.3, showing definitively that 

collision dynamics are influenced by the field strength and particle density, as represented by the 

reduced field strength term E/N. The E/N term is typically expressed in Townsend (Td), where 

1 Td = 10−21 V m2. Simply put, Eq. 6.3 indicates that increasing the field strength induces greater 

acceleration of the ion, whereas increasing the particle density (i.e., the pressure) increases the 

collision frequency such that the time for acceleration becomes shorter. Ultimately, this 

interdependency indicates that the reduced field strength is directly proportional to the mean 

collision energy of any ion-neutral collision.36      

 𝑣𝑣𝐷𝐷 = 𝐾𝐾0𝑁𝑁0
𝐸𝐸
𝑁𝑁

 Eq. 6.3 

     Within the low-field regime, an ion’s velocity responds linearly to changes in the reduced field 

strength, and thus, enables relation of an ion’s low-field mobility coefficient, 𝐾𝐾(0), to its collision 

cross section (CCS) via the Mason-Schamp equation (Eq. 6.4),36 whose derivation dates back to 

the early work on ion mobility by Langevin.291  

 𝐾𝐾(0) = 3
16

� 2𝜋𝜋
𝜇𝜇𝑘𝑘𝐵𝐵𝑇𝑇

�
1/2 𝑞𝑞

𝑁𝑁𝑁𝑁(𝑇𝑇 )
 Eq. 6.4 

We note that Eq. 6.4 is identical to Eq. 1.2 (presented in Chapter 1.1), albeit in a different form. 

Here, 𝜇𝜇 is the reduced mass of the ion-neutral pair, q is the absolute charge of the ion, kB is the 

Boltzmann constant, 𝑇𝑇  is the absolute temperature of the bath gas, and 𝛺𝛺 is the ion-neutral CCS, 

which is temperature dependent. The CCS represents the orientally-averaged collision area of the 

analyte with the buffer gas that fills the mobility cell, and as such, is intrinsically related to the 3D 

structure of the ion. The ability of IMS to discern molecular geometric structure from an ion’s CCS 

depends on two crucial factors: 1) the precise measurement of ion mobility under strictly controlled 

experimental conditions (i.e., temperature and pressure within the mobility region),35,292 and 2) the 

meticulous modeling of CCS/ion mobility from the computed geometry of the analyte. Owing to 
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the significant role CCSs play in chemical separations, modelling CCS has become an integral 

component of IMS research. Calculating an ion’s CCS in silico often mitigates ambiguity in IMS-

based structural assignments and provides valuable insight into the nature of the IMS-based 

separation mechanism. When modeling ion mobility, practitioners are primarily concerned with 

capturing the dynamics of a collision event between an ion and a gas particle, as collisions strongly 

depend on the electric field, pressure, and temperature. To express this relationship, the ion mobility 

is adjusted by the alpha function, which is usually expressed as a Taylor series composed of even-

ordered alpha coefficients (Eq. 6.5 and Eq. 6.6, respectively).293  

 𝐾𝐾 �𝐸𝐸
𝑁𝑁

� = 𝐾𝐾(0) �1 + 𝛼𝛼�𝐸𝐸
𝑁𝑁

�� Eq. 6.5 

 𝛼𝛼�𝐸𝐸
𝑁𝑁

� = 𝛼𝛼2 �𝐸𝐸
𝑁𝑁

�
2
+ 𝛼𝛼4 �𝐸𝐸

𝑁𝑁
�

4
+ 𝛼𝛼6 �𝐸𝐸

𝑁𝑁
�

6
+ ⋯ Eq. 6.6 

     The alpha function is approximately zero if the reduced field strength is within the so-called 

low-field limit (ca. 0 – 10 Td), which is why low-field IMS techniques such as drift-tube IMS 

(DTIMS) can be used as a tool for both structural elucidation and analytical separations. Structural 

elucidation is typically performed within the low-field limit, where an ion’s velocity distribution is 

characterized by a Maxwell-Boltzmann distribution at the temperature of the bath gas (𝑇𝑇 ), and 

hence, renders the Mason-Schamp relation valid. While advances in instrumentation have enabled 

high-throughput measurements of CCS on many low-field IMS platforms,100,105,106,134,294 development 

of computational frameworks for relating an ion’s structure to its CCS has progressed at a much 

slower pace. Several methods (and software that implements these methods) have been published 

over the years to calculate CCSs, a summary of which is provided in Supplementary  

Section 6-1 and in reference 160. However, most of the common CCS packages are limited to 

calculating thermal CCSs and/or low-field mobilities, and unfortunately are falling behind the surge 

in popularity of IMS techniques that operate at high field strengths.39,295 Both MobCal-MPI64 and 

IMoS296,297 are notable exceptions, as they have been modified to allow calculations of ion mobility 

at arbitrary field strengths. The calculation of mobilities above the low-field limit is based on the 
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work of Kihara,298 Mason and Schamp,299 and Viehland and Mason,300,301 the latter of whom devised 

two-temperature theory (2TT) to account for the non-negligible acceleration of ions in electric fields 

that surpass the low-field limit. Viehland and Mason define an effective temperature (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) that is 

composed of thermal and field-induced contributions that describe the relative velocity distribution 

of the ion-neutral pair, which, when incorporated into Eq. 6.5 and Eq. 6.6, generates Eq. 6.7.300,301 

 𝐾𝐾 = 3
16��

2𝜋𝜋
𝜇𝜇𝑘𝑘𝐵𝐵𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒

��
𝑞𝑞(1 + 𝛼𝛼)

𝑁𝑁 �Ω�𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒��
� Eq. 6.7 

Note that Teff can be expressed in terms of the drift velocity (Eq. 6.8), mobility coefficient (Eq. 

6.9), or reduced mobility coefficient (Eq. 6.10), where 𝑀𝑀 represents the molecular mass of the bath 

gas particle (i.e., 28 Da for N2). 

 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑇𝑇 + � 𝑀𝑀
3𝑘𝑘𝐵𝐵

�(𝑣𝑣𝐷𝐷)2(1 + 𝛽𝛽) Eq. 6.8 

 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑇𝑇 + � 𝑀𝑀
3𝑘𝑘𝐵𝐵

�(𝐾𝐾𝐾𝐾)2(1 + 𝛽𝛽) Eq. 6.9 

 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑇𝑇 + � 𝑀𝑀
3𝑘𝑘𝐵𝐵

��𝐾𝐾0𝑁𝑁0
𝐸𝐸
𝑁𝑁

�
2
(1 + 𝛽𝛽) Eq. 6.10 

Eq. 6.7 – Eq. 6.10 feature two correction factors, 𝛼𝛼 and 𝛽𝛽, the former of which is distinct from 

the alpha function shown in Eq. 6.5 and Eq. 6.6. These correction factors are non-zero when higher 

order approximations of 2TT are implemented but always result in an ion’s 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 being greater than 

𝑇𝑇  for any field strength greater than 0 Td. However, for low-field conditions (ca. < 10 Td), the 

contribution of the electric field to an ion’s drift velocity is negligible, resulting in a relative velocity 

distribution of the ion-neutral pair that resembles its thermal velocity. Consequently, under low-

field conditions 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑇𝑇  are equal, and Eq. 6.7 simplifies to Eq. 6.4.  

     Despite our group’s prior success in implementing the 2TT approach in modelling mobilities 

above the low-field limit,64 we have yet to formalize our approach within the IMS literature. Here, 

we report on an update to the parallelized CCS calculation suite MobCal-MPI, which is now capable 

of accurate ion mobility calculations at arbitrary field strengths. This update also optimizes the 



   6.2  
Modelling and ion’s 3D structure and atomic partial charges 

 

103 

treatment of ion-neutral collisions with N2, where evaluating the ion-neutral interaction potential 

from both nitrogen atoms of N2 instead of its centre of mass results in more accurate CCS 

calculations. By coupling the updated treatment of ion-neutral collisions with an empirically 

corrected 2TT implementation, MobCal-MPI 2.0 enables precise and efficient calculations of high-

field mobilities that accurately reproduce ion behaviour on high-field IMS platforms. 

 

6.2 Modelling and ion’s 3D structure and atomic partial charges 

     Similar to its predecessor, MobCal-MPI 2.0 computes CCSs based on the ion's geometric 

structure (given as 𝑥𝑥𝑥𝑥𝑥𝑥-coordinates), partial charges, and atom classes defined by the MMFF94 

force field.71 In order to evaluate the accuracy and efficiency of CCS calculations, we employ four 

different test sets: the calibration set (𝑁𝑁  = 162), validation set (𝑁𝑁 = 50), high-field validation set 

(𝑁𝑁 = 132), and peptide set (𝑁𝑁  = 12). The calibration and validation sets are composed of analytes 

with known CCSs (obtained from references 100,106,107,109,111,302–306), which encompass each atom type 

defined by the MMFF94 forcefield. Multiple conformers are considered for each analyte, which were 

obtained using the protocol outlined in the original MobCal-MPI publication.110 The high-field 

validation set is composed of small, rigid analytes (with a maximum of five conformers), for which 

our group has previously measured their high-field mobilities.64,95,307 Finally, structures in the peptide 

set were generated from the lowest energy structure determined from their amino acid sequence 

using the I-TASSER suite,308,309 and are used exclusively for benchmarking. The peptide set contains 

12 species ranging in length from 9 to 22 amino acid residues. To remove ambiguity in charge site 

assignment, the N-terminus and all basic residues (i.e., His, Lys, and Arg) of each peptide were 

protonated, leading to charge states ranging from +2 to +5. 

     All structures in the calibration, validation, and high-field validation sets were reoptimized using 

DFT at the 𝜔𝜔B97X-D3/def2-TZVPP level of theory.166,263,266–268 Subsequent calculation of partition 

functions (via computation of vibrational frequencies and rotational constants) at the same level of 
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theory enables Boltzmann weighting of different conformers for each ion. Atomic partial charges 

were computed via the CHELPG partition scheme using a grid composed of points spaced apart by 

0.1 Å, where each grid point is at most 3.0 Å away from any atom in the molecule.310 Due to the 

size of the molecules within the peptide set, calculations were conducted using the faster TPSS-

D3/def2-TZVPP level of theory311 and a coarser grid for partial charges (0.3 Å spacing, 2.8 Å cut-

off). DFT optimization of the structures obtained from I-TASSER was not necessary as the peptide 

set merely served for benchmarking. All DFT calculations were conducted with the ORCA 5.0.3 

program suite87,90 and were uploaded to the ioChem-BD database272 (see https://iochem-

bd.bsc.es/browse/review-collection/100/285126/7ae31bce0ab75f49f8043e51). Subsequent 

determination of the MMFF94 force field atom types was undertaken using OpenBabel.312 

     It should be noted that the level of theory (i.e., the DFT functional and basis set size) can 

impact the accuracy of the subsequent CCS calculations. This influence arises from the accuracy in 

determining ion structure, including bond lengths, angles, atomic partial charges, and 

thermochemistry, the latter of which is especially important when a Boltzmann weighting of 

conformers is used. Previous investigations using MobCal-MPI have systematically explored the 

performance of various basis sets and functionals.115 These studies revealed comparable performance 

among different hybrid functionals when combined with double or triple zeta basis sets that include 

polarization basis functions. With the introduction of MobCal-MPI 2.0, it is anticipated that this 

tool can be utilized for structures determined using multiple model chemistries. However, for the 

sake of consistency, users are recommended to perform geometry optimizations and assess 

thermochemistry using the methods employed for the calibration and validation sets (wB97X-

D3/Def2-TZVPP). 

 

https://iochem-bd.bsc.es/browse/review-collection/100/285126/7ae31bce0ab75f49f8043e51
https://iochem-bd.bsc.es/browse/review-collection/100/285126/7ae31bce0ab75f49f8043e51
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6.3 Evaluating ion mobility through the simulation of ion-neutral 

collisions 

     There are several free CCS calculation packages that are available to academic users.108,110,313–315 

These software packages typically “shoot” a molecule of buffer gas towards an analyte from multiple 

points of origin, analyzing each collision event to determine scattering angles. Depending on the 

CCS package used, ion-neutral collisions are modelled using one of three methods (see Figure 6.1A). 

The simplest of the three is the projection approximation (PA), which ignores all interactions 

between the ion and collision gas and does not require any evaluation of the incident gas 

trajectories.292,316 The PA calculates the CCS by defining the rotationally averaged area from buffer 

gas molecules that “strike” the ion. Although this method can evaluate an ion’s CCS exceptionally 

fast, its utility is limited to large, globular species – the PA is not suitable for small molecules or 

microsolvated clusters because CCSs are determined exclusively from the ion’s size, and not by ion-

neutral interactions.  

     The elastic hard-sphere scattering (EHSS) improves on the PA by evaluating CCSs from the 

deflection angle of a gas molecule following its collision with the static analyte.317 However, the 

EHSS method does not consider long-range interactions and treats all collisions as hard-sphere, 

specular scattering events. CCSs evaluated using the EHSS method tend to be inaccurate for small 

molecules where long-range interactions (e.g., charge/induced-dipole) are important.316,318,319 For 

example, the CCS of acetic acid in its neutral (CH3COOH) and deprotonated (CH3COO−) forms are 

41.82 Å2 and 41.39 Å2, respectively, when calculated by the PA method and 42.56 Å2 and 41.11 Å2, 

respectively, when calculated by the EHSS method. In contrast, the TM method computes values 

of 54.71 Å2 and 105.34 Å2, respectively. For systems where the long-range interactions become less 

crucial (e.g., proteins), PA and EHSS methods produce relatively accurate CCSs in a fraction of the 

time required by the trajectory method (TM).320,321 The increased calculation time of the TM stems 

from modelling collision events with a soft ion-neutral interaction potential that includes short- and 

long-range components. TM calculations require van der Waals (vdW), ion-induced dipole (IID), 
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and ion-quadrupole (IQ) components to describe what happens to a polarizable gas molecule upon 

interaction with a charged analyte. The vdW component accounts for Pauli repulsion at short 

distances and attractive dispersion forces at longer distances, whereas the IID and IQ terms account 

for the polarizability of the collision partner, which becomes more important at distances close to 

the minimum on the vdW potential. The functional forms of the vdW, IID, and IQ components are 

discussed in Chapter 6.7, which, when parameterized, yields CCSs of 55.5 Å2 and 116.4 Å2 for the 

CCSs of acetic acid and the acetate anion, respectively. 

 

 

Figure 6.1. (A) Summary of the main CCS calculation routines represented through collision 
trajectories. The projection approximation (PA; black trace) and elastic hard sphere scattering 
(EHSS; light purple trace) only consider direct contact between the ion and collision gas. The 
trajectory method (TM; green trace) evaluates the neutral trajectory as per the ion-neutral 
interaction potential, which is influenced by the charge density of the analyte. Areas of high 
partial positive charge (blue) and high partial negative charge (red) are mapped onto the ion 
total electron density cloud. (B) The buffer gas trajectories depend on their incident velocity, 
which depends on the temperature of the TM simulation. Higher temperature simulations 
(orange) decrease the momentum transfer between the ion and buffer gas relative to lower 
temperature simulations (purple).  
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     The TM determines an ion’s CCS from the momentum transfer integrals that describe a collision 

event; these are averaged over several thousand iterations that sample multiple velocities and 

geometries of the ion and collision partner (see Eq. 6.11).317 In Eq. 6.11, 𝜃𝜃, 𝜑𝜑, and 𝛾𝛾 define the 

relative orientation of the ion with respect to its collision partner, 𝑔𝑔 is the relative velocity of the 

ion-neutral pair, 𝑏𝑏 is the impact parameter, and 𝜒𝜒 is the scattering angle at which buffer gas is 

deflected upon interaction with the ion. Except for 𝜒𝜒, all parameters are determined at the beginning 

of the CCS calculation. Evaluation of 𝜒𝜒 requires simulation of the trajectory that the buffer gas 

takes upon colliding with the analyte, which is governed by the interaction potential. After remission 

of the gas molecule, 𝜒𝜒 is calculated as the angle between the initial and final vectors that define the 

trajectory of the buffer gas.  
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Eq. 6.11 

     Of the available CCS calculation methods, the trajectory method (TM) provides the most 

physically realistic approach to modelling CCS without performing large scale stochastic simulations 

of the ion travelling through the mobility device.322,323 This accuracy stems from the explicit 

consideration of the long-range component of the interaction potential, which will influence buffer 

gas trajectories. The velocity of the incoming buffer depends on the collision temperature (i.e., 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒), 

meaning that an increase in 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 corresponds to an increase in the average velocity of the ion and 

the buffer gas. Since 𝑔𝑔 describes the velocity of the buffer gas relative to the ion, one can simplify 

the evaluation of the collision event by assuming that the ion is static relative to the buffer gas. 

This indicates that increasing 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 shifts the Maxwell-Boltzmann distribution that defines the 

incident buffer gas velocities to higher values. Increased gas velocities will result in the collision 

partner feeling less of the long-range component of the ion-neutral interaction potential. 
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Consequently, the momentum transfer between the buffer gas and analyte will decrease, which 

decreases the CCS.  

     The diminishing momentum transfer as 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 increases is somewhat counterintuitive – one might 

expect that increasingly energetic collisions between the ion and buffer gas should yield a greater 

degree of momentum transfer. However, this is only true for striking collisions. Most collisions 

sampled during a TM calculation are glancing collisions, which deflect the collision partner to a 

lesser extent at high 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . This is best visualized by comparing collision events at low and high 

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 (see Figure 6.1B), where the scattering angle 𝜒𝜒 is higher for striking collisions compared to 

glancing collisions at high Teff. Since momentum transfer is proportional to (1 − cos𝜒𝜒),36 glancing 

collisions bring this term closer to zero [i.e., for 𝜒𝜒 < 90°; (1 − cos𝜒𝜒) < 1] whereas striking collisions 

increase this term because head-on collisions reflect the buffer gas molecule 

(i.e., 𝜒𝜒 > 90°; (1 − cos𝜒𝜒) > 1). The likelihood of a striking collision occurring between N2 and a 

molecule with a CCS of 160 Å2 is about 25% at 298 K. We can determine this quantity by assuming 

𝑥𝑥% of collisions will be striking and (1 − 𝑥𝑥)% of collisions will be glancing. As the ion’s 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 

approaches infinity, its CCS approaches the hard-sphere limit, which means that the only feasible 

collision events are those in which N2 strikes the ion. Thus, the probability that any collision will 

be striking can be estimated as the ratio between an ion’s CCS at the hard-sphere limit (i.e., as 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 

approaches infinity) and at the temperature of interest. By association, the probability that any 

collision will be glancing diminishes with increasing 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 because the effective area in which an ion 

can deflect an incoming molecule of N2 decreases. Moreover, momentum transfer becomes less 

efficient as incident N2 velocities increase, meaning that any glancing collisions will be deflected to 

a lesser extent. So, what does this mean in terms of calculating an ion’s CCS accurately? Given that 

the PA and EHSS methods do not incorporate a long-range component in their treatment of a 

collision event, they cannot accurately evaluate CCSs at different temperatures. Consequently, the 

PA and EHSS methods will not be useful when modelling an ion’s mobility wherein its effective 
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temperature changes dynamically with the electric field. To evaluate an ion’s CCS (and hence its 

mobility) at arbitrary field strengths, the temperature dependent TM must be used.  

 

6.4 Sampling collision events using the trajectory method 

     Figure 6.2 shows a schematic depicting the general methodology of the trajectory method to 

compute collision integrals. Importantly, the collision dynamics must be sampled to evaluate 𝜒𝜒, 

which depends on 𝑔𝑔, 𝑏𝑏, and the orientation of the ion relative to the starting position of the collision 

partner (N2). Evaluation of 𝜒𝜒 thus requires simulation of the trajectory that the buffer gas takes 

upon colliding with the analyte. Depending on the initial conditions (i.e., 𝑔𝑔, 𝑏𝑏, and ion-neutral 

orientation), substantially different collision behaviour can be observed. For example, N2 will be 

scattered to a much greater extent for collisions defined by a small impact parameter (striking 

collision) compared to a large impact parameter (glancing collision). In terms of the relative velocity 

of the ion-neutral pair, which is determined by the effective temperature, the degree of scattering 

diminishes for glancing collisions with increasing 𝑔𝑔. In contrast, the relative velocity has a 

significantly smaller impact on 𝜒𝜒 for striking collisions (see Supplementary Section S6-2). After 

remission of the gas molecule, 𝜒𝜒 is calculated as the angle between the initial and final vectors that 

define the trajectory of the buffer gas, the magnitude of which are equal because MobCal-MPI 2.0 

treats collisions elastically. With 𝜒𝜒 in hand for all starting conditions sampled, the CCS can be 

obtained via integration. For simplicity, we report the form of the Ω(𝑙𝑙,𝑠𝑠) only for spherically 

symmetric ion-neutral interaction potentials in Eq. 6.12 – Eq. 6.14, where the l and s indices 

denote the order of the collision integral. For further details on evaluating higher order collision 

integrals, please see Supplementary Section S6-3 and S6-4. 
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Figure 6.2. Schematic representation of how the trajectory method is employed for CCS 
calculations, using NMe4

+ as an example. Two collision events are shown (striking vs. glancing) 
that exhibit different impact parameters (𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑏𝑏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔) and relative velocities 
(𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 < 𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟), the latter of which corresponds to differing effective temperatures (higher 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 
is associated with higher g). The scattering angle, 𝜒𝜒, is calculated from the angle between the 
initial and final velocity vectors. Note that ion-neutral collisions are treated elastically, so the 
remission velocity (𝑔𝑔𝑓𝑓) is equivalent to the incident velocity (𝑔𝑔𝑖𝑖). Isosurfaces correspond to 
the vdW radii of the atoms contained within the molecule. 

 𝛺𝛺(𝑙𝑙,𝑠𝑠)�𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒� = � 𝑄𝑄(𝑙𝑙)(𝑔𝑔)𝜔𝜔(𝑠𝑠)�𝑔𝑔, 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒� d𝑔𝑔
∞

0

 Eq. 6.12 

 𝜔𝜔(𝑠𝑠)�𝑔𝑔, 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒� = 1
2𝑠𝑠+1(𝑠𝑠 + 1)!

 � 𝜇𝜇
𝑘𝑘𝐵𝐵𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒

�
𝑠𝑠+2

�𝑔𝑔2𝑠𝑠+3 𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝜇𝜇𝑔𝑔2

2𝑘𝑘𝐵𝐵𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒
�� Eq. 6.13 

 𝑄𝑄(𝑙𝑙)(𝑔𝑔) = 2𝜋𝜋 �1 − 1 + (−1)𝑙𝑙

2(1 + 𝑙𝑙)
�

−1

� [1 − cos𝑙𝑙(𝜒𝜒)]𝑏𝑏 d𝑏𝑏
∞

0

 Eq. 6.14 

     Within Eq. 6.14, integration over 𝑏𝑏 and the orientation of the ion is accomplished using Monte-

Carlo (MC) sampling. In other words, the ion is randomly rotated in space and an impact parameter 
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is randomly chosen between 0 and an initially derived 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 (see Supplementary Section S6-2 

for details). The sample size of this MC integration is termed 𝑖𝑖𝑖𝑖𝑖𝑖 in MobCal-MPI. In contrast, the 

integration over the relative velocity of the ion-neutral pair is sampled on fixed grid points, which 

are denoted 𝑖𝑖𝑖𝑖𝑖𝑖. In the previous implementation of MobCal-MPI, a weighted grid was used to 

efficiently integrate over velocity space.110,317,319 However, changing the temperature that defines the 

velocity distribution requires the weighted grid to be modified for every collision integral because 

the weighting functions (𝜔𝜔(𝑠𝑠)) depend on 𝑠𝑠 and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 (as per Eq. 6.13). Since our goal is to efficiently 

calculate multiple collision integrals (up to Ω(2,4)) over the range defined by the temperature of the 

bath gas (𝑇𝑇 ) and the highest effective temperature desired by the user (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚), we implemented 

a linear grid of velocity points defined by the temperature range. Because the linear grid of velocities 

is shared between all CCS integrations, only one set of N2 scattering trajectories is required to 

evaluate all collision integrals. In other words, using a linear grid to sample collision events between 

𝑇𝑇  and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 enables the simultaneous evaluation of the ion’s mobility and CCS at any 

temperature within this range. 

 

6.5 Statistical analysis of the sampled collision events 

     The integration over the MC sampled trajectories for a fixed relative velocity (𝑔𝑔) yields the 

momentum transfer integrals (𝑄𝑄(𝑙𝑙)) for that particular velocity. To estimate the statistical 

uncertainties associated with the sampling, the integration is repeated 𝑖𝑖𝑖𝑖𝑖𝑖 times (yielding 𝑄𝑄𝑖𝑖
(𝑙𝑙)(𝑔𝑔) 

for 𝑖𝑖 = 1, 2, …, 𝑖𝑖𝑖𝑖𝑖𝑖, which in turn produces an average (Eq. 6.15), standard deviation (Eq. 6.16), 

and confidence interval (CI; Eq. 6.17).  

 𝑄𝑄(𝑙𝑙)����������(𝑔𝑔) = �𝑄𝑄𝑖𝑖
(𝑙𝑙)(𝑔𝑔)

𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖=1
 Eq. 6.15 

 𝜎𝜎 �𝑄𝑄(𝑙𝑙)(𝑔𝑔)� =
⎷

��
�

�
�𝑄𝑄(𝑙𝑙)����������(𝑔𝑔) − 𝑄𝑄𝑖𝑖

(𝑙𝑙)(𝑔𝑔)�
2

𝑖𝑖𝑖𝑖𝑖𝑖 − 1

𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖=1
 Eq. 6.16 
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 𝜎𝜎𝐶𝐶𝐶𝐶 �𝑄𝑄(𝑙𝑙)(𝑔𝑔)� = 𝑡𝑡(99%)√
𝑖𝑖𝑖𝑖𝑖𝑖

 𝜎𝜎 �𝑄𝑄(𝑙𝑙)(𝑔𝑔)� Eq. 6.17 

Here, 𝑡𝑡(99%) = 2.57 is the two-sided, 99 % quantile of the standard normal distribution. Increasing 

the amount of MC sampling points (𝑖𝑖𝑖𝑖𝑖𝑖) will lower the variances of the 𝑄𝑄𝑖𝑖
(𝑙𝑙)(𝑔𝑔), and increasing the 

number of repetitions (𝑖𝑖𝑖𝑖𝑖𝑖) will increase confidence in the average. Consequently, both values affect 

the uncertainty, which is represented by the 99 % confidence interval. 

     The above analysis is performed for each point within the velocity grid, which has a size of 𝑖𝑖𝑖𝑖𝑖𝑖. 

The momentum transfer integrals are then integrated over these velocity grid points to yield the 

collision integrals (cf. Eq. 6.12). This integration can also be viewed as taking a weighted average 

of the 𝑄𝑄(𝑙𝑙)(𝑔𝑔), whereby 𝜔𝜔(𝑠𝑠)(𝑔𝑔) reflects the weighting function. Thus, the uncertainties associated 

with each 𝑄𝑄(𝑙𝑙)(𝑔𝑔) can be propagated according to Eq. 6.18, where Δ𝑔𝑔 is the spacing of the velocity 

grid. Increasing 𝑖𝑖𝑖𝑖𝑖𝑖 decreases Δ𝑔𝑔, and hence, decreases the uncertainty of the calculated CCS. Given 

that Ω(1,1) is the primary contributor to the mobility for all field strengths, and that other Ω(𝑙𝑙,𝑠𝑠) 

provide only small corrections, we consider only 𝜎𝜎𝐶𝐶𝐶𝐶�Ω(1,1)� when evaluating the uncertainty of the 

mobility coefficient 𝐾𝐾. It is worth noting that Eq. 6.18 does not require an additional normalization 

factor, as ∑𝜔𝜔(𝑠𝑠)(𝑔𝑔𝑖𝑖)Δ𝑔𝑔 equates to unity.  

 𝜎𝜎𝐶𝐶𝐶𝐶�𝛺𝛺(𝑙𝑙,𝑠𝑠)� = ���𝜎𝜎𝐶𝐶𝐶𝐶�𝑄𝑄(𝑙𝑙)(𝑔𝑔𝑖𝑖)�𝜔𝜔(𝑠𝑠)(𝑔𝑔𝑖𝑖)𝛥𝛥𝛥𝛥�
2𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖=1
 Eq. 6.18 

6.6 Evaluating high-field mobilities via 2TT 

     To calculate high-field mobilities within MobCal-MPI 2.0, the user is prompted to give a range 

of effective temperatures, whereby the lowest temperature (𝑇𝑇 ) is equivalent to the bath gas 

temperature of their IMS instrument, and the highest temperature (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚) denotes the maximum 

effective temperature for which they wish to compute mobilities. The velocity grid is set up 

accordingly, and the momentum transfer integrals are computed for each velocity grid point. Then, 

for a given 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖, all required collision integrals Ω(𝑙𝑙,𝑠𝑠) and matrix elements 𝑎𝑎𝑟𝑟𝑟𝑟(𝑙𝑙) are computed. 

Next, the truncation-iteration procedure from 2TT theory is used to calculate the required quantities 
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using the 2nd order approximation (see Supplementary Section S6-3).64,301 From this, the drift 

velocity and the reduced field strength are obtained, whose ratio yields the ion mobility coefficient 

as per Eq. 6.3. Due to the quadratic relationship between 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 and 𝐸𝐸/𝑁𝑁  (cf. Eq. 6.8 – Eq. 6.10), 

the distribution of 𝐸𝐸/𝑁𝑁  values obtained from the linear grid of effective temperatures is non-

uniform, with a greater density of grid points at higher field strengths. Fortunately, the ion mobility 

coefficient exhibits larger changes as the field strength increases, so the denser sampling of points 

at higher 𝐸𝐸/𝑁𝑁  enables more accurate reproduction of its behaviour. 

6.7 Optimizing the accuracy of CCS calculations 

     In MobCal-MPI 2.0, we retain the form of the ion-neutral interaction potential (𝑉𝑉𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡; Eq. 6.19) 

from its predecessor, which consists of a van der Waals (vdW) term composed of a modified 

Buckingham potential (Exp-6) derived from the MM3 forcefield (𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣 ; Eq. 6.20),324 an ion-induced 

dipole term (𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼; Eq. 6.21),318 and an ion-quadrupole term (𝑉𝑉𝐼𝐼𝐼𝐼; Eq. 6.22).318 With increasing 

buffer gas polarizability, the 𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼 term plays an increasingly significant role in the ion-neutral 

potential. If the buffer gas possesses a quadrupole moment (e.g., N2), the addition of an ion-

quadrupole potential is crucial for the evaluation of accurate scattering trajectories.318,325 To mimic 

the quadrupole moment of molecular nitrogen (4.65 ± 0.08 × 10−40 C cm2),326 partial charges of 

−0.4825 e are assigned to each nitrogen atom and balanced by a point charge of +0.965 e at its 

centre of mass. This simplifies the calculation of the ion-quadrupole potential, where the atomic 

partial charges on the analyte (𝑞𝑞𝑖𝑖) are iterated over their distance to each pseudo-charge site of N2. 

 𝑉𝑉𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣 + 𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑉𝑉𝐼𝐼𝐼𝐼 Eq. 6.19 
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 𝑉𝑉𝐼𝐼𝐼𝐼 = 1
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 ��
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𝑟𝑟𝑖𝑖𝑖𝑖

3

𝑗𝑗=1

𝒩𝒩

𝑖𝑖=1
 Eq. 6.22 

     In the original MobCal-MPI publication,110 the 𝜀𝜀𝑖𝑖 and 𝑟𝑟𝑖𝑖
∗ parameters were based on the 

implementation from the Kim group,302 who combined atomic parameters from the MMFF94 force 

field for the ion with parameters for molecular N2.71 The enhanced accuracy of this approach can be 

attributed to distinction of atom types within the MMFF94 framework (e.g., sp3 versus sp2 

hybridized carbon centres have different 𝜀𝜀𝑖𝑖 and 𝑟𝑟𝑖𝑖
∗), allowing for the more accurate evaluations of 

the vdW component of the ion-neutral interaction potential. Because the MMFF94 parameters 

derived for N2 describe a molecular entity (i.e., diatomic nitrogen), the distance term in the 𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣  

pairwise interactions (𝑟𝑟𝑖𝑖) can be evaluated in two ways (Figure 6.3). In the first case, N2 can be 

treated as pseudo-atomic entity, whereby pairwise interactions are calculated with respect to its 

center of mass (CoM). Alternatively, ion-neutral interaction potentials can be evaluated by 

considering the pairwise interaction between each atom in the analyte and each nitrogen atom in 

N2, and then averaging the result (Avg-N2). The latter case (intuitively) seems to be more 

reasonable, especially at short ion-neutral distances where the orientation of the N2 molecule 

significantly impacts the repulsive portion of the interaction potential (see 

Supplementary Section S6-5). 

     Owing to the inherent parameterization of vdW terms within the MMFF94 forcefield, linear 

scaling parameters (𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) could be applied uniformly to the 𝜀𝜀𝑖𝑖 and 𝑟𝑟𝑖𝑖
∗ corresponding to 

each atom type, greatly simplifying their optimization (Eq. 6.23 and Eq. 6.24, respectively). This 

suggests that the same optimization methodology for 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 can be applied to either the 

CoM or Avg-N2 version of the potential. 

 𝜀𝜀𝑖𝑖
′ = 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ⋅ 𝜀𝜀𝑖𝑖 Eq. 6.23 

 𝑟𝑟𝑖𝑖
∗′ = 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ⋅ 𝑟𝑟𝑖𝑖

∗ Eq. 6.24 
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Figure 6.3. The two variations of calculating interaction potentials with N2 depicted for N-
protonated 2-aminophenol. In the averaged N2 version, the potential is calculated from each 
atom of the ion to both atoms of N2, and subsequently averaged. In the centre of mass version, 
the potential is calculated from each atom of the ion to the centre of mass of the N2. Isosurfaces 
correspond to the vdW radii of the atoms contained within the molecule. 

 

     To assess the accuracy of both the CoM and Avg-N2 approaches, we calculated the CCS of the 

162 compounds in the calibration set using various combinations of 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, and compared 

the results with their experimentally measured CCSs. Figure 6.4A and Figure 6.4B show the 

root mean square errors (RMSE) between the calculated and measured CCSs as contour plots for 
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the Avg-N2 and CoM approaches, respectively. Similar to the previous version of MobCal-MPI, there 

is no single set of scaling parameters that performs best for MobCal-MPI 2.0, but rather a range of 

values that yield RMSEs of < 2.5 %. Interestingly, the CoM and Avg-N2 methods exhibit 

comparable accuracies despite the Avg-N2 approach being more physically realistic. It is possible 

that the similar accuracies observed for both approaches stem from the flexibility of the optimization 

of 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 when only considering a finite set of test molecules. To validate the accuracy of 

both approaches, we selected a set of scaling parameters that performed well for the CoM 

(𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 1.000 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.580) and Avg-N2 approaches (𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 0.825 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 1.275), and 

assessed their accuracy using a separate set of 50 molecules (validation set; Figure 6.4C and 

Figure 6.4D, respectively). 

     By examining the differences between the experimentally determined and calculated CCSs of 

the validation set, it can be concluded that the Avg-N2 and CoM methods both produce accurate 

results. We were surprised to find that the RMSE of the CoM version (2.27 %) is only slightly larger 

than the RMSE of the Avg-N2 approach (2.16 %). The reason for their similarity is likely due to the 

prevalence of glancing collisions at 298 K, which account for approximately 75 % of all collisions for 

a molecule with a CCS of 160 Å2.64,257 The CoM approach, which does not accurately capture the 

repulsive portion of the interaction potential, still produces accurate CCSs at room temperature 

because the repulsive portion is only important when evaluating striking collisions. However, usage 

of the CoM rather than the Avg-N2 approach is not justified at high reduced field strengths because 

an inaccurate treatment of ion-neutral repulsion will result in erroneous CCSs under conditions 

where striking collisions dominate (i.e., at high 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒). For this reason, we implemented the Avg-N2 

approach in MobCal-MPI 2.0 to ensure greater internal consistency of the code when adding collision 

gases, for which an explicit treatment of all atoms will also be important (e.g., CO2, SF6). 
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Figure 6.4. The RMSE, shown as a contour plot, for the optimization of 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 using 
the (A) Avg-N2 or (B) CoM approach for the calibration set (162 molecules). To validate the 
accuracy of (C) Avg-N2 or (D) CoM approaches, we employed the values of 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
yielding the lowest RMSE to calculate the CCS of 50 distinct molecules that were not present 
in the calibration set (validation set). All CCS calculations were performed at 298 K with 
𝑖𝑖𝑖𝑖𝑖𝑖 = 5, 𝑖𝑖𝑖𝑖𝑖𝑖 = 104, and 𝑖𝑖𝑖𝑖𝑖𝑖 = 512. 

 

6.8 Assessing CCS calculation uncertainty via the statistical analysis of 

collision events 

     After optimizing the scaling parameters for the Avg-N2 approach, we assessed the ability of our 

new method to propagate statistical uncertainties that determine the final uncertainty of the CCS 
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calculation. In the previous version of MobCal-MPI, the uncertainty in a CCS calculation was 

determined by the standard deviation in the CCS measured during each 𝑖𝑖𝑖𝑖𝑖𝑖 cycle. While this 

methodology does assess uncertainty in a reasonable manner, it does not explicitly consider the 

effects of all integration parameters on the final uncertainty (i.e., 𝑖𝑖𝑖𝑖𝑖𝑖, 𝑖𝑖𝑖𝑖𝑖𝑖, and 𝑖𝑖𝑖𝑖𝑖𝑖). Our new 

methodology for treating uncertainty is depicted in Figure 6.5 using protonated caffeine as 

example. Here, the standard deviation in the calculated momentum transfer cross sections (𝑄𝑄(𝑙𝑙); 

panel A) and the integrand for the CCS (𝑄𝑄(𝑙𝑙)𝜔𝜔(𝑠𝑠); panel B) are shown as a function of the relative 

velocity (𝑔𝑔). Because we only sample a finite number (imp) of randomized trajectories per velocity 

point, the individual 𝑄𝑄𝑖𝑖
(𝑙𝑙)(𝑔𝑔) for each 𝑖𝑖𝑖𝑖𝑖𝑖 will be slightly different, the standard deviation of which 

is shown by the shaded areas in Figure 6.5A. The confidence interval describes that the value of 

𝑄𝑄(𝑙𝑙)(𝑔𝑔) upon infinite sampling of trajectories (i.e., the statistically “true” value) lies within 𝑄𝑄(𝑙𝑙)����������(𝑔𝑔) ±

𝜎𝜎𝐶𝐶𝐶𝐶 �𝑄𝑄(𝑙𝑙)(𝑔𝑔)� with 99 % confidence (cf. Eq. 6.17); this value is reported in the output of MobCal-

MPI 2.0. Thus, increasing the number of trajectories sampled (𝑖𝑖𝑖𝑖𝑖𝑖) reduces the standard deviation, 

while increasing the number of iteration cycles (𝑖𝑖𝑖𝑖𝑖𝑖) reduces the uncertainty with respect to the 

“true value”. Further, increasing the number of velocity points (𝑖𝑖𝑖𝑖𝑖𝑖) yields a finer grid along the 𝑥𝑥-

axis, which in turn increases the accuracy of the numerical integration, and leads to a decrease in 

the final uncertainty of the collision integrals, 𝜎𝜎𝐶𝐶𝐶𝐶�Ω(𝑙𝑙,𝑠𝑠)�. 

     In this statistical analysis, we observe a general trend where collision integrals of higher order 

or at higher temperatures always exhibit smaller uncertainties. For example, Figure 6.5A shows 

that the degree of momentum transfer decreases as the relative velocity between collision gas and 

ion increases. This decrease occurs because the contribution of glancing collisions to the total 

momentum transfer continually decreases with 𝑔𝑔 until all collision events are striking.327 

Consequently, the standard deviations 𝜎𝜎�𝑄𝑄(𝑙𝑙)� also decrease with 𝑔𝑔, leading to differing uncertainties 

for the two collision integrals shown in Figure 6.5B (2.0 Å2 vs. 0.7 Å2). This disparity is a 

consequence of the respective weight functions (𝜔𝜔(𝑠𝑠)), which are centred at different relative 
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velocities owing to their evaluation at distinct values of 𝑠𝑠 and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . Note that the functional 

dependency of 𝑄𝑄(𝑙𝑙) on 𝑔𝑔 is influenced by the various terms in the interaction potential.328 

 

 

Figure 6.5. (A) Momentum transfer integrals and (B) CCS integrands of protonated caffeine. 
The standard deviations from Eq. 6.16 are shown as shaded areas, and the final uncertainty 
for 𝛺𝛺(𝑙𝑙,𝑠𝑠) corresponds to that from Eq. 6.18. CCS calculations were performed using 𝑖𝑖𝑖𝑖𝑖𝑖 = 10, 
𝑖𝑖𝑖𝑖𝑖𝑖 = 104, 𝑖𝑖𝑖𝑖𝑖𝑖 = 512 and 𝑇𝑇 = 298 K (panel B; red) for 𝛺𝛺(1,1), and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 = 800 K for 
𝛺𝛺(2,4) (panel B; blue). 

 

     Although the decrease in CCS uncertainty with increasing temperature cannot be avoided unless 

a weighted grid for 𝑔𝑔 is used, our implementation of the linear grid enables the near-instantaneous 
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evaluation of an ion’s CCS for any temperature within a user-specified range once the 𝑄𝑄(𝑙𝑙) are 

determined. This occurs because an ion’s CCS is determined from the area under the curve of 

𝑄𝑄(𝑙𝑙)𝜔𝜔(𝑠𝑠), the calculation time for which is practically instantaneous compared to the time required 

to evaluate N2 scattering trajectories from ~ 106 collision events. However, accurate numerical 

integration necessitates that 𝑄𝑄(𝑙𝑙)𝜔𝜔(𝑠𝑠) goes to zero as it approaches the integration limits. To ensure 

this condition is met, we establish boundary conditions that encompass the relative velocities that 

contribute to collision integrals at a given 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . Figure 6.5B illustrates this process, where the 

lowest order collision integral, Ω(1,1), evaluated at the lowest temperature specified by the user 

(i.e., 𝑇𝑇 ) determines the lower velocity integration limit. Similarly, the highest-order collision 

integral, Ω(2,4), evaluated at the highest user-specified effective temperature (i.e., 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚) 

establishes the upper velocity integration limit. The exact method for determining integration limits 

using 𝑄𝑄(1)𝜔𝜔(1) and 𝑄𝑄(2)𝜔𝜔(4) is provided in Supplementary Section S6-4. Since the upper and 

lower limits of the effective temperature determine the range of relative velocities sampled, assessing 

trajectories on a common velocity grid produces internally consistent 𝑄𝑄(𝑙𝑙). This enables the use of 

the same trajectories to evaluate 𝑄𝑄(𝑙𝑙)𝜔𝜔(𝑠𝑠) at any temperature between 𝑇𝑇  and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚, thereby 

enabling straightforward determination of any CCS within the temperature range via numerical 

integration. By implementing the linear grid, MobCal-MPI 2.0 offers significantly faster CCS 

calculations for multiple temperatures compared to its predecessor, where collision integrals had to 

be recalculated for each user-specified temperature. In other words, if a user wants to compute CCSs 

at 𝑛𝑛 effective temperatures, calculation via the original MobCal-MPI code takes 𝑛𝑛-times longer than 

MobCal-MPI 2.0. 

 

6.9 An in-depth analysis of the uncertainty in CCS calculations 

     Owing to the impact of the size of 𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑖𝑖𝑖𝑖𝑖𝑖 on the final uncertainty of calculated CCSs, a 

comprehensive analysis is required to understand their exact effect. This was accomplished by 

calculating the CCSs (𝑇𝑇 =  298 𝐾𝐾) of the validation set using discrete sampling sizes for the impact 
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parameter (𝑖𝑖𝑖𝑖𝑖𝑖; 256, 512, 768, and 1024) and the relative velocity of the ion-neutral pair 

(𝑖𝑖𝑖𝑖𝑖𝑖; 56, 104, 152, and 200). For optimal CCS calculation efficiency within the parallelized 

framework of MobCal-MPI 2.0, sampling sizes for 𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑖𝑖𝑖𝑖𝑖𝑖 were chosen to be divisible by the 

number of cores used for the CCS calculation (here, 𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 8). The distribution of final relative 

uncertainties (𝜎𝜎𝐶𝐶𝐶𝐶�Ω(1,1)�/Ω(1,1)) is shown as a violin plot for each (𝑖𝑖𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖) combination, with the 

mean relative uncertainty noted in blue (Figure 6.6). As expected, the relative uncertainty 

decreases as the number of sampling points in either the 𝑖𝑖𝑖𝑖𝑖𝑖 or 𝑖𝑖𝑖𝑖𝑖𝑖 dimension increases. The 

average computing time also increases with increasing 𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑖𝑖𝑖𝑖𝑖𝑖 because the number of 

trajectories sampled during one 𝑖𝑖𝑖𝑖𝑖𝑖 cycle is given by the product of 𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑖𝑖𝑖𝑖𝑖𝑖.  

     Our statistical analysis of uncertainty indicates the presence of a partial invariance along the 

diagonals of Figure 6.6. For example, the mean relative uncertainty and calculation time for 

(𝑖𝑖𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖) = (104,768) is similar to that observed from the (𝑖𝑖𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖) = (152,512). Using these 

relatively large 𝑖𝑖𝑖𝑖𝑖𝑖 grid sizes was necessary because of the changes implemented to MobCal-MPI 2.0, 

whereby velocities are sampled using a linear grid. Compared to the predecessors of MobCal-

MPI,317,319 which used a weighted velocity grid that confined the velocity distribution to values 

populated at the temperature of the CCS calculation, only 48 𝑖𝑖𝑖𝑖𝑖𝑖 points were required to achieve a 

mean relative uncertainty of 0.95 %.110 However, since the linear grid does not confine the velocity 

distribution to values populated at the effective temperature of the CCS calculation, additional 

velocity points are necessary to achieve an equivalent level of precision. Consequently, users should 

choose a set of (𝑖𝑖𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖) such that: 1) the statistical uncertainty of MobCal-MPI 2.0 parallels that 

of its predecessor, and 2) the statistical uncertainty does not exceed the RMSE between calculated 

and experimental CCS (2.16 %; cf. Figure 6.4B). We recommend settings of 𝑖𝑖𝑖𝑖𝑖𝑖 = 512 and 

𝑖𝑖𝑖𝑖𝑖𝑖 = 104 for most CCS evaluations, as this offers a balance between high precision and calculation 

time. However, if a higher level of precision is required, such as distinguishing between two isomers 

or protomers with very similar CCS values, we recommend using 𝑖𝑖𝑖𝑖𝑖𝑖 = 768 or 𝑖𝑖𝑖𝑖𝑖𝑖 = 1024 along 

with an 𝑖𝑖𝑖𝑖𝑖𝑖 setting of 200 (Table 6.1).  
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Figure 6.6. Distributions of relative CCS uncertainties, 𝜎𝜎𝐶𝐶𝐶𝐶�𝛺𝛺(1,1)�/𝛺𝛺(1,1), for the validation 
set (𝑁𝑁 = 50) for different combinations of velocity sample points (𝑖𝑖𝑖𝑖𝑖𝑖) and orientation/impact 
parameter sample points (𝑖𝑖𝑖𝑖𝑖𝑖). Blue numbers below each distribution correspond to mean 
relative CCS uncertainties and black numbers to average computing time.  
 

Table 6.1. Recommended settings for CCS calculations in MobCal-MPI 2.0 under low-field 
conditions. 

Calculation 
Type 

𝑖𝑖𝑖𝑖𝑖𝑖 setting 𝑖𝑖𝑖𝑖𝑖𝑖 setting 𝑖𝑖𝑖𝑖𝑖𝑖 setting 

Routine 10 104 512 
High-precision 10 200 768 or 1024 
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     We would like to remind readers that the uncertainties shown in Figure 6.6 are not reflective 

of the deviation between an experimentally measured and calculated CCS, but rather pertain to the 

uncertainties in the statistical sampling of collisions and how this uncertainty is propagated within 

the computational workflow. Moreover, the statistical uncertainties of the CCSs depend on the range 

of effective temperatures used in the calculation. Figure 6.5B illustrates that, for a considerable 

fraction of the velocity grid points, 𝑄𝑄(𝑙𝑙)ω(𝑠𝑠) values become negligible when the upper end of the 

velocity grid is defined by a relatively high effective temperature (i.e., 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 ≫ 𝑇𝑇 ), thereby 

negating their contribution to the CCS integrand at high 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . To evaluate the effect of grid sizes 

on CCS calculations performed for a range of effective temperatures, we undertook an analysis akin 

to that of Figure 6.6. In this case, the relative uncertainty for CCSs when evaluated between 

𝑇𝑇  = 298 K and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 = 800 K are approximately 30 % larger than those for a CCS calculation 

performed solely at 𝑇𝑇 = 298 K (1.26 % vs. 0.97 %; see Supplementary Section S6-6). Because 

this comparison was made for the suggested sampling sizes of 𝑖𝑖𝑖𝑖𝑖𝑖 = 104 and 𝑖𝑖𝑖𝑖𝑖𝑖 = 512, we 

recommend that users seeking CCSs at various effective temperatures employ the high-precision 

sampling sizes. For 𝑇𝑇  = 298 K and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 = 800 K, 𝑖𝑖𝑖𝑖𝑖𝑖 = 200 and 𝑖𝑖𝑖𝑖𝑖𝑖 = 1024 yields a mean 

relative uncertainty of 0.64 % for Ω(1,1) at 𝑇𝑇  = 298 K, which decreases further for the higher 

temperatures. Despite the high-precision settings being more computationally expensive, the linear 

grid significantly decreases the computing time because the trajectories determining the 𝑄𝑄(𝑙𝑙) need 

be evaluated only once. Thus, the added computational expense is offset, making this drawback 

relatively minor in terms of the efficiency of MobCal-MPI 2.0. 

 

6.10 Implementing 2TT within MobCal-MPI 2.0 for mobility calculations 

at arbitrary fields 

     In the MobCal-MPI 2.0 interface, users are prompted to input the bath gas temperature and an 

upper limit for the ion effective temperature (i.e., 𝑇𝑇  and 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚, respectively). Specifying a 
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temperature range calls the 2TT module, which initiates calculation of the ion’s CCS and reduced 

mobility at reduced field strengths that fall within the given temperature range. Users can also 

specify a grid size for the temperature range such that CCSs and reduced mobilities are printed at 

desired increments of 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 . 

Table 6.2 shows an example output from MobCal-MPI 2.0, where the CCS and reduced mobility 

of protonated amoxapine in N2 was calculated between 𝑇𝑇 = 373 K and an arbitrary choice of 

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 = 700 K on a temperature grid composed of 8 points. 𝑇𝑇  = 373 K corresponds to the bath 

gas temperature, which yields a CCS and reduced mobility in the zero-field limit (i.e., 𝐸𝐸/𝑁𝑁  = 0). 

Because all collision integrals are evaluated on the same linear velocity grid, users can increase the 

number of points sampled within the temperature range up to 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 without incurring an increase 

in calculation time. 

 

Table 6.2. Example output data from MobCal-MPI 2.0 for protonated amoxapine, showing 
relevant mobility data in N2 for a range of effective temperatures (𝑇𝑇  = 373 K and 
𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 = 700 K). 

Teff / K E / N / Td K0 / cm2 V−1 s−1 CCS / Å2 CCS uncertainty / % 
373.0 0.0 1.2250 154.27 0.64% 
402.7 50.0 1.2162 150.08 0.63% 
449.0 81.3 1.2028 144.50 0.62% 
501.8 107.9 1.1878 139.19 0.61% 
551.4 129.1 1.1742 135.02 0.61% 
600.9 148.2 1.1609 131.44 0.60% 
650.5 166.1 1.1479 128.34 0.59% 
700.0 183.0 1.1353 125.63 0.58% 

 

     Notably, the CCS and its uncertainty decreases at higher effective temperatures, which is a 

consequence of the decreased efficiency in momentum transfer with increasing relative velocity (cf. 

Figure 6.5).64,257,327,328 The inverse relationship between CCS and mobility leads one to expect that 

𝐾𝐾0 should increase with 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 , but this is not the case. The decrease of 𝐾𝐾0 with 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 is a consequence 

of the kinetic theory of gases, which states that the apparent viscosity of the collision gas increases 
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with 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 .61 This underscores the fact that the ion mobility is not a constant, but rather a function 

of the field strength. Since the reduced field strength computed by MobCal-MPI 2.0 is determined 

by the effective temperature of the ion, the alpha function can be readily obtained from the 

calculated mobility data using Eq. 6.25 and may be subsequently fit to an even order polynomial 

of the form given by Eq. 6.6 to determine the alpha coefficients. Employing this workflow for 

protonated amoxapine results in 𝛼𝛼2 = −2.935 × 10−6 Td−2, 𝛼𝛼4 = 3.080 × 10−11 Td−4, and 

𝛼𝛼6 = −2.553 × 10−16 Td−6.  

 𝛼𝛼�𝐸𝐸
𝑁𝑁

� = 𝐾𝐾0(𝐸𝐸/𝑁𝑁)
𝐾𝐾0(0)

− 1 Eq. 6.25 

     To assess the accuracy of 2TT in calculating high field mobilities, one can compare the alpha 

curves obtained through experimentation and computation. This comparison is shown in Figure 

6.7A for protonated amoxapine (blue trace), whose experimental alpha curve (black trace) was 

determined using the protocol outlined in Supplementary Section S6-7. MobCal-MPI 2.0 

captures the general trend of amoxapine’s alpha curve, which adopts increasingly negative values as 

the reduced field strength increases. However, the computed alpha curve exhibits more negative 

values than the experimental curve, indicating that calculated mobility coefficient decreases faster 

with field strength compared to the actual measurement. This finding aligns with the observations 

made by Siems et al.,329 who reported that the 2TT approach yields accurate mobilities at low and 

medium field strengths, but underestimates mobilities at high field strengths. Consequently, alpha 

curves evaluated using 2TT will almost always exhibit a systematic, negative deviation, especially 

at high field strengths. 

     To address the systematic deviation between the computed and measured alpha functions, we 

introduced an empirical correction to 2TT, inspired by the dependence of the deviations on field 

strength found by Siems et al. (see Supplementary Section S6-8 for details).329 Briefly, a field-

dependent correction factor (𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) is used to adjust the mobilities calculated from 2TT (𝐾𝐾2𝑇𝑇𝑇𝑇 ) 

using Eq. 6.26 and Eq. 6.27. 
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 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ⋅ 𝐾𝐾2𝑇𝑇𝑇𝑇  Eq. 6.26 

 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �𝐸𝐸
𝑁𝑁

� = 1 + 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝐵𝐵
𝐸𝐸/𝑁𝑁

� Eq. 6.27 

     The parameters 𝐴𝐴 and 𝐵𝐵, which represent the maximum deviation at infinitely high field 

strengths and the field strength at which deviations become significant, respectively, can be tuned 

for a specific ion such that the deviation between the computed and measured alpha curves is 

minimized. For protonated amoxapine, optimizing 𝐴𝐴 and 𝐵𝐵 leads to almost perfect alignment of the 

computed and experimental alpha curves (Figure 6.7A; red trace). Moreover, the value obtained 

for 𝐴𝐴 (4.4 %) is consistent with the range reported by Siems et al. (5 – 7 %), and the value of 

B = 132 Td indicates that the correction becomes most significant at high field strengths. 

     To investigate the general performance of the empirical correction, we assessed its ability to 

correct high-field mobilities for a large set of compounds. An efficient means of obtaining a dataset 

of high-field mobilities is via DMS, which is also known as field-asymmetric ion mobility 

spectrometry (FAIMS).39,293,330 In DMS, the ions are subjected to an asymmetric waveform 

(separation voltage; SV) that consists of high-field and low-field components. The SV induces the 

off-axis displacement of the ion by an amount proportional to its alpha function. The application of 

a species-specific compensation voltage (CV) to the SV enables ions to traverse the DMS device. 

For a given SV, each analyte is transmitted at a distinct CV that is intrinsically linked to the ion's 

alpha function. By monitoring the dependence of the CV required for analyte transmission at 

different strengths of the SV field, the corresponding SV vs. CV relationship (i.e., a dispersion plot) 

can be employed to derive the alpha function using the method described in  

Supplementary Section S6-7. 
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Figure 6.7. Investigation of the empirical correction to 2TT. (A) Comparison of experimental 
and calculated alpha functions for protonated amoxapine. Optimized parameters 
are A = 4.4 % and B = 132 Td. (B) 2D distribution of optimized A and B parameters of the 
empirical correction, 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, for each of the 132 compounds is the high-field validation set.  

 

     Dispersion plots for 132 compounds were procured from previously published datasets from our 

group to generate the high-field validation set.64,95,307 Each analyte’s dispersion plot was recorded on 
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the SelexION DMS platform (SCIEX; 1 mm gap and 𝑇𝑇  = 373 K) in a pure N2 environment between 

SV = 0 – 4000 V. In theory, each analyte’s dispersion curve can be converted to the corresponding 

alpha curve. However, because our goal is to reproduce experimentally measured quantities, Haack 

and Hopkins employed an iterative method previously published by our group to calculate dispersion 

plots from the mobility data generated by the 2TT implementation within MobCal-MPI 2.0.258 In 

general, the calculated dispersion plots displayed positive compensation voltage (CV) shifts relative 

to those determined experimentally (Figure 6.8A). Positive CV shifts indicate that the systematic 

underestimation of mobility that was observed for protonated amoxapine is also observed for most 

compounds in the high-field validation set. 

     Since the empirical correction to 2TT could be employed to replicate the alpha curve of 

amoxapine, it is reasonable to assume that the same approach can be employed to address the 

systematic CV shift observed in the dispersion plots. To this end, 𝐴𝐴 and 𝐵𝐵 were optimized such 

that the deviation between the calculated and experimental dispersion curves were minimized (for 

select examples, see Supplementary Section S6-8). Figure 6.7B shows the distributions of the 

𝐴𝐴 and 𝐵𝐵 parameters obtained for each compound in the high-field validation set, the majority of 

which align with the results found by Siems et al. (5 – 7 % for 𝐴𝐴 and 100 – 200 Td for 𝐵𝐵).329 The 

parameters exhibit unimodal distributions when considered independently or together, the latter of 

which is best visualized in the contour plot. The data also suggests little to no correlation between 

the two parameters, although it is worth noting that 𝐵𝐵 becomes undefined as 𝐴𝐴 approaches zero.  

     Expanding the applicability of the empirical correction to various chemical systems necessitates 

knowledge of the values for 𝐴𝐴 and 𝐵𝐵 a priori such that they can be applied to a broad range high-

field mobilities predicted by 2TT. Because these parameters are uniformly distributed about their 

respective means and are seemingly uncorrelated with properties relevant to collision theory (see 

Supplementary Section S6-8), we chose to use the average values of A (6.1 %) and B (143.0 Td) 

to test the accuracy of this approach. 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 and 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 were hard-coded into MobCal-MPI 2.0, 

enabling the calculation of high-field mobility data using a uniform set of correction factors. The 
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deviations between calculated and experimental dispersion plots that either employ or exclude the 

empirical correction to 2TT are shown in Figure 6.8B. As previously mentioned, exclusion of the 

empirical correction results in a systematic overestimation of the CV values for all 132 species, 

especially at high field strength. Using the empirical correction with 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 and 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 removes the 

systematic deviation, shifting the error in CV towards zero for all SVs sampled in the dispersion 

plot. Figure 6.8C shows the distribution of CV deviations at 𝑆𝑆𝑉𝑉𝑝𝑝𝑝𝑝 = 4000 V. When applying the 

empirical correction, over 88 % of the data falls within a ± 4 V range of the experimental value. 

The mean deviation between calculated and experimental CV is – 0.4 V at 𝑆𝑆𝑉𝑉𝑝𝑝𝑝𝑝 = 4000 V, 

equivalent to a relative deviation of approximately 4 %. The full width at half maximum (FWHM) 

of this distribution is 5.7 V, which is comparable to the experimental FWHM at this separation field 

amplitude (≈ 3 V).39 It is worth mentioning that the variances are virtually unaffected by the 

empirical correction, meaning that this approach strictly corrects the deviations of 2TT in 

determining high-field mobilities, but does not impact uncertainties specific to individual analytes. 

     Although we derived the empirical correction based on fundamental deviations of 2TT at high 

fields,329 it is not possible to deconvolute the error incurred from breakdown of 2TT at high-field 

strengths from other sources of error. For example, MobCal-MPI 2.0 treats all collisions 

elastically,110,317,319 and as such, ignores the inherent inelasticity of ion-neutral collisions with 

molecular entities such as N2. Specifically, collision events do not consider the deposition of energy 

into the ion’s rotational and vibrational degrees of freedom, both of which will influence the ion’s 

mobility, especially at high field strengths due to species-to-species differences in momentum 

transfer,331 vibrational broadening,77 and increased rotation of the ion during the collision event.332 

The complexity of these problems currently preclude the development of a computational framework 

that can model these effects, as simulating these effects requires exact knowledge of how internal 

energy is exchanged between the collision gas and the ion’s rovibrational states. As advances are 

made in treating the inelasticity problem, we expect that the width of the distributions shown in 

Figure 6.8C will decrease. 
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Figure 6.8. Comparison of measured vs. calculated dispersion plots over a range of separation 
field amplitudes as box plots for (A) uncorrected 2TT and (B) 2TT including the empirical 
correction employing 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 and 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎. Panel (C) shows the distribution of CV deviations using 
the uncorrected and empirically correct 2TT at the highest SVpp (4000 V). 
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     It is worth mentioning that the enhancements made to MobCal-MPI 2.0 that allow calculation 

of ion mobility at arbitrary field strengths are also applicable to TWIMS and TIMS instrumentation. 

Analysis of survival yields for a range of thermometer ions with a 𝑚𝑚/𝑧𝑧 between 200 – 300 Da 

resulted in significant fragmentation and/or isomerization on both platforms, indicating substantial 

increases to the ion’s 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 despite operating within the low-field limit.143,147,333 For example, when 

employing “soft” conditions on commercial TWIMS and TIMS systems, the measured 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 for a 

specific chemical thermometer, the 𝑝𝑝-methoxybenzylpyridinium ion, exceeded 500 K. This finding 

could potentially explain the class-specific CCS calibration challenges inherent to TWIMS and 

TIMS,35 where the elevated 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 causes the experimentally relevant CCS value to deviate from the 

DTIMS CCS value from which they are fit to (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 298 K). Consequently, it would be reasonable 

to compare CCS measurements obtained via TWIMS/TIMS with MobCal-MPI 2.0 calculations 

conducted at various field strengths within the low-field limit to assess the degree in which an ion's 

CCS evolves with 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 .  

 

6.11 Benchmarking the performance of MobCal-MPI 2.0 

     Having demonstrated the accuracy and precision with which MobCal-MPI 2.0 can model 

mobility data at arbitrary field strengths, we sought to benchmark code performance on parallelized, 

high-performance computing (HPC) architecture. Proper benchmarking requires the explicit 

consideration of parameters that affect CCS calculation times, which include the number of atoms 

within an analyte molecule and the number of HPC cores used. This was accomplished by 

monitoring the time taken to calculate the CCS for each conformer of the 50 species in the validation 

set (𝑁𝑁  = 238 unique conformers). Since TM-based CCS calculations are often used for short and 

medium length peptides, we opted to supplement the validation set with the peptide set, which 

comprises 12 peptides ranging in length from 9 to 22 amino acid residues that can adopt charge 

states between +2 to +5. Combining the validation and peptide sets yields 250 conformers that 
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range in size from 16 to 374 atoms. The time required to calculate the CCS for each conformer at 

𝑇𝑇  = 298 K was measured using 4, 8, 16, and 32 cores in parallel with 𝑖𝑖𝑖𝑖𝑖𝑖 = 10, 𝑖𝑖𝑖𝑖𝑖𝑖 = 96, and 

𝑖𝑖𝑖𝑖𝑖𝑖 = 512. The benchmarking process uses a different value for the 𝑖𝑖𝑖𝑖𝑖𝑖 parameter than the 

recommended setting of 104, as MobCal-MPI 2.0 requires 𝑖𝑖𝑖𝑖𝑖𝑖 (and 𝑖𝑖𝑖𝑖𝑖𝑖) to be divisible by the 

number of cores utilized for parallel computing. Because 104 is not evenly divisible by 16 or 32, we 

chose the nearest integer that is evenly divisible by 4, 8, 16, and 32, which is 96. Additionally, it is 

important to consider that the random seed number used to determine the starting orientation of 

N2 relative to the ion influences the runtimes. Because certain starting conditions may lead to “lost” 

trajectories (i.e., those where the N2 gets captured by the ion) calculation times can be artificially 

inflated. To account for this effect during benchmarking, we conduct CCS calculations using three 

random seeds and then averaged the respective runtimes. This approach ensures that any increase 

in calculation time caused by lost trajectories from one seed will be averaged out. 

     The averaged runtimes for the 250 conformers of the validation set are presented in Figure 

6.9A. As expected, runtimes increase with the number of atoms in the ion owing to the iterative 

nature with which the ion-neutral interaction potential is evaluated. Calculation times increase 

linearly with the number of atoms in the ion when the validation set and the peptide set are 

considered independently (𝒪𝒪(𝑁𝑁); see Supplementary Section S6-9). However, extrapolation of 

the line of best fit determined from linear regression of the validation set indicates that the peptides 

do not conform to the same trend line, requiring slightly longer runtimes to complete. The increased 

runtimes for the peptides are likely a consequence of their greater charge, which can induce the 

capture of N2 molecules at low relative velocities. In other words, N2 trajectories with small relative 

velocities are more susceptible to becoming “lost,” and thus artificially increase the runtime. It is 

hard to gauge the exact behaviour of how runtimes might evolve for systems larger than those 

studied here, but we expect that the scaling of these times will always outperform 𝒪𝒪(𝑁𝑁2), where 𝑁𝑁  

is the number of atoms. 
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     Linear regression of the averaged runtimes for the validation set with respect to the number of 

atoms yields slopes that follow an inverse relationship with the number of cores. This indicates 

efficient code parallelization, where doubling the number of cores approximately halves the runtime. 

This trend can also be observed in Figure 6.9B, where the distributions of the individual speedup 

factors for all conformers in the validation and peptide set are shown as violin plots. The averages 

of these distributions reflect the aforementioned speed increase, which is to be expected as the total 

number of collision events sampled is evenly distributed among all cores (i.e., 𝑖𝑖𝑖𝑖𝑖𝑖 ×  𝑖𝑖𝑖𝑖𝑖𝑖 ×  𝑖𝑖𝑖𝑖𝑖𝑖). 

Only for 32 cores do we observe a slightly lower average speedup than the expected value of 8 (as 

compared to runtime for 4 cores), suggesting the presence of a small parallel execution overhead. 

Naturally, the absolute runtimes heavily depend on the computing system used, so the runtimes 

reported here, which were assessed using 2nd generation AMD EPYC processers (AMD Rome 

7532 @ 2.40 GHz), will vary from other systems. Nevertheless, calculation of “routine” small 

molecules (i.e., those containing less than 70 atoms) complete in less than 30 minutes on 8 cores, 

highlighting the efficiency with which MobCal-MPI 2.0 can compute accurate CCSs to complement 

experimental results. 
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Figure 6.9. (A) MobCal-MPI 2.0 runtimes for CCS calculations (𝑇𝑇  = 298 K) of the 
validation set and 12 peptides as a function of the number of atoms. Calculations used 4 
(black), 8 (red), 16 (blue), or 32 (green) cores in parallel. Linear regression is performed on 
the validation set, the lines for which are extrapolated to the peptides. (B) Violin plot showing 
the distribution of speedup factors from using 8, 16, or 32 cores compared to 4 cores. All 
runtimes are reported as the average from three CCS evaluations that employ different seed 
numbers on the same grid size (𝑖𝑖𝑖𝑖𝑖𝑖 = 10, 𝑖𝑖𝑖𝑖𝑖𝑖 = 96, and 𝑖𝑖𝑖𝑖𝑖𝑖 = 512). 
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6.12 Conclusions 

     This chapter reports on the latest version of the parallelized CCS calculation suite MobCal-

MPI 2.0, which significantly improves the handling of collision dynamics with N2. Owing to the 

diatomic nature of molecular N2, the vdW component of the ion-neutral interaction potential can 

be evaluated in two ways. In the first approach, N2 can be treated as pseudo-atomic entity, whereby 

the pairwise interactions that determine the vdW component of the ion-neutral interaction potential 

are calculated with respect to its centre of mass (CoM). The CoM approach was shown to be 

erroneous at short ion-neutral distances, where the repulsive portion of the interaction potential is 

strongly affected by the orientation of N2 relative to the molecule. Consequently, the methodology 

to evaluate the vdW component was modified to a second approach that considers the averaged, 

pairwise interaction between each atom in the molecule and each nitrogen atom in the N2 collision 

partner (Avg-N2). By optimizing the vdW parameters for both the CoM and Avg-N2 methods and 

evaluating the RMSE between computed and experimental CCSs, it was determined that the Avg-

N2 approach slightly outperforms the CoM in terms of calculating CCSs at 𝑇𝑇  = 298 K. Specifically, 

the Avg-N2 approach exhibits a RMSE of 2.16 %, whereas the CoM approach exhibits a RMSE of 

2.27 % for a diverse set of 50 molecules that were not used to optimize the vdW parameters (i.e., 

the validation set). This increased accuracy will provide practitioners with greater confidence in 

assigning experimental mobility data to analyte structures. 

     Because the calculation of CCSs is based on a finite number of collision events, there are inherent 

statistical uncertainties associated with the computed values. We have made modifications to the 

workflow to evaluate these uncertainties accurately. In MobCal-MPI 2.0, uncertainties in CCS 

calculations emerge from the choice of the three sampling parameters, namely: 1) the number of 

cycles in which collision events are sampled (𝑖𝑖𝑖𝑖𝑖𝑖), 2) the number of relative velocities of the ion-

neutral pair that are sampled (𝑖𝑖𝑖𝑖𝑖𝑖), and 3) the number of impact parameter and ion-neutral 

orientations (𝑖𝑖𝑖𝑖𝑖𝑖). For routine CCS and low-field mobility calculations, we find that settings of 

𝑖𝑖𝑖𝑖𝑖𝑖 = 10, 𝑖𝑖𝑖𝑖𝑖𝑖 = 104, and 𝑖𝑖𝑖𝑖𝑖𝑖 = 512 yield an uncertainty of 0.97 %. For higher precision, we 
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recommend settings of 𝑖𝑖𝑖𝑖𝑖𝑖 = 10, 𝑖𝑖𝑖𝑖𝑖𝑖 = 200, and 𝑖𝑖𝑖𝑖𝑖𝑖 = 768 or 1024, which reduces the uncertainty 

in the calculated CCS and low-field mobilities to 0.57 %. 

     To meet the growing demand for evaluation of ion mobility at high field strengths, the second-

order approximation of 2TT was implemented in MobCal-MPI 2.0 alongside an empirical correction. 

This addition allows for the evaluation of CCS and ion mobility at multiple field strengths that are 

defined by a range of effective temperatures. When augmented with the empirical correction to 2TT, 

which corrects for the underestimation of ion mobilities at high field strengths,329 MobCal-MPI 2.0 

accurately predicts the high-field mobilities of a set of 132 analytes. Specifically, the high-field 

mobility data generated by MobCal-MPI 2.0 was used to reproduce the DMS dispersion plots of the 

132 analytes, yielding an average error of only −0.4 V in compensation voltage at the highest 

separation voltage sampled (4000 V). This deviation translates to a relative error of less than 4 % 

in the capability of MobCal-MPI 2.0 to compute high-field DMS data at 136 Td (with an electrode 

spacing of 1 mm, 𝑇𝑇  = 373 K, and 𝑝𝑝 = 1 atm). 

     Another notable change of MobCal-MPI 2.0 compared to its predecessor is the modification of 

the velocity grid (𝑖𝑖𝑖𝑖𝑖𝑖) from a weighted approach (i.e., greater density of points at the maximum of 

the distribution of velocities at 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) to a linear grid spacing. Implementing the linear spacing for 

the 𝑖𝑖𝑖𝑖𝑖𝑖 grid enables the evaluation of collision integrals using a single set of trajectories. In contrast, 

the non-linear spacing of the weighted 𝑖𝑖𝑖𝑖𝑖𝑖 grid in the previous version of MobCal-MPI required the 

revaluation of collision integrals for each temperature desired by the user. The introduction of the 

linear grid in MobCal-MPI 2.0 results in considerably faster CCS computations compared to the 

previous version; if a user requires CCSs at 𝑛𝑛 effective temperatures, MobCal-MPI 2.0 can 

accomplish the task 𝑛𝑛 times faster than MobCal-MPI. 

     Further benchmarking of MobCal-MPI 2.0 reveals its ability to compute low- and high-field 

mobility data with exceptional efficiency. For example, the CCS of an ion composed of 50 atoms 

can be obtained in approximately 20 minutes when using 8 cores in parallel. We also find that the 

decrease in calculation times scales roughly linearly with the number of cores employed; a small 
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parallel execution overhead is observed only when 32 cores are used. We believe that MobCal-

MPI 2.0 will be a valuable tool for the IMS community, who can use this code to support their 

experimental findings with accurate models of an ion’s mobility/CCS. Although no CCS calculation 

method is free of systematic biases, the calibration, validation, and high-field validation sets were 

meticulously selected to encompass a diverse range of functional groups that span the molecular 

space defined by the MMFF94 forcefield. However, our datasets do not contain anionic or metal 

adducted species, begging the question of whether the accuracy of MobCal-MPI 2.0 extends to these 

analytes. As we continue to broaden our collection of low- and high-field mobility data, we plan to 

evaluate the capability of MobCal-MPI 2.0 to model the mobilities of anionic and metal-adducted 

species, and to investigate the impact of inelasticity and vibrational broadening on computed 

mobilities.  
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Chapter 7 

Conclusions 

7.1 Concluding remarks and future outlook 

     DMS has emerged as a powerful analytical tool with diverse applications in various scientific 

disciplines. The utility of DMS extends far beyond its separation capabilities, as performing DMS 

experiments in microsolvating environments samples intermolecular interactions that are likely to 

resemble those that occur in the condensed phase. This, in turn, facilitates the prediction of 

important molecular attributes that are routinely screened for during the early stages of drug design. 

Moreover, if one knows the nature of the intermolecular interactions that occur between an analyte 

and its collision environment a priori, then it becomes possible to predict the parameters needed to 

transmit a particular analyte through the DMS cell.  Such predictive capabilities open new avenues 

for understanding complex chemical systems and hold promise for advancing fields ranging from 

drug discovery and environmental analysis to proteomics and metabolomics.  

     The ability to predict an analyte’s DMS behaviour from first-principles or an ML-assisted 

approach would greatly assist with environmental analyses and other quantitative workflows. 

Targeted approaches, in which the identity of the analyte is known, will benefit the most from these 

models of DMS behaviour since the ability to set a specific SV/CV pair for a desired analyte will 

reduce the time required for analytical method development and mitigate redundant data 

acquisition. For untargeted approaches, it would be fruitful to utilize the dispersion plot as an 

additional metric for compound identification. For example, an ion’s CCS, as inferred from its 

dispersion plot using ML modelling, could provide additional information when identifying an 

unknown analyte. Furthermore, the correlation of an ion’s DMS behaviour with its physicochemical 

properties suggests that DMS might also find application as a property measurements tool for drug 

design or for developing transport models of environmental contaminants. The first hurdle to 

overcome en route to creating these predictive models is the acquisition of suitably sized data sets 
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that contain representative molecules. For example, the data set that we have assembled to date 

contains small positively charged organic molecules, so we expect that property predictions for large 

biological molecules, metal-containing species, and anions would be inaccurate. It will be interesting 

to explore how many molecules of a particular type are required in the training set to yield accurate 

properties predictions, and which other molecular properties correlate with DMS clustering 

behaviour.  

     Aside from property prediction, there are many interesting directions yet to be explored with 

respect to dynamic clustering and its impact on differential mobility. Some work has been conducted 

to explore how modifier mixtures impact differential mobility,156,334,335 notably in the context of 

preferential microsolvation,155 but the literature on this topic is still relatively sparse. Given that 

solvation by different modifiers can alter the relative stability of different charge sites and different 

analyte conformations,30–32,63,154,186,187,336,337 modifying DMS collision environments with solvent 

mixtures could offer an additional degree of tunability with respect to ion structure. One can extend 

this logic to include non-polar modifier species (e.g., cyclohexane and toluene),156,334 which would 

interact weakly via charge-induced dipole and charge-quadrupole interactions, but which might 

affect analyte structure and stability, and therefore induce interesting DMS behaviour. This could 

be especially useful in preserving native-like ion configurations of peptides/proteins under the 

extreme conditions of a DMS device without modifying the charge distribution.68,177 

     Another point of interest is that DMS measurements have traditionally been conducted on small, 

organic cations despite the plethora of other compound classes that are commercially available. 

DMS-MS experiments on chemically diverse species might reveal interesting new phenomena. For 

example, do anionic species, which are generally more polarizable and subject to electron 

detachment, exhibit subtly different DMS behaviour to cations? What happens when large biological 

species are introduced to the DMS given that they can adopt zwitterionic configurations in the gas 

phase, undergo dipole alignment with the electric field, and exhibit asymmetric microsolvation at 

multiple different sites simultaneously? There is also evidence that electrospray ionization generates 
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“molecular asteroids” – relatively large, highly-charged droplets comprised of the analyte and the 

ESI solvent – which survive transit through the DMS cell and pass into the mass spectrometer.338,339 

Could these molecular asteroids be used to study a “fully solvated” ion using gas phase techniques? 

Readers who are interested in these fields are directed to work of Benter, Cooper, Donald, Glover, 

Shvartsburg, and Smith for additional information.162,173,174,201,340–345  

     Regarding the ability to model an ion’s high-field mobility on the DMS platform, it is important 

to identify areas that could introduce differences between our model and experiment. With respect 

to the DMS instrumentation, systematic deviations could be introduced if the carrier gas is not 

completely dry, although this is not expected to be an issue given that the DMS carrier gas should 

be dried before its introduction to the mobility cell. A more likely source of error could stem from 

the known bath gas temperature gradient along the transmission axis and the axis of the separation 

field (see Figure 35 in reference 39). Non-uniform gas dynamics and electrode heating induces a 

position-dependent bath gas temperature, which has been shown to impact ion trajectories as they 

pass through the DMS cell.346 It is also possible that molecular dipoles could experience some degree 

of alignment with the applied electric field – a topic that Shvartsburg has covered in detail using 

proteins as model analytes.340,341,345,347,348 Should alignment occur, the 3D orientationally-averaged 

CCSs that we employ for modelling purposes would not be correct. However, we expect that 

molecular alignment is not a significant contributor to model error given the relatively low dipole 

moments for the small molecules that we have studied to date. It is much more likely that 

discrepancies between measured and computed dispersion curves are associated with inaccuracies in 

the underlying chemical theory. We highlight five areas that, moving forward, are worth considering 

in more detail in the context of modelling both ion mobility and differential mobility: 

i. The accuracy of quantum chemical calculations is of paramount importance. Differential mobility 

simulations rely on computed CCSs, which in turn rely on computed molecular geometries, partial 

charges, and relative energies. This interdependence means that any errors associated with the 

computational method will be propagated through the model for differential mobility. To this 
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end, we conducted a preliminary survey of the choice of DFT method on CCS calculation 

accuracy, which indicated that MobCal-MPI outputs are relatively consistent across model 

chemistries.115 However, the impact of relative isomer and cluster energies and the effect of 

anharmonicity on predicted thermochemistry in the context of DMS simulations has not been 

well researched. Preliminary work that we have conducted suggests that introducing anharmonic 

corrections to computed vibrational frequencies impacts the predicted DMS behaviour, although 

the agreement between simulation and experiment is still qualitative. Our work in this regard is 

ongoing.  

ii. The impact of molecular inelasticity on in silico DMS modelling has yet to be explored 

thoroughly. Clearly, inelastic collisions must be considered in an accurate model of differential 

mobility given that ion heating is observed in DMS. However, assessing energy redistribution 

following collision is non-trivial; the rate of energy exchange changes from one system to another, 

and it is likely to be field dependent (i.e., varies with collision energy). Whether predictions of 

an ion’s DMS behaviour will improve by calculating CCSs inelastically is still an open 

question.38,314 

iii. 2TT and its impact on field-dependent mobility is an important consideration. Siems, Viehland, 

and Hill demonstrated that at the maximum field strengths commonly employed in DMS, CCSs 

are underestimated by 5-7% even when employing higher-order corrections to 2TT.329 As a result, 

for a given CCS, the high-field mobility is underestimated when empirical corrections are not 

employed. This underestimation manifests as a shift to more positive CV values for non-clustering 

collision environments in our computed dispersion curves (see Figure 6.7 and Figure 6.8A).  

iv. The accuracy of CCS calculation methods at high temperatures is not well established. CCS 

calculation packages rely on parameters that are scaled to reproduce experimentally determined 

low-temperature CCS values. Testing the ability of these codes to compute temperature-

dependent CCSs accurately first requires the measurement of CCSs for many analytes across a 

wide range of bath gas temperatures. The temperature and pressure control needed for these 
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measurements are especially challenging at the upper limit of effective temperature in DMS 

devices (ca. 1000 K). 

v. The assumption that the analytes respond instantaneously to changes in electric field is most 

likely valid for rigid ions in a non-clustering environment,349 but becomes unnecessary if one 

adopts a 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 description. Modelling DMS behaviour with a kinetic approach will be important 

for large, flexible ions in a microsolvating environment where changes in cluster size may not 

respond instantaneously to changes in the electric field strength.  

     A different topic requiring a considerable amount of investigation, and one which our group is 

actively engaged in, is the observation that many pure analytes exhibit multiple features in a DMS 

ionogram. These sub-populations can be associated with different conformers or 

tautomers,44,47,50,201,344,350 diastereomers,43,45,49,351 or with post-DMS fragmentation of an aggregate 

species (e.g., solvent clusters and proton-bound analyte dimers).46,352 Although the identity of each 

feature can be deduced by, for example, collision-induced dissociation,50 hydrogen-deuterium 

exchange,197,353 and/or trapped ion spectroscopy, 18,354–359 there is no simple a priori method to 

determine whether a particular analyte will exhibit multiple features in a DMS ionogram. This 

complicates the use of DMS in an analytical setting – if an analyte exhibits multiple populations 

that vary with DMS conditions, but the device is set to select only one sub-population, one runs the 

risk of underestimating analyte concentration in quantitative workflows. Consequently, practitioners 

must be careful to calibrate and conduct experiments under identical conditions, and explicitly state 

those conditions in subsequent reports.35 In the context of DMS-based predictions of condensed 

phase properties, the presence of multiple DMS peaks can also confuse efforts to create predictive 

ML models. Which ionogram peak(s) should be selected as features for model building? Does the 

analyte exhibit the same geometric structure in different solvent-modified environments and, if not, 

does this impact ML model accuracy? These are all open-ended questions, and I look forward to 

seeing how the community drives progress in this field.  
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