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Abstract

Ultrasound imaging is the use of sound waves beyond the human frequency range to
construct images of human tissue. This is carried out through the measurement of reflected
and scattered waves from the interfaces between tissues of differing acoustic impedances.
Conventional ultrasound imaging faces limitations when imaging tissue microvasculature,
resulting in poor resolution between blood and the surrounding tissue. This can be reme-
died using microbubbles which oscillate under ultrasound stimulation and thus provide
an enhanced backscattered signal. Free gas bubbles however have a short half-life in the
bloodstream as they are removed by the lungs. Therefore, phase-change contrast agents
(PCCAs) have been introduced as an alternative which has better longevity in the body.
An example of a PCCA is encapsulated perfluorocarbon nanodroplets. These nanodroplets
are in liquid form when introduced into the body, but under exposure to ultrasound waves
in the target tissue, undergo vaporization to form micrometer-scale bubbles. Therefore
achieving a similar level of contrast enhancement to microbubbles. The encapsulation also
confers them increased stability in circulation.

Typical use of ultrasound in medical imaging involves pulses of several wave cycles at
constant frequency. Higher frequency ultrasound results in better axial resolution but a
reduced penetrative depth as it undergoes a larger degree of attenuation within tissues.
Coded excitation schemes where the outgoing ultrasound waveform is either frequency-
modulated or phase-modulated can be utilized to increase axial resolution without sacrific-
ing transmitted power and penetrative depth. One example of a coded excitation scheme
is a linear chirp where the frequency of the ultrasound pulse increases linearly from the
beginning to the end of the pulse.

The acoustic droplet vaporization of encapsulated perfluorocarbon nanodroplets under
chirp ultrasound was investigated and it was found that although the increase in frequency
over the course of the ultrasound pulse inhibits direct vaporization, if the stiffness of the
encapsulating shell can be kept relatively low, there are feasible ultrasound parameters
(amplitude, starting frequency and chirp bandwidth) which can still cause direct vapor-
ization. This represents an improvement since the nanodroplets still fulfill their role as
phase-change contrast agents and the chirp ultrasound fulfills its role of enhancing the
axial resolution of the image.
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Chapter 1

Introduction

Acoustic droplet vaporization (ADV) is the induced vaporization of nanometer-sized
droplets through external mechanical stimulation, most commonly ultrasound waves. A
liquid vaporizes either when its vapor pressure increases beyond the ambient pressure,
usually accomplished through an increase in temperature, or when the ambient pressure
decreases below its vapor pressure. In the case of ADV, the main driving force behind
the vaporization is the negative pressure from the incident ultrasound wave. This can be
exploited for biomedical applications as ultrasound waves can be applied noninvasively to
induce the ADV of nanodroplets that have been injected into the body, which can then
accomplish its intended diagnostic or therapeutic purpose.

1.1 Capsule Design and Production

Capsules used in ADV consists of an outer shell that encapsulates a liquid core which
undergoes vaporization when ultrasound is applied. Additional particles and / or ligands
can be embedded in the shell or mixed into the core [44] to enable its desired biomedical
purpose. In addition to biocompatibility, the resulting capsule must also have the necessary
physical properties to ensure that it undergoes ADV within the temperature and pressures
encountered in the human body under ultrasound exposure.

Perfluorocarbons (PFCs) is a class of compounds that contain only carbon and fluorine
and are most often chosen as the liquid core. They are chemically relatively stable due to
the strength of the carbon-fluorine bond [61], but more importantly, several species, notably
perfluoropentane (PFP) and decafluorobutane (DFB) have boiling points of 29.2◦C and
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-1.3◦C [84] respectively that allow encapsulated nanodroplets to remain in liquid form until
the application of ultrasound causes them to vaporize.

The outer shell encapsulates the droplet and prevents their dissolution within the blood-
stream. The materials used for this purpose include albumin [39], fluorinated surfactants
[1], cellulose nanofibers [21], and polymeric shells [78, 69]. Encapsulated droplets can thus
be formed by mixing the core and shell materials and emulsifying them through mechanical
agitation applied by an ultrasonic bath [79, 30]. For liquid cores with a lower boiling point
such as DFB, a method was developed by Sheeran et. al. in 2011 where microbubbles were
prepared and then pressurized to induce their condensation into sub-micron sized droplets
[88].

1.2 Diagnostic Application - Ultrasound Imaging

Ultrasound is defined as a mechanical sound wave that is beyond the human audible
frequency range (>20kHz). It was discovered through studies of how bats navigate [33].
The earliest uses of ultrasound were found in submarines where it was used to detect other
submarines in the vicinity. Further improvements to this technology led to the development
of sonar (sound navigation and ranging) [34]. Its first use in biomedical imaging was in
1942 in an attempt to capture changes in brain ventricle size as a result of tumor growth
[19].

Ultrasound waves are generated through the excitation of an ultrasonic transducer (usu-
ally based on a piezoelectric or an electromagnetic transducer) at the desired frequency
[89, 100]. This excitation causes longitudinal pressure waves to propagate through the
medium in contact with the transducer. For most imaging applications, instead of a con-
tinuous signal, pulses of ultrasound consisting of a few wave cycles are emitted which are
separated by a specified pulse repetition interval. This allows for reflected or backscattered
waves returning to the transducer to be detected as transducers are unable to transmit and
receive at the same time. The pulse repetition interval is chosen to allow sufficient time
for the ultrasound pulse to travel to the target tissue and return to the transducer.

As the pressure waves propagate, it may encounter different materials with varying
levels of resistance to the ultrasound wave (known as acoustic impedance). The acoustic
impedance of a material, usually denoted Z, is given by the product Z = ρc where ρ is its
density and c is the speed of sound waves propagating through it. The speed of sound is

in turn given by c =
√

K
ρ
where K is the material’s bulk modulus which characterizes its

resistance to compression. At the interface of different materials encountered on the path
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of the ultrasound wave, the difference in acoustic impedance between the two materials
results in a portion of the wave energy being reflected back towards the transducer. For
two materials with acoustic impedances Z1 and Z2 respectively, the portion of incidental
energy reflected is [16]

R =
(Z2 − Z1)

2

(Z1 + Z2)2
. (1.1)

Consequently, the remaining portion T = 1 − R of the wave continues to propagate. In
addition, the ultrasound wave may also refract at the interface between two materials with
differing speeds of sound. It may also scatter off very small objects in its path, resulting
in small amounts of wave energy being distributed in all directions. Reflected or scattered
waves may eventually return to the transducer where they are then detected. The duration
between the time when the original signal was sent out and the time of the received signal
can be used to calculate the distance between the transducer and the reflector. This,
together with the strength of the received signal, can be used to construct an ultrasound
image.

Ultrasound waves can penetrate soft tissue at depths above 10cm [75] and can be used
to non-invasively provide information on the anatomy and function of internal organs or
on blood flow. It has become one of the most commonly performed diagnostic tests today
[46].

1.2.1 Contrast-enhanced Ultrasound

Conventional ultrasound imaging techniques encounter difficulty when imaging tissue
microvasculature due to the small size of the microvessels and the poor resolution of signal
between the blood and the surrounding tissue [17]. This can be improved with the use of
contrast agents, which are biocompatible materials with acoustic properties that alters the
backscattered ultrasound signals from the tissue. Their administration during ultrasound
imaging can provide better contrast resolution between various structures within the body.
In the case of microbubbles, the backscattered signal is enhanced through the oscillations of
these bubbles as a result of ultrasonic excitation [17]. In addition to microbubble and phase
change contrast agents (PCCAs) discussed below, other contrast agents that have been
investigated include colloidal suspensions of collagen microspheres [62], gelain microspheres
[63], iodipamide ethyl ester (IDE) [66].

Prior to the discovery of acoustic droplet vaporization in the 1990s, bubbles had already
been used as ultrasound contrast agents. Gramiak and Shah demonstrated the effectiveness
of saline solution as an ultrasound contrast agent in their 1968 study where they recorded
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the ultrasound echo patterns of the aortic root. They observed that the intracardiac
injection of saline solution produced clouds of echos and noted that these likely arose
from mini bubbles, either from the rapid injection rate or were already present within the
saline solution [23]. The cavitation bubble hypothesis was later confirmed and in a study
investigating this phenomenon for a variety of liquids such as renografin, carbonated water,
and ether, Ziskin et. al. demonstrated that this enhancement of contrast can be produced
from any fluid if injected sufficiently rapidly, albeit at different levels of efficacy [99]. This
paved the way for further investigations into the use of gas microbubbles in ultrasound
imaging studies [14, 83, 53].

Encapsulation of the gas bubbles was introduced as a way to solve the weakness of free
gas bubbles being removed by the lungs [64]. Further development has led to the current
generation of microbubble contrast agents. As of 2017, three ultrasound contrast agents
have been approved by the FDA for clinical applications. Lumason® utilizes a phospho-
lipid shell with a sulphur hexafluoride core, Luminity® uses a phospholipid shell with an
octafluoropropane core, and Optison® uses an albumin shell with an octafluoropropane
core [13]. Their sizes however, limit these particles to vascular flow.

Alternative contrast agents based on inert liquid perfluorocarbon cores have also been
investigated. They have been shown to exhibit echogenicity due to having a higher density
and lower speed of sound than the surrounding water and tissue, however, the contrast
enhancement effect is less than their gaseous counterparts [68, 25]. Their comparative
advantage is that their higher molecular weight confers them the advantage of an increased
stability in circulation than microbubble based contrast agents [55, 51].

Phase-change contrast agents (PCCAs) utilize acoustic droplet vaporization to provide
both the high echogenicity of microbubble contrast agents and the increased stability of
inert liquid emulsions. They are introduced into the circulation as nanometer-scale liquid
capsules. Preclinical studies have suggested that once vaporized through the application of
ultrasound, their contrast enhancement properties are comparable to those of microbubble
contrast agents [40, 81, 79, 80, 98].

1.2.2 Coded Excitation

The axial resolution (the degree to which two nearby objects in the direction of travel of
the transmitted ultrasound wave can be distinguished in the output image) of ultrasound
imaging is dependent on its spatial pulse length, which is in turn a product of the number
of cycles per pulse and the ultrasound wavelength [22]. This can be illustrated in Figure
1.1 below which shows an ultrasound signal passing through two interfaces at different
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distances from each other. The transmitted signal is shown in blue while the reflected signal
is shown in red. In the two images on the left, the distance between the two interfaces is
equal to the spatial pulse length, whereas it is equal to half the spatial pulse length in the
two images on the right. In the first image on the left, the transmitted ultrasound wave
has passed the first interface, forming a reflected wave that is propagating back to the
transducer. In the second image on the left, the transmitted wave has passed the second
interface, forming another reflected wave. The two reflected waves are spaced apart and
can thus be distinguished. In the first image on the right, the transmitted wave is hitting
the second interface but it has not completely passed through the first interface. Thus
the reflected signal from the first interface has not been completely formed. In the second
image on the right, the transmitted signal has passed the first interface and is passing
through the second interface. We can see that the reflected signals from the two interfaces
are joined together and thus they are not distinguishable from each other.

Figure 1.1: An ultrasound signal passing through two interfaces at different distances from
each other.

Thus, it can be seen that the axial resolution can be improved by reducing the spatial
pulse length - by reducing the number of pulses or by reducing the ultrasound wavelength
(given the relationship between wavelength and frequency λ = c

f
, this is akin to increasing

its frequency).

However, there are disadvantages to each of the abovementioned approaches to increas-
ing axial resolution. Reducing the number of pulses reduces the total power transmitted
in each pulse which results in less signal being reflected, thus reducing the signal-to-noise
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ratio of the returning signal. Increasing the ultrasound frequency results in a higher at-
tenuation, which is the reduction in ultrasound intensity as the transmitted wave travels
through tissue, thus reducing penetration depth. Attenuation is caused by ultrasound ab-
sorption into tissue where it is converted into heat and dissipated, together with scattering
or internal reflections [65]. The frequency dependence of attenuation is due to the fact that
at higher frequencies tissues are unable to keep up with the rapid fluctuations in pressure
and are thus unable to ’pass along’ as much of the incident wave energy [32].

To increase axial resolution without sacrificing transmitted power and penetration
depth, the transmitted signal can be coded. Examples of coding schemes include a bi-
nary code or a frequency-modulated chirp (Compressed High-Resolution Pulse). This is
known as coded excitation. By using the fact that the form of the transmitted signal s(t) is
known and taking the convolution of the received signal f(t) with a matched filter (which
is the time reversed version of the transmitted signal s(−t)) in a method known as pulse
compression, the spatial scattering information from the received signal can be extracted
without suffering a loss of resolution arising from using a pulse with a long spatial pulse
length [16]. This is shown in equation 1.2 below

s(−t) ∗ f(t) =
∞∫

−∞

s(−τ)f(t− τ)dτ. (1.2)

Figure 1.2: Transmitted signal, noiseless received signal from two reflectors spaced closely
together, the received signal processed with the matched filter for a constant frequency
and a linear chirp ultrasound wave respectively.
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The improvement in axial resolution is apparent when considering the example shown
in Figure 1.2 above. The first row of plots shows the transmitted signal from a constant
frequency wave s1(t) = sin(2πt) and a linear chirp s2(t) = sin(2π(0.5t+0.25t2)) respectively
over a 4 second interval. The second row shows the received signal from two reflectors
placed close to each other, assuming noise is absent to better demonstrate the improvement
in axial resolution. The third row shows the received signal after being processed with the
matched filter. As is apparent in these plots, the two reflectors can be easily distinguished
within the processed received signal from the linear chirp whereas they cannot be resolved
with the constant frequency signal.

The first proposed application of coded excitation in medical ultrasound was by Takeuchi
in 1979 using phase modulation and Golay codes [94]. Chirp coded excitation was used
for the first time by O’Donnell [58] in B-mode ultrasound imaging to demonstrate the
enhanced penetrating power of coded excitation signals. This study also contained a theo-
retical analysis concluding that a theoretical 15-20 decibel improvement in signal-to-noise
ratio over conventional pulsed ultrasound can be obtained using coded excitation. Pedersen
et. al. modified a commercial ultrasound scanner and used it to demonstrate that chirp-
coded ultrasound yielded significantly increased penetration depths and image quality in
vivo [67].

1.3 Therapeutic Applications

1.3.1 Drug Delivery

One application of the acoustic droplet vaporization of encapsulated nanodroplets lies
in the targeted delivery of therapeutic agents to tumor sites. A major challenge faced
within the field of cancer chemotherapy is the distribution of administered drugs within
the body. Severe side effects are caused by the cytotoxic effects of these drugs on healthy
tissue. In addition, anomalous tumour vascularization and high interstitial pressure result
in spatial drug gradients within a tumor, leading to the possible survival of cancer cells
where drug concentration is low.

One aspect in which tumor tissue differ from healthy tissue is that many tumors have
defective microvasculature with pores between 380 and 780nm in size. In some tumors this
may reach up to 2µm [10, 31]. These pores allow the extravasation of nanoparticles whereas
blood vessels in healthy tissue have tight inter-endothelial junctions that do not allow for
this[79]. In addition, tumor tissue tend to exhibit poor lymphatic drainage which allows
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extravasated nanoparticles to remain in them for a longer period of time [49, 93, 50, 90]
in what is known as the enhanced permeability and retention (EPR) effect [2]. As has
been discussed in the previous section, liquid nanodroplets tend to exhibit a good degree
of stability in circulation, this can be further enhanced by coating them with polyethylene
oxide chains that suppress blood protein adsorption and prevent particle recognition by
reticulo-endothelial system cells [79]. Drug-loaded nanoparticles can thus be designed to
extravasate and accumulate in the tumor tissue and release their drug payload in response
to environmental or physical stimuli, such as pH, hyperthermia, light, or ultrasound [77],
thus increasing the drug concentration within tumor tissue and reducing their impact on
healthy tissue.

The stability of drug-loaded nanodroplets in vivo, together with the successful re-
lease of drug payload under ultrasound sonication was demonstrated in a study in which
nanodroplet-encapsulated paclitaxel (PTX) was injected systemically into a mouse that
had been inoculated with ovarian carcinomas at two sites, only one of which was sonicated
after drug administration. Tumor regression was observed in the sonicated tumor while
the unsonicated tumor grew at the same rate as the control [79]. The same study also
investigated the difference in tumor size development between tumors that were treated
with empty nanodroplets, unencapsulated (PTX) without ultrasound, and nanodroplet-
encapsulated PTX with ultrasound. Results showed that empty nanodroplets exhibited
no therapeutic effect, and that nanodroplet-encapsulated PTX with ultrasound yielded
significantly better tumor regression results than unencapsulated PTX [79].

1.3.2 Embolotherapy

Acoustically vaporized nanodroplets can expand into bubbles that are up to 150 times
larger [8, 9, 39, 96]. The volume expansion from large numbers of droplets vaporizing into
bubbles can therefore result in the occlusion of blood vessels. Gas embolotherapy is the
exploitation of this phenomenon as a means to redirect blood flow away from tumor sites,
denying them the nutrients required to survive and grow.

Hepatic carcinoma (HCC) is a form of cancer that is unresponsive to systemic chemother-
apy alone [3, 36, 45, 5]. An established form of therapy for HCC is transarterial chemoem-
bolization where an intraarterial catheter is used to deposit a chemotherapeutic and em-
bolic agent locally within vasculature upstream of the tumor site [7, 37]. Despite extending
patient survival with few severe complications [76, 47], the procedure is complicated, lack-
ing in fine spatial resolution, and incompatible with frequent repeated administration,
which limits its ability to address new vascular growth following the initial procedure [87].
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Gas embolotherapy has been proposed as an alternative that is less invasive, easier to
administer, and more spatially precise [39]. Focused ultrasound is used to noninvasively
induce the vaporization of systemically circulating nanodroplets within the tumor vascula-
ture, forming localized gas occlusions [27][86]. The feasibility and efficacy of this method
has been demonstrated in a study where microscopy experiments observed the ultrasound
induced formation of gaseous occlusions in the feeder and auxillary vessels in the cremaster
of mice that have been injected with perfluorocarbon nanodroplets [27]. The therapeutic
efficacy of gas embolotherapy was demonstrated in the same study where tumors formed
through the subcutaneous innoculation of HCC cells into mice exhibited a significally lower
final volume and growth rate after gas embolotherapy than in control groups [27]. This
was further investigated in a subsequent study where gas embolotherapy was combined
with chemotherapy through systemically administered doxorubicin [28].

1.4 Mathematical Modeling

The mathematical modeling of acoustic droplet vaporization began with the modelling
of cavitation bubbles within a liquid. It was known that cavitation bubbles increase the
drag of submerged bodies moving through a liquid, thus reducing the efficiency of pumps,
turbines, and propellers. They also cause the erosion of surfaces on these devices over time
[70, 57]. Thus, early work on cavitation was carried out with a desire to quantify the impact
of cavitation bubbles on these surfaces. The problem statement in mathematical form
was given by Besant [6], it assumed the formation of a cavity through the instantaneous
annihilation of a spherical portion from an infinite body of homogeneous, incompressible
fluid at rest under a constant external pressure. The time taken for this cavity to collapse
was obtained. Under the same assumptions, Lord Rayleigh [92] derived the pressure within
the fluid during the collapse.

A later study by Plesset [70], outlined three different regimes of fluid flow over a body:

• noncavitating flow,

• cavitating flow with a relatively small number of cavitation bubbles in the field of
flow, and

• cavitating flow with a single large cavity about the body

And an equation of motion was developed for a cavitation bubble in the second type of
flow regime. This equation was applied in the analysis of experimental observations of
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a 1.5-caliber ogive in a high-speed water tunnel [38]. Since the bubble moves through a
region of rapidly varying pressure, an extension to the prior model was required where
the pressure at a distance term was replaced with a time-varying function which was
computed by mapping the bubble’s position over time relative to the body and using the
known pressure distribution over the body. Comparison of theoretical and experimental
results showed a satisfactory fit.

The use of ultrasound as the driving force behind the pressure variations was examined
by Noltingk and Neppiras [57] where the external pressure term, now representing the
incident ultrasound was a sinusoidal wave. Plesset and Zwick later examined the scenario
in which the surrounding liquid was superheated which introduced heat diffusion as an
additional factor. This model also included the surface tension at the bubble surface.
The solutions from this model were found to be in correspondence with experimental
observations of the growth of vapor bubbles in water superheated to a range of 102◦C to
106◦C at an ambient pressure of 1 atm [71]. In a study of bubbles created from underwater
explosions, Keller and Kolodner introduced the compressibility of the surrounding water
which resulted in damped oscillations of the bubble radius instead of undamped oscillations
as predicted by previous models that assumed incompressibility [35]

An early model of the behavior of encapsulated bubbles was proposed by de Jong et. al.
where the encapsulating albumin shell contributed an additional loss term due to internal
friction within the shell and an additional restoring force due to its stiffness [18]. Guédra
and Coulouvrat modeled the encapsulating shell as a viscoelastic Kelvin-Voigt material
and found that the acoustic droplet vaporization threshold increases with shell rigidity
[24]. The linear elasticity of the Kelvin-Voigt model was limited in its ability to model
large shell deformations due to the droplet’s vaporization, which typically resulted in a five-
fold increase in the radius of the vapor-droplet system [97], hence a modification was made
by Lacour using a hyperelastic Mooney-Rivlin shell model instead [42]. Ghasemi et. al.
later made a further generalization, introducing real gas behavior to the perfluopentane
vapor within the bubble, where the previous above-described models assumed ideal gas
behavior [20].

In this thesis, the behavior of perfluoropentane nanodroplets encapsulated in a Mooney-
Rivlin shell under linear chirp ultrasound is examined. We seek to understand how fre-
quency modulation affects the acoustic droplet vaporization threshold. If the chirp ul-
trasound signal does not adversely affect acoustic droplet vaporization or even enhances
it, then this could represent a potential improvement in contrast-enhanced ultrasound
imaging, retaining both the advantages of phase-change contrast agents as well as the
improvement in axial resolution. Chapter 2 outlines the overall model used in the simula-
tions, including some necessary background on continuum mechanics and steps within the

10



derivations not easily found in the literature. Chapter 3 summarizes the results obtained
from the simulations. Chapter 4 contains the conclusion.

11



Chapter 2

Mathematical Modeling

As shown in the schematic below in Figure 2.1, the model represents the radius of the
vapor bubble, the inner and outer radius of the shell as three concentric spheres with radii
R(t), a(t), b(t) respectively. It is assumed that the space within the inner vapor bubble,
between the vapor bubble and the shell, and outside of the shell contains PFP vapor,
liquid PFP, and water respectively. To model the evolution of these values over time, the
following dynamics were taken into account:

• Vapor behavior within the bubble

• Mass flux and heat transfer across the bubble surface

• Heat transfer across the three mediums within the system (inner fluid, shell, external
fluid)

• Elastic response of the shell

• Viscous fluid flow within the inner and external fluids and the viscous response of
the shell

12



Figure 2.1: Bubble schematic

2.1 Evolution of Bubble Radius Over Time

The evolution of the bubble radius over time is described by the generalized Rayleigh-
Plesset equation [42] which is obtained as follows. Its derivation begins with the momentum
equation of an incompressible continuum with radial symmetry [43, 73] 1. For r ∈ (R,∞),

ρ

(
∂u

∂t
+ u

∂u

∂r

)
=

1

r2
∂

∂r
(r2Trr)−

Tθθ + Tϕϕ
r

, (2.1)

where, ρ is the density, u := u(r, t) is the radial velocity at radial distance r from the bubble
center at time t, and T is the Cauchy stress tensor with Trr, Tθθ, Tϕϕ being its components
in each direction. By the conservation of mass, for r ∈ (R,∞), the radial velocity u must
satisfy

u(r, t) =

(
R

r

)2

U(t), (2.2)

1Note that [73] uses a different convention where the trace of the stress tensor is separated out as −∂p
∂r

13



where U(t) := lim
r→R+

u(r, t) is the velocity of the inner liquid right at the surface of the

bubble. We additionally introduce the hydrostatic pressure p :− −1
3
tr(T) = Trr+Tϕϕ+Tθθ

which is associated with volume change. The momentum equation thus becomes

ρ

[
R2U̇

r2
+

2RṘU

r2
− 2R4U2

r5

]
=
∂Trr
∂r

+ 3
Trr + p

r
. (2.3)

Equation (2.3) can then be integrated across [R,∞), bearing in mind the different
densities of each medium (inner liquid, shell, outer liquid). The left hand side becomes [42]

LHS = (R2U̇ + 2RṘU)

(
ρL
R

+
ρS − ρL

a
+
ρE − ρS

b

)
− R4U2

2

(
ρL
R4

+
ρS − ρL
a4

+
ρE − ρS
b4

)
.

(2.4)

From here onward, the subscripts V, L, S,E will be used to denote properties corresponding
to the vapor within the bubble, inner liquid, shell, and outer liquid respectively.

The radial component of the stress tensor is composed of the hydrostatic stress (the
negative of hydrostatic pressure), the stress due to viscosity T v

rr = −4ηUR2

r3
, and the stress

due to elasticity T e
rr. The inner PFP and external water are assumed to be Newtonian

fluids with T e
rr,L = T e

rr,E = 0. Hence the only component of the system with a nonzero
elastic stress tensor is the shell. For the liquids that do not undergo elastic stress, the
viscous terms cancel each other out and the right hand side simply reduces to

∂Trr
∂r

+ 3
Trr + p

r
=

∂

∂r
(−p+ T v

rr) + 3
T v
rr

r

= −∂p
∂r
.

(2.5)

The shell has non-zero elastic stress, therefore the right hand side reduces to

∂Trr,S
∂r

+ 3
Trr,S + p

r
=

∂

∂r
(−p+ T v

rr,S + T e
rr,S) + 3

T v
rr,S + T e

rr,S

r

= −∂p
∂r

+
∂T e

rr,S

∂r
+ 3

T e
rr,S + p

r
.

(2.6)
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Hence, integrating the right hand side of equation 2.3 across [R,∞) gives

∞∫
R

∂Trr
∂r

+ 3
Trr + p

r
dr =

a∫
R

−∂p
∂r
dr +

b∫
a

−∂p
∂r

+
∂T e

rr,S

∂r
+ 3

T e
rr,S + p

r
dr +

∞∫
b

−∂p
∂r
dr

= p(R+)− p(a−) + p(a+)− p(b−) + T e
rr,S(b)− T e

rr,S(a)

+

b∫
a

3
T e
rr,S + p

r
dr + p(b+)− p∞,

(2.7)

where a + or − superscript denotes that the value is a limit as r approaches it from the
right or left respectively. The continuity of normal stress across each interface (bubble
surface, shell inner surface, shell outer surface) gives the following [15, 72, 24]

p(R+) = p(R−)− 4ηL
U

R
− 2

σ

R
+ J(UV − U),

p(a−) = p(a+)− T e
rr,S(a) + 4(ηS − ηL)

(
R2U

a3

)
+ 2

σ1
a
,

p(b+) = p(b−)− T e
rr,S(b) + 4(ηS − ηE)

(
R2U

b3

)
− 2

σ2
b
,

(2.8)

where J is the mass flux across the bubble surface, UV := lim
r→R−

u(r, t) is the gas velocity

at the inner surface of the bubble, η is the dynamic viscosity of the medium denoted by its
subscript, and σ, σ1, σ2 are the surface tensions corresponding to the bubble surface, shell
inner surface, and shell outer surface respectively.
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Figure 2.2: Normal stress contributions from the outside and within the bubble.

The mass flux J can be obtained by applying the conservation of mass

J = ρL(U − Ṙ) = ρV (UV − Ṙ)

⇒ U =
J

ρL
+ Ṙ, UV =

J

ρV
+ Ṙ.

(2.9)

Applying this to the term containing it within the continuity of normal stress condition
at the bubble surface gives

J(UV − U) = J2(ρ−1
V − ρ−1

L ). (2.10)
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We introduce the following notation

Γi = ρL + (ρS − ρL)

(
R

a

)i

+ (ρE − ρS)

(
R

b

)i

,

σ̄ = σ + σ1

(
R

a

)
+ σ2

(
R

b

)
,

η̄ = ηL + (ηS − ηL)

(
R

a

)3

+ (ηE − ηS)

(
R

b

)3

,

pv := p(R−),

Φ := J2(ρ−1
V − ρ−1

L ),

S :=

b∫
a

3
T e
rr,S + p

r
dr,

ξ =
U

Ṙ
.

(2.11)

Then plugging equations 2.8 and 2.10 into equation 2.7, equating it to equation 2.4
and applying the notation introduced in 2.11 gives the general Rayleigh-Plesset equation
as stated in [42].

RU̇ +
4ξ − Γ4

Γ1
ξ2

2
Ṙ2 =

pV − 2σ̄+4η̄U
R

+ Φ+ S − p∞

Γ1

. (2.12)

In the case of a regular sinusoidal ultrasound pulse, p∞, the pressure at infinity arising
from a constant frequency ultrasound wave is given as follows.

p∞(t) = p0 − pa sin(2πf0t), (2.13)

where p0 is the ambient pressure, pa is the amplitude of the acoustic wave, and f0 is the
acoustic frequency. For a linear chirp signal, the frequency term increases or decreases
linearly between an initial frequency f0 and a final frequency f1 over the duration of the
pulse T , resulting in

p∞(t) = p0 − pa sin (2π (f0 + ct) t) , (2.14)

where

c =
f1 − f0
T

. (2.15)
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The original form of the Rayleigh-Plesset equation (see equations 1.1 and 1.4 of [48])
was obtained for a single bubble immersed in an infinite body of incompressible liquid.
Equation 2.12 describes the system consisting of three different components (liquid droplet,
shell, external water) with different densities and viscosities. It also incorporates the mass
flux across the bubble surface, which was not accounted for in the original model and the
elastic response from the shell which is absent in the original model.

Given the mass flux in 2.9, together with equation (2.2), and noting that the shell is
impermeable, the differential equations describing the evolution of R, a, b over time can be
obtained.

Ṙ = U − J

ρL
, (2.16)

ȧ =
R2

a2
U, (2.17)

ḃ =
R2

b2
U. (2.18)

The vapor pressure within the bubble pV , mass flux Φ, and elastic response of the shell
S will be explained in the subsequent sections.

2.2 Vapor Pressure within the Bubble

On the right-hand side of equation 2.12, the vapor pressure within the bubble pV is
obtained using the Van der Waal’s equation [91]:

pV =
ρVRgTS
1− bρV

− aρ2V ,

a =
27

64

R2
gT

2
c

ρc
,

b =
RgTc
8pc

.

(2.19)

where Rg is the specific gas constant of PFP which is in turn the ratio between the ideal
gas constant and the molar mass of PFP, TS = TS(t) is the bubble surface temperature,
and (Tc, pc) is the critical point of PFP, which is a pair of temperature and pressure
values beyond which superfluidity is observed. The constants a and b corrects for the
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intermolecular forces of attraction and the volume occupied by the gas molecules, both of
which are not taken into account in the ideal gas model [91].

Beyond the critical point, superfluidity is observed, in which case the pressure is given
by [56]:

pV = pc

(
TS
Tc

) γPT
γPT−1

,

γPT =

(
1− γ − 1

γ

RgTS − aρV (1− ρV )

RgTS − 2aρV (1− ρV )2

)−1

,

(2.20)

where γ = Cp

Cv
is the ratio of the specific heat at constant pressure to the specific heat at

constant volume of PFP.

2.3 Mass Flux and Temperature Profile

In order to determine the pressure contribution due to mass flux Φ as given in equation
2.11, the mass flux J is required. It can be obtained by invoking the conservation of energy
at the bubble interface [26]

KL
∂T

∂r

∣∣∣∣
r→R+

−KV
∂T

∂r

∣∣∣∣
r→R−

= LJ, (2.21)

where T = T (r, t) is the temperature field, KL andKV are the thermal conductivities of the
liquid PFP and PFP vapor respectively, and L is the latent heat of vaporization of PFP. The
heat conduction within the bubble can be neglected due to the large difference between the
thermal conductivity and diffusivity coefficients of the liquid and vapor phases, allowing
us to assume that the temperature distribution is uniform within the bubble [24, 26].
Therefore, ∂T

∂r

∣∣
r→R− = 0 and

J =
KL

L

∂T

∂r

∣∣∣∣
r→R+

. (2.22)

Note that J in the above equation is the negative of what was given in equation (12)
in [24] where they assumed the opposite convention that a positive J corresponds to mass
leaving the bubble into the surrounding liquid PFP droplet. In order to obtain J from
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the above equation, the temperature profile within the liquid PFP droplet near the bubble
surface is required, which entails modeling both the bubble surface temperature TS(t) and
the entire temperature profile T (r, t) over time.

2.3.1 Bubble Surface Temperature

The modelling of the bubble surface temperature requires the determination of the gas
velocity field within the bubble. This begins by assuming that it behaves as an ideal gas.
The corresponding enthalpy equation is as follows [74]

ρVCp
∂T

∂t
− ∂p

∂t
= ∇ · (KV∇T ). (2.23)

The gas velocity field within the bubble v⃗ is introduced through the continuity equation.

∂ρV
∂t

+ ρV∇ · v⃗ +∇ρV · v⃗ = 0. (2.24)

The following property is also used

CpρV T =
γp

γ − 1
. (2.25)

Differentiating equation 2.25 with respect to time,

CPρV
∂T

∂t
+ CPT

∂ρV
∂t

=
γ

γ − 1

∂p

∂t
. (2.26)

Plugging in equation 2.24, noting that ∇ρV = 0, and rearranging

1

γ − 1

∂p

∂t
+ CPTρV∇ · v⃗ = CPρV

∂T

∂t
− ∂p

∂t
. (2.27)

Plugging in equation 2.23, then multiplying through by γ − 1 yields

∂p

∂t
+ γp∇ · v⃗ = (γ − 1)∇ · (KV∇T ). (2.28)

Under the assumption of radial symmetry, the above can be simplified to

∂(r2v)

∂r
=
r2

γp

[
γ − 1

r2
KV

∂

∂r

(
r2
∂T

∂r

)
− ṗ

]
, (2.29)
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where v is the radial velocity of the gas within the bubble. This is integrated to obtain the
vapor velocity field

v =
1

γp

[
(γ − 1)KV

∂T

∂r
− rṗ

3

]
. (2.30)

We know that UV = lim
r→R−

v(r, t). In addition, since the temperature field within the

bubble is assumed to be spatially uniform [24], this reduces to

UV = − Rṗ

3γp
, (2.31)

which can be plugged into the combination of equations (2.9) and (2.22) to obtain

Rṗ+ 3γp

(
Ṙ− 1

ρV

KL

L

∂T

∂r

∣∣∣
r→R+

)
= 0. (2.32)

The Clausius-Clapeyron relation given below provides the time rate of change of pres-
sure [26]

pV (T ) = pref exp

[
L

Rg

(
1

Tref
− 1

T

)]
, (2.33)

where pref and Tref are known values along the vapor pressure-temperature curve. This is
then used to obtain the final differential equation governing the evolution of bubble surface
temperature over time.

L

RgT 2
S

dTS
dt

=
3γ

R

(
KL

ρVL

∂T

∂r

∣∣∣
r→R+

− Ṙ

)
. (2.34)

The gas density ρV is given by

ρV =
m

4
3
πR3

. (2.35)

By the conservation of mass, it follows that

dm

dt
=

∮
JdS = 4πR2J, (2.36)

where the integral is taken over the surface of the bubble. Taking the time derivative of
both sides of equation 2.35 and applying equation 2.36, the evolution of vapor density over
time can be obtained

dρV
dt

=
3

R
(J − ρV Ṙ). (2.37)
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2.3.2 Temperature Within the Inner and Outer Liquids

The temperature profiles within the inner and outer liquids are given by the energy
equations [43, 24]

∂T

∂t
+ u(r, t)

∂T

∂r
=

Km

ρmcm

1

r2
∂

∂r

(
r2
∂T

∂r

)
+

12ηm
ρmcm

(
u(r, t)

r

)2

, (2.38)

where m ∈ {L,E} represents the medium for which the temperature profile is being eval-
uated. The heat flux is assumed to be continuous across the shell.

KL
∂T

∂r

∣∣∣
r→a−

= KE
∂T

∂r

∣∣∣
r→b+

. (2.39)

And the other boundary conditions are given by the temperature of the bubble surface and
the temperature at infinity, which is held constant.

lim
r→R+

T (r, t) = TS(t), (2.40)

lim
r→∞

T (r, t) = T∞. (2.41)

2.4 Shell Elastic Response

The elastic response of the shell S is given as follows [42]

S = 3

b∫
a

T e
rr,S + p

r
dr, (2.42)

within which the elastic stress of the shell can be obtained through first characterizing its
deformation and subsequently relating it to the stress through constitutive relations.

2.4.1 Deformation Gradient

Let P ∈ R3 be a point with curvilinear coordinates (q1, q2, q3), and position vector r
from the origin. A set of natural basis vectors {vi | i = 1, 2, 3} arise which can be obtained
through differentiating the position vector with respect to each coordinate [82].
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vi =
∂r

∂qi
; i = 1, 2, 3. (2.43)

The characterization of an object’s deformation requires the specification of two states
– the set of points occupied by the object at a selected reference time point (which we can
define to be t = 0) which will be referred to as the reference configuration, and the
set of points currently occupied by the object, which will be referred to as the current
configuration.

The reference configuration is denoted by R0, and a point P within it with coordinates
(Q1, Q2, Q3) can be represented by a position vector in tensor notation X = X iGi(X),
where {Gi(X) | i = 1, 2, 3} is the set of natural basis vectors in the reference configuration
at position X. The motion and deformation of the object causes the point X to move
along a path over time, denoted χt(X), eventually arriving at a point within the current
configuration Rt, of which a point p with coordinates (q1, q2, q3) can be represented by a
coordinate vector x = xigi(x), where {gi(x) | i = 1, 2, 3} is the set of basis vectors used to
describe the current configuration at x. The dependence of the basis vectors Gi and gi on
X and x will be omitted in the following text for clarity.

χt(X) = x. (2.44)

The different sets of basis vectors used in the reference and current configurations pro-
vide the generality necessary to describe the problem using curvilinear coordinate systems
(e.g. spherical polar coordinates, as is the case here) which vary in space (and thus time
as each point moves due to the deformation of the object).

Problems within continuum mechanics can often be solved by relating the current con-
figuration of the object in question back to its reference configuration. This is done by
examining the deformation gradient (denoted F) which uses the gradient of χt(X) = x
with respect to X to describe how points within the current configuration change with re-
spect to points within the reference configuration. Its definition and derivation according
to [52] is presented as follows

Gradx :=
∂x

∂Qi
⊗Gi, (2.45)

where {Gi | i = 1, 2, 3} is the dual basis of {Gi} defined through the following relation

Gi ·Gj = δij. (2.46)
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The deformation gradient is known as a two-point tensor since it has one leg in the
reference configuration, and another in the current configuration. Expressing x as a linear
combination of the basis vectors, equation 2.45 can be expanded as follows

∂x

∂Qi
⊗Gi =

∂(xjgj)

∂Qi
⊗Gi

=
∂xj

∂Qi
gj ⊗Gi + xj

∂gj

∂Qi
⊗Gi

=
∂xj

∂Qi
gj ⊗Gi + xj

∂gj

∂qm
∂qm

∂Qi
⊗Gi

=
∂xj

∂Qi
gj ⊗Gi + xjΓk

jmgk
∂qm

∂Qi
⊗Gi

=

(
∂xj

∂Qi
+ xkΓj

km

∂qm

∂Qi

)
gj ⊗Gi,

(2.47)

where Γj
km are Christoffel symbols which are defined by the following relation for a set of

basis vectors {gi}

Γj
km = gj ∂gk

∂xm
. (2.48)

We can represent points in the reference and current configurations using spherical coor-
dinates and denote them as (Q1, Q2, Q3) = (R,Φ,Θ) and (q1, q2, q3) = (r, ϕ, θ) respectively.

Given a point P in the reference configuration with positional vector X =

R sinΘ cosΦ
R sinΘ sinΦ
R cosΘ

,
the natural basis is thus

G1(X) =
∂X

∂R
=

sinΘ cosΦ
sinΘ sinΦ

cosΘ

 ,
G2(X) =

∂X

∂Φ
=

−R sinΘ sinΦ
R sinΘ cosΦ

0

 ,
G3(X) =

∂X

∂Θ
=

R cosΘ cosΦ
R cosΘ sinΦ
−R sinΘ

 .
(2.49)
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We require the dual basis vectors to be used in equation 2.47 instead.

G1(X) =

sinΘ cosΦ
sinΘ sinΦ

cosΘ

 ,
G2(X) =

− 1
R sinΘ

sinΦ
1

R sinΘ
cosΦ
0

 ,
G3(X) =

 1
R
cosΘ cosΦ

1
R
cosΘ sinΦ
− 1

R
sinΘ

 .
(2.50)

Similarly, a point p in the current configuration with positional vector x =

r sin θ cosϕr sin θ sinϕ
r cos θ


admits the following natural basis

g1(x) =

sin θ cosϕsin θ sinϕ
cos θ

 ,
g2(x) =

−r sin θ sinϕr sin θ cosϕ
0

 ,
g3(x) =

r cos θ cosϕr cos θ sinϕ
−r sin θ

 .
(2.51)

We note that these basis vectors are not normal and can be expressed as a product of
their lengths and the corresponding normalized basis vectors {ER,EΦ,EΘ}, {er, eϕ, eθ}.
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G1(X) = ER,

G2(X) =
1

R sinΘ
EΦ,

G3(X) =
1

R
EΘ,

g1(x) = er,

g2(x) = r sin θeϕ,

g3(x) = reθ.

(2.52)

The Christoffel symbols can then be obtained by differentiating the basis vectors {g1,g2,g3}
with respect to the coordinates and expressing the results as linear combinations of them-
selves.

∂g1

∂r
= 0,

∂g1

∂ϕ
=

1

r
g2,

∂g1

∂θ
=

1

r
g3,

∂g2

∂ϕ
= −r sin2 θg1 − sin θ cos θg3,

∂g2

∂θ
= cot θg2,

∂g3

∂θ
= −rg1.

(2.53)

Hence, the nonzero Christoffel symbols are

Γ2
12 = Γ3

13 =
1

r
,

Γ1
22 = −r sin2 θ,

Γ3
22 = − sin θ cos θ,

Γ2
23 = cot θ,

Γ1
33 = −r.

(2.54)
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For a shell whose points in the reference configuration are given by {X = r0ER | r0 ∈
[a0, b0]} that undergoes the motion and deformation represented by χ to arrive at its current
configuration {x = r(r0, t)er | r ∈ [a(t), b(t)]}, its deformation gradient can be obtained by
plugging equations 2.52 and 2.54 into 2.47 to obtain

F =

 ∂r
∂r0

0 0

0 r
r0

0

0 0 r
r0

 . (2.55)

To illustrate how the deformation gradient is useful in the characterization of defor-
mations, we shall examine how the deformation affects line and volume elements. Let dX
be an infinitesimal line segment in the direction of X in the reference configuration. If we
denote its length as dS := ∥dX∥, then it can be expressed as

dX = MdS. (2.56)

Where M is the unit vector in the direction of X The deformation will cause the
infinitesimal line element to transform into dx, with length ds := ∥dx∥. Let m be the unit
vector in its direction.

dx = mds. (2.57)

Now,

m =
∂x

∂s

=
∂x

∂X

∂X

∂S

∂S

∂s

= FM
∂S

∂s
⇒ dx = mds = F(MdS) = FdX.

(2.58)

Now consider a volume element with sides dX1, dX2, dX3 in the reference configuration.
This has volume

dV = dX3 · (dX1 × dX2). (2.59)

Similarly, the post-deformation volume element with sides dx1, dx2, dx3 in the current
configuration will have a volume of

dv = dx3 · (dx1 × dx2). (2.60)
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Taking the ratio, and applying equation 2.58 to each of the sides,

dv

dV
=
dX3 · (dX1 × dX2)

dx3 · (dx1 × dx2)

=
Fdx3 · (Fdx1 × Fdx2)

dx3 · (dx1 × dx2)

= detF.

(2.61)

If an object is incompressible, the volume of any portion of itself must be preserved
under deformation and hence it must satisfy detF = 1, applying this restriction to 2.55
results in

∂r

∂r0
=

(r0
r

)2

. (2.62)

The deformation gradient can thus be expressed in terms of the principal stretch λ := r
r0

to obtain F = diag(λ−2, λ, λ).

A well known result in continuum mechanics is that the deformation gradient can be
decomposed into a product of an orthogonal tensor R and a symmetric tensor [4]. This is
valuable because the orthogonal tensor corresponds to rigid body rotation and hence does
not contribute to stress. The decomposition can be carried out in either direction.

RCU = F = VRB,

V = RCURT
B.

(2.63)

This leads to two rotation-independent descriptions of the deformation known as the
left and right Cauchy-Green deformation tensors respectively and given as follows

B := FFT = V2,

C := FTF = U2,

B = (RCURT
B)(RCURT

B)
T

= RCURT
BRBU

TRT
C

= RCCRT
C .

(2.64)

2.4.2 Stress-Strain Constitutive Relation for a Spherical, Isotropic,
Incompressible, Hyperelastic Shell

In this section, we follow the approach outlined in [4] to obtain the dependence between
the Cauchy stress tensor and the strain energy density function for a hyperelastic material.
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Ignoring thermal effects for simplicity, the mechanical energy principle requires that the
time rate of change of the total mechanical energy for a portion P of a body B be equal
to the rate of work done by the surface forces (represented by a traction vector tn) and
body forces (represented by a vector b) acting on it [4]. The total mechanical energy of P
consists of its kinetic energy and elastic potential energy which is represented by an energy
density function Ψ(X, t) per unit volume in the reference configuration of P , denoted P0.
The mechanical energy principle can thus be stated mathematically as follows [4]

d

dt

∫
P

ρ

2
v · vdv +

∫
P0

ΨdV

 =

∫
∂P

tn · vda+
∫
P

b · vdv, (2.65)

where v is the velocity and ρ the density. Since P is not guaranteed to be constant over
time, the time derivative cannot immediately be brought into the integral. Instead, a
conversion from the current configuration to the reference configuration must be carried
out using equation 2.61. Denoting J := detF , the left-hand side of the above equation
becomes

d

dt

∫
P0

ρJ

2
v · vdV +

∫
P0

ΨdV

 =

∫
P0

(ρJ)a · vdV +

∫
P0

Ψ̇dV. (2.66)

We introduce here several well-known results from continuum mechanics. Cauchy’s first
and second laws of motion, which are obtained from the conservation of linear and angular
momentum respectively, and Cauchy’s stress principle [59],

divT+ b = ρa, (2.67)

T = TT , (2.68)

tn = Tn, (2.69)

where T is the stress tensor, a is the acceleration vector, and n is the exterior unit vector
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normal to ∂P . Applying these to the right-hand side of equation 2.65 yields∫
∂P

Tv · nda+
∫
P

b · vdv =

∫
P

div(Tv)dv +

∫
P

b · vdv

=

∫
P

[divT · v + tr(T gradv)]dv +

∫
P

b · vdv

=

∫
P

(ρa) · vdv +
∫
P

tr(T gradv)dv

=

∫
P0

(ρJ)a · vdV +

∫
P0

J tr(T gradv)dV,

(2.70)

where gradv = ∂v
∂x

is the velocity gradient tensor. It is usually denoted by L. We note
that

Ḟ =
∂v

∂X

=
∂v

∂x

∂x

∂X
= LF,

∴ L = ḞF−1.

(2.71)

Plugging the results from equations 2.66 and 2.70 back into 2.65, noting that P0 was
arbitrarily chosen, and that the trace of the product of a symmetric and a skew-symmetric
matrix is 0 allows us to conclude that

Ψ̇ = J tr(TL)

= J(TikḞkmF
−1
mi )

= (JTkiF
−T
im )Ḟkm

= TR,kmḞ
T
mk

= tr(TRḞ
T )

= TR : Ḟ,

(2.72)

where TR := JTF−T is the first Piola-Kirchoff stress tensor and : denotes the double
dot product between two tensors A : B := tr(ABT ). A hyperelastic solid is defined as
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a material whose elastic potential energy is given by the following strain energy density
function [4]

Ψ(X, t) = Ψ(F(X, t),X). (2.73)

Applying the chain rule to take the time derivative of Ψ,

dΨ

dt
=
∂Ψ

∂F
: Ḟ. (2.74)

Hence equation 2.72 can be re-expressed as[
TR − ∂Ψ

∂F

]
: Ḟ = 0, (2.75)

which must apply for all Ḟ, hence

TR =
∂Ψ

∂F
⇔ T = J−1∂Ψ

∂F
FT . (2.76)

We require the strain energy Ψ to satisfy the principle of material frame indifference
which states that the constitutive laws describing the behavior of a material should be
indifferent under any change of frame of reference of the observer. I.e. for any orthogonal
tensor Q,

Ψ(QF) = Ψ(F). (2.77)

Recalling the polar decomposition of F described in equation 2.63, we can select Q =
RT

C so that
Ψ(F) = Ψ(U) = Ψ̃(C). (2.78)

An isotropic material satisfies the property that a deformation following any rigid body
rotation P results in a similar state of strain, i.e.,

Ψ(FP) = Ψ(F) ⇒ Ψ̃((FP)T (FP)) = Ψ̃(PTCP) = Ψ̃(C). (2.79)

Again, letting P = RT
C from equation 2.63 gives

Ψ̃(B) = Ψ̃(C). (2.80)

Plugging equations 2.78 and 2.80into equation 2.76 gives

T = J−1 ∂Ψ

∂B

∂B

∂F
FT

= 2J−1 ∂Ψ

∂B
B.

(2.81)
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In general, B and C have distinct values, although they have the same invariants
(which are by definition scalar-valued functions f(B) such that for any orthogonal Q,
f(QBQT ) = f(B)). Equations 2.78 and 2.80, obtained by combining the principle of
material frame indifference and isotropic requirements, allow us to conclude that the strain
energy for a hyperelastic, isotropic material must be dependent only on the invariants of
the left or right Cauchy-Green deformation tensors (denoted I1, I2, I3). Reusing Ψ to
represent the strain energy density function,

Ψ = Ψ(I1, I2, I3). (2.82)

An example of a set of such invariants are

I1 = tr(B),

I2 = tr(B−1),

I3 = det(F).

(2.83)

An object is incompressible if detF − 1 = 0, this imposes a constraint such that the
total Cauchy stress tensor can only be determined by F up to an arbitrary stress [4]

T = −P I+TE(F), (2.84)

where I is the identity tensor, TE is the elastic response of the material which has the
form given in equation 2.81, except that incompressibility implies that J−1 = 1 and Ψ =
Ψ(I1, I2). Applying the chain rule,

TE(F) = 2
∂Ψ

∂B
B

= 2

(
∂Ψ

∂I1

∂I1
∂B

+
∂Ψ

∂I2

∂I2
∂B

)
B

= 2

(
∂Ψ

∂I1
B+

∂Ψ

∂I2
B−1

)
.

(2.85)

Hence,

T = −P I+ 2

(
∂Ψ

∂I1
B+

∂Ψ

∂I2
B−1

)
. (2.86)

Instead of determining P directly, note that T can be broken down into hydrostatic
stress and deviatoric stresses. Hence by extracting the hydrostatic portions of B and B−1
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respectively (leaving these terms with only the deviatoric portions) and grouping it together

with −P I to form the total hydrostatic stress −p = tr(T)
3

, and recalling that tr(B) = I1,
tr(B−1) = I2 [41]

T = −pI+ 2

[
∂Ψ

∂I1

(
B− I1

3

)
+
∂Ψ

∂I2

(
B−1 − I2

3

)]
. (2.87)

For our spherical, isotropic, incompressible, hyperelastic shell, the left Cauchy-Green
deformation tensor (in spherical coordinates) is

Be
S =

λ−4 0 0
0 λ2 0
0 0 λ2

 . (2.88)

Which gives

I1 = λ−4 + 2λ2

I2 = λ4 + 2λ−2.
(2.89)

Since I1 and I2 depend only on the principal stretch λ, it follows that the strain energy
density function can be expressed as Ψ = Ψ(λ), and

dΨ

dλ
=
∂Ψ

∂I1

dI1
dλ

+
∂Ψ

∂I2

dI2
dλ

⇒ ∂Ψ

∂I1
=

λ5

4(λ6 − 1)

dΨ

dλ
− λ2

∂Ψ

∂I2
.

(2.90)

Evaluating equation 2.87 for the radial term and plugging in 2.90 gives the final form of
the radial term of the stress tensor

T e
rr,S = −p− 4

3

λ6 − 1

λ4
∂Ψ

∂I1
− 4

3

λ6 − 1

λ2
∂Ψ

∂I2

= −p− 4

3

λ6 − 1

λ4

[
λ5

4(λ6 − 1)

dΨ

dλ
− λ2

∂Ψ

∂I2

]
− 4

3

λ6 − 1

λ2
∂Ψ

∂I2

= −p− λ

3

dΨ

dλ
,

(2.91)
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where the pressure p = −Te
S

3
arises from the incompressibility constraint. Denoting δ3 =

a3 − a30 as the change in volume encompassed by the shell as it changes in radius, we note
that due to incompressibility and conservation of mass,

r3 − a3 = r30 − a30 ⇒ r3 = r30 + δ3

⇒ r30
r3

= 1− δ3

r3

⇒ λ =

(
1− δ3

r3

)− 1
3

⇒ dλ

dr
=
λ− λ4

r
.

(2.92)

Plugging equations 2.91 and 2.92 into equation 2.42 gives

S =

∫ b
b0

a
a0

Ψ′(λ)

λ3 − 1
dλ. (2.93)

2.4.3 The Mooney-Rivlin Strain Energy Density Function

The Mooney-Rivlin strain energy density function is used to estimate the strain energy
and its derivation is presented as follows [54]. Consider a cylindrical element of volume with
unit height and diameter in a hyperelastic material that is i) homogeneous, ii) memoryless,
iii) isotropic, iv) incompressible, with the property that v) the traction arising from simple
shear in any isotropic plane is proportional to the shear. It is deformed in two steps, a
stretch-squeeze in its length dimension of magnitude λ1, and a shear in the plane normal
to the stretch giving rise to principal stretches λ2 and λ3.
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Figure 2.3: The leftmost figure shows the cylindrical volume in its undeformed state. The
middle figure shows a stretch in its height dimension by λ1, resulting in a reduction in
diameter by 1√

λ1
. This is followed by a shear resulting in stretches / compressions of λ2

and λ3 in the length and width dimensions respectively. Source: [54]

The work done in the first step is thus some function of λ1.

Ψ1 = ψ(λ1). (2.94)

Since the volume element after the stretch-squeeze has diameter 1√
λ1
, to produce the

final principal stretches will require the second stretch to have magnitudes λ2
√
λ1 and

λ3
√
λ1 respectively. Hence the shear is

γ =
√
λ1(λ2 − λ3). (2.95)

By requirement v) specified above, the work done per unit volume in the second defor-
mation is

Ψ2 = λ1(λ2 − λ3)
2ϕ(λ1). (2.96)

Adding the above and keeping in mind the incompressibility requirement λ1λ2λ3 = 1,
the total work done can be expressed as

Ψ = f(λ1) + (λ22 + λ23)g(λ1), (2.97)

where
f(λ1) = ψ(λ1)− 2ϕ(λ1), g(λ1) = λ1ϕ(λ1). (2.98)
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Equation 2.97 is a functional equation and we wish to determine the forms of f and
g. The isotropy requirement demands that Ψ is symmetric in the λ’s, this means that Ψ
must have the following form

Ψ = f(λ1) + f(λ2) + f(λ3) + (λ22 + λ23)gs(λ1). (2.99)

Inspecting the above two equations, we must conclude that

f(λ2) + f(λ3) + (λ22 + λ23)gs(λ1) = (λ22 + λ23)g(λ1)

⇒f(λ2) + f(λ3) = (λ22 + λ23)[g(λ1)− gs(λ1)].
(2.100)

We denote gc := g − gs. Hence we desire functions gc such that (λ22 + λ23)gc(λ1) =
f(λ2) + f(λ3). This can be satisfied by the constant solution gc = C1.

C1λ
2
2 + C1λ

2
3 = f(λ2) + f(λ3), (2.101)

in which case f(x) = C1x
2. Another solution is gc = C2λ

2
1 =

C2

λ2
2λ

2
3
. This gives rise to

C2

λ22
+
C2

λ23
= f(λ2) + f(λ3), (2.102)

in which case f(x) = C2

x2 . Combining the two possible solutions gives the following general
form for gc and f

(λ22 + λ23)gc(λ1) = C1(λ
2
2 + λ23) + C2

(
1

λ23
+

1

λ22

)
f(λ1) = C1λ

2
1 + C2

1

λ21
+ C3,

(2.103)

where the constant C3 is introduced to allow for the possibility that f is a constant function.
It is also possible that g contains self-symmetric terms independent of f , these are denoted
gs. To examine this possibility, note that any such terms must satisfy

(λ22 + λ23)gs(λ1) = (λ23 + λ21)gs(λ2) = (λ21 + λ22)gs(λ3). (2.104)

Equating the latter two and applying the incompressibility requirement yields

gs(λ2) + λ22λ
4
3gs(λ2) = gs(λ3) + λ42λ

2
3gs(λ3)

⇒gs(λ2) =
1 + λ42λ

2
3

1 + λ22λ
4
3

gs(λ3).
(2.105)
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But incompressibility only demands that the product of all three principal stretches be
equal to 1, any two of them are free to take on any positive values. Which means that the
above equation must be satisfied for all λ2, λ3 > 0. This is not true, as evidenced by

gs(1) =
5

17
gs(2)

gs(2) =
29

65
gs(3)

gs(1) =
5

41
gs(3) ̸=

5

17

29

65
gs(3).

(2.106)

Therefore, there can be no nonzero self-symmetric terms gs and hence plugging gc and
f from 2.103 into 2.97 gives

Ψ = C1(λ
2
1 + λ22 + λ23) + C2

(
1

λ21
+

1

λ22
+

1

λ23

)
+ C3. (2.107)

Additionally, under the condition of zero strain (i.e. λ1 = λ2 = λ3 = 0), the total work
done must be 0, which gives

C3 = −3C1 − 3C2. (2.108)

We can also substitute in G
4
(1+β) and G

4
(1−β) where G is the shear modulus value of

the shell, and β a stiffness parameter into C1 and C2 [54]. Noting that in the hyperelastic
spherical shell, λ1 = λ−2 and λ2 = λ3 = λ, we finally obtain the Mooney-Rivlin strain
energy function.

Ψ =
G

4

[
(1 + β)(λ−4 + 2λ2 − 3) + (1− β)(λ4 + 2λ−2 − 3)

]
, (2.109)

which can be plugged into equation 2.93 and integrated to obtain [42]

S = 2G

 1∑
i=−1
i ̸=0

1∑
k=0

1 + iβ

−i− 3k
λ−i−3k


λ= b

b0

λ= a
a0

. (2.110)
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Chapter 3

Simulations and Results

Simulations were carried out to examine the behavior of the system of equations gov-
erning the evolution of bubble radius R, bubble surface temperature TS, fluid velocity at
bubble surface U , vapor density ρV , and vapor pressure pV under various sets of parame-
ters and different ultrasound waveforms. These equations were first non-dimensionalized
according to the following scheme.

t̃ = tf0 r̃ = r
a0

ã = a
a0

R̃ = R
a0

T̃ = T
T∞

p̃ = p
p0

ρ̃V = ρV
ρL

Ũ = U
a0f0

J̃ = J
ρLa0f0

R̃g =
RgρLT∞

p0
K̃ = KT∞

p0f0a20
L̃ = LρL

p0

σ̃ = σ
ρLf

2
0 a

3
0

η̃ = η
ρLf0a

2
0

ρ̃E = ρE
ρL

T̃c =
Tc

T∞

p̃c =
pc
p0

p̃a =
pa
p0

c̃ = cT∞ρL
p0

Table 3.1: Nondimensionalized variables.

Removing the tildes and using the regular letters to denote the nondimensionalized
variables instead, the resulting nondimensionalized system of equations is shown to be:

R
dU

dt
+

(
2UṘ− Γ4

2Γ1

U2

)
=
C1

Γ1

(pV − p∞ + S)− 2σ̄ + 4η̄U

RΓ1

+
Φ

Γ1

, (3.1)
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∂T

∂t
+ vl

∂T

∂ξ
=

Km

ρmcm

1

r2
∂

∂ξ

(
r2
∂T

∂ξ

)
+ 12

ηm
C1ρmcm

( vl
r2

)2

, (3.2)

L

Rg

ṪS
T 2
S

+
3γ

R

(
Ṙ− J

ρV

)
= 0, (3.3)

dρV
dt

=
3

R

(
J − ρV Ṙ

)
, (3.4)

da

dt
=

(
R

a

)2

U, (3.5)

dR

dt
= U + J, (3.6)

where
C1 =

p0
ρLf 2

0a
2
0

, (3.7)

vl =

(
R

r

)2

− Ṙ, (3.8)

ξ = r −R. (3.9)

Note that equation 3.2 spans across both mediums m ∈ {L,E} - the PFP within the
shell and the water outside the shell. The above system of equations (3.1-3.6) are solved
using an embedded fifth-order Runge-Kutta method with adaptive time steps. Cash-Karp
constants[12] were used which provided an improvement on efficiency and error properties
over Fehlberg’s method.

The heat equation (3.2) was solved using the Crank-Nicholson method applied to a
discretization of the computational domain ξ ∈ [0, 2000a0] , into a uniform grid of size
∆ξ = 5nm, prior to nondimensionalization. Within each medium, the appropriate set of
physical constants (K, ρ, c, η) were used. In the event that a single segment within the grid
lies across the interface between two mediums (droplet-shell or shell-water), an average
between the constants for the two mediums was taken. The PDE problem also includes
the following boundary conditions, stated in terms of nondimensionalized units.

T (ξ = 0, t) = TS(t), (3.10)

T (2000, t) = 1. (3.11)

The physical parameters used in the simulation are given in the following table.
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Unit Droplet Shell Water Source

ρ kg.m−3 1630 1100 998 [42]

η mN.s.m−2 0.652 50 1 [42]

c J.kg−1.K−1 1089 - 4200 [42]

K w.m−1.K−1 0.056 - 0.6 [42]

Unit Value Source

Rg J.kg−1.K−1 28.8 [42]

L J.kg−1 88000 [42]

σ mN.m−1 9.5 [42]

Tc K 430 [85]

pc MPa 2.045 [85]

ρc kg.m−3 424.19 [85]

T∞ K 310 [85]

γ - 1.05 [85]

Table 3.2: List of physical parameters used in the simulations.

The simulation was terminated when any of the following criteria were satisfied:

• Complete evaporation, which can occur when

– the bubble radius reaches the shell’s inner radius

R = a

– the entirety of the contents within the bubble vaporizes

ρVR
3 = ρL(a

3
0 −R3

0) + ρV 0R
3
0

• Complete bubble collapse
R = 0.05R0
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• The shell is stretched to its limits (i.e. its thickness vanishes)

b− a <
10−14

a0
nm

• The specified endpoint is reached
t = tf

3.1 Bubble behavior under constant frequency ultra-

sound - Mooney-Rivlin Model

The evolution of bubble radius according to the above-described model under the influ-
ence of ultrasound at a constant frequency of 3MHz and across a variety of amplitudes (1.5,
2.5, 3, 4MPa) and shear modulus values for the encapsulaing shell (20, 120, 220, 320MPa)
was investigated in [20]. The results were replicated for consistency and are presented in
the following figures as a basis for comparison.

Figure 3.1: Evolution of bubble radius under the influence of fa = 3MHz ultrasound with
different amplitude values (Pa = 1.5, 2.5, 3, 4MPa). A stiffness coefficient value of β = 1 is
used, while the shear modulus value of the shell was set to GS = 20MPa.
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Figure 3.2: Evolution of bubble radius under the influence of fa = 3MHz ultrasound with
different amplitude values (Pa = 1.5, 2.5, 3, 4MPa). A stiffness coefficient value of β = −1
is used, while the shear modulus value of the shell was set to GS = 20MPa.

Figure 3.3: Evolution of bubble radius under the influence of fa = 3MHz ultrasound with
an amplitude value of Pa = 4MPa. The various values of the shear modulus of the shell
are GS = 20, 120, 220, 320MPa, and a stiffness coefficient of β = 1 was used.
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Figure 3.4: Evolution of bubble radius under the influence of fa = 3MHz ultrasound with
an amplitude value of Pa = 4MPa. The various values of the shear modulus of the shell
are GS = 20, 120, 220, 320MPa, and a stiffness coefficient of β = −1 was used.

3.2 Bubble behavior under linear chirp - Mooney-

Rivlin Model

3.2.1 Effect of ultrasound amplitude

Simulations were then carried out to examine the bubble behavior under a chirp signal
sweeping linearly from 3MHz to 6MHz. Figure 3.5 below shows a comparison of the
evolution of bubble radius under such a signal against constant frequency ultrasound signals
at 3MHz, 4.5MHz, and 6MHz respectively. An ultrasound amplitude of Pa = 1.5MPa
was used. The shell stiffness coefficient was β = 1 and the shell shear modulus was
GS = 20MPa.
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Figure 3.5: Each plot shows a comparison between the evolution of bubble radius un-
der a linear chirp signal sweeping from 3MHz to 6MHz against constant frequency
signals at 3MHz, 4.5MHz, and 6MHz respectively. The ultrasound amplitudes were
Pa = 1.5, 2.5, 3, 4MPa respectively. The stiffness coefficient was β = 1, and the shell
shear modulus was GS = 20MPa

Under this set of parameters, as with the case for constant frequency ultrasound, the
bubble can exhibit direct vaporization, or direct vaporization after one or more rebounds
which can be smooth or sharp. As expected, there is a similarity between the bubble
behavior under the linear chirp signal and the 3MHz constant frequency signal at the
beginning of the simulations. Under ultrasound amplitudes of 3MPa and 4MPa, the energy
imparted by the ultrasound was sufficient to quickly cause direct vaporization at fa =
3MHz. Since this is the initial frequency of the chirp signal, the bubble also quickly
undergoes direct vaporization before the chirp signal moves into higher frequency values.

As the chirp signal sweeps from its initial frequency to its final frequency, bubble
behavior starts to deviate from its counterparts under constant frequency signals. This
is especially prominent in the case of Pa = 2.5MPa where we observe that instead of
vaporizing after a single sharp rebound in the 4.5MHz and 6MHz cases, the bubble under
the linear chirp signal first undergoes a smooth rebound, then a sharp rebound, before
finally vaporizing completely.
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3.2.2 Effect of shell stiffness

Figure 3.6 below shows the bubble behavior under the same set of parameters with the
shell stiffness coefficient set to β = −1 instead.

Figure 3.6: Each plot shows a comparison between the evolution of bubble radius un-
der a linear chirp signal sweeping from 3MHz to 6MHz against constant frequency
signals at 3MHz, 4.5MHz, and 6MHz respectively. The ultrasound amplitudes were
Pa = 1.5, 2.5, 3, 4MPa respectively. The stiffness coefficient was β = −1, and the shell
shear modulus was GS = 20MPa

As with the case under constant frequency signals, we observe that it is more difficult
to bring the droplet to a complete vaporization within a stiffer encapsulating shell. At
an ultrasound amplitude of Pa = 1.5MPa, the bubble undergoes multiple rebounds and
fails to completely vaporize within the duration of the ultrasound pulse. Interestingly, at
Pa = 2.5MPa the bubble vaporizes completely after a single rebound while its counterparts
under the constant frequency signals undergo multiple rebounds before fully vaporizing.
At Pa = 3MPa and 4MPa the bubble under linear chirp signal behaves similarly to its
counterparts at constant frequencies within its sweeping range.
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3.2.3 Effect of shell rigidity

Figure 3.7 below examines the impact on bubble behavior when the shell elasticity
was allowed to vary. For this examination, the ultrasound amplitude was fixed at Pa =
3MPa. The shell stiffness coefficient was β = 1 while shear modulus values of GS =
120, 220, and 320MPa were used.

Figure 3.7: Each plot shows a comparison between the evolution of bubble radius un-
der a linear chirp signal sweeping from 3MHz to 6MHz against constant frequency sig-
nals at 3MHz, 4.5MHz, and 6MHz respectively. The ultrasound amplitudes was Pa =
3MPa. The stiffness coefficient was β = 1, and the shell shear modulus values were
GS = 120, 220, 320MPa respectively.

With a more rigid shell, a new type of bubble behavior emerges - complete collapse,
where all the PFP within the capsule condenses into liquid. As before, the initial bubble
behavior under the chirp signal still exhibits a large degree of similarity to that of the
constant frequency signal at 3MHz, before diverging as the chirp signal moves on to higher
frequencies.

At GS = 120MPa, the bubble under the linear chirp signal exhibits a similar behavior
to the bubbles exposed to 3MHz and 4.5MHz ultrasound, vaporizing completely after a
single rebound. At GS = 220MPa, it continuously oscillates over the duration of the ultra-
sound pulse in both the linear chirp and all constant frequency cases, neither completely

46



vaporizing nor completely condensing. At GS = 320MPa, the bubble collapses completely
very early on, similar to the bubble under constant 3MHz ultrasound.

3.2.4 Effect of chirp bandwidth

Figure 3.8 shows the evolution of the bubble radius under linear chirp signals of various
bandwidths: down-chirps of 40%, and 20%, as well as up-chirps of 20%, 40%, and 80%.
The initial ultrasound frequency used was 3MHz. The non-chirp signal is also shown as
a basis for comparison. Ultrasound amplitudes of 1.5MPa, 2.5MPa, and 3MPa were used.
Shear modulus was 20MPa with a shell stiffness of β = 1. It can be observed that higher
terminating frequencies result in an earlier rebound under 1.5MPa-amplitude ultrasound.
At 2.5MPa, the bubbles exposed to -40%, -20%, non-chirp, and 20% linear chirp signals
underwent direct vaporization whilst the bubbles under 40% and 80% chirp signals each
underwent a smooth rebound and a sharp rebound before vaporization. We can thus
conclude that under these parameters, a higher final frequency has a suppressive effect on
acoustic droplet vaporization which is undesirable as our goal is the vaporization of these
droplets. However, due to the inherent advantages of chirp signals in increasing resolution
whilst retaining penetrative depth, if they can be used without affecting the likelihood of
vaporization, as is the case under 3MPa-amplitude ultrasound where direct vaporization
was observed in all cases, the overall effect may be beneficial.
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Figure 3.8: Evolution of bubble radius under chirp signals with different bandwidths -
-40%, -20%, No chirp, 20%, 40%, 80%.
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3.2.5 Evolution of Bubble Surface Temperature, Pressure, and
Vapor Density

Figure 3.9 below shows the evolution of the temperature at the surface of the bubble,
as well as the pressure and density of the vapor within it over time for various values of
acoustic amplitude (1.5MPa, 2.5MPa, 3MPa, 4MPa). The ultrasound signal was a linear
chirp sweeping from an initial frequency of 3MHz to a final frequency of 6MHz. A shear
modulus value of 20MPa was chosen for the shell. The plots in the left and right columns
display the bubble radius, surface temperature, vapor pressure, and vapor density over
time for shell stiffness values of β = 1 and β = −1 respectively. It can be seen that
in instances of direct vaporization, as the bubble grows, pressure within it decreases and
leads to a reduction in surface temperature below the ambient temperature. On the other
hand, if the bubble undergoes oscillations, as it shrinks, pressure builds and temperature
increases accordingly. These behaviors are consistent with what was reported in [20].
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Figure 3.9: Evolution of surface temperature, pressure, and vapor density within the bubble
for i) β = 1 in the left column, and ii) β = −1 in the right column. The ultrasound signal
used was a linear chirp between f0 = 3MHz and f1 = 6MHz
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3.3 Bubble behavior under linear chirp - Kelvin-Voigt

Model

Simulations were also carried out on a bubble encapsulated with a viscoelastic Kelvin-
Voigt shell described in [24]. These simulations incorporate real gas behavior instead
of the ideal gas assumption in [24]. Figure 3.10 below shows the evolution of bubble
radius under the Kelvin-Voigt shell model with a shear modulus value of 20MPa under
ultrasound with amplitudes 1.5MPa, 2.5MPa, and 3MPa respectively. The chirp signal
has an initial frequency of 3MHz and bubble behavior under final frequencies of 1.8MHz,
2.4MHz, 3.6MHz, 4.2Mhz, and 5.4MHz (corresponding to 40% and 20% down-chirps and
20%, 40%, and 80% up-chirps respectively) were examined. As with the Mooney-Rivlin
shell model, a higher final frequency seems to exhibit a suppressive effect on acoustic
droplet vaporization.
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Figure 3.10: Evolution of bubble radius under the Kelvin-Voigt shell model exposed to
chirp signals with different bandwidths - -40%, -20%, No chirp, 20%, 40%, 80%.
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Chapter 4

Conclusion

In this thesis we examined the vaporization of a perfluoropentane nanodroplet encap-
sulated in a Mooney-Rivlin shell under linear chirp ultrasound. The theory behind the
thermodynamics of the vapor and liquid droplet, fluid flow both within and external to
the droplet, as well as the elastic response of the shell was presented in greater detail
where they may have been lacking in the literature. It was found that a linear upwards
chirp tended to increase the difficulty of vaporizing the droplet. However, if the stiffness
of the encapsulating shell is not too high and given a sufficient ultrasound amplitude, di-
rect vaporization can still occur. This represents an improvement over constant frequency
ultrasound pulses as it simultaneously benefits from the contrast-enhancing properties of
phase-change contrast agents as well as the improved axial resolution of chirp ultrasound.

One limitation identified in this study is that the PFP vapor within the bubble was
assumed to behave as a real gas through modeling of the vapor pressure using the Van
der Waal’s equation. However, the derivation equation 2.34 which governs the evolution of
the surface temperature of the bubble assumed that the gas within it behaves as an ideal
gas [74]. A potential future direction could be to attempt to quantify the impact of this
discrepancy, and also to incorporate real gas behavior into the model for bubble surface
temperature.

Potential future extensions as has been mentioned in [20] include the examination of
systems of multiple encapsulated droplets in close vicinity, or to relax the assumption of
spherical symmetry in the system, or to investigate the interaction between an encapsulated
droplet and surfaces of different properties, such as a blood vessel wall. The effects of more
complex coded excitation schemes such as Golay codes can also be examined and compared
to that of the linear chirp investigated in this thesis.
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