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Abstract

The interactions between humanoid robots and humans is a growing area of research, as
frameworks and models are being continuously developed to improving the ways in which
humanoids may integrate into society. These humanoids often require intelligence beyond
what they are originally endowed with in order to handle more complex human-robot inter-
action scenarios. This intelligence can come from the use of additional sensors, including
microphones and cameras, which can allow the robot to better perceive its environment.
This thesis explores the scenarios of moving conversational partners, and the ways in which
the REEM-C Humanoid Robot may interact with them. The additional developed intel-
ligence focuses on external microphones deployed to the robot, with a consideration for
computer vision algorithms built using the camera in the REEM-C’s head.

The first topic of this thesis explores how binaural acoustic intelligence can be used
to estimate the direction of arrival of human speech on the REEM-C Humanoid. This
includes the development of audio signal processing techniques, their optimization, and
their deployment for real-time use on the REEM-C.

The second topic highlights the computer vision approaches that can be used for a
robotic system that may allow better human-robot interaction. This section describes
the relevant algorithms and their development, in a way that is efficient and accurate for
real-time robot usage.

The third topic explores the natural behaviours of humans in conversation with moving
interlocutors. This is measured via a motion capture study and modeled with mathematical
formulations, which are then used on the REEM-C Humanoid Robot. The REEM-C uses
this tracking model to follow detected human speakers using the intelligence outlined in
previous sections.

The final topic focuses on how the acoustic intelligence, vision algorithms and tracking
model can be used in tandem for human-robot interaction with potentially multiple human
subjects. This includes sensor fusion approaches that help correct for limitations in the
audio and video algorithms, synchronization and evaluation of behaviour in the form of a
short user study. Applications of this framework are discussed, and relevant quantitative
and qualitative results are presented.

A chapter to introduce the work done to establish a chatbot conversational system is
also included.

The final thesis work is an amalgamation of the above topics, and presents a com-
plete and robust human-robot interaction framework with the REEM-C based on tracking
moving conversational partners with audio and video intelligence.
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Chapter 1

Introduction

Robotic systems, more specifically humanoids, are becoming more and more integral to a
society that is depending on automation to assist humans in their everyday tasks. This
automation applies to a variety of areas, including robotics for manufacturing and assembly
tasks, social robotics, security and surveillance, and more. These environments require hu-
mans to perceive their environment and work alongside other humans through both verbal
and non-verbal communication. In order for humanoid robots to effectively handle these
complex scenarios, they will require intelligence beyond what they have been originally
endowed with in order to perceive and respond in a similar manner to humans.

In the context of human-robot communication, an acoustic form of intelligence may be
required to respond to auditory stimuli and maintain conversational dynamics. Human-
robot workspaces will involve humans verbally communicating with each other to provide
instructions and feedback, amongst other auditory stimuli, such as tools being used or
tables being moved around. Humans will also be moving around in these environments,
and so humanoid robots will require the ability to communicate with human subjects and
respond to this motion in a natural and intelligent way. The usage of acoustic intelligence
on a humanoid robot is therefore of research interest, more specifically, identifying the
direction of arrival of human speech and being able to reject other non-speech sounds.
Acoustic direction of arrival techniques have been studied [30], but their integration with
robotics systems in real-time, and the ways in which the robotic systems should respond,
is still a challenging problem.

The limitations of acoustic intelligence may still be ameliorated with the usage of vision.
Humanoids often have the capability to use vision systems, which may complement the
acoustic intelligence and vice versa. For use in real-time, these vision systems will have
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to be lightweight, fast, and designed to adhere to the real visual data that the robot
will perceive as opposed to external datasets that may not be representative (in terms of
resolution and frame rate, for instance). This thesis also explores relevant vision systems
for human-robot interaction. Sensor fusion techniques that use both the vision and audio
information in tandem are also designed and evaluated.

The desired behaviour of humanoids in these scenarios is another topic of interest.
Past work such as [15] explores how humans use their body to turn towards targets during
locomotion. With the potential to detect the angular displacement of human subjects, a
humanoid will also need to naturally reorient to the moving interlocutor. This behaviour
will need to be realistic and human-like to allow for humans to accept their presence in
everyday scenarios. A method to measure, model and evaluate this behaviour is also
presented in this thesis. This behaviour is then integrated with the previously described
systems, resulting in a more complete and robust HRI framework.

The overall goal of this work is to explore a variety of techniques with which the
REEM-C Humanoid Robot can be made more aware of its environment in a human-
robot interaction context, and how the robot should respond given a variety of scenarios.
This work has direct applications to social robotics and human-robot collaboration, and
distinguishes itself by integrating a number of different intelligent systems to augment the
capabilities of the REEM-C humanoid robot.

1.1 The REEM-C Humanoid Robot

The robotic system used for this work is the REEM-C Humanoid, manufactured by PAL
Robotics in Spain. It has a combined 68 degrees of freedom, stands at a height of 165cm,
and has a weight of 80kg. Fig 1.1 shows the REEM-C used for this work at the University
of Waterloo.

The human-like appearance makes this robot ideal for developing human-robot in-
teraction frameworks. This work adds to the capabilities of the REEM-C by installing
microphones on the head to facilitate binaural audio processing. This installation is done
in a way that replicates the configuration of human ears, and maintains a realistic, natural
appearance for the REEM-C, as opposed to other potential solutions such as the ReSpeaker
or the Amazon Alexa.

This thesis places a direct focus on the abilities of the REEM-C to reorient itself using
the head, torso and feet. The head has two degrees of freedom, which control its yaw and
pitch. The torso of the REEM-C has the same two degrees of freedom, which control its

2



Figure 1.1: REEM-C

yaw and pitch allowing for more expressive movements. The legs, with 6 DoF each, are
controlled via a stepping behaviour, implemented via a ROS client provided by PAL, which
controls the size and orientation of the steps made by both legs.

The specific usage of these DoF are outlined in Chapter 4. Figures 1.2 and 1.3 show
the upper and lower kinematic chains of the REEM-C. Each coordinate frame is located
at the joint, and each tree structure begins at the base link, which is the pelvis, where the
center of mass of the REEM-C lies.

Hence, for the upper body, the joints of interest in this work are head 2 and torso 2
as they control the yaw of the REEM-C. For the lower body, stepping is controlled via a
higher level interface that resolves step size and change in orientation to the required joint
angles. The details for how these joints are controlled are explained in Chapter 4.
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Figure 1.2: REEM-C upper-body kinematic chain

Figure 1.3: REEM-C lower-body kinematic chain
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1.2 Problem Definition

This thesis approaches human-robot interaction from multiple perspectives.

The first is the development of sound source localization capabilities for the REEM-C
Humanoid Robot, which can be used for detecting human speech and the direction from
which the speech arrives. This can be done with a binaural setup, applying real-time audio
digital signal processing concepts.

The second perspective is to design algorithms to identify the behaviours of human
interlocutors using the vision capabilities of the REEM-C. These behaviours are focused
on the minutiae of human behaviours, such as gaze estimation and voice activity detection
with visual cues. The visual direction of arrival is also measured, as the supplement to the
acoustic direction of arrival.

When it comes to moving human subjects, it is necessary to develop a framework
with which the REEM-C may orient itself and track the interlocutor. This model can
be designed from data collected via motion capture studies, allowing for the REEM-C to
exhibit natural human-like behaviours modeled after real human interactions.

Finally, there is a need to effectively integrate all developed systems together at once
for operation on the REEM-C. This involves sensor fusion techniques for the audio and
video, as well as methods to account for the shortcomings of each sensor. The potential of
conversational agents to allow for a verbal interaction between human subject and robot
is also explored from a technical integration point of view.

1.3 Thesis Organization

The organization of this thesis conforms to the key points presented in the problem defi-
nition.

Chapter 2 outlines the audio signal processing pipeline and optimization used for real-
time deployment on the REEM-C.

Chapter 3 describes the relevant vision systems for the human-robot interaction frame-
work.

Chapter 4 reports on the motion capture study and modelling performed to allow for
the REEM-C to track moving conversational partners in a natural way.
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Chapter 5 describes the sensor fusion techniques and integration for the audio and
video intelligence, which improves the capabilities of the REEM-C to interact with multiple
subjects at once.

Chapter 6 briefly outlines initial work done to add a conversational pipeline that utilizes
real-time audio streaming and response generation.

Finally, chapter 7 concludes with an overview of the thesis work and considerations for
the future.
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Chapter 2

Audio Signal Processing For
Direction of Arrival Estimation

2.1 Introduction

Speech is one of the most important forms of human communication and a key element
of social interaction. Thus, to better integrate humanoid robots into society and augment
human-robot interaction, it is important for them to achieve speech interactions that are
similar to human-human interactions. Speech interactions are a complex phenomenon that
includes both verbal and non-verbal behaviour. One aspect of this non-verbal behaviour
is how talkers and listeners orient their head and body relative to their conversational
partner.

In the present study, we focus here on a sub-task of identifying the direction of arrival
(DOA) of human speech. This is information is necessary for humanoid robots to interact
with humans in realistic and natural ways, such as orienting to and tracking human con-
versational partners (who may move during the conversations), or handling interactions
that involve multiple conversational partners. 1

Much work has been done on sound source localization (SSL) by robots (for a review
see [30]) and many of the methods are based on cues that are used by humans to localize
sound sources. Given an array of two or more microphones that are spatially separated,

1The content of this chapter is from the following journal paper: Pranav Barot, Katja Mombaur,
Ewen MacDonald, Estimating Speaker Direction On A Humanoid Robot With Binaural Acoustic Signals,
In Public Library On Science (PLOS ONE), 2023
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the sound from a source will arrive at each microphone at different times. Thus, by
measuring the time difference of arrival between microphones, and knowing the geometry
of the microphone array, it is possible to estimate the DOA of the source. This method is
analogous to the use of inter-aural timing (ITD) difference cues used by humans. A related
approach involves the use of beamforming. The output level of a beamformer should be
higher if it is steered in the direction of the source. Thus, DOAs can be estimated by finding
look directions which correspond to maxima of the beamformer output levels. If an object
is present between the microphones in an array, that object will alter the acoustic field and
can vary the level of the signals received at the different microphones. For example, if the
object is large compared to the wavelength of the source, the object can cast an acoustic
”shadow”. Thus, microphones where the object is located in the direct path to the source
will record lower levels than those where the object is not in the path. This is analagous
to inter-aural intensity differences (IID) used by humans (where the head can result in
substantial level differences between the ears at high frequencies). For different DOAs,
the geometry of the irregularly-shaped human pinnae (the part of the ear that is on the
head) results in patterns of constructive and destructive interference that will vary with
DOA. These spectral notches ”colour” the sound received by the ear. Thus, by estimating
the patterns of spectral notches, it is possible to infer the DOA. Given the complexity of
these patterns and the relationship with DOA, this used of this spectral approach relies on
learning methods.

A further factor to consider in SSL is the effect of the environment. In general, sound
sources radiate sounds in multiple directions. Surfaces that are present in the environment
(e.g., walls, floor, ceiling, furniture, etc.) will reflect a portion of the incident sound. Thus,
the sound signal recorded at a microphone will be a sum of the acoustic signal from the
direct path between the source and the microphone and all the other paths that involve
one or more reflections. In the context of DOA estimation, the paths that involve reflection
will have a different DOA than that of the direct path.

In the context of human speech interactions, another key factor is the timing of turns.
Previous work investigation human conversation has found that talkers start their turn
approximately 200-300 ms after their partner has finished their turn[9, 45, 23]. To achieve
human-like interactions, it is necessary for a humanoid robot to respond within a similar
time frame. The latency of generating DOA estimates will limit how quickly a humanoid
robot can respond to movement of a current talker or orient towards a new talker. Works
such as [24, 40] consider accurate DOA estimation on robotic systems, but also require
a consideration for latency and turn-taking in the context of human-robot conversational
scenarios.

Our work evaluates and optimizes a pipeline consisting of two main stages. The first
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stage continuously generates DOA estimates based on the acoustic signals received from two
microphones placed on the head of a humanoid robot. The second stage categorizes these
DOA estimates as being ”good”, that is the estimate likely corresponds with the direct
signal from a human talker rather than background noise or a reverberant echo. Using a
manually collected and labeled dataset, we investigate the performance of the pipeline’s
ability to detect direct human speech among background noise and self-generated robot
sounds, accurately estimate the direction of arrival, and account for latency of detection.
The unique parameters of the pipeline are optimized via either a brute force approach or
a more efficient and useful Bayesian optimization approach, which sheds light on how the
pipeline’s performance depends on each chosen parameter.

2.1.1 DOA Estimation

The first main stage in the pipeline is to generate DOA estimates based on the acoustic
signals received at multiple microphones. In the present study we consider the case where
there are two spatially separated microphones. Using two microphones as the robot’s
”ears” is preferable to more complex arrays to minimize the associated computational
expenses, and also provides a more human-like appearance for the robot. For this case,
the simplest approach to estimate direction of arrival is to examine the cross-correlation
of signals from the two microphones to estimate the difference in arrival time between the
two microphones. These received signals can be streamed in real-time, or can be processed
after being recorded. The estimate of difference in arrival time can then be resolved to a
direction given that the geometric setup of the microphones is known.

Cross-Correlation and Beamforming

Beamforming is a method used to improve the directionality of an array of receivers. A
simple method is a delay-and-sum technique, where the signals from each receiver are
delayed by a fixed amount that varies across receivers and are then summed together. In
this way, the direction of the beam (i.e., direction in which the response from the spatial
filter is largest) can be steered by varying the delays. As noted earlier, one can estimate a
DOA using a beamformer by steering the beam across all angles and finding the direction
that results in the largest signal. When the array consists of only two microphones, the
delay-and-sum beamforming technique is closely related to the cross-correlation based DOA
method to estimate the maximal time alignment/beam direction.
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Consider two waves measured at receiver 1 and receiver 2, as per the equations below,
with some added Gaussian noise.

y1 = 2sin(x− 1) +N (0.5, 1.2)

y2 = 3cos(x− 0.5) +N (0.5, 1.2)
(2.1)

Their raw measured amplitude over time appears as in Fig 2.1.

Figure 2.1: Two Separate Waves Visualized

Applying a time domain cross-correlation operation directly results in an output as in
Fig 2.2.

Figure 2.2: Cross Correlation Output of Given Waves

10



Figure 2.3: Two Waves Aligned After Shift of N=20

The maximum value appears at n=20 samples, indicating that this value best aligns
the two received signals. After shifting one signal by the required 20 samples, the resultant
is now as in Fig 2.3. Evidently, the signals are well aligned after using the estimate from
the cross-correlator.

Variations On Cross Correlation

Since traditional cross-correlators are computationally expensive and sensitive to back-
ground noise and reverberation, spectral domain methods are used in this work. Interau-
ral timing differences are estimated using the Wiener-Khinchin relation for the cross-power
spectrum, using the Fourier transforms of two recorded signals x and y.

Gxy = X[f ]Y [f ]∗ (2.2)

This relation is used to estimate cross-correlation output of x and y as per the fol-
lowing generalized formulation, the argmax of which indicates the ITD between the two
microphones [20].

R̂xy =

∫ ∞

−∞
ψ(f)Gxy(f)e

j2πfτdf (2.3)

The cross-correlation vector is then the inverse Fourier transform of this result.
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Spectral Domain Cross Correlation

The spectral domain cross correlation comes with no whitening transform on the cross
correlator. This results in the general estimator as in Eq (2.4). The advantage is the
computational efficiency of not requiring a delay-and-sum operation in the time domain
while still generating an estimate of the cross-correlation output.

ψCC(f) = 1 (2.4)

Generalized Cross Correlation - Phase Transform

The phase transform (GCC-PHAT) pre-whitens the cross-correlation response using the
value of ψ as in Eq (2.5), providing robustness against reflections in difficult auditory
environments [30].

ψPHAT [f ] =
1

|Gxy(f)|
(2.5)

Generalized Cross Correlation - Smoothed Coherence Transform

The smoothed coherence transform (SCOT) aims to reduce the error contributed by both
signals X and Y, where the PHAT may not be able to adequately handle the case where
Gxx ∼ 0 or Gyy ∼ 0 in lower frequency bands. This provides the SCOT pre-whitening, as
in Eq (2.6).

ψSCOT [f ] =
1√

Gxx(f)Gyy(f)
(2.6)

These cross-correlation methods are visualized by their output on a frame of 350ms
containing speech. Fig 2.4 shows the results from a time domain cross correlation, a
frequency domain cross correlation, and the GCC-PHAT.

The two naive cross-correlation methods generate noisier outputs, as their local maxima
are quite similar to the global maxima. This is attributed to reflections and reverberation
present in the audio frame, which make this problem more complex. However, the GCC-
PHAT is able to find one peak that is far more prominent than the rest, as a result of
the applied pre-whitening transform. The prominence of the peak increases the confidence
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Figure 2.4: Cross Correlation With Different Estimators

that the estimated timing difference is in fact due to the direct speech, and not a stray
reflection or reverberation.

The performance of these methods will depend heavily on the chosen audio frame size,
background noise and the environment of the robot. Optimization performed in later
sections will indicate which method works best for the given tasks.

2.1.2 Generating the Direction Of Arrival

Once the timing difference has been determined, a geometric model is used to estimate the
direction of arrival of the sound source. A simplified description is presented in Fig 2.5,
showing two microphones M1 and M2, separated by a distance D, with two unique path
lengths X1 and X2 to a sound source S.

Given the right triangle made by M1, M2 and the path length X1, with an angle of
θ, the opposite then becomes Dsinθ, given the distance D between the two microphones.
This distance represents the extra distance the wavefront must travel to reach M1 once it
has reached M2. This distance is directly computed from the timing difference τ , and so
the measured quantities are related as in Eq (2.7).

Dsinθ = τvsound (2.7)
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Figure 2.5: Simple DOA geometry

Since the geometry of the robot head setup is not exactly as in this simplified model,
the timing difference is used in the Woodworth-Schlosberg model [33] to estimate the DOA
on a spherical robotic head, such as the REEM-C’s. Eq (2.8) shows the modification that
now maps the timing differences τ as a function of the DOA. This new model accounts for
the extra radial distance the wavefront must travel to reach the microphone on the other
side of the head. This mapping is used to find the corresponding value of the direction of
arrival θ in real-time. The ear-to-ear distance D of the REEM-C is calibrated by measuring
the ITDs at a number of known angles, and calculating the distance that would result in
these measurements. With this method, he average ear-to-ear distance is computed as d
= 0.255m.
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τ(θ) =
D

2 ∗ vsound
(θ + sin(θ)) (2.8)

2.1.3 Environmental considerations

In a real-world application, it is likely that a humanoid robot will interact with humans
in an environment that has some background noise. Voice activity detection (VAD) is a
common problem in audio processing contexts, where the goal is to identify when speech is
present in an audio recording. When computing the DOA on the REEM-C, the streamed
audio will contain a variety of sounds that may not be speech, such as robot operation
noises and ambient noise. Reverberant echoes from a talker will also generate spurious
DOA estimates as the direction of these echoes is not the same as that of the direct path
from the source. We explore two methods to classify if a DOA estimate is ”good” (i.e., the
estimate is likely correspond with the direct path of speech from a talker).

Power Onsets

If the microphone signal is split into frames with some window length, the energy in each
frame will vary over time based on the fluctuations from the sound source. In a reverberant
environment, when a talker stops speaking, it will take some time for the sound energy to
decay. When a talker begins speaking, the sound from the direct path will arrive at the
microphone before later reflections. Thus, a frame that was more energy than the previous
frame (i.e., an onset) is more likely to have relatively more energy from the direct path
than a frame that have less energy than the previous one. Here we choose to use successive
frame power ratios rather than differences, where an onset is detected if the power ratio
exceeds a certain threshold. For a certain frame Fi,

Fi =

speech frame if δhigh > 1
N

∑N
j

F 2
i,j

F 2
i−1,j

> δlow

non-speech frame else
(2.9)

The parameters δlow and δhigh can be tuned and will depend on the environment of the
recording. δlow indicates a minimum required change in frame power, and δhigh establishes
an upper limit to discriminate against very loud sounds, such as a crashing chair or slammed
door. Hence, direct human speech is considered to be limited within a range of power onset
values.
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Speech-Reverberant Modulation Ratio

The speech-reverberant modulation ratio (SRMR) [38] is a metric that was developed to-
wards predicting the intelligibility of speech in a given audio frame. Conceptually, anechoic
speech (i.e., the direct signal) should have significant amplitude modulations between 4-16
Hz, which are related to the acoustic signals that correspond with syllables and phonemes.
In the presence of reverberation, delayed and attenuated versions of this acosutic signal
are summed together. This results in an increased level of envelope fluctations at higher
frequencies. Thus, a ratio of the modulations at low frequencies vs. those at higher fre-
quencies provides a measure that is related to energy of the direct signal vs. that of the
reverberant components.

We apply our own lightweight implementation of the SRMR, by first using the Hilbert
transform to extract the envelope of the speech frame. The frequency content of the enve-
lope is analyzed by computing the ratio of energy present in modulation bands associate
with speech and modulation bands associated with reverberant audio content. The fre-
quencies and bandwidths for the speech and reverberant bands are specified in [38]. Overall
the frame classification is performed as follows for a frame Fi,

Fi =

speech frame if δhigh >
∑4

j=1 ej∑8
j=4 ej

> δlow

non-speech frame else
(2.10)

where ej is the energy present in the j-th frequency band of the extracted envelope.
This ratio is used as a potential measure for voice activity, and is given thresholds δlow and
δhigh for similar reasons as the power onsets.

2.2 Problem Statement

A number of methods have been introduced to perform the signal processing necessary for
DOA estimation. These methods also involve numerical parameters, which will need to be
selected for the human-robot interaction (HRI) task at hand. There is a need to identify
the best parameters specifically for a binaural DOA setup on the REEM-C Humanoid
Robot, which may be used in reverberant environments for the purposes of HRI. There is
also a need to evaluate the implications of using these parameters in real-time, in terms of
their accuracy and latency when it comes to HRI scenarios.

This work aims to tackle this problem by presenting a method to identify the best
parameters for DOA estimation, including the classification methods, and numerical pa-
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rameters such as frame sizes and thresholds. Parameters are optimized using a brute force
and a Bayesian optimization approach, and used in a real-time implementation on the
REEM-C, with a consideration for latency and potential applications for HRI.

2.3 Data Preparation

The binaural DOA setup is deployed onto the robot with a taut headband that places
the microphones the head of the REEM-C at the positions that would correspond with
human ears, providing a realistic and human-like appearance and configuration. A Scarlett
2i2 audio interface was used with 2 lavalier microphones. This set up was chosen as it is
inexpensive and could be adapted and deployed to a wide range of robotics platforms.

Audio recordings were made in a lab environment with the robot operational. This
simulates the noise that would be encountered while human-robot interaction scenarios
are underway. The annotated periods of speech as well as ground truth locations of the
speakers were used to properly estimate the parameters of the DOA pipeline in later
sections. The dataset involves 8 recordings to fit parameters and 3 recordings to test the
results. Recordings were made in a variety of conditions: stationary vs. moving human
talker, while the robot was stationary or performing certain pre-defined motions such as
gestures with the arm, head or torso. Other non-speech sounds may also be present, such
as foot steps, shifting of chairs and tapping of lab tools against table surfaces. As explained
further in the optimization approaches, a weighting is applied to the training set to favour
better performance on recordings with more difficult acoustic conditions. The specifics of
each recording are shown in Table 2.1.

A good set of parameters will result in the classification that ignores the non-speech
sounds but still accurately estimates the DOA of the human talker when they are speaking,
even during the relatively noisy operations of the robot.

Fig 2.6 shows the spectrogram of recording 5, with simultaneous robot and speech
sounds. The REEM-C performs some motions with the arms, which clearly show up in
the spectrogram.

2.4 Optimization Approaches

The optimization and parameter selection takes place via two methods, each with ben-
efits and drawbacks. The results from both methods are compared and contrasted to
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Table 2.1: Key Information Of Collected Recordings

RECORDING DATASET KEY NOTES

1 TRAIN stationary, only speech sounds
2 TRAIN mobile, only speech sounds
3 TRAIN stationary, speech + non-speech sounds
4 TRAIN stationary, simultaneous speech + non-speech sounds
5 TRAIN stationary, simultaneous robot + speech sounds
6 TRAIN mobile, speech + non-speech sounds
7 TRAIN mobile, only speech sounds
8 TRAIN stationary, speech + non-speech sounds
9 TEST mobile, robot + speech sounds
10 TEST stationary, robot + speech sounds
11 TEST mobile, only speech sounds

assist with choosing the best set of parameters to use on the test set and the final robot
implementation.

2.4.1 Brute Force Grid Search

The brute force method attempts every possible combination of parameters across the en-
tire search space and chooses the parameters that best minimize the objective function.
From Table 2.2, the brute force method covers 2 classification methods, 3 timing differ-
ence methods and a series of numerical values (audio frame sizes, thresholds). To reduce
computational time, trials are ended when no windows of speech are found, leading to
empty DOA predictions. This is a computationally expensive approach since every possi-
ble combination of parameters will need to be attempted, and results will depend on the
granularity of the defined search space.

2.4.2 Tree Structured Parzen Estimator

The Tree Structured Parzen Estimator (TPE) is a Bayesian optimization approach that
evaluates past results to generate a probabilistic model of the hyperparameters and asso-
ciated score. Given a series of objective values, score, with their respective parameters,
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Figure 2.6: Spectrogram of audio sample with human speech and REEM-C motions

parameters, the TPE method generates two probability distributions by segmenting the
results based on a threshold score∗.

p(parameters|score) =

{
l(parameters) if score < score∗

g(parameters) if score ≥ score∗
(2.11)

The method then selects parameters with a greater probability of being under l(parameters)
than g(parameters), given that l(parameters) is built from trials with more favourable
objective values. This informed reasoning is used to select the next set of hyperparam-
eters while updating the two distributions, allowing the method to find an optimal set
of parameters while not exhaustively searching the entire parameter space. The TPE is
implemented via the hyperopt package [5].

Given the parameter space in Table 2.2, the key difference from the brute force method
is that the numerical parameters (frame size, step size, low and high thresholds) are now
placed on a continuous distribution. The uniform distribution for the frame size and step
size ensure each value has an even chance of being selected. The normal distribution
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parameters for the low and high thresholds are chosen based on a few tests that may
indicate where good thresholds may lie, given that the high threshold must be larger than
the low threshold. Table 2.2 outlines the parameter spaces searched for both methods.

2.4.3 Objective Functions

In order to properly define this optimization task, key variables are first defined.

σ = [1, 1, 2, 2, 3, 2, 1, 3]

f1(ω) = 2 ∗ precision(ω) · recall(ω)
precision(ω) + recall(ω)

mse(ω) =
1

N

N∑
i=1

(ŷi − yi(ω))
2

(2.12)

The vector ω represents all input parameters for any single trial. which come from
Table 2.2. The f1-score and mean squared error are then computed for a single trial with
a set of parameters ω as per Eq 2.12. The vector σ is a set of weights to compute the
weighted average of the metrics generated for the data. We aim to weigh the more complex
scenarios higher than the simpler scenarios, and so trials for when extra non-speech sounds
are included have a weight of 2, and trials with robot motions occurring throughout the
recording have a weight of 3. We believe this weighted average will generate parameters
that are better tuned to more complex auditory scenes, as opposed to a standard weighted
average across the trials, where good performance in simpler scenarios may dominate the
reported metrics.

The objective function used in the optimization approaches varies for each problem.
The performance of the DOA estimate classification must be good, and as a result of

Table 2.2: Parameter Spaces Defined For Both Methods. U(min, max)= uniform distribu-
tion. N (mean, std) = normal distribution.

Parameter Brute Force TPE
Voice Method SRMR, PO SRMR, PO
Timing Method cross-corr, gcc-phat, gcc-scot cross-corr, gcc-phat, gcc-scot

Frame Size (0.1, 1), step = 0.05 U(0.1, 1)
Step Size (%) (0.1, 1), step= 0.05 U(0.1,1)
Low Threshold (1,10), step = 0.1 N (3,3)
High Threshold (3,14), step = 0.1 N (10,3)
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potential imbalances in the dataset, the f1-score for classification is considered the metric
to optimize. Hence the objective function is formulated for classification as follows, which
computes the f1-score for every j-th trial, and aims to minimize the negative of its weighted
average.

min
ω

−
∑8

j=1(σj ∗ f1(ω))∑8
j=1(σj)

s.t. 0 < δlow < δhigh

(2.13)

For DOA estimation, the mean squared error is considered as the objective to minimize
as the generated estimates and ground truth are continuous variables. The objective for
DOA estimation computes the weighted average mean squared error across every j-th trial.

min
ω

∑8
j=1(σj ∗mse(ω))∑8

j=1(σj)

s.t. 0 < δlow < δhigh

(2.14)

We also explore how to perform both optimizations at once in a joint manner. The
joint optimization aims to minimize the MSE for DOA estimation and maximize F1 for
classification. The objective for this method is formulated accordingly, using the two
metrics as a fraction. Eq (2.15) shows this formulation.

min
ω

∑8
j=1 σj ∗

mse(ω)
f1(ω)∑8

j=1(σj)

s.t. 0 < δlow < δhigh

(2.15)

A modification is added to regularize the frame size γ during the optimization. The-
oretically, this should result in lower frame sizes found with good results on both DOA
and classification tasks, meaning potentially lower latencies when used on the robot for
real-time operation. The value of λ is set to 0.5 for this work. This objective function will
be helpful to investigate the effect of frame sizes on the final results. Eq (2.16) shows this
regularized formulation.

min
ω

∑8
j=1 σj ∗ mse(ω)

f1(ω)∑8
j=1(σj)

+ λ|γ|

s.t. 0 < δlow < δhigh

(2.16)
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2.5 Results

We present results for classification, DOA and the joint performance with both parameter
search methods. Qualitative evaluation was also conducted on the chosen parameters, and
other considerations not included in this optimization are discussed.

Initial quantitative results are presented via contours for visualization. Since there are
a total of 6 dimensions to this problem, not all trends can be visualized. These results are
further explored below in table form as well.

2.5.1 Brute Force Method

DOA Accuracy

The brute force method results are shown in Fig 2.7 comparing the frame size and step
size to the weighted average MSE as a contour plot. The minima, shown as dark regions,
occur primarily with larger frame sizes and larger step sizes. The performance on the DOA
tends to worsen as the frame size or step size are reduced, indicating that the best choice
for this task may require larger audio chunks when used in real-time.
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Figure 2.7: Brute force DOA performance against frame size (s) and step size (%)

A tendency towards a higher step size also indicates that it is less important to capture
overlapping audio information, as the subsequent ITD estimation is still able to generate
good results.

Classification Accuracy

Classification results with power onsets do not exceed an f1-score of 20%, whereas the
SRMR performs far better, giving maximum results 70%. The relationship between the
thresholds and the classification performance is simple to interpret, as the best results are
consistently obtained with a low threshold around 1.5. The high threshold appears to be
less important, and can be set to 7 to get good classification results. Fig 2.8 demonstrates
the relationship of the classification performance to the set thresholds. The best results are
generated using the SRMR as the classification method, with a clear maxima around the
specified low threshold of around 1.5 and a high of around 7. Parameters that generated no
results, as they detected no windows of speech, show up as white regions in the contours.
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Figure 2.8: Brute Force classification performance against low and high thresholds

2.5.2 TPE Performance

The TPE method is evaluated on all objective tasks next. The TPE method is run for 1000
iterations and completes within a few minutes for each case, highlighting the computational
efficiency of this technique while still searching the parameter space in an informed manner.

DOA Accuracy

The results on the DOA task are shown in Fig 2.9 as a contour plot.
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Figure 2.9: TPE DOA performance against frame size (s) and step size (%)

Naturally, TPE performs far fewer iterations and thus outputs fewer data points to
visualize. The best results are consistently found using the GCC-PHAT as a timing differ-
ence method, and a mixture of the SRMR and power onsets as classification methods. The
contour plot shows lower MSE values for larger frame sizes and step sizes, similar to the
brute force results. Certain frame sizes and step sizes are never sampled by the estimator
since they do not indicate a high probability of generating a good score, leaving white areas
on the contour.

Classification Accuracy

We run the Bayesian optimizer for 1000 trials to optimize the task of detecting the presence
of speech. The results are shown against the frame size and step size.
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Figure 2.10: TPE classification performance visualized against frame size (s) and step size
(%)

A number of maxima in the contour plot are seen with an f1-score around 70%, which
are generated using the SRMR as the main method for classification. The optimizer is
unable to find good classification results for the power onsets, as the maximum f1-score is
around 20%. This is unsurprising, as this metric will only select a good frame if its power
exceeds the previous frame’s power by a certain factor. For periods of continued speech,
the subsequent frame-to-frame power ratio will not be very high, and so a large amount of
audio frames containing speech will be rejected.

The relationship of the frame size and step size to the classification performance is more
difficult to establish, as compared to the thresholds in Fig 2.8.

Joint Optimization Results

The individual tasks generate different results for the best set of parameters ωbest. In order
to accomplish both tasks effectively, the joint objective function will need to be optimized.
The joint objective function is run through the same TPE optimization pipeline for 5000
iterations.
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Figure 2.11: Joint Objective Loss vs. Step Size and Frame Size

The best loss values are generated for frame sizes around 400 and 550 ms while op-
timizing for both the DOA and classification performance. Results are consistently best
using the SRMR and GCC-PHAT. The GCC-SCOT appears sparsely in the full results,
indicating that the optimizer does not find this technique to be as effective as the GCC-
PHAT, and so does not tend to apply it during the learning process. These results tend
to agree with what is seen in Fig 2.7 and Fig 2.9, as the minima occur with large step
sizes. However, the joint optimization prefers some smaller frame sizes, indicating that
optimizing for the classification as well changes the results of the pipeline.

In the context of real-time performance on a robot, larger frame sizes will require more
time to generate a response for reorientation by the robot. In order to provide a realistic
human-robot interaction, the system should be able to detect and respond within 200-
300 ms. Therefore, it is desirable to achieve good classification and DOA performance
with lower frame sizes. The optimization is performed again via the TPE method with the
regularized objective function, and generates the results as in Fig 2.12.
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Figure 2.12: Joint Regularized Objective Loss vs. Step Size and Frame Size

As per the contours, more minima are concentrated around the 300-400 ms range for
frame sizes. The previously chosen frame sizes above 400 ms are now no longer producing
minimal objective values.

Further results in Fig 2.13 show how the average objective values change with regards
to the frame size, for the regularized joint objective. With no regularization in the learning
process, the larger frame sizes at 500, 700 or 800 ms tend to have lower objective values,
which corresponds to previous results. With regularization added, lower frame sizes are
favoured, leading to a lowest average objective value at a size of 350 ms.
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Figure 2.13: Frame Size vs. Average Joint Regularized Objective Loss

The results for all the optimization tasks with either method are shown in Table 2.3.
The frame size and step size are reported as they are more crucial to the operation of the
robot in real-time. The previous classification results indicate that a good selection for the
low and high thresholds is 1.5 and 7, respectively. Overall, the choice of these thresholds
is less consequential as their value will not affect the latency of the robot when used in
real-time.

Table 2.3 also shows the MSE and F1-score results when different metrics are minimized.
For instance, when looking for the best joint objective value, the TPE method yields an
MSE of 0.07 and an F1-score of 0.66. In contrast, when looking for the best classification
performance, the F1-score is 0.77, with a much higher MSE of 0.15.

It is important to note that the brute force method is limited in its search as it can
only evaluate discrete numerical parameters, whereas the TPE method can choose values
from continuous distributions. This will have an effect on how the TPE method learns.
For the sake of interpretation and evaluation, the best frame size of 339 ms was adjusted
to 340 ms, and the step size was adjusted to 0.90 rather than 0.92.

Finally, these best parameters from each method are applied to the test set and generate
results as in Table 2.4.

An example of the test set results are shown in Fig 2.14, 2.15 and 2.16 for the 3
recordings.
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Table 2.3: Best Parameters And Results For Each Task Across Optimization Methods
Task DOA Classification JOINT JOINT + REG

Brute Force
Voice Method PO SRMR SRMR SRMR
Timing Method GCC-PHAT N/A GCC-PHAT GCC-PHAT

Frame Size 600 250 550 400
Step Size 0.85 0.10 0.75 0.15

MSE 0.04 0.69 0.09 0.09
F1-Score 0.11 0.68 0.61 0.68

TPE Optimizer
Voice Method PO SRMR SRMR SRMR
Timing Method GCC-PHAT N/A GCC-PHAT GCC-PHAT

Frame Size 790 380 572 339
Step Size 0.94 0.35 0.93 0.92

MSE 0.04 0.15 0.07 0.06
F1-Score 0.14 0.77 0.66 0.72

Figure 2.14: Test 09 DOA results. Green = annotated periods of speech. Blue dots =
measured DOA. using ωbest. Dotted line = ground truth.
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Table 2.4: Test Set Performance
Test MSE Brute Force MSE TPE F1-Score Brute Force F1-Score TPE

Test 9 0.231 0.122 0.844 0.835
Test 10 0.040 0.009 0.855 0.754
Test 11 0.139 0.036 0.841 0.825

Figure 2.15: Test 10 DOA results. Green = annotated periods of speech. Blue dots =
measured DOA using ωbest. Dotted line = ground truth.
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Figure 2.16: Test 11 DOA results. Green = annotated periods of speech. Blue dots =
measured DOA using ωbest. Dotted line = ground truth.

Given the presented results, and the quantitative results shown in Table 2.3, the best
parameters for ωbest are found as in Table 2.5.

Table 2.5: Best Overall Parameters ωbest
Classification Method ITD Method Frame Size Step Size Low Threshold High Threshold

SRMR GCC-PHAT 340 0.90 1.5 7

2.6 Use on real robot

We deploy this system onto the REEM-C Humanoid for use in real-time using a full
ROS integration. Audio frames are saved to a buffer and processed with the parameters
generated from ωbest, allowing for real-time estimation of DOA. Fig 2.17 shows the REEM-
C’s head with microphones installed.
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Figure 2.17: Microphone Setup on REEM-C

We also study the effects of latency on the performance of the real-time tracking and
estimation. Experiments are carried out with frame sizes of 350ms, 450ms and 600ms, with
all other parameters kept constant. The measured DOA are recorded, as well as the audio
power level measured by a separate USB microphone, along with the timestamps for both
metrics as measured by the ROS network. This allows for identifying how long it takes for
a DOA to be measured once the onset of speech has been detected. Fig 2.18 shows the
average latency measured with the 3 frame sizes.
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Figure 2.18: Latencies at different frame sizes

The latency is measured to have an average of 0.363s with a standard deviation of
0.076s for the 350ms frame size, an average of 0.508s with a standard deviation of 0.103s
for the 450ms frame size, and an average of 0.708s and a standard deviation of 0.169s for
the 600ms frame size. For 10 separate DOA measurements at 350ms and 600ms, a two-
tailed t-test for their latencies yields a p-value of 0.0019. With α set to 0.05, this indicates
that the choice of frame size is indeed significant for real-time use, further validating the
regularization applied in the optimization and the choice of lower frame sizes for ωbest.

2.7 Discussion

The generated results across all methods have noticeable similarities and differences. For
the DOA task, as per Figure 2.7 and Figure 2.9, the brute force and the Bayesian methods
mostly lead to frame sizes that are 500 ms or larger, and step sizes larger than 75%. The
GCC-PHAT succeeds most often as a method to estimate timing difference compared to
the standard beamformer and the GCC-SCOT. The best frame selection method happens
to be the power onset. This is unsurprising as power onsets will should be dominated
by energy from the direct path (i.e., have a high direct to reverberant energy ratio) and
so will likely produce accurate DOA estimates when the power onset condition is met.
However, this comes with the trade off of rejecting many other frames containing speech
as the subsequent frame-to-frame power ratio during periods of continuous speech can be
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similar. This potentially ignores many frames where the ratio direct to reverberant energy
may still be high.

This is more evident when optimizing for the classification task. Both optimization
methods point towards using the SRMR as the main method to detect periods of speech,
with classification based on power onsets consistently producing poor results (no more
than 0.2 F1-score). In a perfect scenario, the pipeline can identify all present windows
containing speech, and would yield an F1-score of 1 for classification. As a result, it would
be necessary for the pipeline to correctly detect as many windows of speech as possible.
In general, an F1-score above 0.7 would be considered sufficient, as it indicates a strong
ability to both detect speech when it is present, and not identify speech when it is not
present.

Since both tasks produce different results, the joint objective results should be investi-
gated to identify parameters that perform well for both the classification and DOA tasks.
The joint objective task for both methods favours the SRMR and GCC-PHAT for process-
ing the audio frames. In addition, the brute force method resultsin a frame size of 550ms,
whereas the TPE method finds the best results to occur with a frame size of 572ms. These
results are in close agreement, but require a long latency when implemented on a robot –
orienting behaviour on the robot will lag any movement of a talker by half a second.

Studies in turn-taking dynamics and conversational behaviour indicate that humans
take on average 200-300 ms to respond to their partners [14], suggesting that lower frame
sizes will be more required for more natural for HRI behaviour. The joint regularized task
produces the best results with lower frame sizes, as is depicted by where the minima lie
on the contour plot in Fig 2.11 and Fig 2.12. The best results for the study are then
taken from the joint regularized task using the TPE method. It is important to note that
regardless of how the optimization is performed, good results are rarely found for both
tasks with frame sizes less than 300 ms, as shown by where the minima lie in Fig 2.12.
We suspect that this is due to the calculations involved in computing the SRMR. For the
SRMR, the process involves studying the modulation of the speech signal via its envelope,
and extracting the energies present in certain bands of this envelope. The lowest frequency
band for this metric was centred at 4Hz. Thus, one period of this modulation corresponds
with 250 ms. Frame sizes shorter than this length may result in inaccurate estimation of
the 4 Hz component of the modulation energy. Thus, the use of SRMR as it is was defined
here may impose a minimum latency that is too long to achieve human-like behaviour.
While increasing the minimum modulation frequency used in the SRMR would reduce
the minimum latency, further work is need to determine the effect this would have on
classification performance. If other classification methods are explored, minimum latencies
should be less than 200 ms.
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Table 2.3 gives further insight to the numerical performance of these methods. The
values indicate differences in performance when searching for different objective value min-
ima. Numbers in bold indicate the notable differences in performance when optimizing for
either loss value. For instance, using the brute force method, searching for the minimal
regularized objective provides the same MSE of 0.09 as found with the unregularized objec-
tive, but gives a F1-score improvement to 0.68 from 0.61. Similarly, the TPE method sees
both a decrease in MSE from 0.07 to 0.06, and an increase in F1-score from 0.66 to 0.72
when minimizing the regularized objective as opposed to the unregularized objective. This
is supporting evidence that the joint objective function was appropriate for this problem
as both classification and DOA tasks are performed to an acceptable level with the best
parameters ωbest.

Furthermore, the regularized objective also provides smaller frame sizes along with the
performance gain. This is evidence that a regularized objective was helpful for the TPE in
its learning process. However, since the method only evaluates a subset of the parameter
space, this may come down to the randomness in its choice of parameters, explaining why
the unregularized version did not find similar parameters.

The results on the test set show that these parameters are reasonable and have not
overfit on the training set, as the performance on both tasks are good for all 3 test set
recordings. We also see that the TPE method generates much better MSE compared to
the brute force method, but slightly worse F1-score, as per Table 2.4. We suspect that
the lower step size from the brute force method provide a greater resolution for identifying
speech on the microphone signals, leading to slightly better classification performance on
test data.

Test 9 sees a higher MSE than the other two tests; we hypothesize that this is most
likely due to the subject moving farther and closer to the robot as opposed to maintaining
a similar distance as in test 10 and 11. This may simulate more realistic human-robot
interaction scenarios, and could require some improvements to reflect better results.

With a functioning sound source localization pipeline in real-time, the potential for HRI
can be expanded. For instance, if moving conversational partners can be detected by the
robot, HRI can be augmented by implementing a human-like, realistic tracking behaviour.
Motion capture analysis and modeling of the head, shoulders and feet such as in [2] can be
applied for this purpose.
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2.8 Conclusions

This work presented a pipeline to perform binaural direction of arrival estimation on a
humanoid robot. Optimization procedures were used to improve the performance on a
number of trials in the acoustic environment of the robot, and are able to find consistent
results regarding the best classification and ITD methods, including the relevant numerical
parameters. Test set results indicate that the chosen parameters are appropriate for a
variety of acoustic scenarios. A method to use this pipeline on the real REEM-C is also
presented, with considerations for real-time latency and performance.
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Chapter 3

Vision Systems For Human Robot
Interaction

3.1 Introduction

Human-robot interaction systems often involve using either audio, video, or both to fa-
cilitate tasks such as working in assembly workspaces [1] or communicating with human
subjects [32]. To engage in conversations that are perceived as being natural, there is a
need to employ a combination of these systems. A robust set of imaging algorithms are
therefore required to allow for this functionality.

Voice activity detection is easily accomplished when audio information of present inter-
locutors is available. The applications of visual voice activity detection involve scenarios
when audio is not available due to privacy or hardware restrictions, or may be unreliable
due to a noisy or adverse acoustical environment. Additionally, gaze estimation is im-
portant to identify conversational cues and to estimate where interlocutors are directing
their attention. Alongside a method to estimate the angle of the interlocutor relative to
the robot, a framework to allow for a more complete human-robot interaction can be de-
veloped. These problems are often approached with computationally heavy deep learning
models trained on extensive datasets [13, 41], and therefore require a lightweight, classical
computer vision alternative. 1

1The content of this chapter is from the following conference paper: Barot, P., MacDonald,
E., Mombaur, K. (2023). Vision Systems For Identifying Interlocutor Behaviour And Augment-
ing Human-Robot Interaction. Journal of Computational Vision and Imaging Systems, 8(1), 55–58.
https://doi.org/10.15353/jcvis.v8i1.5377
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Figure 3.1: REEM-C Humanoid Robot, with RGB-D camera shown on forehead

All systems are designed for the REEM-C Humanoid Robot, which utilizes a RealSense
RGB-D camera. Due to bandwidth limitations on the ROS network, these systems are
designed for a feed of 15 fps at a resolution of 640 x 480. An image of the REEM-C is
shown in Figure 3.1.

Experimental data is collected by recording audio and video simultaneously of human
conversations from the REEM-C. Audio is recorded in two channels, at a standard rate
of 44.1 kHz, and video frames are recorded directly from the REEM-C camera. The
environment in which the data is collected is the research lab where the REEM-C resides,
which features variable overhead lighting helping to simulate different scenarios the robot
may encounter. No other sounds, other than those from the robot’s natural operations,
were present during the recordings to maximize the reliability of the recorded data.

3.2 Visual Voice Activity Detection

Conversational scenarios with a humanoid robot will require identifying when humans are
speaking and when they are silent. Visually, this can be done by identifying features that
correlate to speech. To understand which features are most correlated with speech, audio
data is broken into frames of 1/15th of a second, to match the data extracted from video.
Features are directly extracted from frames using facial landmarks from the DLIB detector,
which is commonly used in the literature [18]. These landmarks allow for measurement
of important characteristics from detected faces, such as those of the mouth or eye areas.
Figure 3.2 shows detected facial landmarks on a subject, and the extracted mouth and eye
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Figure 3.2: Detected facial landmarks shown in red (left), and mouth and eye regions
shown as binary masks (right)

regions as binary masks.

Features that may be related to speech are extracted on each frame, which include but
are not limited to, mouth height, mouth area, Sobel filter gradients, and HSL information
from the mouth areas. A common method to process features includes using a sliding
window approach, which moves frame-by-frame, spanning the sequence of collected data.
To mimic concepts used in audio signal processing, metrics such as the mean and the
power of the window [30] are used to identify behaviour that is of interest. For instance,
we suppose that as a person speaks, the area of their mouth will be larger than when they
do not speak, which will be reflected in the mouth area signal. The average of the sliding
windows is taken for video data, time aligned with audio data, and compared to the audio
frame power. For a given window of data, the mean and the power of the window are
computed as in Equation 3.1 and Equation 3.2. A window size of N=5 frames is chosen
for this experiment.

Mean(x) = (1/N)
N∑

n=1

x[n] (3.1)

Power(x) =
N∑

n=1

x2[n] (3.2)
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Figure 3.3: Sliding window feature means in correlation matrix with audio frame power

A correlation matrix was generated to better understand which visual features corre-
late with two channel audio power. As described previously, some of the extracted features
include the height and area of the mouth, colouration changes in the mouth and Sobel gra-
dient magnitude and orientation features. These features are normalized by the subject’s
mouth size, to accommodate for different facial features between subjects. An example
correlation matrix is shown in Figure 3.3.

Noticeably, certain features have some correlation with audio power, and may be used
in tandem to identify periods of voice activity. Lightness pixels indicates the number of
pixels in the mouth region below the average lightness of the mouth area detected in the
first frame. This feature’s extraction is shown in Equation 3.3, on every frame.

Figure 3.4 and Figure 3.5 show window averages for lightness pixels of the mouth region,
and the area of the mouth, respectively. Green windows indicate periods of voice activity.
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Figure 3.4: Sliding window average of lightness pixels feature. Green = voice activity,
White = no voice activity

lightness pixels =

∑L
l=1 Pl < T

mouth area
Pl = l-th pixel of mouth area, in the lightness channel

T = (1/L) (sum of all pixel lightness in mouth of first frame)

(3.3)

The threshold, T , is updated every 10 seconds to account for possible changes in lighting
or positioning of the subject. It can be seen that the lightness feature corresponds well
with windows of voice activity. A similar pattern is seen when looking at the power of the
mouth height measurements. We attribute the fluctuation of values within the periods of
voice activity to the variability in the movement of the articulators required to pronounce
different phonemes.

To capture the observed change in these features between the intervals with versus
without voice activity, a measure is used in Equation 3.4 that is based on modeling the
data windows as Gaussian distributions [42]. After computing the mean and power of
each frame, voice activity is classified as per the following conditions from [42]. Q is the
probability of a Gaussian random variable given the window mean and standard deviation,
and PFA (probability of false alarm) is set to 1%.
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Figure 3.5: Sliding window power of mouth heights feature. Green = voice activity, White
= no voice activity

Mean(x) > α1 and Power(x) > α2

α1 =

√
σ2

N
Q−1(PFA)

α2 = σ2Q−1(PFA)

(3.4)

This algorithm was applied to a test video with two subjects conversing and generated
results with the lightness pixels feature as shown in Figure 3.6.

The estimates are dense in periods of speech, indicating the algorithm is able to isolate
distinct periods of voice activity for both speakers. However, there are a large number of
false positives and some false negatives. The use of other features may be key in reducing
the rate of false positives and more accurately identifying the intervals of voice activity
when a talker speaks.

This algorithm is also functional online, and accommodates for new subjects entering or
leaving the field of view of the robot. Quantitative results are presented for this algorithm
in Table 1.

Overall, the quantitative tests of the algorithm produced good results, indicating the al-
gorithm can identify periods of speech among one or more subjects that are simultaneously
present in the robot’s field of view.
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Figure 3.6: Voice activity detection estimates, in blue, visualized against annotated win-
dows of speech for speaker 1 and speaker 2 in conversation. Green = voice activity, White
= no voice activity

3.3 Gaze Estimation

Gaze is estimated using binary masks on each half of the eye, for both eyes. For the left eye
for instance, a binary mask for all pixels enclosed by points (36,37,41) and (38,39,40) are
extracted. The amount of sclera present in either half of the eye indicates where the iris
may be placed [47], thereby estimating the direction of the subject’s gaze. This amount
of whiteness in the eye can be measured via the average lightness in the eye halves in the
HSL space. The ratio of lightness in the left half of the eye to the lightness in the whole
eye is computed, for both eyes. The same is done for the right half of the eyes, and then
the two are subtracted to generate a difference in lightness for both halves of the eyes (see
Equations 3.5, 3.6, 3.7, 3.8 and 3.9).

Leye,Lhalf =
avg. lightness in left half of left eye

avg. lightness in left eye
(3.5)

Reye,Lhalf =
avg. lightness in left half of right eye

avg. lightness in right eye
(3.6)
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Table 3.1: Visual Voice Activity Detection Results
Test Subject Accuracy Precision Recall F1-

Score
1 1 78.5 85.9 81.6 83.7
2 1 86.7 76.1 84.9 80.2
2 2 75.1 75.9 66.9 71.1
3 1 90.7 91.9 91.9 91.9
3 2 84.9 70.9 83.1 76.5

Leye,Rhalf =
avg. lightness in right half of left eye

avg. lightness in left eye
(3.7)

Reye,Rhalf =
avg. lightness in right half of right eye

avg. lightness in right eye
(3.8)

gaze ratio =(Leye,Lhalf) + (Reye,Lhalf)

− (Leye,Rhalf)− (Reye,Rhalf)
(3.9)

This gaze ratio is extracted on every frame, and checked against determined thresholds
to identify if the person is looking to their right, left, or forward. Figure 3.7 shows the gaze
ratio for a test video, with annotated windows for where the subject’s gaze was directed.

From the test data, hard thresholds are imposed to determine the subject’s gaze, as
shown in Equation 3.10.

gaze direction =


left if gaze ratio > 0.5

right if gaze ratio < −0.5

forward else

(3.10)

3.4 Interlocutor Angle Identification

Allowing for realistic conversations also involves identifying where exactly the speakers
are, in terms of angular displacement relative to the robot. This can be done by using the
RGB-D camera’s depth information, combined with the location of the subject’s face in
the 2D image, to triangulate their position. The location of the subject’s face is taken as
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Figure 3.7: Gaze ratio plotted against annotated windows of gaze. Red = gaze to the left,
blue = gaze to the right, and green = gaze directed forward

the average of the coordinates of the landmarks that outline the face. This is demonstrated
in Figure 3.8.

This vision system opens up the possibility of orienting the robot towards the person
who is detected to be talking, in a way that replicates natural human behaviour. For
demonstration and analysis, the robot-relative estimated interlocutor angle is converted to
to an absolute coordinate system (i.e., room-relative) based on re-orientations of the robot
head, torso, and feet.
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Figure 3.8: Identification of interlocutor angle using depth information

3.5 Discussion

All three visual processing systems, voice-activity detection, interlocutor gaze direction es-
timation, interlocutor angle identification, must work together to facilitate a more complete
human robot interaction scenario. Each human that is present in the scene is character-
ized on every frame by their voice activity status, their gaze, and their angle relative to
the robot. This information is transmitted through the ROS network, which allows for a
framework to be developed for interacting with one or more subjects. Future work may
explore how these visual systems can be utilized in tandem to create this framework.

This framework provides real-time estimates of cues that are necessary for achieving
more natural movements and orienting behaviour during human-robot conversational in-
teractions [36, 25, 7], including gaze following, implementing conversational cues and more.
While the methods presented here involve only visual processing, the addition of audio-
based processing is likely needed to achieve human-robot interactions that are more robust.
For example, algorithms for sound source localization [30] can be used to correct for sce-
narios where faces are undetected, masked, or outside the field of view for the purposes
of voice activity detection. Direction of arrival estimates using audio can also be used to
correct for errors in visual voice activity detection, by increasing confidence in estimates
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of who is speaking, or verifying false positives. Obviously, audio processing is needed to
perform speech recognition, which is also required for a robot to hold a conversation.

3.6 Conclusion

In conclusion, this work explored the potential in developing vision based systems for
identifying the behaviour of interlocutors with the REEM-C. Three unique imaging systems
are proposed to augment human-robot interactions by providing the robotic system greater
understanding of its interlocutor’s activity. Given the good accuracy on these algorithms,
future work may explore their synthesis, to allow for the REEM-C to intelligently interact
with multiple humans simultaneously.
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Chapter 4

Natural head and body orientation
for humanoid robots during
conversations with moving human
partners through motion capture
analysis

4.1 Introduction

By incorporating more human-like behaviour into robots, it should be possible to achieve
human-robot interactions that are perceived as more natural. When holding a conversa-
tion, people do not always remain stationary. As they move, their conversational partners
must also move and reorient themselves to maintain the social norms of holding a con-
versation. While methods to estimate the the angle between a robot’s current orientation
and incoming sound sources [30] or people in a visual scene [35], [21] have been developed,
humans do not always orient themselves to directly face a conversational partner. In this
study, we use motion capture to characterize how humans reoriented themselves during
conversation with an interlocutor that moved from time to time. 1

1The content of this chapter is from the following conference paper: Pranav Barot, Ewen MacDonald,
Katja Mombaur, Natural Head And Body Orientation For Humanoid Robots During Conversations With
Moving Human Partners Through Motion Capture Analysis, In Conference on Advanced Robotics and its
Social Impact (ARSO), Berlin, Germany, 2023
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Motion capture data helps address such an issue. For instance in a motion retargeting
work such as [17], positions and orientations of the head, hands and feet were tracked to
retarget the motions of an original character to a computer animation in an online fashion.
For works specific to humanoid robotics, [10], [44] measure and model a variety of human
motions, and demonstrate them on state-of-the-art humanoid robots. With regards to
coordination of body parts, [43] provides analysis of the contributions of head and torso
while studying participants’ gaze shifts. Works relating to gestures and movement based
communication [26], [37] try to improve the human-like quality of robotic motions during
human-robot interaction. Dynamic motions of body parts are of significant interest in [15],
where head and body orientations are modeled during locomotion. The body and the head
are also studied in [16], specifically in scenarios of walking and turning. Human motions
are also imitated on humanoid robots using motion capture data [4].

In this work we present a motion capture study for the specific task of tracking moving
conversational partners, as an extension to [15]. Human models are reduced to 3 unique
segments, the head, the shoulders and the feet, and mathematical models are developed to
replicate the manner in which these 3 segments behave during the trials. Validations are
performed on developed models and sources of error are discussed as well.

4.1.1 Contributions

The contributions for this study are as follows.

• A motion capture study centered around tracking moving conversational partners

• Mathematical models and parameter estimations using captured data for interlocutor
tracking

• Validation of models and humanoid robot implementation

This work aims to add to the existing scientific literature on non-verbal behaviours by
also studying the dynamics of a moving conversational partner in the context of human-
robot interaction. Section 4.2 explains the design and protocols of the motion capture
study. Section 4.3 discusses model design and mathematical approximations. Section 4.4
demonstrates results and section 5.8 discusses their implications. Section 4.6 shows an
implementation directly onto the REEM-C Robot. Finally, section 5.9 summarizes the
findings of this work and possible improvements and extensions.
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4.2 Motion Capture Study Methods

4.2.1 Marker Placements

Given that the head, shoulders and feet are of key interest in this study, markers were
placed accordingly to allow calculation of the orientation of each unique segment.

Figure 4.1 demonstrates 3 markers placed on the head of the interlocutor, 2 markers
placed on the shoulders, and 2 markers placed on either end of the feet. This allows
for estimation of head, shoulder and feet angles of the participant. 2 additional markers
were placed on the pelvis but not used in this paper. Markers were also placed on the
interlocutor, primarily to confirm their angle relative to the participant.

Figure 4.1: Markers placed on interlocutor to measure segment angles

4.2.2 Procedure

The interlocutor led the conversation and engaged in a variety of topics with the partici-
pant, such as favourite cuisine, past travel experiences, etc. During this conversation, the
interlocutor walked around the motion capture study space. The interlocutor was free to
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move from π
2
to −π

2
radians, as an angle measured from the participant’s starting orien-

tation, and maintained a similar distance throughout the conversation (see Figure 4.3 for
a representative example). The participant’s starting orientation involves them facing di-
rectly forward, and was considered to be the reference from which the interlocutor’s angle
was measured, as seen in Figure 4.6. A positive angle is to the participant’s right, and a
negative angle is to the participant’s left. Participants were instructed to naturally engage
in the conversation as they saw fit. They were instructed to remain in the same physical
location but could otherwise move as they would naturally.

Figure 4.2 shows an interlocutor engaging in conversation as they naturally reorient
themselves to follow the moving participant.

Figure 4.2: Frames depicting the REEM-C moving its head, shoulders and feet to orient
to a moving conversational partner (view from top left to bottom right)

A total of 21 conversations were recorded across 5 participants. For this study 5 conver-
sations were discarded due to issues with the motion capture recording, leaving a total of 16
conversations. Each conversation was approximately 2-3 minutes in length. The sampling
rate of the motion capture system was 100 Hz. Figure 4.3 shows the position data from
one trial on the x-y plane, with the participant’s positions in orange, and the interlocutor’s
positions in blue, connected by arrows to show the path taken by the interlocutor.

To ensure systematic error was not present in the measurements, participants were
instructed to reset their feet, shoulder, and head orientation to the same starting position
between conversations.
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Figure 4.3: Example trial with interlocutor and participant positions

4.3 Data Analysis And Modelling

An extensive exploratory data analysis was carried out, to understand the ways in which
data could be modeled and processed. Useful visualizations include the one shown in
Figure 4.4, where the interlocutor angle and participant head and shoulder orientations
are shown over time.

During conversation, participants will, on occasion, turn their head away from the
interlocutor. Thus, the human data includes occasions where the behaviour is not tracking
the interlocutor. Further, in addition to moving their feet, torso, and head, humans can
also move their eyes to track an interlocutor. Thus, it was not expected that the head
orientation would directly align with the direction of the interlocutor.

4.3.1 Convention

The convention used for the analysis is to model the three segments as cylinders that may
rotate. Each segment has its own orientation, and is depicted in Figure 4.5. Figure 4.6
shows how the interlocutor angle is measured in the study space from a bird’s eye view.
We use the following variables to describe the speaker’s configuration:
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Figure 4.4: Example trial with interlocutor angle and participant head, shoulder orientation

Figure 4.5: Representation of participant head, shoulder and foot orientation as connected
cylinders
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Figure 4.6: Representation of study space and interlocutor angle with respect to participant

θ = interlocutor angle

ϕ = head orientation

γ = shoulder orientation

β = foot orientation

(4.1)

4.3.2 Formulation for Head and Shoulder Orientations

Inspired from [15], the head and shoulder models are coupled. Additional terms are intro-
duced to also drive the head and shoulders with the interlocutor angle. These are given in
(5.4) and (5.5).

ϕ̈ = k1(γ − ϕ) + k2(θ − ϕ) + b1(γ̇ − ϕ̇) + b2(θ̇ − ϕ̇) (4.2)

γ̈ = k1(ϕ− γ) + k2(θ − γ) + b1(ϕ̇− γ̇) + b2(θ̇ − γ̇) (4.3)

The use of both the angular displacement and the angular velocities results in a spring-
damper style system. This acts as an extension based on the work in [15], where the head
and shoulders are also modeled via a spring-damper system, and now include consideration
for the interlocutor’s angle. Given that the data is captured at the same rate of 100Hz,
resulting in a constant time-step between all data points, the above formulations were
discretized to allow for a direct fit of the data in terms of samples at different time steps.

Specifically, the backward difference and central difference formulations for the first and
second derivatives will be applied to transform the written formulations. These approxi-
mations can be substituted into the original formulations. If used in (5.4), the result is as
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follows.
ϕi+1 − 2ϕi + ϕi−1

∆t2
= k1(γi − ϕi)

+ k2(θi − ϕi)

+ b1(
γi − γi−1

∆t
− ϕi − ϕi−1

∆t
)

+ b2(
θi − θi−1

∆t
− ϕi − ϕi−1

∆t
)

(4.4)

Equation 4.4 now represents all the variables required in terms of the measured data at
any given time-step. It also isolates the desired variable which is the next head orientation,
ϕi+1 in terms of all the other variables at the current or previous time-step. The isolation
of the next head orientation simplifies to (4.5).

ϕi+1 = k1(γi − ϕi)∆t
2 + k2(θi − ϕi)∆t

2

+ b1(γi − γi−1 − ϕi + ϕi−1)∆t

+ b2(θi − θi−1 − ϕi + ϕi−1)∆t+ 2ϕi − ϕi−1

(4.5)

This formulation allows for fitting data at the current and previous time-steps for all
variables in question, in order to estimate the head orientation at the next time-step. The
same steps can be applied to the shoulder orientation formulation, and results in (4.6).

γi+1 = k1(ϕi − γi)∆t
2 + k2(θi − γi)∆t

2

+ b1(ϕi + ϕi−1 − γi − γi−1)∆t

+ b2(θi − θi−1 − γi + γi−1)∆t+ 2γi − γi−1

(4.6)

Using these simplified formulations, the data was fit to the model. The model was
chosen to be driven at the same rate as the captured data at first, and so the value of ∆t
is set to 0.01.

In order to carry out the parameter estimation, a least squares optimization was ap-
plied. This function minimizes the sum of squares for a set of equations, and will receive
formulations (4.5) and (4.6) simultaneously to find the best 4 parameters for each set of
processed data. The analysis is carried out trial by trial, and the results are investigated
to identify the quality of the fit and the formulations.
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4.3.3 Formulation for Stepping and Feet Orientation

After examining the manner in which humans chose to step, it is evident that stepping
occurred last, when the angular displacement of the interlocutor was large. For smaller
angular differences, rotations of the participant’s head and shoulders are sufficient to main-
tain the conversation. Therefore, this formulation takes into account how far the shoulders
have rotated before stepping needs to be performed.

The formulation is discretely defined on every time step considering the difference
between the shoulder and feet orientations at that time step.

β
i+1

=

{
β
i

if |γ − β
i
| < δ

β
i
+∆β else

(4.7)

Here β denotes the average or center of the orientation of the left and right foot, averaging
the stepping behavior of both that takes place briefly after each other. The parameter δ
is identified by finding the best threshold between the shoulders and feet orientations that
trigger a step in the participant. The step size ∆β itself is determined by identifying the
average change in feet orientation when participants do take steps.

The behaviour of both feet was analyzed in order to find the typical step size in terms
of angular displacement. This was done by first identifying large rapid changes in the foot
orientation, visible in Figure 4.9. Once these periods are identified, the average change
in orientation is calculated across all trials. This value, ∆β, is found to be 0.21 rad for
all steps in the study. A similar approach was taken to find the threshold needed for
stepping to occur. At the points where these steps were identified, the difference between
the shoulder orientation and the foot orientation was measured to find the thresholds at
which participants start to step. Across the study, this average value for δ was 0.35 rad.

4.4 Results

Using the head and shoulder orientation formulation, the results of the least squares fit
were computed across conversations and across subjects, shown in Table 4.1. This helps
quantify the behaviour of each unique participant, as well as average behaviour across the
entire study.

Each conversation is considered unique, and so to better represent the study results,
the average parameters are found as in Table 5.4. Tracking results are generated by driving
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Table 4.1: Best Fit Parameters For Each Conversation
Subject Conversation k1 k2 b1 b2

1 1 7914.7 -15600.2 -116.9 145.9
1 2 -37797.9 6307.9 319.0 -45.1
1 3 27093.7 14108.2 -333.7 -115.4
2 1 14677.5 -8054.7 -218.6 124.5
2 2 1616.44 10410.7 -78.7 -77.9
2 3 5061.3 -7076.0 -115.5 100.6
2 4 -5867.7 19385.8 39.5 -255.3
2 5 -14445.6 4129.1 69.9 7.9
3 1 -22829.3 12768.7 157.9 -86.3
3 2 -26750.5 -6773.4 191.1 120.6
3 3 2773.5 16365.9 -116.4 -86.2
4 1 -11712.6 -20090.7 62.2 211.0
4 2 20489.5 11282 -275.7 -69.0
4 3 1768.6 -10698.1 -116.9 205.4
5 1 721.3 11437.1 -76.3 -75.4
5 2 9018.7 -16732.2 -156.4 199.8

the model equations by the received interlocutor angles. This simulates how tracking may
occur on a robot, since the models can only be applied using the received interlocutor
angles and the previously generated estimates as per (4.5) and (4.6). Computations are
carried out via ROS, also allowing easy migration of models to the actual robot. The
interlocutor angles are fed into the model at 100Hz, the same rate at which the motion
capture data are generated and processed.

Figure 4.7 demonstrates results when the interlocutor angle for subject 3, conversation
3 is passed in to the model. The green curve is the estimated head orientation, and
demonstrates good tracking of the interlocutor angle in blue. A similar situation occurs
with the shoulder orientation in Figure 4.8, as it shows a smooth estimate for what a
shoulder angle should be given the interlocutor angle.

Figure 4.9 compares model estimated foot orientation to the measured participant foot
orientation in the same way. The model’s steps occur at similar points in time, and the
change in angles indicate that the step sizes are also quite similar to the participant.
Further evaluation is performed by examining how the modeled steps coincide with the
participants’ real steps. Steps are defined by rapid changes in measured foot angles, in
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Figure 4.7: Example plot of interlocutor angle against measured head orientation and
model estimated head orientation during a conversation

Figure 4.8: Example plot of interlocutor angle against measured shoulder orientation and
model estimated shoulder orientation during a conversation
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Table 4.2: Best Average Model Parameters

k1 k2 b1 b2

3189.8 3332.6 -79.7 11.2

Figure 4.9: Example plot of interlocutor angle against measured foot orientation and model
estimated foot orientation during a conversation

both the participants’ and modeled steps. Each modeled step is considered accurate if it
occurs within 1 second of a participant’s observed step. An accuracy is generated on every
trial, comparing the model’s steps and steps made by both of the participant’s feet, as
shown in Table 4.3. It can be seen that for the majority of trials, stepping accuracy as a
percentage is considerably high for at least one foot.

An error analysis was also performed by conversation, to highlight model performance
quantitatively with the best fit parameters. Figure 4.10 and Figure 4.11 show squared
residuals in histogram form for head and shoulder orientations, relative to the interlocutor
angle, for both the participant and model.

The mean squared error (MSE) for the head and shoulder estimates were similarly
recorded for all trials, with both the best fit and the average parameters, and shown in
Table 4.4.
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Figure 4.10: Histograms of differences between head and interlocutor angle for participants
(blue) and model (orange) during conversation
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Figure 4.11: Histograms of differences between shoulder and interlocutor angle for partic-
ipants (blue) and model (orange) during conversation
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Table 4.3: Stepping Model Accuracy In % By Foot
Subject Conversation Left Foot Accuracy Right Foot Accuracy

1 1 82 75
1 2 100 100
1 3 77 66
2 1 69 79
2 2 80 100
2 3 52 52
2 4 95 87
2 5 86 86
3 1 81 85
3 2 100 70
3 3 86 100
4 1 100 100
4 2 83 83
4 3 50 67
5 1 74 100
5 2 67 100

4.5 Discussion

For this study, analysis of the head, shoulder, and feet angle was performed for each
participant. The data for each participant was aggregated across conversations and used
to fit the model with the goal of trying to capture each individual’s own unique behaviour.
However, it was evident that generating good fits for the data was difficult when data was
aggregated across conversations. This is due to two main reasons. First, each participant
did not behave the exact same way across conversations. For instance, it was observed that
some participants were reluctant to turn their shoulders in some conversations but not in
others. As well, during conversations, it is natural for participants to look away from the
interlocutor on occasion. The frequency and timing of this behaviour is not necessarily
consistent across conversations. In addition, the conversations themselves are unique, in
that the interlocutor does not move in the exact same way each time (although the general
movement is similar across conversations). As a result, aggregated data does not generate
good model fits.

When comparing results, it can be seen in some cases, lower MSE was obtained with av-
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Table 4.4: Head And Shoulder MSE Per Conversation With Individually and Average
Fitted Parameters

Individual Average
Subject Conversation Head Shoulder Head Shoulder

1 1 0.33 0.39 0.57 0.80
1 2 0.13 0.008 0.10 0.05
1 3 0.23 0.16 0.26 0.14
2 1 0.23 0.09 0.23 0.06
2 2 0.07 0.02 0.10 0.04
2 3 0.15 0.08 0.18 0.08
2 4 0.49 0.67 0.38 0.52
2 5 0.45 0.63 0.49 0.65
3 1 0.29 0.14 0.59 0.65
3 2 0.12 0.08 0.08 0.04
3 3 0.08 0.04 0.08 0.06
4 1 0.25 0.70 0.09 0.59
4 2 0.28 0.17 0.21 0.07
4 3 0.16 0.11 0.07 0.09
5 1 0.28 0.13 0.06 0.23
5 2 0.24 0.11 0.14 0.08

eraged model parameters rather than the individual fit for that conversation. This is likely
due to the participant engaging in more instances of looking away from the interlocutor
during that conversation.

A comparison of the interlocutor angle with the model and participant head angle, as
shown in Figure 4.10, indicates that the model can track the interlocutor very well, with
an MSE of 0.03. The participant tracks with an MSE of 0.11, and has a wider distribution
of errors in the histogram. This is consistent with the hypothesis that humans use eye-gaze
in addition to rotating their head and shoulders to track an interlocutor. The incidences of
large differences between head angle and interlocutor angle are consistent with participants
engaging in instances of looking away from the interlocutor. Nevertheless, tracking the
average behaviour with the present model was successful. Figure 4.11 shows that model and
participant shoulder behaviour are quite similar, and no significant discrepancies are seen.
This suggests that the adding look-away behaviour to a model only needs to incorporate
head motion.
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In Table 4.3, the accuracy of the stepping model is not always the same for both feet.
Further investigation shows this is because participants do not always perform steps with
both feet to naturally reorient themselves to their conversational partner. Trials with low
accuracy are explained by recognizing that participants do not always perform steps even
if their shoulders are rotated past a certain threshold. This appears to be mostly up to the
participant’s discretion, and explains why the accuracy is low for subject 2, conversation
3, but is high for subject 2, conversation 2. Future work could look to characterize this
behaviour with greater precision.

4.6 REEM-C Implementation Of Speaker Tracking

This work was implemented on the REEM-C Humanoid Robot to simulate a real human-
robot interaction scenario. The algorithms developed in the previous two sections may be
used to estimate the angle of the interlocutor as they move around in front of the robot.
This estimation and usage is described in further detail in the next chapter, regarding the
fusion and integration and audio and video information.

Stepping is generated on both feet separately, with a focus on the direction that the
step needs to take. As per the study data, as the interlocutor moves to the participant’s
left, the left foot steps first followed by the right foot, and vice versa. This functionality is
also present on the robot.

Figure 4.12: Frames depicting the REEM-C moving its head, shoulders and feet to orient
to a moving conversational partner (view from top left to bottom right)
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Figure 4.13: Bird’s eye animation of REEM-C, along with its field of view shown in black
dotted lines, depicting a visually detected conversational partner shown as the circle. The
circle is filled with a red dot when the audio DOA is closely associated with the visual
DOA of the subject

Figure 4.13 demonstrates the REEM-C in different head, shoulder and foot orientations
as it tracks a moving interlocutor.

4.7 Conclusions

In this chapter, we present a model for the head, body and foot orientation in the context
of tracking moving conversational partners. This model and its implementation allow for
realistic, human-like tracking of an interlocutor by a humanoid robot.

Extensions for the work could include incorporating look-away behaviour that partici-
pants can exhibit during natural conversations. Participants also behave differently when
speaking compared to when listening, and so different models and approaches can be de-
signed to account for the difference in behaviour to make human-robot interaction even
more natural.

66



Chapter 5

An Audio-Video Sensor Fusion
Framework To Augment Humanoid
Capabilities For Identifying And
Interacting With Human
Conversational Partners

5.1 Introduction

Human-robot interaction (HRI) is a necessary field to study because it enables humans to
communicate with and control their robotic companions, making it possible to integrate
them into various aspects of human life and work. This can lead to improved efficiency,
safety and expanded capabilities in many different industries and fields. Works in human-
robot interaction often involve improving the communication loop between a single human
and a robot, or have a direct focus on generating natural speech patterns and non-verbal
behaviours to allow humanoids to integrate socially. [1] combines speech recognition and
gaze to allow robots to assist humans in assembly tasks, in primarily stationary scenarios.
[6] and [19] explore the emotional affect of humans and robots to make HRI more natural.
1 Works such as [31] and [39] use audio intelligence to identify many potential sound
sources for robotics applications. Other works such as [46], [28], [27] and [8] use both

1The content of this chapter is from the following conference paper: Pranav Barot, Ewen MacDonald,
Katja Mombaur, An Audio-Video Sensor Fusion Framework To Augment Humanoid Capabilities For
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audio and video to help robots identify active speakers for HRI, but do not present a
framework for responding to what they are able to detect. [34] performs particle filtering
of the measured audio and video data, but does not use their approach in real time for a
real HRI application.

There is a need to improve humanoid interactions with potentially multiple moving
human subjects in a wide-ranged workspace. These environments can involve a humanoid
robot and several human subjects, some of whom may be speaking and some who may not.
It is desirable for the humanoid to intelligently navigate a complex environment by tracking
moving human subjects, correctly directing attention to humans who may require it and
facilitating interactions with multiple humans at once. Our work addresses this problem
by introducing a multi-modal framework to handle more dynamic HRI scenarios. The
presented work helps accommodate for noisy and busy environments, while also considering
the most realistic and appropriate behaviours for humanoid robots to exhibit. This work is
needed to help accelerate the integration of robots into society, where they may be required
to work alongside or take care of humans. The direct applications for this work extend to
social robotics, surveillance or human-robot collaboration in a variety of workspaces such
as warehouses or labs. The potential for further humanoid capability is opened up with this
research, as humanoids may then augment their human interactions with manipulation,
gesturing or locomotion.

5.1.1 Contributions

Our work distinguishes itself by developing a complete sensor fusion framework using audio
and video intelligence that is directed towards HRI, performing a full systems integration,
and utilizing and evaluating the system for real-time usage. The work helps fill the gaps
where individually developed systems may be used in tandem to account for their short-
comings, and augment the intelligence of humanoids for HRI purposes.

The contributions for this work are as follows.

• Implementation and deployment of robust, online audio and video intelligence sys-
tems onto the REEM-C

• A sensor fusion framework that integrates all sub-systems and generates natural
motions on the REEM-C

Identifying And Interacting With Human Conversational Partners, In Conference on Intelligent Robots
and Systems (IROS), Detroit, USA, 2023
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• Quantitative validation of developed approaches on recorded data in a lab environ-
ment

• A user study with evaluations of overall robot intelligence and behaviour using de-
signed approaches

Figure 5.1: Flowchart for proposed work. The audio only approach is highlighted with the
light blue border. The sensor fused approach is highlighted with the red border.

The overall process for this proposed work is visualized in Figure 5.1. Section 5.2
explains the main algorithms and hardware used for audio and video intelligence. Section
5.3 highlights ways in which these algorithms are fused. Section 5.4 outlines the design
of additional acoustic intelligence on the REEM-C, whereas Sections 5.5 and 5.6 discuss
the behavioural model and usage of the REEM-C in the described scenarios. Section
5.7 outlines the protocol and results for evaluating the robot’s behaviour on real human
subjects, and Sections 5.8 and 5.9 provide a discussion on the results of the proposed
approaches and key conclusions.

5.2 Algorithmic Framework

The humanoid used for this work is the REEM-C made by PAL Robotics, which we con-
trol via ROS. The REEM-C comes with an RGB-D camera in the forehead, but no mi-
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crophones. We use two Comica microphones, connected to a Scarlett 2i2 audio interface
for the purposes of the audio intelligence used in this work. A taut headband is placed
on the REEM-C’s head, allowing easy installation and removal of the microphones. The
cost of the additional hardware is no more than $350. This is a generalizable setup and
costs are minimal, allowing this work to be replicated and used on all robots. We use an
algorithm that integrates a number of key SSL concepts to perform accurate direction of
arrival estimation of human speech using interaural timing differences (ITD) with two mi-
crophones on the REEM-C Humanoid Robot. The specifics of the technique, optimizations
and real-time considerations are outlined in our work here [29], which is currently under
review.

We choose this approach to the audio intelligence over other solutions such as the
Amazon Alexa, for interfacing and performance reasons. The data processed on these pre-
built devices is not easily accessible, and testing suggests the accuracy of DOA estimation
is not reliable in reverberant environments. Using a binaural microphone setup allows for
a realistic deployment on the robot as it resembles ear placement on humans. It is also a
worthwhile research interest to implement a binaural DOA estimation pipeline, as opposed
to using arrays with several microphones, as described in [29].

Video systems are a series of algorithms used to estimate the behaviour of interlocutors
for the purposes of human-robot interaction [3]. These algorithms are used in conjunction
on the REEM-C, and lay the foundation for more novel and complete HRI frameworks.
The visual estimation of the angular displacement of interlocutors is of primary focus, as
this information coincides with audio SSL and provides the potential for a relevant sensor
fusion approach. This video information is generated via the RGB-D camera present in
the REEM-C’s head.

Our aim is not to use state-of-the-art hardware and algorithms to optimize detection
and accuracy, but to use a minimal set of easily developed and deployed sub-systems that
can be used on the REEM-C for effective HRI experimentation. This is why we aim to use
a simple binaural microphone setup and only the camera present in the REEM-C’s head,
as opposed to more expensive and performant alternatives.

5.3 Sensor Fusion Approaches

The described algorithms are used concurrently in an online fashion, and need to be fused
to allow for a more complete interaction framework. A few approaches are explored to
combine the video and audio information.
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The generated information, as well as the current state of the robot, is recorded and
synthesized via communication across different ROS nodes. We ensure that received infor-
mation is for the same timestamp considering the different sampling rates of each individual
process, allowing for accurate and responsive robot behaviour to occur in real time. The
synchronized behaviour will be limited by the slowest occurring process, which is the audio
direction estimation, running at approximately 6 Hz. We explore a number of methods to
fuse this information for the purposes of accurately responding to the environment of the
robot.

5.3.1 Choosing the active speaker

In a scenario with multiple subjects present, the robot requires a method to decide which
subject to follow. This is decided by checking the agreement of audio and video direction
of arrival, via the following

detected speaker = argmin
i

(videoDOAi
− audioDOA) (5.1)

where videoDOA is the vector containing all detected visual DOA. The detected speaker’s
overall DOA is then used to facilitate the tracking behaviour of the robot, which is designed
to alternate between speakers as and when they are identified. Figure ?? depicts a trial
with video and audio DOA recorded for a single participant as they move around in front of
the robot. Errors in the video DOA may come from unsteady facial landmark detection in
motion, unreliable choice of target points, or scaling issues with depth images recorded on
the robot. Errors in the audio DOA come from reflections, other noises in the environment
and the overall difficulty of online audio processing. Therefore, both forms of information
will need to be appropriately synthesized to ensure robot behaviour is accurate.

5.3.2 Tracking behaviour: fixed weight estimation

One method to combine received information for the robot to track is an inverse vari-
ance weighted average, with weights reflecting the confidence in the measurements of each
specific sensor.

rDOAfixed
=
σ−2
video ∗ videoDOA + σ−2

audio ∗ audioDOA

σ−2
video + σ−2

audio

(5.2)

Sensitivities in the sensors are accounted for by measuring the variance of estimates at dif-
ferent angular displacements relative to the robot. Data is recorded at 15 degree intervals,
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and is considered to account for ± 7.5 degrees. Video and audio estimates are measured
in the robot lab environment at each interval, and the variances are recorded in Table 5.1.
The variances are generalized to describe the behaviour on both sides of the robot.

Table 5.1: Variance and calculated weights for direction estimates from both modalities.
Video estimates for angles greater than 30 degrees are not available as they are beyond the
field of view of the camera used

ANGLE
(deg) ±
7.5

VIDEO VARI-
ANCE

AUDIO VARI-
ANCE

VIDEO
WEIGHT

AUDIO
WEIGHT

75 N/A 0.0640 N/A 16.0
60 N/A 0.0044 N/A 230.0
45 N/A 0.0039 N/A 260.0
30 0.0028 0.0031 360.0 320.0
15 0.0010 0.0027 960.0 370.0
0 0.00051 0.0011 1950.0 910.0

Video estimates are also affected by the performance of the facial landmark detector,
which fails to detect subjects at a distance of 3.1m or farther from the robot. The weights
are normalized on each interval for both the video and audio systems and visualized in
Figures 5.2 and 5.3.

Unsurprisingly, the variance for both methods is lowest when subjects are directly in
front of the robot, and increases as subjects move towards larger angular displacements.
We believe that the variance of audio estimates past 60 degrees is much higher than in the
other ranges due to much more significant occlusion of sound waves by the robot head in
between the microphones.

5.3.3 Tracking behaviour: adaptive weight estimation

Another method to resolve the received information involves adapting the weights to the be-
haviour of the system. This results in a recursive adaptation of the Fraser-Potter smoother
[11], which performs sensor fusion by adhering to the reliability of the sensors online. This
is shown in Figure 5.3, where rather than using inverse variances as weights, the sensors
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Figure 5.2: Normalized weights for video DOA estimation, limited to robot FOV and
distance of 3.1m. Robot head shown at (0,0)

Figure 5.3: Normalized weights for audio DOA estimation, limited to 180 deg range. Robot
head shown at (0,0)
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are scaled by the variance of their complementary measurements.

rDOAadaptive
=
σ2
video ∗ audioDOA + σ2

audio ∗ videoDOA

σ2
video + σ2

audio

(5.3)

This method will estimate the variances of the video and audio information using the
past N estimates for both sensors. If video estimates happen to falter due to occlusion or
rapid movement, or audio estimates are influenced by reflections and activity around the
robot, their respective weights will be adjusted to reflect this behaviour accordingly. The
expected results with a good choice of N should produce a steadier trajectory than with
fixed weights.

The choice of N comes from inspecting collected data and generating trajectories by
adjusting the value of N. A good value of N should be large enough to capture the system’s
dynamics, while not being too large so as to negatively influence the behaviour at the
current time. The best value for N is determined qualitatively by inspecting the smoothness
of the generated trajectory, and quantitatively by checking how close the trajectory is to
the audio and video estimates. The results are checked for values of N ranging from 5
to 25, and the mean squared error between the generated result and the video and audio
estimates are recorded separately. We aim to choose the value of N which minimizes the
joint product of the video and audio mean squared errors. This joint product is shown in
Figure 5.4 for an example trajectory.

Across similar trials, it appears the value of N = 8 is a reasonable value to maintain
sufficiently smooth estimates and not require the system to hold a large amount of memory.
The result of the fixed weighting against the adaptive weighting for N = 8 is shown in Figure
5.5.

This result indicates the adaptive weighting is more reliable overall and generates
smoother trajectories compared to the fixed weighted approach.

5.3.4 Tracking behaviour: Kalman Filter

In order to send natural, realistic trajectories to the robot, it is important to filter out
abrupt changes in the measurements made. We employ a Kalman filter for the fused audio
and video information to address this problem. We believe that a Kalman filter used on the
fused information is a better solution than just a Kalman filter on both measurements, as
the latter approach would still require a measurement transition matrix that best combines
the filtered audio and video information. With the proposed adaptive weighted average, it
would be more advantageous to use the Kalman filter after this step.
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Figure 5.4: Product of MSE to video and audio estimates as a function of lookback size N
for variance estimation

Figure 5.5: Visualizing result of fixed weighted average (blue) vs. adaptive weighted aver-
age (orange) with N = 8
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The state matrix of the filter will be the position and velocity of the measured signal.
The measurement variance R is directly computed from the adaptive weighted average of
trials with subjects moving around and speaking to the robot.

R =
[
0.116

]
The initial state covariance matrix P0 comes from analyzing the recorded data and comput-
ing the variance of the angular position and velocity. Since the measured position ideally
should not be correlated to the velocity, the off-diagonal is set to 0.

P0 =

[
0.116 0
0 0.046

]
The process noise covariance matrix assumes some further uncertainty in the state variables
as a result of variations across time, and so factors in the timestep as follows in Q.

Q =

[
0.116 ·∆t2 0.116·∆t3

2
0.116·∆t3

2
0.116 ·∆t2

]
This information is used to process the averaged DOA and generate new estimates for the
fused sensor output using the standard Kalman filtering steps.

x̂k = Ax̂k−1

Pk = APk−1A
T +Q

Kk = PkH
T (HPkH

T +R)−1

Using the Kalman gain Kk, the update steps then take place.

x̂k = x̂k +Kk(zk −Hx̂k)

Pk = (I −KkH)Pk

The Kalman filter is applied to measured data after performing the adaptive weighted
average, and generates a result as in Figure 5.6.

The red circles indicate points where the adaptive weighted average would result in
abrupt changes in the DOA estimates. The real life implication of this would result in
the REEM-C performing noticeably sudden readjustments that may take away from the
smoothness and realism of the interaction. The Kalman filter handles abrupt changes in
the measurement by providing a smoother transition through variable estimates, which
will result in more natural robot behaviour.

76



Figure 5.6: Result of Kalman filtered output (blue) plotted against adaptive weighted
average (orange). Red circles indicate key differences in both outputs.
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5.4 Reorientation Study

Determining when the robot should look away and check for other subjects outside the
field of view of the camera is not as simple as directly following the measured audio DOA.
A decision must be made about when to continue the current tracking behaviour and when
to look away.

A study was performed to evaluate this scenario in greater detail. Trials were recorded
with subjects speaking while they were positioned outside the field of view of the REEM-
C. For the purposes of being able to identify when sounds should be attended or should
be ignored, the participants also generated non-speech sounds such as coughs or shuffles
of nearby chairs. This simulates scenes in a workspace where tools are being used, or
doors are being opened or closed, and should therefore not require a robot’s attention. An
example trial is demonstrated in Figure 5.7.

Figure 5.7: Example trial with SSL results as blue dots. The green regions indicate intervals
with speech. The red regions indicate intervals with non-speech sounds.

A total of 6 such trials were performed, with one or two subjects participating in each
trial. It can be seen that for speech sounds in the periods of green, the direction of arrival
is very steady, but for artificial sounds, the estimates are far less so and appear to come
from a variety of different locations. A similar trend is seen in all other trials. We aim to
use this property to classify whether or not reorientation is required.
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A sliding window approach is used on the direction of arrival estimates to evaluate
this phenomenon with a window size of 5 and a step size of 1. A number of metrics
are evaluated against the annotated trials to determine the best way to identify the need
for reorientation. Since legitimate sounds generate steadier estimates of DOA, an ideal
distribution is constructed as being the average of the estimates in each window. This
ideal distribution is compared to actual received estimates using the cosine similarity, the
KL-divergence and Wasserstein distance. These metrics should quantify how different the
observed distribution is from the ideal distribution. In order to evaluate steadiness, the
range and standard deviation of the measured estimates is also taken into account, by
thresholding the product of these two metrics. Thresholds are empirically generated for
each of the proposed metrics by inspecting the behaviour across all 6 trials. An initial
accuracy is computed with each of these methods in Table 5.2.

Table 5.2: Accuracy For Reorientation Trials By Method

METHOD TRIAL
1

TRIAL
2

TRIAL
3

TRIAL
4

TRIAL
5

TRIAL
6

Cosine Similarity 97.6 89.6 83.1 66.7 76.7 62.1
Range-Std
Method

83.9 91.4 81.3 70.2 60.4 64.6

KL Divergence 63.5 58.4 65.4 65.4 67.7 46.7
Wasserstein Dis-
tance

61.9 46.7 54.9 66 70.1 66.9

Further classification results are presented for the trials with the cosine similarity in
Table 5.3.

Table 5.3: Classification Results For Trials With Cosine Similarity

METRIC TRIAL
1

TRIAL
2

TRIAL
3

TRIAL
4

TRIAL
5

TRIAL
6

Accuracy 97.6 89.6 83.1 66.7 76.7 62.1
Precision 97.1 95.7 88.9 89.1 94.1 77.9
Recall 94.3 75.9 60.0 47.1 71.9 66.7
F1 Score 95.7 84.6 71.6 61.7 81.5 71.9
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5.5 Robot Tracking And Behavioural Model

The behaviour of the robot is determined by a mathematical model that controls the rota-
tion of the head, shoulders and feet in response to measured interlocutor angles. Further
details of this model are available here [2], which is currently under review.

Below are the formulations used on the robot and the required parameters for the robot
head orientation ϕ, the shoulder orientation γ and the orientation of the feet β given a
measured interlocutor angle θ.

ϕ̈ = k1(γ − ϕ) + k2(θ − ϕ) + b1(γ̇ − ϕ̇) + b2(θ̇ − ϕ̇) (5.4)

γ̈ = k1(ϕ− γ) + k2(θ − γ) + b1(ϕ̇− γ̇) + b2(θ̇ − γ̇) (5.5)

β
i+1

=

{
β
i

if |γ − β
i
| < δ

β
i
+∆β else

(5.6)

Table 5.4: Tracking Model Paramters (From [2])

k1 k2 b1 b2 δ ∆β
3189.8 3332.6 -79.7 11.2 0.35 0.21

With the Kalman-filtered result, the behaviour of the head and shoulders are depicted
in Figure 5.8.

Noticeably, the head moves first to follow the interlocutor, and the shoulders follow
soon after. This creates a very natural looking, realistic behaviour on the humanoid robot
that mimics what humans perform in similar scenarios.

While a subject is being tracked using the filtered DOA estimates, the reorientation
condition is checked with the collected audio DOA measurements. If the condition is
triggered, the new target shifts from the moving subject to the angle that triggered the
reorientation condition, as shown in 5.1. Given a filtered DOA estimate from the tracking
process, the target angle changes if the reorientation condition is triggered.

similarity =
measured · ideal

∥measured∥ ∥ideal∥
(5.7)
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Figure 5.8: Head and shoulder trajectories on REEM-C given a filtered interlocutor angle,
all in an absolute frame

external angle =
1

5

5∑
i=1

measuredi (5.8)

Reorientation =

{
external angle ifsimilarity > 0.85

Filtered DOA else
(5.9)

5.6 Robot Deployment And Online Usage

The REEM-C is a humanoid robot, with the robot’s base frame present in the pelvis. In
this experiment, the robot primarily undergoes yaw motions for each segment, to allow
for following human subjects as they walk around in a large space. Pitch motions may be
incorporated in the future to allow for more realistic behaviour, and to allow the REEM-C
to interact with elements of the environment below its line of sight.

The motions of the REEM-C joints occur on their local frame. Thus, given a unique
head yaw angle ϕ and a shoulder yaw angle γ, the resultant orientation of the robot’s head
with respect to the base frame will be

ϵ = ϕ+ γ (5.10)
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With a stepping angle of β, the resultant orientation of the robot’s head in the base frame
remains ϵ as stepping results in the base frame’s rotation as well.

This requires a resolution, as interlocutor information is received with respect to the
head’s orientation, as that is where the camera and microphones are mounted. If a mea-
sured interlocutor angle θrel is received, then their angle in the base frame’s coordinate
system is

θbase = ϵ+ θrel (5.11)

As a result, the online deployment requires using the ROS joint states information to esti-
mate ϵ, and then sends the correctly filtered value of θbase to the tracking model. Reliable
synchronization between the ROS nodes running at different rates is key to ensuring the
behaviour of the robot is accurately reflective of the scene at every instant. We utilize care-
fully designed ROS topics that ensure timing delays from communication and computation
are negligible and do not affect real robot behaviour.

5.7 Results And User Study

The proposed framework is deployed onto the REEM-C with installed microphones. A
quantitative evaluation is carried out using the designed approaches and real measured
data. The Vicon motion capture system was used to measure the ground truth angular
displacements of a moving participant with respect to the REEM-C. This data, alongside
synchronized audio and video DOA estimates, were used to evaluate the accuracy of the
presented approaches. A total of 4 trajectories are collected and evaluated using the
fused approach with only the adaptive weighted average, and the fused approach using
the adaptive weighted average and the Kalman filter. Figure 5.9 shows the video/audio
estimates, alongside the result of the proposed sensor fusion approaches.

The average mean squared error is found to be 0.050 for the adaptive weighted average
technique, and 0.042 when the Kalman filter is added. This difference in accuracy is not
considered significant, but as previously described, the smoothing effects of the Kalman
filter make it more viable for an HRI application.

We also performed a small user study with 5 participants for each approach, and
recorded their evaluation for each trial in terms of naturalness, accuracy, responsiveness,
and an overall rating out of 5. Subjects were instructed to move wherever they choose
and speak to the robot as if they were having a conversation. Each trial lasts about 2-3
minutes, and the procedure for this study was approved by the University of Waterloo Re-
search Ethics Board. We aim to evaluate behaviour with only audio tracking compared to
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Figure 5.9: Video and audio estimates with ground truth (top) shown alongside adaptive
weighted average and Kalman filtered responses (below)
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the sensor fused audio and video approach in the scene of following a single moving human
subject. Figure 5.1 provides an overview of the process behind each approach. Figure 5.11
shows the behaviour and response of the REEM-C with a moving conversational partner
in a similar trial. Figure 5.10 shows average scores for the criteria with both approaches,
along with standard error placed as error bars.

Figure 5.10: Visualization of average criterion scores for both approaches. Blue = audio
only, orange = fused approach

The aim of this small study was to investigate the initial perception of using both
approaches. These preliminary results, although not statistically significant, suggest that
the average scores were higher for the condition where sensor fusion was used. Since the
audio DOA exceeds the field of view of the video, the fused method is also more robust,
whether or not the participants are able to immediately notice the difference.

We aim to extend our current work by evaluating the multi-subject scenario in greater
detail with all proposed systems utilized in tandem, which will test the behaviour for
alternating the robot’s attention between subjects who are both inside and outside the
field of view. This extension may require further capabilities to identify when subjects are
speaking to one another as opposed to the robot. This may be achieved via estimation
of the subjects’ head pose, or by using gaze estimation as described in [3]. Figure 5.12
shows a visual representation of the robot’s position, field of view, and the visual and audio
information it perceives of a moving human subject.
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Figure 5.11: Frames depicting the REEM-C moving its head, shoulders and feet to orient
to a moving conversational partner (view from top left to bottom right)

5.8 Discussion

Overall, the audio and video intelligence presented work robustly. The loud fans and
motor noises of the REEM-C do not interfere with the performance of the audio DOA
estimation. Video DOA estimation is also reliable and agrees significantly with results
from audio. The sensor fusion approach along with a Kalman filter intelligently combines
received information and provides natural moving targets for the REEM-C to follow in
real-time.

As shown in Table 5.2, the accuracy for all trials are not similar. Trials 4, 5 and
6 involved two participants having dynamic conversations and talking over each other,
explaining the drop in accuracy compared to the first 3 trials. However, Table 5.3 indicates
a fairly high precision for those trials, indicating the chance for false positives is low even
in dynamic conversational scenarios. Overall, this is preferable as it ensures the robot is
less likely to reorient itself in an unpredictable manner or at incorrect times.

The user study results consistently show that tracking with the sensor fused approach is
overall reliable. Using both sensors also facilitates tracking between two or more potential
speakers. These preliminary results from the subjects indicate that using the proposed
approach generates natural and responsive motions, providing some initial insights into
how humans may perceive such a system if it were to be deployed in an HRI context.
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Figure 5.12: Bird’s eye animation of REEM-C, along with its field of view shown in black
dotted lines, depicting a visually detected conversational partner shown as the circle. The
circle is filled with a red dot when the audio DOA is closely associated with the visual
DOA of the subject

5.9 Conclusions

In this paper, we demonstrate the development and integration of audio and video intel-
ligence algorithms for the purposes of more complete human-robot interaction in difficult
scenarios. Our algorithms are shown to work accurately on the robot and generate good
subject tracking results. Qualitative results from users show that the HRI experience was
realistic and accurate, opening the door for more encompassing HRI frameworks. Future
work may aim to evaluate the behaviour of the robot with multiple subjects and utilize the
extended visual intelligence generated by the presented algorithms to develop more robust
HRI platforms.
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Chapter 6

Chatbot System

This section briefly outlines the work done on integrating a conversational pipeline for the
REEM-C in order to complete the human-robot interaction loop. The pipeline involves
a real-time speech-to-text functionality, response generation using a large-language model
(LLM) and a text-to-speech feature to communicate again with the interlocutor. This
system tentatively completes the human-robot interaction framework as it allows for the
REEM-C to not only track moving human partners, but also communicate with them to
a relatively intelligent degree.

6.1 System Components

The systems outlined in previous chapters lay the framework for the developed chatbot
system. The audio stream used for DOA estimation is sent to a separate ROS node to
perform transcription. A flowchart in Figure 6.1 briefly outlines the chatbot pipeline and
how it connects to the previously defined systems. The same audio stream used for the
detection and tracking system is fed into the chatbot pipeline, allowing for a seamless
human-robot interaction framework.

The buffer of audio data for speech recognition is of size 20, and given the collected
frame size of 350ms from Chapter 2, results in a potential 7 seconds of audio that can be
transcribed at any given time. Transcriptions are performed via a Google speech recogni-
tion service, easily accessed via Python API. In order to maintain conversational fluidity
and minimize time spent collecting data or transcribing, a simple frame-to-frame energy
detector is used to identify when speech has begun and speech has ended. During silence,
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Figure 6.1: Usage of chatbot system given recorded audio stream

if a significant amount of energy is present in the next frame (in terms of a ratio of frame
n+1 to n), human speech is said to have begun. Once the energy ratio of the frame n and
n-1 is low, the speech is marked as complete. From the audio buffer, only the frames where
the speech is considered present is sent to the transcription service, to optimize efficiency
of the pipeline.

The transcription is generated in the separate ROS node, such that the other systems
can continue to run in parallel, allowing the REEM-C to continue tracking detected inter-
locutors. The transcription is then passed into an LLM designed to generate conversational
responses. The LLM is a pre-trained conversational transformer from HuggingFace, called
the Dialo-GPT Large. Free trial of Chat-GPT by OpenAI also proved to be a worthwhile
choice for conversational interactions. The choice of LLM at this stage is arbitrary and
determined based on the quality of responses generated on a few sample inputs. This
LLM generates responses to given text inputs from the transcription step, facilitating a
conversational human-robot interaction scenario.

Finally, the generated response is sent back via text-to-speech. This allows for the
REEM-C and any human subject to converse with each other in a regular manner, while
the REEM-C also tracks the human in the ways described in previous chapters.
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6.2 Implementation Details and Latency

A short evaluation is performed for the individual components and how much time they
take individually, helping characterize the overall time taken for the system to respond
once an input is given. A series of speech inputs are recorded, and the time taken for each
step is presented in Table 6.1 below. The total response time column is the time it takes
for the system to begin responding with the text-to-speech, and is the sum of the time it
takes to transcribe and generate the response. This response time thus represents how long
an interlocutor would have to wait to get a response once their speech has been received.

Table 6.1: Time Taken For Chatbot System Given Speech Input

Input Text Transcription (s) Response Generation
(s)

Total Response (s)

hello there 0.83 0.44 1.27

what is your name 1.19 1.07 2.26

can you answer that
again

1.22 0.62 1.84

how are you 1.25 0.85 2.10

now I am trying to
finish this conversa-
tion

1.18 1.07 2.25

It can be seen that each system is not fast enough to generate a realistic response time
that conforms to human conversational behaviour. Regardless of the length of the input
speech, the time taken to transcribe hovers around 1 second on average. Generating and
delivering the response also takes a similar amount of time, resulting in a system that takes
much longer than necessary.

In order to smoothen this process, we introduce the use of filler words. The goal is
to use filler words such as ”hmm”, ”I see”, and ”ahh”, that can be said while the above
pipeline runs, and that reduces the perceived latency of the conversational interaction.
Filler words are shown to increase the social presence of robots [12], and therefore have a
direct value in this presented scenario. A diagram depicting this is shown in Figure 6.2
below.

Once speech is determined to be complete, a filler word is inserted after about 200ms,
so the naturalness of the conversation can be maintained. This occurs while the chatbot
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Figure 6.2: Placement of filler words in conversational pipeline

system is transcribing and generating a response, and so the perceived latency for the
conversation can be significantly reduced. The use of gestural fillers has been shown to
reduce this perceived latency [22], and so the vocal fillers may be well accompanied by
corresponding gestural fillers such as leaning, nodding, or more complex postures with the
body and arms.

6.3 Summary

Overall, this chatbot system lays out the groundwork for how the REEM-C can engage
in a complete verbal interaction while also following its interlocutors. We have presented
a system that integrates existing tools for speech recognition and conversational response
generation, while evaluating their timing requirements and presenting ways in which they
can be ameliorated. Future work may consider designing gestures with the upper body
and arms that correspond to the content of the conversation, to add another layer of real-
ism. Faster methods for speech transcription and good conversational response generation
should also be explored.

90



Chapter 7

Conclusion

7.1 Summary

In this thesis, a variety of robotic systems were developed to improve human-robot interac-
tion. These include the acoustic sound source localization algorithms, the complementary
computer vision algorithms, the humanoid tracking model, and the integration of the above
into one comprehensive HRI framework. Algorithmic performance was evaluated on col-
lected quantitative data in terms of accuracy and latency. Successful real time deployment
on the REEM-C of the above systems validates the proposed methods and presented re-
sults.

Audio DOA Pipeline

A pipeline was developed to perform real-time binaural direction of arrival estimation.
This pipeline involved a method to identify human speech with spectral analysis, and
measure timing differences to accurately generate an angle of arrival of sound. To optimize
performance, a dataset was collected and annotated. The dataset was used to choose the
best parameters for the pipeline using a brute force and Bayesian parameter optimization
method, which ensured high accuracy and low latency for real-time estimation.
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Vision Systems for HRI

A series of lightweight computer vision algorithms were also developed to estimate the
behaviour of detected interlocutors in the REEM-C’s field of view. These algorithms were
developed using a facial landmark detector and pattern recognition techniques. These
include visual voice activity detection, gaze direction estimation, and visual direction es-
timation (which complements the acoustic DOA pipeline). Algorithms are determined to
work fast and accurately

Humanoid Tracking Behaviour

A motion capture study was conducted, which provided insight into how humans may
track moving conversational partners. The measured participant data was modeled by
inspecting the participant’s head, shoulders and feet behaviour. A mathematical model
was developed to model this behaviour, and used on the REEM-C to facilitate realistic,
humanlike tracking behaviour.

Sensor Fusion and System Integration

Additionally, the developed systems were integrated for real time usage on the REEM-C.
Audio and visual DOA were combined using a sensor fusion approach, allowing partici-
pants to be smoothly tracked with the developed tracking model. A feature to facilitate
reorientation was also developed, allowing for the REEM-C to maintain interaction with
multiple human subjects at once. A user study evaluates and confirms that interaction
performance is improved when the sensor fused and integrated system is used.

Chatbot System

Finally, initial work to integrate a chatbot system for the REEM-C was carried out using
speech recognition, a conversational LLM and a text-to-speech feature. The drawbacks
of such an integration were explored, and future steps for improving and completing the
conversational loop for human-robot conversation were proposed.
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7.2 Future Work

Future work may involve augmenting the behaviours of the humanoid robot for more
dynamic human robot interaction. This may include gestures with the arms and hands,
and more expressive movements with the body. Extended work could be done to model this
behaviour with more motion capture analysis, which may add another layer of intelligent
human-robot interaction.

The acoustic DOA pipeline may be improved by ameliorating the front-back ambigu-
ity. This is difficult to do binaurally, so a third microphone as part of the array may be
useful. This can allow the REEM-C to turn its attention to humans standing behind it
as well, which further opens up its capabilities and possibilities for HRI. A conversational
framework may also be useful for HRI using both DOA estimation and speech recognition
technology. The proposed chatbot system can then allow the robot to properly commu-
nicate with humans, given further work to optimize the time it takes to transcribe and
generate responses.

Visual systems can ideally be replaced by more powerful and accurate techniques. These
works may involve machine learning tools to perform similar tasks, or extensions, such as
pose estimation and gesture detection. These techniques may further augment the acoustic
intelligence and allow the robot to identify and respond to more complex HRI scenarios.
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