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Abstract

Retweeting posts is Twitter’s most important feature, playing a vital role in enabling the
platform to be a virtual town hall that fosters timely discussions. This attribute has been
instrumental in drawing a younger, wealthier, and more educated user-base, distinguishing
Twitter from its competitors. We were motivated by the observation that the retweet
count on popular tweets diminishes over time. In particular, this reduction is greater for
contentious tweets. Since, retweets represent endorsements, it is pertinent to understand
how self-moderation and platform moderation play a role in their retractions.

We collected our own datasets and tracked various reasons for retweet loss over time.
Leveraging Kaggle datasets, we trained models to predict which tweets would see a signifi-
cant decrease in retweets; the model’s performance extended to previously unseen datasets.
Additionally, we proposed an algorithm to estimate the timeline of retweet loss and ex-
plored factors that contribute to individual unretweeting behaviour. Finally, our data
collection period coincided with the volatile phase on Twitter following Elon Musk’s ac-
quisition. As a result, we were able to observe the impact of various changes in platform
moderation through our analysis.
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Chapter 1

Introduction

Twitter is an important source of information across a variety of domains, ranging from
understanding political polarization [18], capturing stock behaviours [19], detecting sport
fan-bases [73], finding market influencers [61], predicting music popularity [21], to identi-
fying significant public events [54, 37].

As a point of differentiation to previous multi-purpose social networking platforms,
Twitter presents itself mainly as a town square where views are shared freely, and the
debate of ideas is encouraged [39]. There is indication that the platform includes feedback
mechanisms that urges users to use a confrontational tone [58]. This is in part due to the
constraints Twitter sets on Tweet length, originally capped at 140 characters (later doubled
to be 280), which encourages users to be terse. However, the constraint also nudges users
to be more timely in their responses. Thus, the platform is often used to express real-time
commentary on personal and news events [15]. While other social media platforms, like
Facebook, often carry reposts of news, Twitter is seen as the platform where news breaks
first [03, 81]. For example, financial news which has traditionally been spread through
press releases and regulatory disclosures, is now being initially discovered on Twitter [23].
Furthermore, Twitter has changed how journalists view their jobs. Through the platform,
journalists now report on a broader range of topics, and moreover post Tweets to give story
updates and participate in online discussions with users [31].

Furthermore, Twitter has become an important component of many organisations’
communication strategies whether it be coffee-houses [32] or political candidates [12, 64].
It also plays an important role in global political events, rising to prominence in the Arab
Spring protests [52]. For corporations, Twitter users are a desirable demographics to target,
because they are younger, more educated, and have higher income [39] than Americans in



general and users of other social media platforms, such as Facebook [91].

A key component of Twitter’s differentiation and its appeal to users seeking open
discussion is its emphasis on Retweets. Retweeting allows a user to conveniently share
another author’s content and have it be associated with his/her profile. It can be seen as a
form of endorsement, and it allows users to align themselves with a group’s opinion instead
of articulating their own beliefs [51]. As the platform evolved, the interface was refined
to make Retweeting easier to do [74, 11]. In short, Retweets are a scarce commodity and
serve as the most important mean of information propagation [35, 53].

Given Twitter’s role as a source of truth for many of its users, there has been significant
public debate over the balance between moderation and free speech on Twitter. My thesis
will explore the moderation of contentious content on Twitter through the lens of its most
important mechanism: Retweets. We will examine how Retweet counts and Retweeting
behaviours are affected by platform moderation, as well as self-moderation.

We are motivated by the observation that popular Tweets experience a decrease in
Retweets over time. In this context, we are referring to a decline in the total count of
Retweets received, as opposed to the rate at which new Retweets are acquired, since the
latter is expected as Tweets gradually become less relevant. While this Retweet loss is also
to be expected because Retweeting users occasionally leave the platform and deactivate
their account, no doubt the platform’s moderation and the users’ self-moderation also
play an important role. The significance of moderation becomes more apparent when we
observe that contentious posts experience a greater reduction in Retweets compared to
uncontentious posts. Differences in the extent of self-moderation is possibly a factor, since
the act of manually unretweeting represents unendorsing an opinion and disassociating it
from the user profile.

1.1 Related Works

Broadly speaking, there are two forms of content moderation: platform moderation, and
self-moderation. The former refers to how social media employees and the platform’s
automated tooling interferes with content deemed unsuitable. The latter refers to users
manually retracting content or holding back from posting content in the first place.

We first introduce some works that study the impacts and trade-offs of stricter mod-
eration by social media platforms. From there, we explore self-moderation by examining
the underlying causes, and describing past approaches to measure its prevalence. Lastly,
we look at existing studies on deleted social media content, such as posts users retracted.



1.1.1 Social Media Platform Moderation

Social media platforms are increasingly taking a stance on what to censor (e.g., banning
a sitting President’s accounts [3]), and applying soft moderation (e.g., attaching warning
labels to users’ posts that question elections’ integrity [92] or vaccines’ side-effects [75]).
While there are obvious differences between high-profile public figures using the platform
to create chaos and the average person using it to exercise freedom of speech, it remains
unclear to what extent users are still comfortable posting contentious opinions on Twitter.

Following the January 6th Capitol Attack, the moderation of content on Twitter has

become a heavily politicized issue [3], and the moderation of misinformation [30, 70] and
fake accounts [26] on Twitter is under heavy scrutiny. There are claims of platforms
demonstrating a liberal bias when it comes to moderation, though Novak et al. [57] notes

some political asymmetries in enforcement are to be expected. Meanwhile, some emerging
social media platforms have taken different stance; these competitors to Twitter such as
Gab, Parler, and Truth Social orient themselves as free-speech focused alternatives.

Parler claims to “champions free speech, individual liberty, and the free flow of infor-

mation online,” [39] while Gab puts “people and free speech first” and appeals to users
banned elsewhere [93]. Truth Social, a platform by former President Trump, positions itself
against “Big Tech” censorship [27]. Israeli and Tsur [39] notes these platforms have recently

seen significant growth in users, which is ascribed to increased moderation on mainstream
platforms. There are previous works noting concerns about the relationship between de-
creased moderation and increase in hate speech, which presents arguments that these
platforms may be alt-right echo-chambers, rather than free-speech town-halls [39, 93, 87].
Furthermore, it is known that platforms need some degree of moderation to be functional,
and even Truth Social sees the need to moderate [27].

While it is unclear to what extent platforms should interfere with hate speech, it is
evident that a platform’s finances are impacted by those decisions. For example, they
must balance the threat of competition against being perceived as not being advertiser-
friendly [55]. Elon Musk’s acquisition of Twitter in late 2020 was centered around moder-
ation policy. Musk is a self-prescribed free-speech absolutist by principle; his motivations
seem to stem from wanting to shape public opinion with fewer restrictions and maximize
freedom on the platform [13] more so than his optimism about the platform’s business
potential.

Musk marketed his acquisition as an attempt to increase transparency in the moder-
ation process and to make those algorithms open-source. Following his acquisition, there
were multiple changes to moderation, such as increased automation in the moderation pro-



cess [66]. While an ensuing increase in hate speech [10] and a rise in contentious actors [9]
have both been observed, the platform continues to welcome back banned users.

1.1.2 Social Media Self-Moderation

A variety of people ranging from politicians to academics have faced negative repercussion
for their online content, which can result in individuals being more self-aware and hesitant
to share their beliefs and abstain from participating in online discourse [60]. This absti-
nence, often referred to as self-moderation or self-censorship [7], can be perceived as a form
of repression that imposes challenges on the proper functioning of a democratic society.
Indeed, self-censorship undermines freedom of speech, which is of paramount importance
to the flow of information and fair democratic elections. For instance, Ong et al. [62]
modelled how fear of state surveillance, harassment, and legal prosecution in Southeast
Asian countries can reduce the expected utility of online expression, quieting dissenters
and discouraging collective action. Likewise, following the 2016 Turkish coup attempt,
Turkish citizens engaged in self-censorship, expressing less of their opinions on social me-
dia and voluntarily removing old posts, unfavourable to the government, due to fear of
persecution [33]. Self-censorship is a major risk for authoritarianism and autocratization.

A major reason for engaging in self-moderation in social media is to avoid professional
repercussions. Aktas et al. [2] describe Turkish academics’ self-restraint in posting on social
media. Larsen et al. [50] describe how journalists in Central American countries abstain
from using social media to express their views due to job security concerns. Rudnik [71]
shows that these same concerns lead Russian and Belarusian bloggers to self-censor.

Individuals also engage in self-censorship behaviour on social media due to safety and
privacy concerns. In effect, there is a vast body of literature on the analysis of self-
censorship in countries ruled by repressive regimes [50, 62, 15, 13, 25] where, for safety
reasons, journalists avoid publishing or otherwise exchanging information about certain
topics. In addition, Warner and Wang [35] revealed that the online self-censoring behaviour
of individuals living in the United Kingdom has increased as new online surveillance meth-
ods were introduced by intelligence agencies. Privacy-conscious users would refrain from
discussing topics suspected to be under active monitoring.

Social media self-moderation is also prominent in North America. Reddit users have
been resorting to throwaway accounts when discussing divisive political events in the United
States [59]. Powers et al. [07] examined American college students’ view of social media
discourse and showed that students preferred to discuss their political views offline, mostly
due to a rather politically homogeneous nature of social networks and the desire to avoid

4



frictions. This result comes as no surprise, given that a recent study by Gibson and
Sutherland [33] revealed that 40% of Americans engage in self-censorship behaviour because
they worry that expressing unpopular views will alienate people from their close circles.
In [38], we explicitly examined North American motivations for self-moderating online.

1.1.3 Deleted Content on Social Media

It is challenging to keep track of retracted content on social media as such an effort involves
analysing social media posts that either user or the platform tried to suppress. There are
ethical concerns to collecting this type of content, and it is important to be abide by
platform policies, and to protect users’ personally identifiable information when possible.
On the other hand, users are aware when they decide to post publicly on social media that
their content has no reasonable expectation of privacy.

Studying deleted content is an effective way to scrutinize platform moderation pol-
icy and to understand self-moderation motivations. For example, Bhattacharya and Gan-
guly [11] characterized the Big-Five personality traits of Twitter users who deleted Tweets,
as well as the vocabulary found in those Tweets. In a large-scale study, Almuhimedi et
al. [1] explored the reasons behind Tweet deletion. While they found many Tweets were
deleted for superficial reasons (e.g., spelling mistakes), they also found evidence suggesting
user regret to be a likely factor. Building on that, Zhou et al. [94] designed a classifier for
determining which Tweets were deleted as a result of regret, while Bagdouri and Oard [0]
were able to predict which Tweets will be deleted in the future.

There are also ways to indirectly examine content that would be retracted. In one
attempt, Sleeper et al. [78] conducted a user study on MTurk asking Twitter users about
content they regretted posting. This analysis enabled an understanding of the context
around the regret, but is susceptible to social desirability bias, where participants may not
want to reveal their more shameful regrets. Sleeper et al. [77] also designed a study where
users kept a log of statements they wanted to post but ultimately did not post. There is
also Das and Kramer [20] who used Facebook internal data to capture content that users
started writing but ultimately refrained from posting.

There are also a collection of volunteer services that keeps track of retracted content.
Xia et al. [90] used polititweet.org — a service that tracks messages that were posted on
Twitter (i.e., Tweets), but later deleted — to understand how deleted influencers’ Tweets
helped spread disinformation. A similar tool Reveddit ! allows user to track content deleted

thttps:/ /www.reveddit.com/



on Reddit (which has users volunteering as moderators that can delete content). However,
these services are often at the mercy of the platform’s policies. Reveddit, along with many
user-built applications which requiring streaming Reddit content, is built on top of the
PushShift API 2. Yet, Reddit has recently changed its data API policy, and as of May 2,
2023, PushShift no longer has access, and Reveddit is no longer available.

1.2 Proposed Research

The goal of the proposed research is to examine self-moderation and platform moderation
behaviour by looking at the retraction of Retweets on popular Tweets. We noticed that
popular Tweets generally fail to retain their Retweets, and that a decline in Retweet count
is observed overtime for almost all Tweets. Here, we are looking at a decline in the absolute
number of Retweets a post has and not the rate of gaining new Retweets. We consider a
Tweet to be popular if, at any point in time, it has over 50 Retweets. This definition is
motivated by the fact that fewer than 1% of Tweets receive more than 50 Retweets (most
Tweets received no Retweets at all). If we were to choose a number higher than 50, we
would have too few Tweets to work with. If we chose a value less than 50, there would be
high variance when calculating Retweet loss.

Popular Tweets: Let T be Tweet, and let r(7,t) denote the number of Retweets T
has at timestamp ¢. T is considered popular if:

3t, »(T,t) > 50

The life-cycle of popular Tweets falls into three stages. First, there is a period of rapid
Retweet growth. Then, we see relative stability. Lastly, we have a period of gradual Retweet
loss. The first two stages, which looks like f(x) = log(z), are illustrated in Figure 2.12 in
greater detail. This third stage where T'weets, particularly contentious ones, lose Retweets
is our focus. As far as we know, there is no previous work studying this phenomenon.

To measure Retweet loss, we initially rely on finding datasets that capture a snapshot
of Tweets some time in the past (at least a year). We then use the Twitter API to collect
up-to-date information about the Tweet, and compare the current state to the historical
state to measure Retweet loss. In datasets we will be collecting ourselves, we have the
flexibility of more frequent snapshots and can thus define Retweet loss to be a ratio of the
maximum Retweet count across all snapshots to the final Retweet count.

2https://github.com /pushshift /api



Retweet Loss: Let £, be the latest timestamp we collected information about 7" in
our study. Let t,,., = argmax, (T, t) We define Retweet loss (1t,ss) as follows®:

(T, tmaz) — (T, ts)
Ttloss(T) = T(T / )

“When dealing with historical datasets that which often consist of a single snapshot, we would not
know the Retweet count at t,,,,. Instead, we set t,,4. to be the earliest timestamp we have information
collected for a Tweet T'.

\. .

One would expect to see some Retweet loss because Retweeting users occasionally leave
the platform and deactivate their accounts. However, we observed that Tweets of con-
tentious content are more likely to lose a larger portion of Retweets, and since Retweeting
is often seen as a form of endorsement [17], we hypothesize some element of self-moderation
is at play. Similarly, platform moderation is also expected to be a factor.

1.2.1 Research Question 1

We being by re-emphasizing that the Retweet loss we are measuring here is not the rate at
which a Tweet picks up Retweets, which is expected to decline as the T'weet becomes less
relevant over time. Instead, the Retweet loss refers to a decline in a Tweet’s cumulative
Retweet count, i.e., the list of active users whose profiles show them Retweeting the Tweet.

While it is unclear why Retweets are lost, we suspect it is one of these three scenarios:
(S1) the Retweeting user manually deleted his/her account; (S2) the Retweeting account
was suspended by Twitter; (S3) the Retweeting user manually unretweeted. To be able
to measure to proportion between these scenarios, it is necessary for us to collect our own
dataset, because we could not find any existing datasets that tracked Retweeting users
over time. In our data collection, described more in Chapter 2, we will create and track
two datasets of T'weets, one of which is contentious while the other is uncontentious.

Using our custom datasets, we can track how many re-tweets were lost across various
periods of times, by continually fetching the current status of Tweets using the Twitter
API. We will also have snapshots of the list of Retweeting users, and would therefore know
which users stopped Retweeting. We will be able to know definitively that unretweeting
happened due to which of the three aforementioned scenarios. We will be able to track the
rate of growth of these scenarios over time. The relative proportion of the scenarios and
their rate of growth will yield many insights about moderation. For example, by tracking
when account bans occur, we can get a sense of Twitter’s platform moderation timeline.

7



Furthermore, by looking at the delay in manual unretweets, we can infer motivations and
examine the nature of regret.

We previously hypothesized that there are three scenarios that contributes to Retweet
loss: (S1) users deleting their accounts; (S2) Twitter suspending user accounts; (S3) users
manually going on their profiles and undoing the Retweet. We want to investigate the
proportion of each of those three scenarios.

Research Question 1: What is the breakdown and timeline of various un-
retweeting scenarios?

1.2.2 Research Question 2

We will also be designing features and trying to predict which Tweets are likely to lose a
large portion of Retweets. These features based on Tweet content, author characteristics
and Tweet metadata will give indications of what is often targeted by self-moderation and
platform moderation. The goal is to find characteristics that are independent of specific
Tweet topics and that generalize across various datasets of Tweets. To verify generalization,
we will be training our classifer using existing historical datasets, and then validating them
on the custom datasets we will be building and that the model has never seen.

We want to know the characteristics common to Tweets that face a lot of moderation.
First, we will design and examine a set of features that are hypothesized to be predictive
of Retweet loss. From there, the aim is to design a binary classifier trained to determine
whether a Tweet will fall into the high-loss category.

This model could be a useful tool for authors wishing to know whether their posts will
expect to face Retweet retractions. It would also allow us to examine what type of content
leads to retractions, and how Retweet deletion behaviour varies by topic.

Research Question 2: Which features are useful for identifying Tweets that
will experience significant Retweet loss?

1.2.3 Research Question 3

Lastly, we will be trying to model Retweet loss behaviour. We plan to approach this task
from two levels: macro and micro. At the macro-level, we will try to construct the curve



that represents the third stage of a Tweet’s life cycle and illustrates how Retweet loss
occurs over time. Meanwhile, at the micro-level, we aim to model individual unretweeting
behaviour. To achieve this, we will analyze the network structure of users who have
unretweeted and try to identify commonalities among them. We will consider several
factors that may cluster unretweeting users, such as their proximity to the author, their
connections to other Retweeters, and the number of authors they follow. We want to see if
users who Retweet controversial content might be more likely to be suspended by Twitter.
We also want to know if there is any difference in self-moderation and account self-deletion
behaviour between users who are Retweeting an uncontentious post versus a contentious
one.

At the macro-level, we want to model the timeline of Retweet-loss and to determine
characteristics common to accounts that unretweeted. The goal is to validate the hypoth-
esized three-staged Tweet life-cycle of Retweet growth, stability and then Retweet decline.
We want to know at what point Tweets begin to lose Retweets and to measure the rate
of Retweet loss over time. We will try to determine whether contentious Tweets have a
different timeline compared to uncontentious ones. At the micro-level, we will examine
characteristics of accounts that unretweeted, by analyzing the network structure, account
details and behaviours of unretweeting users.

Research Question 3: How can we model the timeline of Retweet loss as well
as the properties of unretweeting users?




Chapter 2

Data Collection and Exploratory
Analysis

In this chapter, we go over the various data sources used in our analysis. We discuss
their collection process, highlight their strengths and limitations, and examine potential
ethical and privacy concerns regarding the data collection process. Lastly, we present some
high-level exploratory analysis of the datasets to better motivate our research questions.

For our analysis, we required datasets of T'weets that capture a snapshot of Retweet
counts at some timestamp in the past. Furthermore, they would ideally also have some
Tweet metadata that can be made into useful prediction features, such as information
about the author and the platform used to post the Tweet. However, it is rare to find such
datasets. The papers mentioned in our related work do not publish full datasets, because
Twitter has an updated policy that requires Tweet data to be shared only in aggregate,
and it restricts sharing individual Tweet data beyond just the ID.

To comply with the new content redistribution policy, datasets that were previously
available were retracted. For example, Lamsal [19] re-designed her Covid-19 dataset on
March 20, 2020 to include nothing but the IDs. These datasets would need to be re-
constructed by refetching the IDs using the Twitter API (known as Tweet hydration).
However, the hydration process would not yield datasets that are useful for us, because
the hydrated Tweets would only show the current Retweet count. It would therefore be
impossible to know how many Retweets the Tweet had when it was posted, and we would
not be able to calculate what portion of Retweets were lost.

While there are definitely legitimate ethical reasons for Twitter to be restrictive when
it comes to data collected through its APIs, such as to comply with European GDPR [31]
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(General Data Protection Regulation), there are also more pragmatic factors. Twitter
has previously reduced third-party distribution of Tweet data due to monetization con-
cerns [16]. Similar motivations are suspected to be behind other platforms, such as Reddit,
reducing third-party redistribution [16].

In our study, we were open to responsibly exploring available online datasets that were
made public by other users, even if those users might not be in harmony with Twitter’s
redistribution policy. However, we were cautious to ensure our data collection respects the
privacy of users, and we only publish aggregated metrics. Furthermore, we also benefit
from the Twitter academic APIs, and will ensure we comply by its policies.

On Kaggle!, we found three suitable datasets that took snapshots of the Retweet count
some time in the past. These datasets were hobbyist datasets curated by individual users.
However these datasets do not track individual Retweeters, and thus, to study the prop-
erties of unretweeting users, we needed to create our own datasets. We went through
two iterations collecting Tweets and tracking lists of Retweeters using the Twitter API.
Unexpectedly, our data collection periods overlapped with the volatile period associated
with Elon Musk’s acquisition, and we observed interesting phenomena in our dataset that
coincides with changes in moderation policy, which we will elaborate on in Chapter 4.

To be consistent with Twitter policy, we will not be making our datasets public. Mean-
while, although the Kaggle datasets themselves are a violation of Twitter policy, using
them in our analysis and only posting the results in aggregate would not be. Meeks [70]
discusses the ethical considerations of studying deleted content in light of Twitter’s policy.
In particular, the concerns focus on individuals being analyzed and put into the spotlight
without their knowing consent. Due to the large scale nature of studies and the anonymity
of online communications, this consent can be difficult to obtain. Fiesler and Proferes [28]
notice that most users are unaware their Tweets might be used to conduct research and feel
that they should be asked consent. However, attitudes towards this issue vary depending
on the nature of the research. The main take-away is to ensure results are presented in
aggregate and that individual users are not spotlighted.

Our study of retracted Retweets has some similarities to studying deleted Tweets.
To ensure we are compliant, we will study retractions only in aggregated and not post
identifying information of unretweeting users. Furthermore, our emphasis is not on the
deleted content (the Tweet still exists), but rather on the unretweeting, which further
reduces risk.

Thttps://www.kaggle.com/
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2.1 Hobbyist Kaggle Datasets

We were looking for datasets that satisfies (1) contains the Retweet count; (2) has a variety
of distinct authors; (3) the snapshot was taken close to when the Tweets were posted.
These were rare, since, to begin with, few datasets tracked Retweet count. And of those,
many either tracked a single celebrity, or took snapshots far after the Tweets were posted
(it is mostly datasets built using the Twitter stream API that captured Tweets close to
creation).

Two of the three datasets (Election 2020, Covid-19) satisfy all three conditions. Mean-
while, although there were fewer distinct authors (500 authors for 2417 Tweets) in the
NASDA(Q dataset, it is still large enough to capture a broad set of content. And although
there is also a larger gap between Tweet creation and the snapshot taken, this difference
can likely be compensated by the fact that the dataset had more time to lose Retweets
(two years have gone by between the Kaggle snapshot and our snapshot).

2.1.1 Election 2020 Dataset

This election dataset? by Manch Hui was the starting point of our analysis. It consists
of Tweets related to the 2020 USA presidential election by containing either the hashtag
#trump or #biden from 2020-10-15 to 2020-11-08. We extracted a dataset consisting of the
~ 0.5% of Tweets that had 50 Retweets or more. The dataset was generally of high quality,
with most Tweets being collected within three days of being posted (and all within seven
days), as shown in Figure 2.1. We took our own snapshot of this dataset between 2022-
09-17 to 2022-10-04. However, the Tweet IDs were stored as floats (with 53-bit precision),
which was not sufficient to preserve the entire ID (which is 64 bits). As a result, it was not
possible to hydrate some of the Tweets. Fortunately, the last 12-bits of the id are often
unused, and by assuming they are all zeroes, we were able to hydrate around 30% of the
Tweets. We confirmed that the creation time of the hydrated Tweet matched what was
indicated in the Kaggle dataset and verified that the text of the hydrated Tweets mostly
matched the original (though some Tweets have been since edited). As for the Tweets that
could not be hydrated, we cannot tell whether they have been deleted or we do not have
the full ID.

This Kaggle dataset also came with some useful metadata, such as the source platform,
and some characteristic of the author (e.g., username, profile description). However, it

2https://www.kaggle.com/datasets /manchunhui/us-election-2020-tweets
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Figure 2.1: There was little delay in the data collection process, and we verified all Tweets
in the FElection 2020 dataset were collected within 7-days.

lacks some other useful metadata, such as the author’s follower count at the time of the
Tweet, and whether the author was verified.

The posting of this dataset publically is in violation of Twitter API policies, since it
shares detailed information about the Tweets. We will be using this data cautiously, and
abiding by the ethical principles discussed earlier, such as only posting our analysis in
aggregate, and not redistributing the dataset.

2.1.2 Covid-19 Dataset

This Covid-19 dataset® by Shane Smith was created by pulling Tweets that contain one of
these hashtags: #coronavirus, #coronavirusoutbreak, #coronavirusPandemic, #covid19,
#covid_19, #epitwitter, #ihavecorona, #StayHomeStaySafe, #TestTracelsolate. The au-
thor indicated he was pulling new Tweets on a daily basis, and the last update time verifies
that the snapshot was fully taken no later than 2020-04-03.

This dataset had the most comprehensive metadata, containing a snapshot of the au-
thor’s profile along with the information about how the Tweet was posted (platform, lan-
guage and location). The author went through 19 iterations when constructing the dataset,

3https:/ /www.kaggle.com/datasets/smid80/coronavirus-covid19-tweets /versions/18
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incrementally adding more Tweets. In the final (19th) version, the author appears to have
self-censored the dataset; as shown in Figure 2.2, the 19 Tweet data files were removed,
and only an unrelated file mapping country codes to country names were kept. The author
attached the following commit message to the change “It’s been suggested that uploading
this data is contrary to the terms of use of the Twitter API. I'm removing the Tweets
until either an exemption is granted or the terms change.” However, it is possible to view
previous commits, by specifying the version in the URL (the link in the footnote specifying
the version still give access to the Tweets), and Google continues to index the previous
versions.

History

L. Version 19 3 years ago
é Created by Shane Smith - 1 changed, -19 removed
It's been suggested that uploading this data is contrary to the terms of use of...
L. Version 18 3 years ago
5 Created by Shane Smith - 20 changed
Updated countries file with any additional countries in the late April Tweets u...
L Version 17 3 years ago
5 Created by Shane Smith - 20 changed
Updated Countries file to include any countries in the late April datasets.

Figure 2.2: In the final version of the Covid-19 dataset, the .csv files containing Tweets
were removed to comply with Twitter policy. However, we could still access previous
versions.

Unlike the FElection 2020 dataset, the Tweet IDs were properly preserved. We could
therefore know which Tweets were actually deleted and study properties of deleted Tweets.
We narrowed the dataset down to the 1.4% of Tweets that had over 50 Retweets, and
took our own snapshot between 2022-10-19 to 2022-10-20; we noticed that 10.2% of those
popular Tweets were deleted. The breakdown of those deleted Tweets is: 5.1% author
account suspended, 1.6% author account deactivated, 3.5% author account still exists, but
the Tweet had been deleted. Since this dataset is our most comprehensive one, we will be
training our models to predict Retweet loss based on this dataset in Section 3.2.
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2.1.3 NASDAQ Dataset

This NASDAQ dataset® was created by Dogan et al. [22] and contains Tweets from 2015
to 2020, but the snapshot was taken in November, 2020. The goal of collecting this data
was to attempt to predict stock prices using the public sentiment, as reflected in Tweets,
about the respective companies.

The authors did not make use of the Twitter API; instead they built their own tooling
based on the Selenium® web-scrapper. Their tool looked for Tweets that mentioned the
NASDAQ ticker for Amazon, Apple, Google, Microsoft, and Tesla. Since they did not use
Twitter’s API, they are not bound by its policies and can freely share the scrapped Tweets.
The ethical concerns are partly mitigated here, because without access to the Twitter
APIs, the data gathered here did not include information collected about the author.
Conversely, the drawback would be the lack of access to any of the Tweet metadata. The
only information collected was: Tweet_id, author_id, post_date, Tweet_text, num_Retweets,
num_comments, num_likes.

We only kept T'weets after 2018, to make the dataset more comparable with the other
Kaggle datasets. Of those Tweets, 0.12% are popular (has 50 Retweets or more). While
there are around 80000 authors across more than 1.5 million Tweets, once we have filtered
down to only popular Tweets, we are left with 500 distinct authors. It would seem that the
spread of financial information on Twitter is dominated by a few high impact authors. We
took our own snapshot of the 2529 popular Tweets between 2022-10-25 and 2022-10-26,
and noted that 4.42% of those Tweets have been deleted.

2.2 Exploratory Data Analysis

This section discusses some initial analysis we performed on the Kaggle datasets that
motivated our research questions and shaped the design of our custom datasets. First,
we present some overall characteristics relating to Retweets. We will look at the overall
distribution of Retweet counts, and how that is related to characteristics about the author.
From there, we will examine more in depth the characteristics of Retweet loss. We will
compare the relative level of Retweet loss across the three datasets, and better understand
the distribution of Retweet loss.

As shown in Table 2.1, the three Kaggle datasets have different columns available, and
the sort of exploratory analysis that can be done on them thus varies. For example, having

4https://www.kaggle.com/datasets/omermetinn /tweets-about-the-top-companies-from-2015-to-2020
Shttps://www.selenium.dev/
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Dataset Name Full Tweet ID Tweet Metadata Author Metadata

Election 2020 X v X
Covid-19 v v v
NASDAQ v X X

Table 2.1: For each dataset, we show what types of data were available for our analysis.

the full Tweet ID is necessary to determine what portion of the dataset had been deleted,
by checking to see if the ID still exists. The Covid-19 dataset is the most complete of the
three, and thus a lot of our analysis will focus on it.

2.2.1 Properties of Retweets

To start, we want to get a sense of the Retweeting behaviour, and how Retweet count
is related to the size of the author’s following, which is a strong measure of his/her in-
fluence [71]. The Election-2020 dataset was the first one we explored, and some of the
analysis on the properties of Retweets are shown for that dataset. However, we confirm
that the observations are general and apply to our other datasets.

We show the raw distribution of the Retweet count in Figure 2.3, 2.4, and 2.5. The
data is shown in logjo scale, we see that few Tweets have >50 Retweets (=~ 1.7 on that

scale).

Density

0 1 2 3 4 5
Number of Retweets (Log10 Scale)

Figure 2.3: The distribution of Retweets in the Election Kaggle dataset, our Election-2020
consists of just the Tweets with more than 50 Retweets.
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Figure 2.4: Dist. of Retweets in the Figure 2.5: Dist. of Retweets in the
Covid-19 Kaggle dataset. NASDAQ Kaggle dataset.

From there, we look at the relationship between Retweet count and the size of the
author’s following. In Figure 2.6 and 2.7, we see that the authors who produced Tweets
with more than 50 Retweets typically had more followers than the average Twitter user.
The difference is statistically significant (t-statistic=—201, p-valuex0). As an observation,
99.9% of authors of popular Tweets had more than 50 followers.

All Tweets All Tweets
0.41 Popular Tweets 0.351 Popular Tweets
£ ¢ 0.304
£0.3] 2
5 £ 0.251
< 2
5 5 0.201
0021 =
S 50.151
3 5
®0.11 £ 0.104
0.051
0.0 : , : : 0.00 - , , ,
0 2 4 6 8 0 2 4 6
Number of Followers (Log10 Scale) Number of Followers (Log10 Scale)
Figure 2.6: Authors of popular Figure 2.7: The same phenomenon
Tweets tend to have more followers for authors of popular Tweets
than the average, as shown here for is shown here for the Covid-19
the FElection-2020 dataset. dataset.
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Conversely, when we compared the Retweet count of post by popular authors with
larger followings (>1000 followers), we noticed their Retweets had higher than average
Retweets. This effect is shown in Figure 2.8 and 2.9 for the FElection-2020 and Covid-19

datasets respectively.

All Tweets
Tweets by Popular Authors

Density

0 1 2 3 4 5
Number of Retweets (Logl0 Scale)

Figure 2.8: Authors with more than
1000 followers had more Retweets
than average, as shown here for the

Election-2020 dataset.

Density

All Tweets
Tweets by Popular Authors

0 1 2 3 4
Number of Retweets (Logl0 Scale)

Figure 2.9: The same phenomenon
for authors with large followings
is shown here for the Covid-19

dataset.

More generally, beyond our arbitrary cut-off of 1000 in the previous figures, there con-
tinues to be a positive correlation between the size of the author’s following and and their
post’s Retweet count. We show this relationship for Election-2020 dataset in Figure 2.10.

Meanwhile, if we were to condition on Tweets that have more than 50 Retweets, the
impact of the author having more followers was small when it comes to gaining additional
Retweets. We show this effect in Figure 2.11, where having more followers was insignificant,

unless the author has more than one million followers.
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Lastly, we look at the timeline over which Retweets are accumulated. In Figure 2.12; we
plot, for all 3 Kaggle datasets, the CDF of the portion of total Retweets accrued averaged

across all the Tweets in the dataset.
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Figure 2.12: The CDF of the portion of total Retweets accrued averaged across the three
Kaggle datasets.

We observe, as expected, that most Retweets are accrued in the early periods following
when the Tweet was first posted. Note: only the Retweets that still existed at the time we
took our snapshot are accounted for here. Thus, this timeline will look different than the
timelines we are hoping to produce for RQ1 and RQ3, which include lost Retweets.

2.2.2 Properties of Retweets Loss

We now turn to our phenomemon of interest: Retweet loss. In Figure 2.13, we plot the
CDF of 71, for the three datasets. We notice a sharp rise centered around 20% for every
dataset. However, the CDF of the Covid-19 and election datasets differ meaningfully from
the NASDAQ dataset in that they are bimodal. They have a higher portion of Tweets
with rt;,.s > 50%, and also have generally higher Retweet loss.
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Figure 2.13: The CDF of the portion of Retweets lost (rt;ss) for the Election, Covid-19,
and NASDAQ datasets.

The NASDAQ dataset consists of Tweets that mention large companies and has the
least contentious content of the three. Its Tweets are also older than those in the other
datasets. These two factors could explain why it has a less steep slope. In the NASDAQ
dataset, we observed that 99.8% of Tweets have fewer Retweets now than they did at t.
For the Covid-19 and the election datasets, it was 94.8% and 96.7% respectively. The
higher percentage for NASDAQ is likely due to its Tweets being 1-2 years older than those
in the other datasets. Our hypothesis is that as time goes by, old Tweets are unlikely
to gain new Retweets; however, some Retweeting accounts are likely to be deactivated,
leading to 7,55 > 0.

We hypothesize the peak centered around rt;,,s = 20% to be some universal loss based
mostly on users closing their accounts. If so, our focus will be on examining on Tweets with
Tt10ss > 50%, which appear to be a property of contentious content. Of the Tweets that
lost Retweets, the mean rt;,,, was 28.3%, 23.1%, and 20.1% for the Election, Covid-19,
NASDAQ dataset respectively.

We now take a closer look at the Covid-19 dataset, whose Retweet loss is sandwiched
between the other two datasets. In Figure 2.14, we show a histogram of its Retweet loss.
We note around 49.4% of Tweets lost more than 20% of their Retweets (the dashed line
on the histogram).
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Figure 2.14: Histogram of the Retweet loss from the Covid-19 dataset. The dashed line at
0.2 seperates Tweets into roughly equal halves.

The Covid-19 dataset will be of special focus in our analysis, due to the completeness
of its metadata, as shown in Table 2.1. We will be presenting a classifier that predicts
which side of the dashed line in Figure 2.14 a Tweet will likely fall into.

2.3 Custom Datasets

One of the limitations of the existing Kaggle datasets is that they do not provide a list
of users that Retweeted at t;. Thus, while we are able to calculate rt;s,, we cannot
understand the reasons behind the loss (RQ1). We also cannot examine common factors
between unretweeting accounts (RQ3). Furthermore, of the three Kaggle datasets, only
one of them had the necessary metadata needed for the training features we had in mind.
Thus, it was necessary to build our own dataset.

In our custom datasets, we will be maintaining a list of Retweeting users over time, so
we clearly see which users unretweeeted. We will also be collecting information about the
followers of the Retweeters and examining their networks structure.

The availability of the Twitter Academic API® was what allowed us to search through
large number of Tweets and keep only the popular ones (with over 50 Retweets), and to

6 At the time of writing in June 2023, the Academic API has been deprecated and is no longer available.
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continually take periodic snapshots. Without access to the Academic API, we would not
have been able to build our own custom dataset.

2.3.1 The Custom-Autumn Dataset

To create the Custom-Autumn dataset, we gathered a corpus of Tweets posted between
2022-10-26 and 2022-11-03 and tracked them over 75 days. We created a list of search
phrases we thought would likely lead to contentious Tweets and a list for yielding un-
contentious ones. This list was inspired by investigating currently controversial political
topics. Furthermore, we analyzed currently trending topics on Twitter and attempted to
identify innocuous hashtags as well as topics that would likely lead to contentious discus-
sions. We created dataset D, using 1000 uncontentious Tweets, and dataset D, using 1000
contentious Tweets. We capped the number of Tweets contributed by each search query
at 50.

In Table 2.2, the search queries used and the number of Tweets each query contributed
to the dataset are shown. We acknowledge that the types of content deemed contentious
varies meaningfully by demographics; as an example, “lest we forget” could be contentious
to an audience who have live through the Vietnam war period. Nonetheless, for a quick
sanity check, we selected 100 Tweets, with 50 from each of D, and D., and had them
labelled manually by three peers as being either contentious or uncontentious. The labelling
process involved active discussion, and ultimately it was possible to achieve consensus on
all Tweets. We called the combined dataset, consisting of D, and D,, the Custom-Autumn
dataset.

Inspired by Jimenez-Sotomayor et al. [11], we used the labelled results to calculate 95%
confidence intervals for each of set of queries. Assuming normal approximation of random
error, we calculate our interval using:

. [p(1—D)
—+ -~ -7
bpx=z n

Here, p is our sample proportion, and the multiplier z* is set to 1.96 for a 95% level
of confidence. With that, the labelled data suggests 20% =+ 11% of the D, Tweets are
expected to be contentious , while it is 66% =+ 13% for those in D..

Throughout the 75-day observation period, we took ten snapshots tracking all the users
currently Retweeting each Tweet. Furthermore, for the 50 first Retweeters on each of the
Tweets, we collected the list of all of their followings, capped at 75000 followers. The
reason we impose this cap is due to Twitter API rate limits.
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While the limits on using the API to search for Tweets is quite generous for the aca-
demic endpoints (10 million Tweets per month), the constraints on fetching user follower
information are quite restrictive. Only 15 requests can be made in any 15 minute period,
and each request returns at most 5000 user IDs. In practice, this translate to 15-minutes
of wait time between every 15 requests. The limit of 75000 was set to avoid spending more
than 15 minutes on any one user (as some users have more than 1 million followers).

This information would allow us to understand the network structure of the users
Retweeting a given Tweet, which would be useful in modelling unretweeters for RQ3.

Search Query # of Tweets Search Query # of Tweets
abortion 50 baking 50
affirmative action 50 graduation 50
transgender 50 wedding 50
queer 50 trick-or-treat 50
putin 50 snowman 50
protest 50 reunion 50
obama 50 promotion 50
inflation 50 harvest 50
vaccine 50 donation 50
diversity 50 dogs 50
covid19 50 celebration 50
communism 50 cats 50
censor 50 wholesome 50
dr. oz 48 hiking 47
fracking 47 new home 43
feminism 37 relaxation 43
elizabeth 11 37 food 39
midterm election 35 bread 35
prostitution 32 lest we forget 33
critical race theory 32 pumpkin 31
student debt 30 birthday 27
homelessness 26 gardening 26
immigrant 26 fitness 26

Table 2.2: Contentious (Left) and uncontentious (Right) search queries and the corre-
sponding number of Tweets contributed to Custom-Autumn Dataset.
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2.3.2 The Custom-Winter Dataset

After we finished collecting data for the Custom-Autumn, we scaled up and collected a
larger-scaled dataset: the Custom-Winter dataset. We made several improvements when
gathering data in this dataset. First to be more representative of Twitter, we note some
search queries should be weighted more heavily than others (i.e., the topic is more popular).
We thus no longer adjust the ratios by capping the number Tweets contributed by a search
query to 50. We reduced the number of search queries, so it would be easier to vet
them. For example, “cats” which was used in Custom-Autumn turns out to be different
than expected, as they turn out to often be advertising about cats available for adoption.
Second, we are more careful with the quality of the data by ensuring duplicate Tweets are
avoided and that no single author is over-represented. Lastly, we automated large portions
of the data collection process which allows us to take much more frequent snapshots. Our
dataset Custom-Winter is a combination of 2000 uncontentious Tweets (which we will call
D,,), and 2000 contentious Tweets (called D,.). Table 2.3 shows the search queries used and
the number of Tweets each query contributed to the dataset. We have higher confidence
that content found through the queries actually match what is orignally expected. The
ratio also reflects the topics’ relative popularity on Twitter.

In Appendix A, we discuss how we conducted a user study to confirm that D. does
indeed contain more controversial Tweets than D,,.

Search Query # of Tweets Search Query # of Tweets
Blaf:kHlstoryMonth 449 food 959
putin 442 :

. 058 celebl.ratmn 315
diversity 248 wedding o
feminism 99 thlesome o
homelessness 48 baking 2

Table 2.3: Contentious (Left) and uncontentious (Right) search queries and the corre-
sponding number of Tweets contributed to Custom-Winter Dataset.

Due to the heavy limitation Twitter set on its APIs for collecting user network structure
data, we did not attempt to do the collection for the Custom-Winter. Our user network
observations would all come from the Custom-Autumn dataset.
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2.4 Dataset Overview

In Table 2.4 and 2.5, we summarize the high-level features of the Kaggle datasets and
the custom datasets that we will be using to answer the research questions discussed in
Chapter 1. We show information about the dates when data collection took place, as
well as some high-level summary metrics. For the Kaggle datasets, we complemented the
existing data by collecting our own snapshot, i.e., we fetched the current status of the
Tweets using the Tweet IDs from the datasets. These snapshots enable us to get up-to-
date information about those Tweets and to calculate the Retweet loss. If the Tweet IDs
are complete (which is the case for Covid-19 and NASDAQ, but not for Election-2020)
we can also determine the number of Tweets that were deleted. The dates when our own
snapshots are taken are also shown in the tables.

Overall, the data we were able to gather for our analysis was of high-quality. However,
we were not able to gather network structure data for the Custom-Winter dataset due
to highly constraining nature of the Twitter API rate limits for gathering user follower
data. The Twitter Academic API endpoints were crucial to our research and allowed us to
take continual snapshots of the Tweets we were tracking. However, on April 27, 2023, we
received an email from Twitter indicating that our application has been “suspended from
accessing the Twitter API” (see Appendix B). This suspension is a result from Twitter’s
February announcement [%] that it intends to eliminate free-tier access. At this point,
we have already collected most of the data needed, and the impact of the suspension is
therefore quite limited. The only data we had failed to collect was the final breakdown
of the unretweeting users for the Custom-Winter dataset. However, we do have the full
breakdown data for the Custom-Autumn dataset and the preliminary breakdown (one third
of the way into the data collection period) for the Custom-Winter dataset.

Lastly, we benefitted greatly from access the Twitter Academic APIs. This acess binds
us to its terms of service. We are very cautious in ensuring that the APIs were used
appropriately and that we have not shared any information in this thesis that would be
contradictory to the terms agreed upon.
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Dataset Name Source

Tweet Posted

Collection Dates

Covid-19 Kaggle

Election 2020 Kaggle

NASDAQ Kaggle

2020-03-09 to
2020-03-11

2020-10-15 to
2020-11-08

2018-01-01 to
2020-12-31

The Kaggle dataset consists of a snapshot
taken some time before 2020-04-03. Addi-
tionally, we took our own snapshot between
2022-10-19 to 2022-10-20.

The Kaggle dataset was collected between
2020-10-21 and 2020-11-09. Tweets were al-
ways captured within seven days of being
posted. Additionally, we took our own snap-
shot between 2022-09-17 to 2022-10-04.

The Kaggle dataset consists of a snapshot
taken some time around 2020-11-26. Addi-
tionally, we took our own snapshot between
2022-10-25 to 2022-10-26.

Custom-Autumn Twitter
API

Custom-Winter  Twitter
API

2022-10-26 to
2022-11-03
2023-01-30 to
2023-02-06

We collected ten snapshots between 2022-11-
04, to 2023-01-18 (75 days).

We collected 850 snapshots between 2022-02-
06 and 2023-04-22 (75 days).

Table 2.4: For each dataset, we show the data source, the dates Tweets were posted, and
the dates the snapshots were taken.

Dataset Name Tweet Mean Median Number
Count Retweet Retweet of Distinct
Count Count Authors
Covid-19 6488 410.3 108 3057
Election 2020 7654 237.4 101 2813
NASDAQ 2417 95.3 71 500
Custom-Autumn 2000 154.4 71 1721
Custom-Winter 3000 257.4 97 2933

Table 2.5: For each dataset, we show some high level metrics about Retweets and the

number of distinct authors.
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Chapter 3

Data Analysis

In this chapter, we set out to answer our research questions. Most of our results are
contained in this chapter, with each subsection corresponding to a research question. At a
high level, we will examine the relative proportion of the different unretweeting scenarios
for RQ1 using our two custom datasets: Custom-Autumn and Custom-Winter. From
there, we will address RQ2 by training a model using the Covid-19 dataset to predict
which Tweets will lose a large portion of their Retweets. The trained model will be applied
to our custom datasets, which it would never have before seen. Lastly, for RQ3, we will
present a curve-fitting algorithm to model the timeline of Retweet loss. We will also model
individual unretweeting behaviour using network structure data from our Custom-Autumn
dataset.

3.1 Breakdown of Unretweeters

This section addresses research question 1, and analyzes the relative proportion of un-
retweeting scenarios across the two datasets we built: Custom-Autumn and Custom-
Winter. As a reminder, we were hoping to investigate the following.

Research Question 1: What is the breakdown and timeline of various un-
retweeting scenarios?

As part of this analysis, we discovered a new unretweeting scenario that was not part of
the original hypothesis. This scenario consists of users changing the status of their accounts
to protected, making their profile only visible to an approved list of followers. As a result,
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their past Retweets no longer count in the Retweet total. With that, unretweeters fell into
one of four categories. The first category (S1) consists of users that have deactivated their
accounts; we also get an error from the API in that case, but there is no message indicating
they have been suspended. The second category (S2) consists of suspended users. When
looking up these user by their IDs with the Twitter API, we get an error saying they have
been suspended. In the third category (S3), the Retweeter is still active on the platform
but have manually unretweeted. Lastly, we have (S4) the aforementioned case where the
user protected his or her account.

The analysis process consists of building a list of users that have at some point un-
retweeted, and then using the Users API endpoint https://api.twitter.com/2/users to
gather information from their profile and infer their current status. There are however
steep rate limits constraining us to 300 requests per 15-minute window. Our intention was
to collect this user information at two different timestamps for each dataset: once at the
very end of the data collection period, and once a third of the way into the process (75
days and 25 days respectively). This timeline is better visualized in Figure 3.1. In Chapter
4, we will be putting some major events following the acquisition into the context of this
timeline (see Figure 4.1).

The goal of taking the two snapshots is to better understand the delay in platform
moderation, particularly in light of the volatility following Musk’s acquisition. Our aca-
demic access to the Twitter API was revoked before getting the final snapshot for the
Custom- Winter dataset; however, we were able to get the preliminary snapshot. Ideally,
we would have liked to have taken much more frequent snapshots.
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Figure 3.1: A timeline showing the preliminary as well as the full data collection periods
for our Custom-Autumn and Custom- Winter datasets.

3.1.1 Users Per Unretweeing Category

We now examine the breakdown of unretweeters across S1, S2, S3, S4. For our Custom-
Autumn datasets, we have both the preliminary results and the final results, referring
to snapshots taken in the timeline of Figure 3.1. These results are shown in Figure 3.2.
For the Custom-Winter dataset, we only have the preliminary results and it is shown in
Figure 3.3.

First, we note the Retweet loss was much lower in our custom datatsets than in the
Kaggle datasets. It was on average 4.2% in the Custom-Autumn dataset and 1.3% in the
Custom-Winter dataset. While the higher Retweet loss percentage in the Kaggle datasets
are certainly partly due to the Tweets being older, we believe it is also due to platform
moderation differences following Musk’s acqusition (e.g., reinstating suspended accounts).
We discuss this difference more in Section 3.3. For example, most of the Retweet loss from
suspended accounts came after more than 25 days. This lack in account suspension in
the early periods overlaps with the period following the acquisition where moderation staff
were laid off [72], and there is a rise in contentious content on the platform [10, 9]. The
portion of suspensions rose significantly in the final breakdown. Furthermore, this lack in
suspension is no longer observed in Custom- Winter, and the breakdown of the preliminary
results is quite close to the final breakdown for Custom-Autumn.
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Figure 3.2: The preliminary and final breakdown of unretweeters across the 4 categories
for the Custom-Autumn dataset.
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Figure 3.3: A preliminary snapshot breakdown of unretweeters across the 4 categories for
the Custom-Winter dataset.
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3.1.2 Contentious Versus Uncontentious Tweets

To better compare the uncontentious Tweets to the contentious ones, we show their per-
centages of each unretweeting scenarios on bar graphs found in Figure 3.4 and Figure 3.5.
The first figure is for the Custom-Autumn dataset, and consists of the breakdown at the
75-day mark. The second figure is for the Custom-Winter dataset, at the 25-day mark.
We note the relative percentages are quite similar between the two figures.

Somewhat surprisingly, account suspensions by the platform were more prevalent for
Retweeters of uncontentious content. We have two hypotheses for this observation. First,
self-moderation could be at play, since contentious unretweeters were more often voluntar-
ily deactivating their accounts. Second, a larger portion of the uncontentious content is
of an advertising or self-promotion nature. There might be more incentives to use bots or
fake accounts to boosts Retweets on those posts, and thus these Retweeting accounts are
more likely to be suspended. Comparing Figure 3.4 and Figure 3.5, we noticed the account
deactivation rate to be lower. It is possible this might be related to the Musk acquisitions.
Immediately following the acquisition, many users expressed discontent and discussed leav-
ing the platform. The relative proportion of the four scenarios stayed mostly similar for
contentious Tweets across the two datasets. Meanwhile, for uncontentious Tweets, we see
a rise in self-moderation, but a decline in platform moderation when contrasting Figure 3.4
and Figure 3.5. This phenomenon might be due to policy changes on the platform.
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o
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Figure 3.4: The relative percentage of Retweet loss contributed by each of the 4 breakdown
categories for the Custom-Autumn dataset.
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Figure 3.5: The relative percentage of Retweet loss contributed by each of the 4 breakdown
categories for the Custom-Winter dataset. This breakdown is from the preliminary results.

3.1.3 Timeline of unretweeting Cases

The overall Retweet loss often does not tell the full story, since it is the sum of new
Retweeters and disappearing unretweeters. Thus, the Retweet loss percentage values afore-
mentioned are actually underestimates. Section 3.3 will discuss this idea in more detail.
For now, we will look at the absolute number of new Retweets gained and lost over time. In
Figure 3.6, we show the number of new Retweeters and new unretweeters that were accu-
mulated between snapshots for the Custom-Autumn dataset. The rate of losing Retweeters
appears somewhat constant over time; however, it is initially masked by the inflow of new
Retweeters. As the rate of new Retweeters drops off over time, the overall Retweet count
begins to diminish.

33



Retweets Gained Since
8000 Initial Collection
—=- New Unretweeters
6000 - New Retweeters
s
\\
2 4000 A NS
g ™
=) ST
2 -
S 2000
(]
Q
€
2 01
—2000 A
—4000 -
N ~ N ~» N >
~ N N ¥ N
v ¥ ¥ Kid K Kk
D S ~ 3 S A

Collection Date

Figure 3.6: Tracking the flow of new Retweeters and unretweeters over time for the Custom-
Autumn dataset.

In Figure 3.7, we show the same breakdown for the Custom-Winter dataset. We were
able to capture more frequent snapshots in the winter data collection process; as a result,
the timeline is much more granular. Two characteristics of the Custom-Winter dataset
comes across in Figure 3.7. First, the overall rate of Retweet loss is lower compared to
Custom-Autumn. Second, there was shorter delay between when Tweets were posted and
when our snapshotting began for the Custom-Winter dataset. As a result, Tweets were
still in the process of rapidly gaining Retweets. Thus, even after an extended period of
Retweet loss, the Retweet count is still higher than the initial Retweet count at the time
of collection, when the count was still far from the peak. Furthermore, the data collection
for Custom-Winter overlaps with a period of time when Twitter was reinstating suspended
accounts (discussed in Appendix C). This period is shaded in Figure 3.7; we see sudden
jumps in Retweet count, even though the Tweets were already supposed to be in the
Retweet loss phase of their lifecycle.

34



25000
20000 1

%]
-
A
E 15000 Retweets Gained Since
) Initial Collection
[ —=- New Unretweeters
£10000 New Retweeters
£
=)
Z 50001 4

kN A 1

AN 7\ II \

/7 NA_ ] b

|/ SN P O LU WOt DU
0l b VR ity S\t
/
o 2 N 0)/\/‘0 o N V‘o
Q Q Q Q
% % v G o
0 » W 0 0

Collection Date

Figure 3.7: Tracking the flow of new Retweeters and unretweeters over time for the Custom-
Winter dataset. The shaded region reflects a period of time when Twitter was reinstating
suspended accounts.

Answer to RQ1: We discovered a new unretweeting reason through the process -
users changing their account status to protected. Overall, (S2) Twitter suspending
accounts is the greatest cause of Retweet loss. Deactivated (S1) accounts and protected
accounts (S4) make up a similar portion of Retweets lost. The higher Retweet loss
on contentious content is due to a higher likelihood of account deactivation. As time
passes, new unretweeting cases accumulate at roughly the same rate, while the Tweet
stops gaining Retweets, leading to overall Retweet loss.

3.2 Predicting Retweet Loss

This section addresses research question 2 by looking at how predictive features can be
determined to predict which Tweets will lose a significant portion of their Retweets.
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Research Question 2: Which features are useful for identifying Tweets that
will experience significant Retweet loss?

Using the Covid-19 dataset, we designed and trained a classifier to predict which T'weets
would have high Retweet loss. We did not consider the NASDAQ nor the Election 2020
dataset when designing this model, as they did not contain all of the metadata needed
for many of our features (e.g., account age, author follower count). The Covid-19 dataset
contains 6488 Tweets. After removing the Tweets that no longer existed (e.g., deleted or
made private), we are left with 5764 Tweets. From there, we trained models with the usual
80-20 train-test split, leaving 20% for validation. This ratio is used in many other Twitter
classification tasks [09, 10, 70].

The intent of our model is to separate Tweets into two groups based on their Retweet
loss. As shown in Figure 2.14, around half of the Tweets in the dataset lost more than 20%
of their Retweets. Our model will take in information about a Tweet and try to classify it
to the correct side of the dashed line in the figure. In other words, it will assign a label = 1
to Tweets it believes have lost fewer than 20% of their Retweets, and a label = 0 to those
believed to have lost more.

By categorizing instead of predicting an explicit Retweet loss percentage, we make
it easier to validate the model in other datasets. Different datasets have varying base
Retweet-loss rates (as shown in Figure 2.13). Furthermore, the age of the dataset also
determines the raw Retweet-loss percentage (since Tweets lose Retweets over time). If
we assume the relative ranking of Retweet loss percentage between Tweets of the same
dataset is somewhat stable, we can validate our classification even on a relatively-new,
unseen dataset.

3.2.1 Feature Design and Justification

In this section, we discuss how we designed and settled on our prediction features. We
present some analysis of the features individually and propose explanations as to why
these features might be related to Retweet loss. The full list of features we settled on are
presented in Table 3.2.

Feature Group 1 - This first group of features are designed based on the
actual textual content of the Tweet.

Sentiment Score and Sentiment Magnitude: We had the sentiments of the Tweets
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labelled with Google Cloud API'. The API is able to parse text in multiple languages, and
it returns a discrete score ranged between -1 and 1, at 0.1 intervals. There were a small
number of Tweets that could not be parsed, and those were discarded in our analysis.
The score is an overall evaluation of the emotional content in the Tweet. For example,
a score of -0.2 corresponds to a text with slightly negative emotion; meanwhile, a score
of 0.8 suggests the text expresses very strong positive emotions. We suspect sentiment
score is related to Retweet loss, as Bhattacharya and Ganguly [! 1] observed that negative
sentiment is more likely to lead to Tweet deletion.

To get a sense of the sentiment score distribution, Figure 3.8 shows the histogram of
the sentiment scores for both the contentious and uncontentious Tweets from the Custom-
Autumn dataset. Unsurprisingly, contentious Tweets had more negative sentiments, which
has a median of -0.1 compared to a median of 0.2 for uncontentious Tweets. This median
score was 0.0 for all three Kaggle datasets. From there, we compared the sentiment of
Tweets with high rt;,.s to those with low rt,,,. We chose two thresholds of 0.2 and
0.5 based on critical points in the Figure 2.13 CDFs. For each threshold ¢, we form a
control group (CG) consisting of Tweets whose rt;,ss < t and a target group (TG) whose
Ttoss > t. (We did not include the NASDAQ dataset, because there were few Tweets with
Ttloss 2 05)

To compare the sentiment score distribution between TG and CG, we use the Mann-
Whitney U (MWU) test. The test assigns a probability that the median sentiment score
of TG and CG are the same. The p-value of the test states how likely we are to see the
observed difference between the groups or an even greater difference, if the groups indeed
came from the same distribution. A smaller p-value means it is less likely the groups came
from the same distribution.

As shown in Table 3.1, it is highly probable that the sentiment scores of high 7t
Tweets fall into a different distribution than those with low rt;,s. We see the portion of
positive Tweets (sentiment score > 0) is higher for the CG with lower rt;,ss, and that the
mean sentiment score of those Tweets is more positive. Both means are close to 0, because
most Tweets have a neutral sentiment (as seen in Figure 3.8).

Flesch Reading Score: This readability metric proposed by Flesch [29] measures how
the effort required to read a body a text with the formula:

206.835 — (1.015 % ASL) — (84.6 x ASW)

where ASL measures the Average Sentence Length and ASW measures the average
word length. Flesch claims a text with a score of 0 is “practically unreadable,” while score

thttps://cloud.google.com /natural-language
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Figure 3.8: The contentious dataset has a more negative sentiment score distribution than
the uncontentious one.

of 100 means it is easy to read by any literate person. Leonhardt and Makienko [51] showed
that the Flesch readability metric is related to Tweet engagement and more readable posts
have significantly more Retweets.

Number of Characters in Tweet: In terms of Tweet length, we observed the same
phenomenon as Gligoriéet al. [31], where authors try to go up to the character limit. This
behaviour is illustrated in Figure 3.9. Currently the character limit is 280 characters (the
dashed line). However, when there is an attachment associated with the Tweet, the API
attaches a URL of the form https://t.co/xxxxxxxxxx to the end of the Tweet text. This
link is not shown when viewing the Tweet on Twitter, and it therefore does not count
towards the character limit. This 23 character link is what leads to a second peak around
303 characters (the solid line). There are also other invisible characters that show up when
fetching from the API (such as new line characters). These characters explain why there
are Tweets with more than 303 characters when fetched with the API.

In short, it is clear that authors typically try to go up to the character limit. We
suspect there is a fundamental difference between authors that are interested in going up
to the limit and those who do not. There is probably also a difference between content
that needs to use up all the characters in order to be properly expressed. For example,
Ghenai [32] found character count to be a significant predictor of whether a Tweet is health
misinformation, and Jenders et al. [11] found it predictive of Tweet virality. The character
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Covid-19 Election
t=02 t=05 t=02 t=0.5

CG Positive Tweets 47.08% 44.78% 39.96% 37.89%
CG Avg. Sentiment  0.053 0.043  0.0070  4.6e-4

TG Positive Tweets  40.55% 28.36% 32.10% 25.68%
TG Avg. Sentiment  0.029 0.010 -0.025 -0.059

MWU p-value 1.6e-5 0.0060 0.0012  1.5e-7

Table 3.1: Comparing the proportion of positive Tweets and the average sentiment score
of a control group (CG) with rt,,ss < t to a target group (TG) with rt;,ss > t.

count of posts are likely related to the post quality, which likely affect the Retweet loss.

Feature Group 2 - This second group of features are considered Tweet meta-
data.

Tweet Source: Groshek and Cutino [36] showed that Tweets and Retweets that originate
from a mobile platform were more uncivil and impolite. This observation is consistent
with Suler’s model [30] on online disinhibition, which proposed that less delay in responses
between users reduces disinhibition, which is generally the case for mobile communication.
Furthermore, we studied properties of deleted Tweets using the Covid-19 dataset, and
noticed that Tweets posted from a mobile platform were more likely to be deleted (though
we are unsure if it is by the platform or by the user). Of the Tweets that were from deleted
accounts in the dataset, 76.3% were posted from one of these mobile platforms: “Twitter
for iPhone”, “Twitter for Android”, “Twitter for iPad”; meanwhile, of the Tweets that
still exist, only 46.3% were posted from a mobile platform. Examining those 434 deletions,
we note 330 (76%) of them were due to account suspension.

As observed in 3.1, a meaningful portion of the Retweet loss is due to account suspen-
sion. Although here we are looking at author account deletion rather than the deletion of
Retweeting accounts, it is likely the two are related. We suspect a relationship between the
quality of a post and the medium used to post the Tweets. Tweets posted from a desktop
platform could be more deliberate and thought out.

Retweet Momentum: This custom feature of ours is a measurement of how quickly a
Tweet gained Retweets. It does so by measuring what portion of the total Retweets were
gained within time period ¢ of the T'weet being posted. It can be defined as follows:
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Figure 3.9: Tweets have a 280 character limit. There is peak around 280 (dashed line),
which suggests authors try to go up to the character limit. A second peak at 303 characters
(solid line) is due to Tweets with attachments (the API returns a 23-character URL to
attachment). The Tweets that are even longer contain invisible characters.

T<T7 tcreation + 5)
T(T, to)

Ttmomentum (Ta 5) =

Here, . cation is the timestamp when the Tweet was posted. It is impossible to determine
Tt momentum (0) precisely in the Covid-19 dataset, even though we have the timestamp of the
Retweets, due to deleted Tweets. With our custom datasets, we get a closer approximation,
as we are have continual snapshots. In any case, the approximations should be close. The
0 in our analysis was 2 hours.

This Retweet momentum is likely to not only reflect the content of the Tweet, but
also the make-up of its Retweeters, which would impact Retweet loss. Fan et al. [20]
confirms the speed of gaining Retweets is affected by the composition of users that are
Retweeting the post. The presence of Retweeting hub users (users with large followings) is
related to the momentum with which Tweets gain Retweets. It is possible that the types
of users Retweeting is related to Retweet loss, as they might exhibit different levels of
self-moderation.
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Figure 3.10: Deleted accounts (containing both suspended and deactivated accounts) in
the Covid-19 dataset were much younger than those still existing.

Feature Group 3 - This last group of features are all characteristics of the
posting account.

Age of Account: The age of the author’s account also differed meaningfully between
Tweets that were deleted and Tweets that still exist. We show this difference in Figure 3.10,
where the the distribution of the account creation year for both set of accounts are plotted.
Based on this difference, and the aforementioned motivations, we propose a feature based
on the age of the author’s account. Suh et al. [79] showed age of account to be a predictor
of a Tweet’s Retweet count.

Account Verification: In Covid-19 dataset, around 49% of the Tweets were from verified
accounts. This value drops to 25% in our dataset (28% in the prototype dataset). Prior
to Musk’s acquisition and the launch of the Twitter Blue subscription program, verified
accounts were vetted by Twitter based on principles surrounding “Active, Notable, and
Authentic.” It is reasonable to expect that these accounts would, in general, post higher
quality content. Paul et al. [65] showed verified users have meaningfully larger influence
and reach than non-verified users; Ghenai [32] found verified accounts are a lot less likely
to post health misinformation.
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Follower Ratios: Lastly, we have two features based on the author’s follower count:
Retweet-to-Follower Ratio, Following-to-Follower Ratio. First, we have the number of
Retweets garnered by the Tweet divided by the author’s follower count. Second, we look
at the number of account followed by the author divided by the author’s follower count.
This ratio is commonly optimized by influencers, which Agam [1] discusses in the context
of Instagram. In both cases, we add 1 to the follower count to avoid division by zero.
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Feature

Description

Sentiment Score

Sentiment Magnitude

Retweet-to-Follower
Ratio

Age of Account
Following-to-Follower
Ratio

IsVerified

IsMobile

Characters in Tweet
Flesch Reading Score

Retweet Momentum

A value that reflects the overall sentiment direction of the Tweet
as determined by Google Cloud NLP.

A value that reflects the total sentiment content in the Tweet,
also determined by Google Cloud NLP. This metric is only weakly
correlated with the sentiment value (because positive and negative
content in the same Tweet can cancel each other out).

The number of Retweets received on the Tweet divided by the
author’s follower count.

The age of the author’s account (in days).

The number of accounts the author follows (which Twitter refers
to as friends) divided by the number of followers the author has.
Is posted by an verified author (i.e., has a blue checkmark).

Is posted from a mobile platform.

The number of characters in the Tweet.

A score given by 206.835 — (1.015 « ASL) — (84.6 x ASW') where
ASL = average sentence length and ASW = average word length
in syllables. A higher score represents a text that is easier to read.
The percentage of Retweets gained within the two hours of being
posted. It measures whether the Tweet was quick to gain traction.

Table 3.2: The initial set of features used to train our classifier. First, an OLS regressor
is trained; the p-values of those coefficients are used to perform feature selection, before
training a final logistic classifier.
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3.2.2 Feature Selection & Model Training

Using these features, we initially applied an Ordinary Least Squares (OLS) regression to
predict on the raw Retweet-loss rate. From there, to do feature selection, we dropped all
features which had p-value higher than 0.1. The features that were dropped are: Sentiment
Magnitude Score, IsVerified, IsMobile. The p-value of the various coefficients are shown in
Table 3.3.

Feature OLS P-Values
Sentiment Score < 0.001
Sentiment Magnitude 0.371
Retweet-to-Follower Ratio  0.934
Age of Account < 0.001
Following-to-Follower Ratio 0.053
Is Verified 0.214
Is Mobile 0.158
Characters in Tweet < 0.001
Flesch Reading Score < 0.001
Retweet Momentum < 0.001

Table 3.3: The p-values of the features listed in the Table 3.2. Features with p-value > 0.1
are dropped from the final model.

From there we applied a logistic regression model to classify Tweets into two categories.
Tweets that lost fewer than 20% of their Retweets (in the top half when it comes to
preserving Retweets) are intended to receive a positive label.

3.2.3 Model Validation

Taking inspiration from Ghenai [32], we present our model features in Table 3.4. All
coefficients had p-value p < 0.05. Validating the model on Covid-19 test set, we achieved a
F1-Score of 0.65 on the test set. The TP and TN rate were both roughly the same, at 0.652
and 0.649 respectively. In Figure 3.11, we visualize the real Retweet-loss percentage of the
two categories seperated by our classifier. Those with label=0 are the high Retweet-loss
group. If our classifier was perfect, all of the label=0 would be on the right side of the
dashed line, and all of the label=1 would be on the left. The average Retweet loss of the
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Variables Coefficients Std. Errors P-Values

(Intercept) 0.7129 0.1558 otk
Sentiment Score 0.5624 0.1193 orok
Retweet-to-Follower Ratio  0.0345 0.0148

Age of Account 0.0002 0.0000 otk
Following-to-Follower Ratio -0.1792 0.0490 ok
Characters in Tweet 0.0023 0.0004 HoAK
Flesch Reading Score -0.0095 0.0006 ok
Retweet Momentum -1.8249 0.1377 orok

Table 3.4: Logistic regression predicting whether a post is in the top half when it comes to
preserving Retweets. For each feature, we show the coefficient (unstandardized), standard
error, and p-value. Significance levels: p < 0.0001 *** p < 0.001 **, p < 0.01 *, p < 0.05 .

high loss group was 25% compared to 15% for the low group. From there, we applied the
trained model to our two custom datasets. Even though Tweets those datasets were from
a different time period and environment (post-acquisitions) and have not had as much
time to accumulate Retweet loss, the classifier was nonetheless somewhat effective. In
the Custom-Winter dataset, the high loss group had a rate of loss of 1.53% compared to
1.26% for the low group. In the Custom-Autumn dataset, it was 4.80% compared to 4.47%.
Due to the lower Retweet loss rate, the mean is much more susceptible to anomalies. In
any case, the Couvid-19 dataset was different enough from the two custom datasets that
it was not obvious learning could be transferred over. Yet, it appears some learning has
transferred over, as shown in the histograms in Figure 3.12 and 3.13, where we see Tweets
classified with label=1 indeed have lower Retweet loss.

Answer to RQ2: There are trained features which generalize across unseen datasets
that can predict which Tweets will lose a meaningful portion of their Retweets. These
features fall into three broad categories: Tweet metadata, Tweet content, and charac-
teristics of the author.
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Figure 3.11: Histograms of the true Retweet loss for the Covid-19 test set. If the classifier
was perfect, the dashed line would perfectly separate the two histograms.
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3.3 Modelling Retweet Loss

In this section, we first lay out the timeline of Retweet loss. From there, we will examine
how we can model the types of users that are most likely going to unretweet.

While in Section 3.1, we looked at the relative proportion of the unretweeting scenarios
across a collection of Tweets, this section will shift perspective and model the expected
life-cycle of an individual Tweet. In particular, we want to know at what point of the
life-cycle do we expect cumulative Retweets to begin declining, and at what rate does the
decline occur, as more time passes. Having an expectation of this timeline not only allows
the unretweeting behaviour to be modelled better, it also allows authors to monitor their
Tweets’ relative to that of the average Tweet. Furthermore, we will also examine how
unretweeters can be modelled by exploring their relationship to the author and properties
of the Retweeters’ network structure.

Research Question 3: How can we model the timeline of Retweet loss as well
as the properties of unretweeting users?

3.3.1 A Tweet’s Expected Life-cycle

When building a dataset, all of the Tweets collected are at somewhat different stages of
their life-cycle, due to the fact that they were posted at different times. This difference in
life cycle persists whenever we continue to take snapshots over time. As a result, the data
we collected are in the format of the table shown in Figure 3.14. The goal, as the figure
illustrates, is to take data in snapshot format and convert it to a curve which represents the
trajectory of the average Tweet. Note each Tweet ID appears in the table multiple times,
and for each Tweet, each collection timestamp appears once under ¢; and once again under
to. The rt_count columns refers to the Retweet count of the Tweet at the two different
timestamps. The challenge in this curve reconstruction is that the age of various Tweets
are quite different at the times snapshots are taken. We need to make certain assumptions
about the life-cycle and develop a technique to align those timestamps. Furthermore, the
Retweet count of various Tweets are often different by orders of magnitude.

To address these problems, we present the following novel algorithm for the reconstruc-
tion of the curve.
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t0 t1 rt_count_at_t0 rt_count_at_t1

Tweet 1 0 days 03:38:55 2 days 23:58:55 52 53
Tweet 1 2 days 23:58:55 6 days 23:58:55 98 90
Tweet 1 6 days 23:58:55 9 days 00:13:55 50 48
Tweet 2 0 days 12:36:17 3 days 08:56:17 52 75
Tweet 2 3 days 08:56:17 7 days 08:56:17 61 62

100 1

40 1

Retweets Relative to Peak (%)

0 3 2 3 4 5 6 7 8 9
Duration after Tweet Creation (Days)

Figure 3.14: Fabricated data intended to demonstrate the purpose of the curve reconstruc-
tion algorithm. We want to combine the data for all the snapshots of the dataset into a
single curve, which represents the average life-cycle.
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The Curve-Reconstruction Algorithm

This curve reconstruction problem is equivalent to trying to recover a continuous function
f: R™ — [0,1] whose shape we do not know with a collection of scaled samples as follows:
{si, tis Di» 4},

with s;,t; € D(f) and t; > s; and where p; = k;f(s;) + €, ¢ = kif(t;) +e.

Here, s; and t; represent the timestamps, and p;, ¢; represent the Retweet count at
those respective timestamps.

Furthermore, let the value of k; € R* vary for each sample, and assume € ~ N(0, 0?)
as in classical regression. We now set out to find f, a discrete approximation of f. We
begin by proposing a transformation of the original samples as follows:

s; +tz Qi;ipi
{zi, v}, = { 5 ,m

From there, cut the range [min({z;},), mazx({z;},)] into n, equal sized ranges. For each
range, bucket all the y;’s whose corresponding x; fall into that range. Then, map each
range to the mean of the y;’s in its bucket. We now have:

{lai, bi], mi},,

where [a;, b;] are ranges such that Lj[ai, b;] = [min({x;},), max({z;},)] and that for
i=1
every 1 < 7 < ny, we have:

ZSES'S
’T‘r =my, when S; = {y; | z; € [a;, bj]}
j

np
From there, let g be a discrete function with domain D = | {a;}. We set g(ag) = 1, and
i=1

for define the remainder of the values with recurrence:
glair1) = glay)[1 +miaiy — a;))

A discrete approximation of f can be found by normalizing g with the max value of its
image, i.e., f = m x g. Note: in practice, some buckets have too few elements. We
can skip over those and set g(a;x) = g(a;)[1 + mi(aix — a;)].
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Curves for the Custom Datasets

The hyper-parameters for the algorithm were determined based on a process we called
the snapshot approach. Unlike our longitudinal approach where we take many snapshots
overtime, this approach takes only two snapshots, a couple hours apart. However, data is
collected for a much larger collection of Tweets spanning across a wide range of the life-
cycle. If there were sufficiently many Tweets, we should be able reproduce the curve with
high-fidelity. However, in reality, the number of Tweets for most topics are insufficient for
the reconstruction. A few topics that worked well were the weekly recurring hashtags® and
politically charged keywords (e.g., affirmative action, abortion, critical race theory). From
there, we chose the best fitting hyper-parameters for the number of bins, and the minimum
elements a bin had to contain for it not to be skipped over. Admittedly, these parameters
were chosen partly based on priors we have for the shape of the curve: we expect the
curve to be fairly smooth, and for the decline in Retweets to be continual. These priors
are not that unreasonable and based on fairly sensible motivations to, on one end, not be
too sensitive to anomalies, and on the other end, be sufficiently fine-grained to capture the
true nature of the curve.
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Figure 3.15: The constructed curve of the average Retweet loss over time for the Custom-
Autumn dataset, separated by controversy.

2https://business.twitter.com/en/blog/recurring-twitter-hashtags-for-every-day-of-the-week.html

20



"100 B — S —
s ———
AV
®
& 98-
(@]
-
g
= 96 -
[} y
o
€ o4
3
(@]
o
9]
92 - .
q;) —— controversial
+ .
2 uncontroversial
9 9FV——F— T
oON O INMNOoOINMNMOoOMOMNMO MO WImMm o n o
A AN AN MMM T NDN O O ~NMNOOO
Time Since Tweet Creation (Days)

Figure 3.16: The constructed curve of the average Retweet loss over time for the Custom-
Winter dataset, separated by controversy. The shaded region reflects a volatile period
where Twitter was reinstating suspended accounts.

We settled on requiring there to be 150 data points for a bin to be considered. From
there, the number of bins to use was chosen so that over 90% of the bins had sufficient
data points. This translates to using using 25 bins for the Custom-Autumn dataset and
1000 bins for the Custom-Winter dataset.

The reason that we are able to use many more bins for the Custom-Winter datasets is
improvements in our data collection process. Unlike the Custom-Autumn dataset, we were
able to take snapshots of the Retweet count multiple times per day, because this process
was modified to count Retweets without tracking the list user_ids that were currently
Retweeting. In Figure 3.15, we show the plot generated from the Custom-Autumn dataset.
Similarly, in Figure 3.16, we show the plot generated from the Custom- Winter dataset. The
shaded area in Figure 3.16 corresponds to the volatile period where Twitter was reinstating
suspended accounts (discussed in Appendix C). We see an increase in Retweet count, in
particular for uncontentious Tweets. This observation is consistent with what we saw in
Figure 3.4 and 3.5, where uncontentious Retweeters are more often suspended.

We note in Custom- Winter, the Retweet loss is less significant. This difference could
be due to decreased moderation on the platform, and also possibly be related to the
reinstatement of previously suspended accounts. In both custom datasets, we noticed that
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uncontentious Tweets had less Retweet loss, which is consistent with our original hypothesis
and our observations in the Kaggle datasets.

3.3.2 Characteristics of Unretweeters

To begin, we examine the network structure of Retweeters, which refers to the follower-
following relations of all the users that Retweeted a given Tweet. For the Custom-Autumn
dataset, we were able to pull the follower list of 58437 Retweeters. These Retweeters are
all one of the first 50 users to Retweet some Tweet in the dataset. Using this network
structure data, we will present observations about how a Retweeter’s connection to other
Retweeters are linked to her propensity to unretweet.

In Figure 3.17, we compare the degree of connectivity of the unretweeting Retweeters
to all Retweeters. Here, connectivity refers to the number of users each Retweeters is
following. The maximum connectivity value is 50, because we are only considering the
first 50 Retweeters. We see a meaningful difference between Retweeters that unretweeted
and the Retweeters as a whole. Across all Retweeters, 56.6% of users were connected to at
least another user, whereas this value drops to 26.3% if we look at only unretweeting users.
With a Mann—Whitney U statistic of ~2e8, there is a p-value of ~0 of the two groups of
users being from the same distribution. Furthermore, disappearing Retweeters are much
less likely to be following the author. Across all Retweeters, 40% of users followed the
author. This value drops to just 17% if we consider only unretweeters. Conversely, the
author is also much less likely to be following unretweeters. Of all the Retweeting users, the
author followed 16%. This is 4.8% for unretweeting users. From here, we shift our focus to
the relationship between Retweeting early and unretweeting. We define the rank of a user
to refer to the order in which the user Retweeted the post. The author has a rank of 0,
and the first Retweeter has a rank of 1. In Figure 3.18, we show the relationship between
this rank and probability of unretweeting. We notice, with p-value=0.013 that there is a
negative relationship between rank and unretweeters, which is to say early Retweeters are
more likely to unretweet.
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Figure 3.17: Two histograms comparing the number of follower-following connections for
both all Retweeters and just the unretweeting Retweeters. We see unretweeting users are

less connected.
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Figure 3.18: A plot of the relationship between the rank of a Retweeter (how early the
Retweet took place) and how often that Retweet is retracted.

We propose two explanation for this phenomenon. First, it could be that the marginal
impact of an additional Retweet diminishes as a post gathers more Retweets. For example,
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this impact could be the likelihood of the author noticing the Retweet or an effect on
the probability of the Tweet becoming viral. Thus, when a controversial Tweet had few
Retweets, a user might have been willing to Retweet it because he believes the impact
he has exceeds the social cost of Retweeting. Yet, he might decide to not Retweet if
the post had more Retweets. As the post gathered more Retweets, the calculus no longer
makes sense for the Retweeter, and thus his Retweet is retracted. Second, early Retweeters
might have a higher probability of being illegitimate users who are thus more likely to be
suspended. When Tweets are first posted, authors have a stronger desire to have them
gain Retweets, because it would allow the Tweet to have momentum and be recommended
by the platform. Thus, it is more probable that these early Retweets are not from actual
users. Conversely, once a Tweet has momentum, there is less incentive to add on fake
Retweets.

Note, the average Retweet loss of 7% shown in the figure is higher than the base
Retweet loss of around 1-4% shown in Section 3.1, because these look at the individual
user’s rate of unretweeting rather than the Retweet loss on the Tweet as a whole. The
Retweet loss percentages from Section 3.1 are lower because they are offset by the new
Retweeters which are gained over time. These characteristics could be useful for modelling
this unretweeting phenomenon and simulating the behaviour as a game. We have begun
modeling and exploring such a game, but will be looking to study it more rigorously in
future work.

Answer to RQ3: We proposed a curve-reconstruction algorithm to produce the ex-
pected life-cycle of a popular Tweet. With that, we verified our prior that contentious
Tweets were expected to lose a larger portion of their Retweets. We observed that
network structure features like connectivity to other Retweeters and relationship to the
author are related to the probability of unretweeting, with more connected users being
less likely to unretweet. Furthermore, we observe a phenomenon that earlier Retweeters
are more likely to unretweet, and proposed some explanations.
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Chapter 4

Discussion

In this thesis, we presented a better understanding of how self-moderation and platform
moderation work by examining the way the Retweet counts of popular Tweets diminish
over time. To do so, we studied Kaggle datasets and also collected our own data during
a highly volatile period on Twitter. We tracked Retweeters over time and examined the
distribution across various reasons for unretweeting. We developed a model to predict
which Tweets would lose the most Retweets. We studied the role that a user’s network
structure plays in determining whether she will be an unretweeter. In addition, we also
conducted, in a separate work [38], a user survey to better understand what types of content
various users are more inclined to self-moderate.

In addition to our analysis of moderation, we also present a snapshot of Twitter dur-
ing a transitional period, following Musk’s acquisition. We observed an initial reduction
in account suspensions, possibly due to lay-offs and changes in moderation policy. Fur-
thermore, later in the year, when Twitter was reinstating suspended accounts, our own
datasets captured this resurgence of returning Retweeters. Retweeting is seen as a form of
endorsement [17], as the Retweeted content is attached to the user’s profile. We initially
saw greater Retweet loss for contentious content over uncontentious content, and suspected
the retraction of Retweets to be a form of self-moderation. However, this difference was
much less significant in our custom dataset (following the Musk acquisition) than in the
Kaggle datasets. While contentious content still had higher Retweet loss, we realized this
difference was due to a higher rate of account deactivations, as shown in Section 3.1.

This reduction in Retweet loss could be due to changes in Twitter platform moderation,
such as automating moderation [66] and reinstating suspended users (see Appendix C).
It could also be due to changes in self-moderation behaviour, such as increased account
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deactivations associated with migrating users [95, 12] following the acquistions or fewer
Retweeters of controversial content feeling the need to self-moderate due to the now looser
platform moderation policies [].

4.1 Timeline of Events

To get a stronger sense as to the role of the acquisition played in our custom data collection
process, we overlay in Figure 4.1 the major events following the acquisition and our data
collection periods.

Nov4to Jan 18 Nov 29 Feb 6to Apr22 Mar2
Custom-Autumn g‘ﬁ;‘;’:’," Custom-Winter cv“V?:tr?:r'-
Data P Data -
! Preliminary q Preliminary
Collection Analysis Collection Analysis
Nov 2022 Dec 2022 Jan 2023 Feb 2023 March 2023
Dec2 Dec 14 Eeb9
Oct27 Nov4 Twitter automates Musk Releases Twit!”e‘?%oz%egin Twiltgraﬁ with
“Twi iles” "
Musk Twitter begins n o:::‘atteig; to i e“;':;?; F"I;:iso 7 reinstating r.erxlgfers massive outage:
acquires laying off half of @b e i) r?\oderagtion contentious free-tier the website is
Twitter. its employees. speech TS accounts. API inaccessible.

Figure 4.1: A timeline of some major events following Elun Musk’s acquisition of Twitter
overlapping with our data collection periods. News releases relating to the major events
are cited in the discussion below.

4.1.1 Timeline for the Custom-Autumn Dataset

Our first dataset, Custom-Autumn, consists of Tweets that were posted around when news
about the acquisition [17] was first released on October 27, 2022. Soon after, on November
4th, Twitter announced lay offs, reducing its workforce by half [72]. Following these events,
Twitter saw a rise in hate speech [10]. The preliminary data collected for Custom-Autumn
dataset (one third of the way into the full data collection timeline) captured the account
deactivations and the lack of moderation that occurred during this time period.
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These initial events were followed by responses from Twitter focusing on platform mod-
eration. Twitter focused on finding ways to automate the moderation process [66]. Their
approach also less frequently removed contentious speech outright, but instead set restric-
tions on how that content is distributed on the platform. Twitter also released what is
commonly deemed the “Twitter Files” [08], a set of internal documents outlining the con-
siderations that had be given to previous high-profile moderation events. Musk’s Twitter
appeared to want to juxtapose themselves those previous policies. The remainder of our
data collection period for Custom-Autumn overlapped with these events. Compared to the
preliminary data, we saw a meaningful rise in platform moderation, as measured by the
number of suspended accounts, in the latter two-thirds of the collection period.

4.1.2 Timeline for the Custom- Winter Dataset

On January 27, 2023, Twitter announced through a Tweet (shown in Appendix C), an
intent to reinstate previously suspended accounts. Our second round of data collection for
Custom-Winter took place soon after that announcement. When modelling the Retweet
loss of this second round of collection, we observed the effects of this reinstatement, partic-
ularly amongst Retweeters of uncontentious Tweets. This difference is somewhat expected,
as Figure 3.6 and 3.7 show account suspensions making up a larger portion of Retweet loss
for uncontentious Tweets.

Throughout data collection for Custom-Winter, Twitter continued to be a volatile en-
vironment. For example, on March 6, 2023, Twitter experienced one of its biggest out-
ages [21]. Another challenge in collecting for Custom-Winter is Twitter’s Feb 3, 2023
announcement to start eliminating free access to their APIs on Feb 9, 2023 [¢]. Following
the acquisition, Twitter has lost some of its status as a suitable environment for academic
research and discussion [18]. Following the announcement to remove free-tier APIs, this
effect was intensified, as many academic projects became priced out. Without access to
the academic APIs, these projects would have required enterprise-level access, which is
priced at $42,000 per month. Ultimately, our Academic API access was revoked on April
27, 2023 (see Appendix B). Fortunately, the effect of this suspension was minimal for our
project. We had already completed all of the data collection for Custom-Winter, except
for fetching the status of unretweeting users in the final snapshot.

In Table 4.1, we present dates, description and a source discussing the events mentioned
in this discussion and highlighted in Figure 4.1.

57



Date Event Source

Oct 27, 2022 Elon Musk completes his acquisition of Twitter. ~ New York Times [17]
Nov 4, 2022  Twitter lays off half of its staff. The Guardian [72]
Dec 2, 2022  Twitter leans on automated processes to perform Reuters [(0]
platform moderation.
Dec 14, 2022 Twitter releases “Twitter Files”, a set of internal Vox [08]
documents regarding platform moderation.
Jan 27, 2023 Twitter introduces a process to reinstate sus- Twitter Safety Tweet
pended account, and an intent to actively review (Appendix C)
past suspensions.
Feb 3, 2023  Free-tier access to Twitter’s APIs is eliminated, Forbes [3]
which includes the academic access tier.
Mar 6, 2023  Twitter experiences one of its largest outages since CNN [24]
Elon Musk’s takeover.

Table 4.1: A list of relevant events which took place during the volatile period on Twitter
overlapping with our data collection process.

4.2 Future Work

An important area of future research is to better understand the Retweet loss due to self-
moderation. In particular, we are interested in explaining the self-moderation case where
the user account is still active and public, but the Retweet was manually retracted (the
fourth category in Section 3.1). A preliminary analysis of this behaviour shows that this
retraction is not uniformly distributed across all Tweets. Instead, it follows more of a
power law distribution, which would not be expected if this retraction was random. It
would be interesting to examine whether there are certain topics that are more likely to
experience this form of self-moderation. In particular, we would like to examine whether
there is a connection between the topics experiencing more moderation and the hierarchy
of self-censored content we examined in our previous user studies [38]. The motivation
behind Retweet loss could also be better understand by taking more frequent snapshots of
the users’ unretweeting reasons. From those snapshots, we would be able to better study
the delay in self-moderation.

In terms of predicting Retweet loss, there are other potential features that would be
worth examining, such as the author’s profile description and the content shown in the
author’s profile picture. For example, it might be possible to infer the author’s gender and
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age from the profile picture. In addition, the nature of being verified has changed following
the acquisition. The nature of this change should be examined, as the data our current
model is trained on is prior to the acquisition.

Another avenue of future research involves building on the observations in Section 3.3.2
and 3.2.1 to explicitly simulate the unretweeting behaviour. The model could capture
various Retweeting and self-moderation incentives, such as relationship to the author, re-
lationship to other Retweeters as measured by their network structure, and the diminished
impact of an additional Retweet as the Retweet count gets higher. Since Retweeting can
be seen as a collaborative exercise to spread certain information, this has similarities with
existing work studying multi-agent collaboration on social networks [5].

Lastly, methodology similar to our current work can be extended to other platforms,
such as Reddit, where there is meaningful moderation. For example, the same curve-
reconstruction algorithm in Section 3.3 can be applied to track total number of comments
on a Reddit thread, where both self- and platform moderation play an important role.
In particular, Reddit discussions are overseen by volunteer moderators, which play an
active role in removing comments. Furthermore, its upvote and downvote systems allow
users a real-time sense of how their comments received, providing greater incentive for
self-moderation. Reddit, like Twitter, has generally made access to its API much more
difficult [35, 16]; however, it is committed to preserving free-access of its academic APIs.

4.3 Conclusion

In this thesis, we analyzed a surprising phenomenon regarding Retweets on Twitter: pop-
ular Tweets see significant Retweet loss over time. In particular, contentious content
saw greater Retweet loss than uncontentious content. To investigate the role that self-
moderation and platform moderation plays in that Retweet loss, we built our own dataset
to study the phenomenon.

We saw that the most common reason for Retweet loss was account suspension, a form
of platform moderation. From there, users making their accounts private and users deacti-
vating their accounts made up a similar proportion, with Retweeters of contentious content
being more likely to deactivate their accounts. We also illustrated how, as time passes,
Retweet loss dominates over new Retweets gained. From there, we designed features based
on sentiment labels from Google Cloud API, Tweet metadata, author characteristics, and
the Tweet text itself, to predict which Tweets would lose the most Retweets. We trained a
logistic regression model using a Kaggle dataset of Covid-19 Tweets. The model performed
well out-of-sample, and even generalized to newer datasets we collected ourselves.
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This generalization to datasets of a different era and environment gives faith that
although online content moderation is continually evolving, something fundamental was
captured. Also, since the features that are used to make the prediction are known at the
time the Tweet is posted, they can provide actionable steps for the author, especially those
who are interested in attracting a long-term following (i.e., those who will not unretweet).
An example of such an action could be to make the sentiment of the Tweet more positive.
From there, we presented a curve-reconstruction algorithm to model the timeline of Retweet
loss for contentious and uncontentious Tweets. Furthermore, we show that the expected
curve of the Retweet loss for contentious Tweets is steeper than that of uncontentious ones.
We also modelled individual Retweeters, highlighting in particular the relationship between
user network-structure and Retweet loss. In particular, users who are more connected to
the author and to the other Retweeters are less likely to unretweet.

Twitter runs on Retweets, which is arguably its fundamental differentiator. Retweet-
ing allows users to quickly endorse an idea with a single click, enabling the platform to
be a source of timely information as well as a town-hall for debate. This thesis presents
a first attempt at understanding the circumstances around which this endorsement is re-
tracted. The hope is that these observations can be used to better model and simulate the
moderation of contentious content on social networks.
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Appendix A

Tweet Contentiousness User Survey

In this section, we set out to validate the search queries chosen for our Custom-Winter
dataset. To form that dataset, we had two sets of search terms. One of the sets was meant
to lead to contentious Tweets that make up D,., while the other set was supposed to yield
D,, a dataset of uncontentious Tweets.

To verify that D, and D, indeed differed meaningfully in their level of contention, we
created a Google Form questionnaire consisting of 100 items, where each item is a randomly
sampled Tweet (50 comes from each of D, and D.). Respondents were asked to label each
Tweet as either controversial or uncontroversial.

People who want abortion to be illegal but are perfectly fine with no paid family leave,

unaffordable childcare, underfunded schools, and healthcare that nobody can afford must
admit that they're not actually pro-life or pro-child.

| cannot understand the tweet (e.g., the Tweet is in a foreign language or context is lacking )
| find the tweet uncontroversial.
| find the tweet controversial.

| have no opinion one way or the other.

Figure A.1: Respondents are shown 100 randomly sampled Tweets, 50 from the contentious
dataset and 50 from the uncontentious dataset. For each Tweet, users are presented with
four options: cannot understand the Tweet, the Tweet is controversial, the Tweet is un-
controversial, no opinion.
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Respondents are also given the options to not express an opinion, or to indicate that
they could not understand the Tweet. The four options available to the respondents are
shown in Figure A.1. Respondents are prompted to view controversiality as being likely
to lead to contentious and emotional invested arguments. An innocuous topic however
divisive (e.g., do pineapples belong on pizza) would not be considered controversial.

For this sanity check, we gathered n=17 participants. Of the 17 x 100 = 1700 responses,
there were 356 answers that were either “cannot understand the Tweet” or “no opinion.”
D. and D, saw a roughly equal number of “no opinions” (115 vs. 120 respectively), but
the number of “cannot understands” were much higher for uncontentious Tweets (89 vs.
32). Removing these, we are left with 703 opinionated responses for D, and 641 for D,.

Of the opinionated responses, we saw that for D, that 54.8% of the responses were for
the “controversial” option, while this value is 23.4% for D,. We are reassured in seeing
that both point estimates are located in the 95% confidence interval from Custom-Autumn
in Section 2.3.1. In the bar graphs of Figure A.2, we show the raw number of votes for
each of the four options, aggregated across all items in the questionnaire.

B Uncontroversial
mmm Controversial

Percent of Votes

Tweet is Tweet is No Opinion Cannot Understand
Uncontroversial  Controversial Tweet
Categories

Figure A.2: The percentage of votes across the four multiple choice options in the ques-
tionnaire, for D, and D..

For more rigorous analysis, we examined the votes on each individual Tweet, rather
than all the votes in aggregate. For each Tweet, if there are more “controversial” votes
than “uncontroversial” votes, then we label the Tweet “controversial”. We form a binary
vector of length 100 where, where index 7 is set to 1 if Tweet 7 is “controversial”. We create
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another vector of length 100 where index i is set 1 if Tweet ¢ is from D.. From there, we
take the dot product of the two vector.

Under the null hypothesis that is no difference in contention between the D, and D,
we would expect the value of the dot product to be 50, with o of 5 (we essentially have a
Binomial(100, 0.5) distribution). The true value we obtained was 73, which corresponds
to a p-value of ~2E-6.
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Appendix B

Twitter Revokes Academic APIs

Beginning in early February, Twitter made access to its APIs much more restrictive [8].
Free-tier access was eliminated, and the academic research access to Twitter was also
gradually eliminated. Our access to the APIs was revoked on April 27, 2023 after receiving
the email shown in Figure B.1.

Application suspension notice

Twitter <support@twitter.com>
To: Wei Hu

Hello,

This is a notice that your app - CIS-CUS - has been suspended from accessing the Twitter API.
However, you can self-serve reactivate your app for free.

Please take the following steps to get your app quickly running again on the new Free or Basic plans
available at developer.twitter.com:

1. Subscribe to either Free or Basic via our website.

2. When signing up, you will be able to pick 1 (Free) or 2 (Basic) apps that you want to remain active.
They will be reactivated automatically after you complete your sign-up.

3. Please update the code in your app to use v2 endpoints - this is valid to all endpoints except for
media upload endpoints which are not currently supported on v2 so you can continue to use those
onvl.1.

We apologize for any inconveniences this transition might have caused. By following these steps, you
can continue to seamlessly use the Twitter API.

For more information, please refer to our developer community forums.

Regards,
Twitter Developer Platform

Figure B.1: Email from Twitter, as part of eliminating academic access to its APIs.
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Appendix C

Twitter to Reinstate Suspended
Accounts

In late January, Twitter announced its intent to reinstate previously suspended accounts.
It also allowed users to appeal their account suspensions.

. Twitter Safety % B

Starting today, anyone can request that we review a suspended account
for reinstatement under our new criteria. You can submit an appeal here:
help.twitter.com/forms/account-...

B Twitter Safety % B

As we shared earlier, we have been proactively reinstating previously
suspended accounts. Starting February 1, anyone can appeal an account
suspension and be evaluated under our new criteria for reinstatement.
twitter.com/TwitterSafety/...

Show this thread

Figure C.1: Twitter announced accounts suspended under its previous moderation policies
would be reinstated, and that users could appeal their suspensions.

In our custom datasets, we can see the effect of this reinstatement. The shaded areas
in Figure 3.16 and Figure 3.7 show a meaningful return in users that have previously
unretweeted.
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