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Abstract

This thesis studies the impact of galaxy environment on star formation and ‘quench-
ing’, by using simple physically-motivated models that can be fit using available observed
quantities. Quenching refers to the close to total suppression, whether gradual or abrupt,
of star formation in a galaxy, and remains a challenging process to understand due to the
many tangled non-linear physical processes involved in galaxy formation. By examining
the effects of specific environments on star formation, we are effectively given naturally
controlled experiments. In particular, this work addresses gaps in our understanding of
quenching during and prior to (‘pre-processing’) infall into galaxy groups and clusters, as
well as the poorly studied star formation burst that occurs when one galaxy merges with
another.

The first section of this thesis presents observed properties of galaxies of the GOGREEN
1 < z < 1.5 galaxy groups. Using publicly available COSMOS and SXDF, with supporting
GOGREEN spectroscopic data for confirming group properties, I use background subtrac-
tion to determine stellar mass functions of groups at z > 1 for the first time. I see enhanced
quenching in higher mass galaxies in these groups compared to galaxies in the average field
population. Using this result and previously published work measuring the quiescent frac-
tion of galaxies for GOGREEN 1 < z < 1.5 clusters, as well as similar measurements at
lower redshifts, I find a halo mass dependence of quiescent fraction excess when controlled
for stellar mass, with logarithmic slope, d(QFE)/dlog(Mhalo) ∼ 0.24± 0.04 at all redshifts.
I find this trend is qualitatively reproduced in the BAHAMAS hydrodynamical simulation
at z ∼ 1, but not the increasing quenched fraction with stellar mass trend. I then interpret
my observational results using two toy accretion-quenching models. From this analysis,
time until quenching in a group/cluster appears to be shorter for larger halos, with a par-
ticularly intense dependence required if there is no pre-processing. Our results strongly
support a scenario where environmental quenching begins in low-mass < 1014M⊙ at z > 1.

The second section turns to infall quenching and preprocessing in z ∼ 0 galaxy clusters
using SDSS data. Numerous works have looked at low redshift clusters using quiescent
fractions and star formation rates, but struggle to break degeneracies in infall quench-
ing timescales or come to agreement. To address this, I build on a string of works by
Kyle Oman and Michael Hudson, which employ statistical infall time in projected phase
space information from N-body simulations, by adding an additional observable: spectro-
scopically derived mass-weighted stellar ages (MWAs). I then forward model the MWAs
and quiescent fractions in projected phase space using star-formation histories from the
stochastic UniverseMachine model, finding overall infall quenching times of ∼ 4 Gyr
after first pericentre. The use of MWAs enables breaking degeneracy in a two-parameter
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model, yielding both time of quenching onset and SFR suppression timescale for our stellar
mass bins 9 < log(M⋆/M⊙) < 10 and 10 < log(M⋆/M⊙) < 10.5. The results of this mod-
eling suggest quenching begins close to, or just after first pericentre, but the suppression
timescale is relatively long (∼ 2.3 Gyr versus τ ≲ 1 Gyr) for the higher stellar mass bin,
indicating ram-pressure stripping is not complete on first pericentric passage. Prior works
required short suppression timescales to maintain the SFR bimodality, but we show that
the use of stochastic star formation histories removes the need for this constraint.

The third section determines the mass of stars created when two galaxies merge, a long-
standing unknown due to not having large and pure samples of post-merger galaxies until
this past year (2022). In particular, I forward model the difference in stellar age between
post-coalescence mergers and a control sample, controlling for stellar mass, environmental
density, and redshift. We find an age difference of up to 3 Gyr, best fit by a stellar mass
burst fraction of 0.18 ± 0.02, consistent with some previously published measurements,
but much higher than found in hydrodynamical simulations. Our model is robust to
choice of analytic star formation history as well as differences in burst duration. Using
published SFRs of Luminous InfraRed Galaxies (LIRGs), we estimate a burst duration of
120–250 Myr, which is consistent with simulations and longer than is estimated for post-
starbursts in the literature. We find our stellar mass burst fraction is consistent with the
amount of molecular gas reported for very close pairs (pre-coalescence) in the literature.
Additionally, we find that the difference between published cold gas measurements for pre-
and post-coalescence is consistent with our estimated stellar mass burst fraction, lending
credence to our approach.
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Chapter 1

Introduction

Looking out into our vast Universe, we see faint islands of starlight amidst a dark expanse.
In the past century we’ve gone from the discovery of galaxies as separate systems from
our Milky Way (by e.g. Hubble, 1925, 1926, 1929), to an understanding of the buildup of
primarily dark matter structure through the Lambda Cold Dark Matter (ΛCDM) model.
It is amidst such large-scale structure that galaxies form and evolve, including the Milky
Way (Mo et al., 2010).

Through the back-and-forth dialectic between increasingly deep systematic observations
of galaxies with modelling/simulation work, astronomers have developed an impressive
general understanding of galaxy formation. Despite this, correctly and simultaneously
modelling various aspects of galaxy formation in detail across both different environments
and across cosmic time remains a considerable challenge (Naab & Ostriker, 2017).

Many open questions remain. In particular, understanding the buildup of stellar mass
in the Universe requires a clear picture of the mechanisms behind the ‘quenching’ (sup-
pression or shutdown) of star formation. To address this problem, in this thesis I focus
on premature quenching of galaxies due to environmental factors – primarily group and
cluster environment – and the impact of mergers. In this introduction, I will discuss star
formation and quenching in galaxies, with particular focus on what we know about envi-
ronmental quenching mechanisms, as well as star formation enhancement and quenching
during galaxy mergers.
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1.1 Growth of structure in the Universe

The standard Lambda Cold Dark Matter (ΛCDM) model is now well established as a
descriptive and accurate model for the large-scale evolution and buildup of structure in the
Universe. The model is a parametrization of a Friedmann–Lemâıtre–Robertson–Walker
spacetime in General Relativity, which expands rapidly from a hot dense state (the Big
Bang) into the massive expanse we see 13.8 Gyr later as the observable Universe. The
present-day Universe is dominated by a negative energy density component referred to
as ‘dark energy’ (69% of our Universe’s total mass-energy density), Λ, and a cold (slow
velocities relative to the speed of light) ‘dark matter’ component (26%), with regular
baryonic matter forming only a small (∼ 5%) fraction of the matter-energy density of the
Universe (Planck Collaboration et al., 2020). Dark energy is only detectable by its effect
on the expansion rate of the Universe – namely that this expansion is accelerating. Dark
matter on the other hand, gravitationally behaves like regular matter, except to the best
of current knowledge, it does not interact with regular matter or itself through the other
known forces of nature – electromagnetism, the weak nuclear force, and the strong nuclear
force.

In the context of galaxy formation, ΛCDM describes how gravitationally-bound dark
matter halos build up hierarchically through a combination of smooth accretion of sur-
rounding matter, as well as merging with other halos (White & Rees, 1978; van den Bosch,
2002). This has been thoroughly studied using N-body simulations of galaxy scale dark
matter halos up to large cosmological volumes (Navarro et al., 1997; Springel, 2005). Inside
these dark matter halos, baryonic physics, such as radiative cooling and feedback from stars
and accreting supermassive black holes (e.g. White & Frenk, 1991; Finlator & Davé, 2008;
Bouché et al., 2010; Schaye et al., 2010; Davé et al., 2012; Bower et al., 2017; Qu et al.,
2017) drive the formation and evolution of galaxies within this gravitationally-dominant
component.

Within the largest virialized structures in the Universe, galaxy clusters, galaxy evolution
is heavily influenced by whether galaxies are centrals or satellites (i.e. subhalos) of another
larger dark matter halo. Most galaxies in the present-day Universe are found in small-
medium-sized groups of galaxies, with a much smaller proportion (∼ 10%, see McGee
et al., 2009) in clusters which can have upwards of 1000 galaxies. Galaxies and groups of
galaxies tend to follow large-scale structures called filaments, with galaxy clusters forming
at the nodes of these filaments; the filamentary environment and history of galaxies within it
may additionally impact a galaxy’s evolution. For galaxies in clusters, their prior history as
subhalos and within filaments can significantly impact their stellar mass and gas properties.
Understanding this history and its impact on galaxy formation is essential to understanding
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the baryon cycle in clusters, as ≳ 30% of galaxies are accreted as groups (McGee et al.,
2009; De Lucia et al., 2012).

1.2 Gas physics and star formation in galaxies

In this section, gas physics, star formation, and their connections will be introduced. For
readers unfamiliar with the subject area, a common and useful simplification is to view a
galaxy as being a reservoir of stars, cold gas, and hot gas, with transitions between these.
Inflows/outflows into/out of the galaxy’s halo are also allowed. For an illustration of an
example gas regulation model (Lilly et al., 2013), see Fig. 1.1.

1.2.1 Hot gas of the circumgalactic medium

Key to galaxy formation is the ability of hot halo gas to cool into molecular gas clouds,
from which stars can form. In massive cluster-sized halos, their formation through accre-
tion leads to shock heating of intracluster gas (Gunn & Gott, 1972). Such heating leads
to kinetic temperatures of Tvir ≳ 107K, leaving the gas fully ionized, primarily able to cool
via the emission of x-ray photons emitted during collisions of electrons and atomic nuclei
– bremsstrahlung radiation. In halos with lower virial temperatures, 104K < Tvir < 106K,
electrons and ions can recombine, emitting photons, or neutral atoms can be collisionally
excited before settling back to their ground state. The efficiency of this cooling process
(and the exact distribution of wavelengths of radiation emitted) depends strongly on the
metallicity/molecules present. For halos with gas cooler than Tvir ∼ 104, gas is generally
neutral, significantly suppressing cooling; cooling can then only occur through collisions
causing excitation/de-excitation of fine/hyperfine structure lines or rotational and vibra-
tional lines for metals and molecules, respectively (Mo et al., 2010).

Since the primary cooling processes in halos are due to two-body particle interactions,
as described above, cooling is most effective in higher density regions. For a uniform
spherical cloud of an ideal gas in virial equilibrium in a 1011M⊙ galaxy forming at z = 3,
will have a cooling time tcool ∼ 7× 108yr (Mo et al., 2010). If nothing were to stop or slow
this cooling process, we would end up with an ‘overcooling’ problem where there would be
far less hot halo gas remaining in halos than what we observe (especially true for massive
halos) and ΛCDM would predict a much higher stellar mass content than we see in the
present-day Universe (White & Rees, 1978).
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Figure 1.1: Illustration of a gas regulation model, adapted from fig. 2 in Lilly et al. (2013).
Such models have frequently been used for decades to understand and produce toy models
of galaxy evolution. Not depicted in this illustration is the cooling of hot halo gas onto the
galaxy.
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Halo mergers can shock heat halo gas, delaying further cooling, but the timescales
between major mergers is too long and their prevalence too low to explain why the gaseous
halo fails to cool into the centre of the halo. A strong UV background at high redshifts may
also suppress gas cooling in halos with Tvir ≲ 105K in forming low-mass (Rvir ∼ 3× 108M⊙
at z ∼ 15) galaxies (e.g. Navarro et al., 1997). Throughout much of cosmic history though,
it is generally agreed that some mixture of energetic feedback from internal processes are
preventing the gas from cooling too fast in dark matter halos, primarily supernovae winds
and active galactic nuclei (Naab & Ostriker, 2017). Active galactic nuclei in brightest
cluster galaxies (BCGs) are especially important for providing the energy to maintain
group and cluster circumgalactic medium (CGM) temperatures (McNamara & Nulsen,
2007; McCarthy et al., 2010), which prevents star formation in BCGs and maintains a
CGM that is important in the quenching of satellite and newly infalling galaxies (Naab &
Ostriker, 2017).

1.2.2 Cold interstellar medium: the fuel for star formation

Gas that has cooled from a galaxy’s surrounding CGM, into its core or disk, forms the cold
interstellar medium (ISM). This repository of cold gas is the reservoir that directly fuels
star formation. In a typical star-forming late-type galaxy, the cold ISM can be well over
50 per cent of the total baryonic (gas + stars) mass below stellar masses of 1010M⊙ and
decreases with stellar mass, down to ∼ 10 per cent at stellar masses of 1010M⊙ (Saintonge
& Catinella, 2022). Of this, ∼ 75 per cent is atomic (primarily HI) gas by mass, with the
rest in molecular form (primarily H2) and dust (only ∼ 1 per cent of the gas mass). Early-
type galaxies, the vast majority of which are not star forming, are effectively depleted of
their cold ISM (which is < 3 per cent of their total baryonic mass). Although of crucial
importance to our understanding of galaxy evolution, an empirically-motivated model is
still lacking for how exactly gas is exchanged between the ISM and surrounding CGM
(Saintonge & Catinella, 2022).

As the gas in the ISM cools, it can collapse into giant molecular clouds, which form
stars when they collapse under their own self-gravity. For this reason, there is a well-
known correlation between a galaxy’s molecular gas mass density and star formation rate
(SFR) known as the Kennicutt-Schmidt scaling relation (Kennicutt, 1998; Bigiel et al.,
2008). There is a well known increasing trend for star forming galaxies of SFR with stellar
mass, called the star forming main sequence. Unsurprisingly, the star formation rates
and position of galaxies on the star forming main sequence is strongly correlated with
cold gas content. It appears that the shape of the main sequence is primarily set by the
dependence of H2 gas mass on galaxy mass. Star forming galaxies just above the main
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sequence have higher molecular gas fractions, while those below the main sequence have
lower fractions. The scatter is explainable by one of the following competing ideas: (a)
galaxies have smooth SFHs from their gas inflows and outflows in equilibrium (Lilly et al.,
2013) but have a spread in formation times of ∼ 1.4 Gyr (e.g. Speagle et al., 2014), or (b)
galaxies have highly variable star formation rates due to stochastic accretion of baryonic
matter temporarily triggering star-formation (Tacchella et al., 2016). Notably, there is no
evidence for a significant population of gas-rich quiescent galaxies – the vast majority are
gas-poor (Cappellari et al., 2011; Saintonge et al., 2017).

The cold gas depletion time for a galaxy, defined as the ratio between gas mass and
SFR, is frequently used to characterize the typical timescale over which star formation
would continue, assuming no recycling or fresh inflows of cold gas. It is ∼ 4 Gyr for
an average star-forming spiral galaxy (Saintonge et al., 2017), decreasing with increasing
redshift (Tacconi et al., 2013; Saintonge et al., 2013). These comparatively short timescales
compared to the age of the Universe are used as supportive evidence for replenishing
mechanisms, primarily steady accretion of gas onto galaxies, without which essentially no
galaxies would continue to be star-forming today. Calculating and examining quantities of
cold gas, star formation, and such timescales in different environments can yield insights
into the physical mechanisms affecting star formation.

1.2.3 Star formation properties of galaxies

Since we can only see a momentary snapshot of a galaxy, we rely on various indirect tracers
of star formation rate. Such indirect tracers are sensitive to the recent star formation over a
given timescale (Kennicutt, 1998). Observables such as the Hα line emission, for example,
trace the gas ionized by star formation over the timescale for which a molecular cloud lasts
before dispersing (on the order of ∼ 10 Myr). Others, which use UV slope or photometric
colour to trace the composition of stellar populations, which redden as younger stars die
out over tens of Myr (UV slope) up to multiple Gyr (overall photometric colour). Some,
like the depth of the D4000 ratio, the ratio in flux between either side of the Balmer
break, is a good proxy for stellar population age and therefore can trace the past star
formation histories of galaxies (Balogh et al., 1999, 2021). More elaborate methods for
fitting the star formation histories of galaxies by fitting synthetic stellar populations are
also often utilized to infer information about the past star formation of galaxies (e.g. Leja
et al., 2017b). Refinement of these various methods continues, as understanding of the
impact of various properties continues to steadily improve (e.g. dust and metallicity), or
as underlying assumptions are tested, such as of the Initial Mass Function (what fraction of
stars of a given mass form, which may evolve with redshift, see e.g. Conroy et al., 2009a)).
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An important feature of galaxy evolution is the global evolution of star formation
through cosmic time. It is well established that the star formation rate density had its
peak, or ‘cosmic noon’, at z ∼ 1 − 2, and has declined since by a factor of ∼ 10 (Madau
& Dickinson, 2014). With decreasing redshift, the relative contribution to the global star
formation rate density shifts towards lower stellar mass galaxies (Damen et al., 2009), a
specific example of ‘downsizing’ (for a noteable early work finding this, see Cowie et al.,
1996). The accumulated stellar mass formed in the global population of galaxies results
in the build up of the global stellar mass function with time, with galaxies piling up close
to an approximate maximum stellar mass of ∼ 1012M⊙, with lower stellar mass galaxies
forming a ∼ power law distribution (Schechter, 1976).

Just as importantly, as hinted at earlier when discussing the inability of hot halo gas
to cool, star formation is rather inefficient, with at most ∼ 25 per cent of baryonic mass
in halos converted to stars. This efficiency peaks at or just under 1012 M⊙ and declines
as a power-law slope with decreasing or increasing stellar mass away from this (Moster
et al., 2013). Resolved observations of galaxies also indicate low star forming efficiencies
down to molecular gas scales (Kennicutt & Evans, 2012), as seen in detailed maps of stellar
mass and molecular gas density (e.g. Leroy et al., 2008). Common explanations for this
inefficiency in star formation within the galactic disc is often ascribed to stellar winds
(Springel & Hernquist, 2003) and turbulence (Mac Low & Klessen, 2004).

One of the most important features in the study of galaxy evolution is the distribution
of galaxies in the SFR–stellar mass (SFR-M∗) plane. At a fixed stellar mass, the SFR
of galaxies is bimodal, with two distinct clumps: bluer star-forming galaxies and redder
quiescent galaxies. In stellar mass there is a general increasing trend in SFR, for the
blue cloud this is referred to as the star-forming main sequence. The star-forming main
sequence has been observed up to z ∼ 6, with the mean SFR steadily shifting higher
towards higher redshifts by a factor of ∼ (1 + z)2, with a scatter of ∼ 0.2–0.3 dex (Lilly
et al., 2013; Speagle et al., 2014; Whitaker et al., 2014; Tomczak et al., 2016). The source
of this bimodality, its persistence across cosmic time and across different environments,
and what causes galaxies to transition from star forming to quiescent in these various
contexts, remains a long-standing major open area of galaxy research, which this thesis
aims to address.

1.3 Quenching of star formation

Quenching can take place through a variety of mechanisms, often divided into intrinsic
(internal) or external (‘environmental’) mechanisms (Baldry et al., 2006; Peng et al., 2010).
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There is of course, interplay/overlap between the two classes of mechanisms, but they are
generally studied separately for simplicity. This separation can be strongly motivated
by the seminal work of Peng et al. (2010), who show using an empirical model that the
differential effects of stellar mass (i.e. internal) quenching and environmental quenching
are separable up to z ∼ 1, although competing interpretations have been discussed (De
Lucia et al., 2012; Pintos-Castro et al., 2019). This picture may also break down at high
redshift, when galaxy formation may have been heavily dominated by the high rate of
major mergers (Rodriguez-Gomez et al., 2015a).

Similarly, galaxies can be classified into either central or satellite galaxies (van den Bosch
et al., 2008; Peng et al., 2012). Satellite galaxies are those for which their dark matter
halo is a subhalo in a larger dark matter halo, whereas central galaxies are at the centre
of their local gravitational potential well. This distinction is important since gas in a halo
cools onto the central and not onto satellites. Satellites on the other hand can be affected
by both internal and external mechanisms.

It has been shown through extensive study that the fraction of quiescent galaxies is
observed to increase strongly with galaxy stellar mass (e.g. Kauffmann et al., 2003; Baldry
et al., 2006), increase with environmental density (e.g. Peng et al., 2010) – especially for
the densest environments of groups and clusters (see e.g. Gómez et al., 2003; McGee et al.,
2011; van der Burg et al., 2020, for example work showing this from z ∼ 0 to z > 1), and
decline with redshift (Muzzin et al., 2013b). Although the large body of observational work
examining the environmental dependence of quenching across a range of redshifts does
provide discriminating tests of models (e.g. Weinmann et al., 2010; McGee et al., 2014;
Hirschmann et al., 2016), linking intuitive theoretical models of the underlying physical
mechanisms in a consistent (and unique) way to the observed trends remains a challenge.

I now summarize the dominant mechanisms, which will be referred to throughout the
studies of quenching covered in this thesis.

1.3.1 Internal quenching mechanisms

Galaxies have not converted all their baryonic matter in their halos into stars – much of
their baryons remain in the hot gas halo. The expectation for this gas in massive galaxies,
groups, and clusters, to rapidly cool early in the Universe’s history has for many years been
referred to as the ‘overcooling’ problem (Benson, 2010). The primary physical mechanisms
to stop this process in isolated galaxies are forms of internal feedback: either the winds
of young and exploding stars (Keller et al., 2014) for low-mass galaxies or outflows from
feeding supermassive black holes at the centres of more massive galaxies, referred to as
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active galactic nuclei (AGN) (Harrison, 2017). This can then lead to heating and/or
ejection of the cold gas, suppressing or completely quenching star formation.

AGN in particular have emerged as a highly important mechanism for the regulation
of halo temperatures, preventing rapid cooling and considered a likely solution to the
overcooling problem (Benson, 2010). AGN feedback appears to be an important factor
in the suppression of star formation rate only for galaxies with stellar masses greater
than ∼ 2 × 1010M⊙ (Werner et al., 2019) and especially important for the most massive
galaxies/halos, as mentioned earlier for BCGs and galaxy clusters. This feedback provides
the needed heating such that the hot halo gas of massive central galaxies isn’t able to cool
throughout much of the history of the Universe (McNamara & Nulsen, 2012). This process
appears effective for halos, even up to the size of the most massive galaxy clusters.

Finally, even if additional gas is able to cool, there is a mechanism that can prevent
this cold gas from fragmenting and forming stars in early type galaxies: ‘morphological
quenching’. Such quenching, at least in simulations (Martig et al., 2009), occurs when a
galaxy transitions from a stellar disc to a spheroid and the cold disc gas is stabilized via
turbulence in the gas. A common source of the this turbulence and the overall morpholog-
ical transformation is thought to be due to mergers (Martig et al., 2009). This quenching
process appears to be relevant to quenching of disc galaxies as well – with observational
studies indicating large dense bulges are a necessary but not always sufficient condition for
quenching (e.g. Fang et al., 2013).

1.3.2 Environmental quenching mechanisms

Overview of mechanisms

A number of environmental mechanisms can come into play as galaxies interact with each
other or become satellites within a larger halo. These processes are generally labeled with
rather violent names, such as ‘starvation’ or ‘strangulation’, where shutoff of accretion of
additional cold gas causes a galaxy to quench (see Fig. 1.2 for a simplified illustration of
this common quenching scenario contrasted with some kind of gas stripping scenario). I
now lay out some key environmental mechanisms affecting the hot and cold gas, leading
to quenching.

Galaxies passing near each other can experience ‘harassment’ – changes in internal
structure due to gravitational affects. This may trigger collapse of cold gas in the galaxy,
enhancing star formation or AGN and potentially leading to early quenching. Interacting
galaxies can also gravitationally strip material off of each other during close passes, as
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Figure 1.2: Illustration of two contrasting quenching mechanisms, adapted from fig. 1 of
Peng et al. (2015). A galaxy accreting new gas and steadily forming stars prior to time of
onset of a quenching mechanism, tq In the top example, gas is suddenly stripped, stopping
star formation and resulting in rapid quenching. In the bottom illustration a strangulation
scenario is depicted, where inflow of new gas is cut off, followed by steady depletion of the
available gas until star formation has used up or expelled all available gas.
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seen in tidal tails and bridges (Toomre & Toomre, 1972). If cold gas is tidally stripped in
this way, it can lead to starvation. Finally, interacting pairs of galaxies may merge, which
is a particularly violent event for a galaxy, believed to potentially trigger starbursts and
quenching shortly thereafter (see introductory Sec. 1.4 for further detail). This is sometimes
referred to as ‘cannibalism’ when a central galaxy accretes a smaller, less massive galaxy.
Mergers are most common in dense environments, particularly within galaxy groups, and
to a lesser extent galaxy clusters, which have much higher velocity dispersions and therefore
experience few satellite-satellite mergers (Lin et al., 2010).

Galaxies that become satellites of a larger halo, either in a significantly more massive
galaxy halo or within a group/cluster of galaxies, can experience a number of additional
mechanisms impacting their star formation.

When a galaxy falls into a larger halo, such a galaxy is no longer the deepest gravita-
tional potential in their immediate environment, which can lead to a starvation/strangulation
scenario after several gigayears (first proposed by Larson et al., 1980). This occurs due to
both the cut off of cosmological inflows of additional gas and stoppage of the galaxy’s hot
gas halo from being able to cool, e.g. by its removal (Kereš et al., 2005; Dekel & Birnboim,
2006a). The starvation timescale is generally assumed to simply be the (linear) gas deple-
tion time, defined as how long it will take to deplete the cold gas mass at time of infall,
given the current rate of star formation. At z ∼ 0, this timescale is approximately ∼ 4 Gyr
for a log(M⋆/M⊙) ∼ 10.3 stellar mass galaxy. Although cold gas fractions are known to
increase with redshift, star formation rates are much higher at high redshift, leading to
depletion times (Popping et al., 2015a) that steadily decrease with redshift. This timescale
is often assumed to simply decrease with the dynamical timescale.

Ram pressure stripping is one of the most commonly cited quenching mechanisms for
quenching in clusters, first studied analytically in the context of galaxy infall into clusters
by Gunn & Gott (1972). If it is stronger than the restoring gravitational force by the
galaxy on the cold gas in the intragalactic medium, this cold gas can be stripped. Cold
gas stripping could explain the long-observed fact that cold gas is significantly depleted
in cluster galaxies (Haynes et al., 1984), with as many as two thirds HI deficient near the
cluster core where most galaxies are no longer on their first or second infall (Chung et al.,
2009; Serra et al., 2012). Galaxies with cold gas being stripped can be observed in UV and
visual wavelengths – such galaxies are termed ‘jelly-fish’ galaxies, after how they appear
with streams of stripped gas left behind them (Smith et al., 2010; Ebeling et al., 2014).
The ram pressure force experienced by an infalling galaxy is proportional to the density of
the intracluster medium and the velocity squared. This effect is well illustrated by the fact
that Roberts et al. (2021) observed almost all jellyfish galaxies in projected phase space
occurring close to cluster centre (r < 0.5R200c) and at high velocities (v ≳ 2σv, where
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e.g. σv ∼ 1000 km/s is a typical galaxy cluster velocity dispersion). Consistent with this,
jellyfish are rare in groups but comparatively common in galaxy clusters (making up as
many as 20 per cent of galaxies currently in z ∼ 0 clusters Roberts et al., 2021), making it
clear that ram pressure as a cause of quenching is likely much more important in clusters.
As well, from this discussion it’s clear that the location of quenching onset due to ram
pressure stripping will depend on location, with simulation works such as Zinger et al.
(2018) finding that stripping of a galaxy’s hot halo gas as far out as 2–3Rvir and cold gas
stripping only occurring at r < 0.5Rvir.

In the observational literature on infall quenching, starvation and ram pressure stripping
are often discussed as if they are opposite extremes, with starvation being the longer
timescale and ram pressure stripping of cold gas being < 1 Gyr (see e.g. Cortese et al.,
2021, for explanation of this timescale). Unfortunately this simple picture appears to only
be true for significant stripping of both cold disc gas and complete removal of hot halo
gas available for cooling. Although the hot halos of galaxies cannot be directly observed,
hydrodynamical simulations and semi-analytic models have been developed to explore the
impacts on the hot and cold gas components. Ram pressure stripping more often is likely
partial, especially by first pericentre (Cortese et al., 2021). Cold gas is not always stripped
(depending on orbital parameters and cluster mass) and the hot halo is generally not fully
stripped. Specifically, e.g. McCarthy et al. (2008a) found ∼ 30 percent of hot halo gas
can remain after as long as 10 Gyr (see also Bahé & McCarthy, 2015). It is unclear how
much gas removal would be needed to prevent further gas cooling onto the galaxy’s disc.
Additionally, in a process called ‘overconsumption’, stellar winds in star forming galaxies
can push gas out of the disc, particularly in lower mass galaxies, which can then be stripped
away rather than cool back onto the disc, shortening quenching times (McGee et al., 2014).
Determining the role of ram pressure stripping on both hot and cold gas clearly at the very
least requires a careful analysis that is able to constrain both the duration of quenching,
but also the location of quenching onset.

The importance of these various mechanisms across environment, redshift, and galaxy
mass, remain a challenge to model consistently. Determining the relative importance of
each in these different contexts remains a very active area of investigation.

Observations of quenching in groups and clusters

Groups and clusters of galaxies are particularly interesting environments to study galaxy
evolution as they act as a giant ‘calorimeters’, in principle containing an observable record
of all galaxy formation energy inputs and outputs over the history of the Universe (e.g.
Gonzalez et al., 2007; Balogh et al., 2017). This makes them a valuable ‘laboratory’ for
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probing galaxy astrophysics, particularly in relation to gas physics and the quenching of
star formation.

Galaxies in clusters are almost all quiescent at z ∼ 0, with a decreasing quiescent
fraction at higher redshifts, (an effect first noted for redder galaxy colours in Butcher &
Oemler, 1978, 1984). The quiescent fraction in groups has for some time been believed to lie
between those of clusters and the general ‘field’ population of galaxies (Kimm et al., 2009).
It appears that denser environments accelerate quenching for galaxies. E.g. Kodama &
Bower (2001) show that the average decline in star formation rate is greater in clusters than
the field evolution with cosmic time, but it is important to note that this is driven by the
enhanced quiescent fraction, since the star forming bimodality is preserved between cluster
and field at a given redshift, from z ∼ 0 to z > 1 (Wetzel et al., 2013; Old et al., 2020).
The strong correlation between galaxy morphology and quenching – with quiescent galaxies
generally being early-type (elliptical) galaxies – also holds for galaxy groups and especially
clusters. Morphology-density relations have long been noted (Dressler, 1980) and have since
been confirmed up to z ∼ 1 (e.g. Smith et al., 2005). The statistical connection between
morphology and quenching suggests a common underlying mechanism, but a satisfying
picture that quantifies the effect from a given process or combination of processes remains
elusive.

Part of the uncertainty around quenching in galaxy clusters is quantifying quenching at
higher redshifts (e.g. z > 1) in different environments, especially for less massive (fainter)
galaxies, log(M⋆/M⊙) ≲ 10.5 still being debated at the onset of the research carried out
in this thesis. Some studies found a strong deficit of faint red/quiescent galaxies in z > 1
clusters (De Lucia et al., 2007; Stott et al., 2007; Gilbank et al., 2008), while others found
little-to-no evolution of the faint-end of red/quiescent galaxies since z ∼ 1.3 (Andreon,
2008; Crawford et al., 2009). Such studies struggled to make the most of observations of
limited surveys of galaxies in clusters at z ≥ 1, which had insufficient survey depth and
small samples. This strongly motivated the deep multi-band GOGREEN group and cluster
galaxy survey (Balogh et al., 2017, 2021), of which my first paper in this thesis is based
upon (see Chapter 2. I will touch upon the findings of the GOGREEN survey further in
the Conclusions chapter (Chapter 5), including how my Chapter 2 findings contribute to
a new picture of quenching in groups and clusters at z > 1.

Complicating our ability to disentangle various quenching mechanisms in groups and
clusters is that galaxies may experience partial or full quenching prior to entering such an
environment. Such a scenario where a galaxy is in a denser environment prior to entering
a larger group/cluster is often referred to as ‘pre-processing’. Determining the extent
and timing of quenching in groups and clusters and separating it from pre-processing,
in a consistent way across the history of the Universe, has been a persistent challenge
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to our understanding of quenching (Wetzel et al., 2013), primarily due to observational
limitations of groups and clusters and their surrounding environments at higher redshifts
(needed to break degeneracies in modeling), as well difficulty distinguishing between prior
secular evolution of central galaxies and their time spent as satellites. Work by McGee
et al. (2009) found ≥ 30 per cent of galaxies in present-day clusters (Mhalo ≥ 1014M⊙)
were in Mhalo ≥ 1013M⊙ halos prior to accretion, with the fraction increasing to ∼ 50 per
cent for the most massive (Mhalo ≥ 1014M⊙) clusters (with similar findings by De Lucia
et al., 2012). Whether a galaxy will start infall-induced quenching as soon as it becomes
a satellite for the first time or whether it starts upon infall into a sufficiently massive halo
remains unclear. The role of some form of pre-processing is indeed important at z ∼ 0,
but at higher redshifts has been less clear. My work presented in Chapter 2 explores this
via modelling for groups and clusters at z > 1 and my work in Chapter 3 touches on this
problem at z ∼ 0 (see also Conclusions in Chapter 5).

Even for galaxy clusters, where quenching is clearly very enhanced and now well char-
acterized, a persistent debate over the location and timescale of infall quenching remains.
The seminal work of Wetzel et al. (2013), for example, models the timescale from when a
galaxy crosses the virial radius of a larger halo and becomes a satellite for the first time,
which may be much earlier than when a galaxy becomes a satellite of the final cluster halo.
From fitting quiescent fractions in z ∼ 0 groups and galaxies, they find quenching times
of 2–4 Gyr, primarily depending on the stellar mass of a galaxy (much shorter timescales
for higher stellar mass galaxies), followed by a rapid < 1 Gyr star formation rate decline.
Such a rapid decline in star formation rate may at least in part come from ram-pressure
stripping of galaxies, which is most extreme near cluster centre (Jaffé et al., 2018; Vulcani
et al., 2018; Roberts et al., 2021). Other works, which model using a surrounding infall
population as a proxy for pre-processed infalling galaxies, such as the series of works by
Oman and collaborators (Oman & Hudson, 2016; Oman et al., 2021), find gentler quench-
ing (∼ 5.5− 6 Gyr since first virial crossing) infall quenching and no dependence on stellar
mass. Overall, works at z ∼ 0 find a wide range of overall quenching timescales, 2–7 Gyr,
indicating strong model dependence (e.g. De Lucia et al., 2012; Moster et al., 2018; Rhee
et al., 2020). Careful constraints of delayed-then-rapid model quenching timescales is also
often problematic due to degeneracies in the model parameters and general reliance in the
literature on a single observable (quiescent fraction). My work in Chapter 3 addresses this
problem for z ∼ 0 clusters.
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1.4 Star formation enhancement and quenching due

to galaxy mergers

Since merging in the ΛCDM cosmological framework is an essential part of galaxy forma-
tion, studying mergers is of critical importance for understanding the build-up of stellar
mass in galaxies, including the processes governing star formation and quenching of galax-
ies. Although far more common early in the Universe’s history (Conselice et al., 2003;
Hopkins et al., 2010), they still play an important role in the long term evolution of galax-
ies in the present-day Universe, especially in groups (Lin et al., 2010). As well, although
widely studied both observationally and theoretically, particularly for close galaxy pairs,
probing the after-effects of merging on galaxy evolution remains difficult, as it has only
recently become possible to identify large samples of post-mergers that are both complete
(over a survey region) and highly pure (at z ∼ 0 in e.g. Bickley et al., 2021, 2022). Be-
cause of this limitation, much exploration remains to understand how mergers impact star
formation and quenching.

The standard picture of the merger sequence is as follows. A pair of galaxies destined
to merge will pass by or through each other ∼ 2 − 3 times during an inspiral phase
over timescales of up to several Gyr (Kitzbichler & White, 2008; Jiang et al., 2014) before
coalescing into a single galaxy with a single nucleus shortly after (McElroy et al., 2022). The
timeline for this process shown for a representative pair of galaxies in Fig. 1.3. Close passes
(causing gravitational tides and torques) and final merger can cause radical morphological
transformations, particularly in the case of major mergers (Darg et al., 2010). N-body
simulations (e.g. Toomre & Toomre, 1972) and hydrodynamical simulations (e.g. Hopkins
et al., 2013; Garrison-Kimmel et al., 2018) largely agree with observations as to what
morphologies are produced by mergers, for both ongoing merging and coalesced post-
merger remnants. Galaxies’ stellar and gas kinematics are significantly disrupted, resulting
in features such as tidal bridges between the two galaxies as they pass close to each other,
and a long and curving tidal tail of escaping material on the far side (e.g. Toomre & Toomre,
1972). As a pair of galaxies finally coalesce, their stellar matter undergoes a gravitational
process called violent relaxation, where the galaxy’s kinematics rapidly become virialized
(supported by random internal orbits/motions instead of rotationally supported). In the
∼ 1 Gyr from the start of coalescence, tidal streams and shells of stellar material are
frequently visible, with shells in massive ellipticals visible in imaging for up to ∼ 2 Gyr (Pop
et al., 2018). A realistic illustration of the timeline of this morphological transformation
for pairs of merging simulated galaxies across stages of the merging process is shown in
Fig. 1.4, for both a major merger and minor merger (figure adapted from fig. 2 of Nevin
et al., 2023).
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Figure 1.3: Representative plot of the radial separation of a pair of simulated merging
galaxies with respect to time, fig. 2 of Moreno et al. (2019), who use the GIZMO/‘Feedback
in Realistic Environments’(FIRE)-2 simulation codes. Exact duration of the first few
orbital passes between two merger galaxies depends on initial relative velocity (fairly high
in this plot), as well as the relative mass of the two galaxies. Coalescence shortly after
second pericentre is fairly typical.
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Figure 1.4: Illustration of merger stages for SUNRISE/GADGET-3 simulated galaxies, adapted
from Nevin et al. (2023). Stages shown are prior to galaxy-galaxy interactions (isolated
pre-merger galaxy), early and late inspiral as the pair go through several close passes/pass-
throughs of each other, and post-coalescence where the galaxies have merged into a single
indistinguishable object with one nucleus but with noticeable morphological disruptions,
and then after some time becomes a galaxy with no evidence of recent disruptions (isolated
galaxy). Specifically, the top (bottom) panels track a simulated galaxy and show how its
morphology changes as a function of time/merger stage, due to a major (minor) merger.
Both cases have a cold gas fraction of fg = 0.3, with mass ratio µ ≡ M1/M2.
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The inspiral phase may enhance molecular gas fractions (Violino et al., 2018; Moreno
et al., 2019) and clearly enhances star formation by a factor of ∼ 1.5−2 in close galaxy pairs
(< 20 kpc, e.g. Patton et al., 2013). The merging process appears to trigger strong inflows
of cold gas to the centre of the galaxies (Mihos & Hernquist, 1996), believed to culminate
in a starburst upon coalescence (Kauffmann & Haehnelt, 2000) and/or also accrete onto
the SMBH, triggering AGN feedback (including quasars Sanders et al., 1988; Kauffmann
& Haehnelt, 2000; Canalizo & Stockton, 2001; Hopkins et al., 2013). Some simulation
works disagree with a starbust scenario, such as Hani et al. (2020), who examined mergers
in the hydrodynamical simulation IllustrisTNG, only finding a modest factor of ∼ 2 SFR
enhancement during/after coalescence. Simulations and numerical models (Noguchi, 1987,
1988; Hernquist, 1989; Barnes & Hernquist, 1991, 1996a) generally agree on induced cold
gas flow during inspiral due to the cold disc gas losing angular momentum during the
merging process. Such studies found that close passes during inspiral result in the formation
of a stellar bar and separate gas bar feature, but with the gas lagging behind due it
being collisional. This rotational lag of a few degrees, results in it being gravitationally
torqued by the stellar bar, draining angular momentum, resulting in gas flowing to the
centre of the galaxy (Hopkins et al., 2008a; Hopkins, 2012). As the galaxies coalesce, the
accumulated cold gas in the centres of both galaxies merge and is compressed, triggering a
starburst. Feedback from supernova winds or AGN, or preventative means, such as induced
turbulence, may rapidly quench a post-merger galaxy (e.g. Hopkins et al., 2008a). A rapid
quenching scenario seems implied at least for a sizable (∼ 20 per cent) proportion of post-
mergers, by e.g. morphologically-identified merger remnants being 30-60 times more likely
to be ‘post-starburst’ galaxies (Ellison et al., 2022).

Post-starburst galaxies (or ‘E+A’/‘K+A’; hereafter referred to as PSBs) are galaxies
that have just undergone a rapid transition from star forming to quiescent. A characteristic
tell-tale signature of such galaxies is a lack of nebular emission lines, indicating a low SFR,
as well as strongly pronounced population of type A stars (leading to characteristic strong
Balmer absorption lines), which only live up to ∼ 1 Gyr (González Delgado et al., 1999)
and so indicate a star-formation burst in the last ∼ 1 Gyr. In practice, it may be hard to
classify post-starbursts beyond ∼ 300 Myr (Snyder et al., 2011). Because of their strong
association with tidal features and disturbed morphologies (from ∼ 50–90% of galaxies
Yang et al., 2008; Brown et al., 2009; Pracy et al., 2009; Pawlik et al., 2016; Sazonova
et al., 2021, with deeper surveys finding a higher fraction), they are often speculated
or interpreted to primarily be post-merger galaxies, at least in the low-redshift Universe
(Quintero et al., 2004; Bekki et al., 2005; Yang et al., 2008; Pracy et al., 2012, 2013). It
is worth noting that a sufficiently rapidly quenched galaxy, such as may occur from ram-
pressure stripping in cluster environments, can easily be classified as a post-starburst from
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spectra despite not having had a starburst (Snyder et al., 2011).

Much semi-analytic modeling (Cox et al., 2008), as well as detailed hydrodynamical
simulations of merging galaxies (e.g. the FIRE-2 simulation, which has ∼ 1 pc resolution
Moreno et al., 2019), have been carried out. Despite such detailed and extensive modelling,
it remains poorly observationally constrained how much hot and cold gas there is during and
shortly after coalescence, let alone how it evolves. Even the amount of stellar mass formed
during a possible starburst from merging has only been constrained indirectly in one way in
the literature (Hopkins et al., 2008c). Because of this, the exact amount of feedback from
star formation/supernovae and AGN in models and hydrodynamical simulations remains
somewhat speculative and poorly constrained. Addressing these observational limitations
is crucial to furthering progress in modeling/simulations that is anchored to the physical
(observable) Universe.

1.5 This thesis

This thesis seeks to shed led on the mechanisms behind the quenching of galaxies by
examining the role of environment on star formation in galaxies. This is done through
data analysis of observationally-derived datasets and simulation results, as well as simplified
empirical models to explain the observationally-derived results.

In Chapter 2, I verify galaxy groups and their members at 1 < z < 1.5. I measure
various properties and perform statistical background-subtraction to measure and fit their
stellar mass functions for quiescent and star-forming galaxies. By comparing to field galax-
ies and adding in GOGREEN cluster results, I explore the dependence of quenching on
halo mass empirically and with a simple infall quenching model.

In Chapter 3, I forward-model the observed effects of infall quenching on stellar ages
and quiescent fraction in projected phase space for SDSS galaxies in the local Universe.
With the model I constrain when quenching starts and how long it takes, as well as perform
a thorough comparison to other infall quenching models in the literature.

In Chapter 4, I forward-model the star-formation burst of galaxy mergers using a
dataset of morphologically identified galaxy mergers. Using stellar ages and star-formation
rates of close pairs, I constrain the excess stellar mass formed during the inspiral phase
prior to merging as well as for the burst occurring at time of coalescence. I provide a
constraint on the duration of the starburst and explore consistency of such a burst with
available gas observations.
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Finally, in Chapter 5, I summarize the findings of the preceding Chapters and describe
their contribution to the understanding of quenching. The chapter concludes with potential
improvements as well as directions where further work is needed.
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Chapter 2

Enhanced quenching in GOGREEN
galaxy groups at redshift 1.0 to 1.5
and a dependence on halo mass

2.1 Introduction

It is well established in the standard Lambda Cold Dark Matter (ΛCDM) cosmology that
gravitationally bound dark matter haloes build up hierarchically through a combination
of smooth accretion of surrounding matter, as well as merging with smaller structures
(White & Rees, 1978; Navarro et al., 1997; Qu et al., 2017). Complex baryonic physics,
such as radiative cooling and feedback from stars and accreting supermassive black holes
(e.g. White & Frenk, 1991; Finlator & Davé, 2008; Bouché et al., 2010; Schaye et al.,
2010; Davé et al., 2012; Bower et al., 2017) drives the formation of galaxies within this
gravitationally dominant component.

Up to at least z ∼ 2.5, galaxy populations exhibit a bimodality in their star formation
rate (SFR) distribution (e.g. Bell et al., 2004b; Brinchmann et al., 2004; Brammer et al.,
2011; Muzzin et al., 2012) and a corresponding bimodality in the distribution of rest-frame
colours (e.g. Strateva et al., 2001; Baldry et al., 2004; Bell et al., 2004a; Williams et al.,
2009; Foltz et al., 2018; Muzzin et al., 2013b; Taylor et al., 2015). Observations of these
two populations at different redshifts show that the number density and shape of the stellar
mass function (SMF) for quiescent (red) galaxies has evolved dramatically, while the SMF
of star-forming (blue) galaxies has remained nearly unchanged since z ∼ 3.5 (e.g. Faber
et al., 2007; Muzzin et al., 2013b; McLeod et al., 2021). This indicates that the latter
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population eventually stops forming stars, in a process generically called ‘quenching’. The
distinct bimodality in the colour and SFR distribution is generally assumed to imply that
this quenching must be fairly rapid (e.g. Balogh et al., 2004b; Wetzel et al., 2012), although
see Chapter 3.4 where we demonstrate that this assumption is not necessarily true.

The fraction of quiescent galaxies increases strongly with stellar mass, for Mstellar >
109 M⊙ (e.g. Kauffmann et al., 2003, 2004; Brinchmann et al., 2004; Baldry et al., 2006;
Weinmann et al., 2006; Kimm et al., 2009; Muzzin et al., 2012; van der Burg et al., 2018).
At fixed stellar mass, the quiescent fraction declines with increasing redshift, and is higher
in denser environments. This has been thoroughly demonstrated in works studying dense
environments of rich groups and clusters in the local z ∼ 0 Universe (Kauffmann et al.,
2004; Gómez et al., 2003; Balogh et al., 2004a; Hou et al., 2014), as well as intermediate
0 < z < 1 redshifts (De Lucia et al., 2004; Wilman et al., 2005; Cooper et al., 2006;
McGee et al., 2011; Giodini et al., 2012; van der Burg et al., 2018; Just et al., 2019) and
at z > 1 (Muzzin et al., 2012; Balogh et al., 2014; Nantais et al., 2016; Guglielmo et al.,
2019; Strazzullo et al., 2019; van der Burg et al., 2020). At low redshifts, the dependence
of the quiescent fraction on stellar mass and environment is largely separable (Baldry
et al., 2006; Peng et al., 2010; Kovač et al., 2014; Balogh et al., 2016; van der Burg et al.,
2018). This has been interpreted to indicate that the dominant physical mechanisms are
also separable (e.g. Peng et al., 2010). However, this is not necessarily the case (De Lucia
et al., 2012; Pintos-Castro et al., 2019), and most physically-motivated models invoked to
explain environment quenching have a dependence on stellar mass (e.g. McGee et al., 2014;
Fillingham et al., 2015; Quilis et al., 2017; Wright et al., 2019).

The environmental dependence of quenching provides a particularly interesting and
discriminating test of models (e.g. Weinmann et al., 2010; McGee et al., 2014; Hirschmann
et al., 2016). Comparison of data with models is challenging, however, in part because
there are many different, commonly used definitions of environment. These include local
density (Cooper et al., 2006; Peng et al., 2010; Sobral et al., 2011; Darvish et al., 2016;
Davidzon et al., 2016; Lemaux et al., 2019; Kawinwanichakij et al., 2017; Papovich et al.,
2018), group/cluster virial masses and cluster centric distance (Poggianti et al., 2006; Oman
et al., 2013; Muzzin et al., 2014; Paccagnella et al., 2016; van der Burg et al., 2018, 2020),
and status as central or satellite in halo (Muzzin et al., 2012; Mok et al., 2013; Balogh
et al., 2016). The quiescent fraction at fixed stellar mass correlates with environment in
most cases, but the interpretation of the physical mechanisms behind the observed trends
remains elusive, in part because of the difficulty linking these observations to theoretical
models.

To interpret the environmental dependence of the quiescent fraction, numerous works
have used simple accretion models where galaxies take some amount of time to fully quench,
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once they enter a new environment. To reproduce the observations at z ∼ 0 requires long
timescales, of at least ∼ 2 − 7 Gyr (e.g. De Lucia et al., 2012; Wheeler et al., 2014). To
reconcile this with the bimodality in observed SFRs, which requires a rapid transition, it is
frequently assumed to be a long delay time during which the galaxy properties remain un-
influenced by their environment, before rapid quenching sets in (Wetzel et al., 2013; Oman
& Hudson, 2016). These timescales are shorter at higher redshift, scaling approximately
with the dynamical time (Tinker & Wetzel, 2010; Tinker et al., 2013; Balogh et al., 2016;
Foltz et al., 2018). However, all these timescales are relative to an assumed starting point
associated with a change in environment. In general this is not well defined, and depends
upon assumptions about the physical mechanisms at work.

A physically relevant definition of environment in ΛCDM models is the mass of the
host halo, and location within it. The environment of a galaxy undergoes a large change
when it is accreted into a more massive halo and first becomes a satellite, as it orbits
within that new halo. A simple objective definition of this accretion time is the moment
when a galaxy crosses R200

1 for the first time (Balogh et al., 2000). However, simulations
suggest environment first becomes important when satellites are cut off from cosmological
accretion, which can happen well outside R200 (Behroozi et al., 2014; Bahé & McCarthy,
2015; Pallero et al., 2019). On the other hand, for processes like ram pressure stripping
that require a dense intracluster medium, the more relevant starting point could be well
inside R200 (e.g. Muzzin et al., 2014). Moreover, the starting time for environmental effects
depends on when in the merger history hierarchy the galaxy is accreted, according to one
of the above definitions. One consideration is the accretion onto the main progenitor of the
final halo. Alternatively, the physically relevant definition could be the first time a galaxy
is accreted onto any more massive halo and hence first becomes a satellite. The latter
is often referred to as “pre-processing”; observations and simulations both indicate that
pre-processing may be important for a significant proportion of galaxies and that at least
some cluster galaxies had their star formation quenched in Mhalo ≥ 1013M⊙ groups prior
to being accreted into massive clusters (Zabludoff & Mulchaey, 1998; Kawata & Mulchaey,
2008; Berrier et al., 2009; McGee et al., 2009; De Lucia et al., 2012; Hou et al., 2014; Pallero
et al., 2019; Donnari et al., 2021).

To make progress requires observations of galaxies spanning a wide range in stellar mass
and redshift, within a range of well-characterized environments that can be directly linked
to theory. This can be achieved with samples of groups and clusters with reliable halo
mass estimates. The GOGREEN survey (Balogh et al., 2017, 2021) was designed with this

1R∆ can be defined for a halo as the radius within which the average density is ∆ times either the
critical density of the Universe or ∆ times the background density. We use the former definition in this
work.
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goal, and provides a sample of 21 galaxy systems at 1 < z < 1.5 with deep photometry
and extensive spectroscopy, ranging from groups to the most massive clusters. The groups
are a subset of those identified from the deep X-ray and spectroscopic observations in the
COSMOS and SXDF regions (Finoguenov et al., 2010; Leauthaud et al., 2012; Giodini
et al., 2012; Gozaliasl et al., 2019). COSMOS groups at z < 1 have already been studied
in some detail. For example, Giodini et al. (2012) measured stellar mass functions for
quiescent and star-forming galaxies (separated using NUV -R colours) in these systems.
Among other things, they found that the fraction of quiescent galaxies increases with halo
mass, and decreases with increasing redshift, though this was not examined as a function
of stellar mass. In the present paper we build upon this work, taking advantage of deeper
X-ray data and additional spectroscopy to extend the group sample to 1 < z < 1.5.
We also make use of significantly improved photometry (deeper/more bands) to separate
quiescent/star-forming galaxies and measure their stellar mass functions and quiescent
fractions. Combined with the GOGREEN sample, and lower redshift comparison samples,
this allows for an improved picture of quenching as a function of both stellar and halo
mass, over the redshift range 0 < z < 1.5.

The structure of the paper is as follows. In §2.2 we describe the spectroscopic and
photometric data sets, as well as the group catalogues, that we use for the measurements.
Results are presented in §2.3. In §2.4, we discuss our measurements in the context of
the literature, compare to the BAHAMAS hydrodynamical simulation, and explore a toy
model to constrain pre-processing scenarios. We then conclude and summarise in §2.5. In
Appendix A, we include additional details of calibrations and robustness checks, present
the spectroscopically targeted GOGREEN groups and stacked velocity dispersion measure-
ment, as well as provide supplemental plots to our analysis and discussion of halo mass
trends.

Uncertainties are given at the 1-σ (Gaussian) level, unless stated otherwise. Logarithms
with base 10 (log10) are written simply as “log” throughout this work. All magnitudes are
given in the AB magnitude system, all (RA, DEC) coordinates are given using the J2000
system, and a Chabrier (2003) initial mass function (IMF) is assumed throughout, unless
specified as otherwise. As well, a flat ΛCDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm =
0.3, and ΩΛ = 0.7, is assumed. Halo masses and radii are given as either (M500c, R500c)
or (M200c, R200c), where c refers to the critical density of the Universe at a given redshift.
Conversions of mass and radius between 500c and 200c were done using concentration
parameters estimated using the redshift-dependent relation defined in Muñoz-Cuartas et al.
(2011). Finally, whenever the term “field” is used, we are referring to an average sample
of the Universe, which includes all environments.
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2.2 Datasets and sample selections

The core analysis of this work is based on 21 X-ray selected groups at 1 < z < 1.5, in
the COSMOS and SXDF survey regions. We rely on the excellent photometric redshifts,
calibrated with extensive spectroscopy, and statistical background subtraction to analyse
the galaxy populations in these groups. The following subsections summarise the data and
sample selections, including comparison samples at lower redshift and higher halo mass.

2.2.1 Photometric data

Imaging and catalogues

For COSMOS we use the UltraVISTA (McCracken et al., 2012; Muzzin et al., 2013a)
survey as the source of the photometry and catalogues. The first data release (DR1, v4.1)
provides a K-selected catalogue in 38 photometric bands, covering 1.62 deg2 and with a 5σ
(2.1′′ aperture) limiting magnitude of Ks = 23.9AB. The 95% stellar mass-completeness
limit is 1010 M⊙ at z = 1.5. The catalogues include photometric redshifts and rest-frame
U−V and V −J colours, computed using EAZY (Brammer et al., 2010). The photometric
redshifts are accurate to δz/(1 + z) = 0.013 (68% confidence limits), with a catastrophic
outlier fraction of 1.6% (Muzzin et al., 2013a). The catalogues also include stellar masses
and population parameters, which were obtained using the spectral energy distribution
fitting code FAST (Kriek et al., 2009) with the Bruzual & Charlot (2003) models. A
subset of the COSMOS field is covered by the ultra-deep stripes of UltraVISTA DR3. This
catalogue includes 50 photometric bands and covers a non-contiguous 0.8465 deg2, with a
5σ (2′′ aperture) limiting magnitude of Ks = 24.9AB2. A magnitude Ks = 23.5 is reached
at the 90% confidence limit and the 95% mass-completeness limit is 109.58 M⊙ at z = 1.5.
We use DR3 catalogues for the subset of groups that fall entirely within one of the stripes
of that survey; otherwise we use DR1.

For SXDF we use the SPLASH-SXDF 28-band catalogue (Mehta et al., 2018). The
subset of the SXDF field with all available filters covers 0.708 deg2, with a 5σ(2′′) limiting
magnitude of K = 25.32 (Mehta et al., 2018). By comparing with UltraVISTA DR3, we
expect this survey to be 95% complete above a stellar mass limit of 109.4 M⊙ at z = 1.5.
Photometric redshifts, their uncertainties, and stellar mass estimates were calculated by
the SPLASH team using LePhare (Arnouts et al., 1999; Ilbert et al., 2006). Photometric

2The official UltraVISTA DR3 data release document can be accessed here: https://www.eso.org/

sci/observing/phase3/data_releases/uvista_dr3.pdf
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redshift uncertainties are reported in terms of their χ2 fit, ∆χ2 = 1.0 for upper and lower
68% confidence limits. We rely on the rest-frame U , V , and J colours to classify galaxies,
and we compute these using the SPLASH-SXDF v1.6 photometric catalogue, with EAZY.
Redshifts were fixed to the SPLASH-SXDF photometric redshifts or spectroscopic redshift,
if available.

A small correction (< 0.06) is made to the photometric redshifts in the range 1 < z <
1.5, to correct a redshift-dependent bias that is observed upon comparison with a spectro-
scopic sample, as described in Appendix A.3. Details of the various spectroscopic redshift
catalogues used for this, as well as description of how they informed our photometric
redshift selection of group members and groups, can be found in Appendix A.4.

Galaxy selection

We select galaxies from the UltraVISTA DR1 catalogue of Muzzin et al. (2013a), closely
reproducing the selection used by Muzzin et al. (2013b) to calculate the stellar mass func-
tion evolution. Specifically, we select objects identified as galaxies (rather than stars),
with uncontaminated photometry and Ks < 23.4. We impose an additional cut of S/N > 7
in the Ks photometry. We perform a similar selection for UltraVISTA DR3, except to
Ks < 24.9. For galaxies in the SPLASH-SXDF we select galaxies with the same S/N > 7
criterion, and Ks < 23.7, corresponding to the 5σ depth of that survey. Stars in SXDF are
excluded from the sample using the “STAR FLAG” parameter, which is based on whether
the photometry is best-fit to a stellar or galaxy template, with an additional restriction
that the object does not belong to the stellar sequence in BzK colour-colour space.

Finally, we make a survey-dependent stellar mass cut to ensure complete, unbiased
galaxy samples. For 1 < z < 1.5 groups in UltraVISTA DR1, the shallowest of the survey
regions, we select galaxies with logMstellar/M⊙ > zgroup + 8.5, corresponding to the mass
completeness limit shown in Figure 2 of Muzzin et al. (2013b). For groups in the deeper
UltraVISTA DR3 and SXDF we conservatively select galaxies with Mstellar > 109.6 M⊙,
corresponding to the z = 1.5 completeness limit of DR3.

Classification of quiescent and star-forming galaxies

We identify quiescent3 (“red”) and star-forming (“blue”) galaxies using rest-frame UV J
colour-colour cuts, following Muzzin et al. (2013b). To ensure consistency between the

3Equivalently referred to in some of the literature as ‘passive’ or ‘quenched’.
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three photometric catalogues we use, we apply small systematic shifts to the U − V and
V − J colours of galaxies in UltraVISTA DR1 and SXDF, to match those of UltraVISTA
DR3. Specifically, we calculate the average difference in these colours between surveys,
using galaxies at 1 < z < 1.5 and with stellar masses above 1010 M⊙. This results in a
shift of ∆(V − J) = 0.08 and ∆(U − V ) = −0.05 for UltraVISTA DR1; for SXDF the
corresponding shifts are 0.10 and 0.15, respectively. We then use the following selection,
slightly modified from Muzzin et al. (2013b) (which worked with the original UltraVISTA
DR1 colours), to identify quiescent galaxies at 1 < z < 1.5:

U − V > 1.26, V − J < 1.58, (2.1)

U − V > (V − J) × 0.88 + 0.47, (2.2)

We illustrate these cuts on the rest-frame U − V vs V − J distribution in Figure 2.1.

We also consider a lower redshift comparison sample of groups, at 0.5 < z < 0.7,
selected entirely from UltraVISTA DR1 (see §2.2.2). Noting that the UV J colour-colour
cut is weakly redshift dependent (Williams et al., 2009; Whitaker et al., 2011; Muzzin et al.,
2013b) we instead adopt for these galaxies exactly the selection of Muzzin et al. (2013b)
at 0.0 < z < 1.0, namely:

U − V > 1.3, V − J < 1.5, (2.3)

U − V > (V − J) × 0.88 + 0.69 . (2.4)

Group selection

The COSMOS groups and SXDF groups we use for our analyses were identified in Gozaliasl
et al. (2019) and Finoguenov et al. (2010), respectively. Each group in the catalogue has a
quality flag ranging from 1 (best) to 5 (worst), although the precise meaning of these flags
is different in the two surveys. We update quality flags for a subset of groups in the two
group catalogues based on information from our GOGREEN spectroscopy, which increases
the number of available spectroscopically confirmed groups. We then select only groups
with quality flags < 3, defined in Gozaliasl et al. (2019) to have both X-ray detections,
photometric overdensity of galaxies, and at least one spectroscopically-confirmed member
4.

4In Table 2.1, group COSMOS-30317 is listed as having no spectroscopic members. This discrepancy
with Gozaliasl et al. (2019) may be either due to a different cut in redshift or a difference in the spectroscopic
catalogues being used.
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Figure 2.1: Rest-frame U − V vs V − J colour distributions for galaxies in the SXDF
(black points), UltraVISTA DR1 (orange contours) and DR3 (blue contours), with the
colour-colour cuts dividing quiescent and star-forming galaxies (solid black line). Small
zeropoint adjustments have been made to SXDF and DR1, as described in the text. For
the purposes of this figure, galaxies are limited to 1 < z < 1.5 and log(Mstellar/M⊙) > 10.

28



With this selection we have an initial sample of 21 groups at 1 < z < 1.5: nine in
UltraVISTA DR1, eight in DR3, and four in SXDF. The properties of these groups are
presented in Table 2.1. All of these groups have halo masses estimated to be in the range
13.6 < log(Mhalo/M⊙) < 14.0, with an average of log(Mhalo/M⊙) ≈ 13.8. For each group
we calculate R200c(z) (using Hearin et al., 2017) corresponding to this average mass (e.g.
R200c = 1.044′ in projection at z = 1.25).

The masses are based on the weak lensing calibrations of the LX − Mhalo relations
in COSMOS (Leauthaud et al., 2010). The mentioned biases in the Planck 2015 paper
(Planck Collaboration et al., 2016b) are relevant only for the hydrostatic mass estimates
(see also Smith et al., 2016, for detailed discussion of the biases in the Planck 2015 paper).
For the SZ confirmation on similar galaxy groups (near our redshift and halo mass range),
there is one such measurement, at z=2 (Gobat et al., 2019). As an alternative indicator of
halo mass, we calculate the richness, λ10.2,R<1Mpc, defined as the number of photometrically
background-subtracted galaxies within a 1 Mpc radius above a stellar mass of 1010.2 M⊙.
In Figure 2.2 we show the correlation between these richness values and the M200c masses
from X-ray fluxes for our group sample. This is compared with more massive clusters
from van der Burg et al. (2020), discussed in §2.2.2 below. For that sample, we use halo
masses based on the dynamical analysis of Biviano et al. (2021). Although the uncertainties
on individual richness measurements are large, this comparison confirms that the group
sample is systematically less rich than the cluster sample, at the level expected from their
mass estimates. Only one of the groups has a richness λ10.2,R<1Mpc < 1, significantly lower
than expected of a truly overdense system.

The subset of 1 < z < 1.5 groups with GOGREEN spectroscopy affords the opportunity
to study these groups in some more detail, and to test the robustness of the statistical
background subtraction. This analysis is presented in Appendix A.4.3. Where it is possible
to calculate a robust velocity dispersion, we report these values in Table 2.1. The dynamical
halo mass, M200c,dyn (column 8 of Table 2.1), is then derived using the relation in Saro et al.
(2013). Two groups – SXDF64 and SXDF87 – have dynamical masses significantly higher
than that based on their X-ray emission, and formally above our arbitrary threshold for
low-mass haloes, of 1014 M⊙. To be conservative, therefore, we exclude these two groups
from the rest of our analysis, though we have confirmed that our results are not sensitive
to this choice.

The mean and median redshift of the group sample (1.179 and 1.170, respectively) is
somewhat lower than that of the field sample (1.236 and 1.39). We have verified that our
conclusions are unchanged if we divide the group and field samples into two redshift bins
and conclude that our findings are not sensitive to this difference.
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Figure 2.2: Richness as a function of halo mass for groups in this work (blue points; mean of
sample shown with the square black point) and the GOGREEN clusters (red points). The
richness, λ10.2,R<1Mpc, is the number of background-subtracted galaxies that have stellar
masses above 1010.2 M⊙ within 1 Mpc, following van der Burg et al. (2020). Halo masses
for the groups are derived from the X-ray fluxes, while for the clusters they are based
on a spectroscopic dynamical analysis from Biviano et al. (2021). The richness-halo mass
relation fit for clusters at 0.1 < z < 0.33 from Simet et al. 2017 is shown for comparison
as a dashed line. Note that one of the groups has a formally negative richness, and lies off
the bounds of this figure.
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Name RA (◦) Dec (◦) z flag log
(M200c,X

M⊙

)
Ks limit log

(M200c,dyn

M⊙

)
σv( km s−1) Nspec λ10.2,R<1Mpc

COSMOS-30221 150.56200 2.50309 1.197 0 13.80 24.9 12.90 ± 0.30
0.39 200 ± 50 9 23.6 ± 5.0

COSMOS-20267 150.44487 2.75393 1.138 1 13.91 24.9 – – 2 20.0 ± 5.3

COSMOS-30307 149.73943 2.34139 1.028 1 13.72 24.9 – – 3 15.4 ± 5.7

COSMOS-20028 149.46916 1.66856 1.316 0 13.89 24.9 13.33 ± 0.19
0.38 285 ± 75 10 30.0 ± 5.4

COSMOS-20057 150.45229 1.91046 1.179 1 13.81 24.9 – – 1 23.7 ± 5.0

COSMOS-10155 150.59137 2.53778 1.138 1 13.89 24.9 – – 3 12.0 ± 4.1

COSMOS-30317 150.12646 1.99926 1.019 1 13.65 24.9 – – 0 15.0±4.2

COSMOS-20072 149.86012 1.99973 1.179 1 13.92 23.9 – – 3 6.8 ± 4.6

COSMOS-20199 150.70682 2.29253 1.095 1 13.70 23.9 – – 5 −6.5 ± 2.6

COSMOS-20198 149.59607 2.43788 1.168 1 13.81 23.9 – – 3 14.8 ± 5.8

COSMOS-20243 150.26115 2.76857 1.315 1 13.80 23.9 – – 1 20.0 ± 5.6

COSMOS-10063 150.35902 1.93521 1.172 0 13.74 23.9 – – 9 18.85 ± 5.5

COSMOS-10105 150.38295 2.10278 1.163 1 13.79 23.9 – – 5 12.7 ± 4.9

COSMOS-20125 150.62077 2.16754 1.404 0 13.81 23.9 – – 8 4.4 ± 4.4

COSMOS-10223 150.05064 2.47520 1.260 1 13.76 23.9 – – 4 13.6 ± 3.7

COSMOS-30323 150.22540 2.55061 1.100 2 13.71 23.9 – – 3 5.6 ± 3.6

SXDF49XGG 34.49962 −5.06489 1.091 0 13.77 25.3 13.25 ± 0.22
0.27 255 ± 50 14 17.0 ± 4.6

SXDF64XGG∗ 34.33188 −5.20675 0.916 0 13.76 25.3 14.20 ± 0.18
0.21 530 ± 80 8 –

SXDF76aXGG 34.74613 −5.30411 1.459 0 13.93 25.3 14.06 ± 0.38
0.54 520 ± 180 6 31.1 ± 5.2

SXDF76bXGG 34.74743 −5.32348 1.182 0 – 25.3 12.98 ± 0.33
0.45 210 ± 65 7 3.3 ± 3.3

SXDF87XGG∗ 34.53602 −5.06303 1.406 0 13.89 25.3 14.44 ± 0.19
0.223 700± 110 9 –

Table 2.1: Group names correspond to those in Gozaliasl et al. (2019) and Finoguenov et al. (2010) for
COSMOS and SXDF, respectively; names in boldface are those included in the GOGREEN (Balogh et al.,
2021) spectroscopic survey. SXDF76XGG has been split into “a” and “b” to identify the foreground
group; the original X-ray mass estimate for M200c,X has been retained only for the higher redshift system.
Group redshifts are taken from the original catalogues, except where GOGREEN spectroscopy is available
to provide an improved measurement (see Appendix A.4.3). Column 5 is the group quality flag. A flag
value of 0 denotes a group with confirmed redshift from GOGREEN (Balogh et al., 2021). Other flag
numbers are based on the Gozaliasl et al. (2019) catalogue: 1 for secure X-ray emission with well-defined
centre and at least one spectroscopic member, and 2 for a system that has some X-ray contamination
from foreground or background systems. Column 6 gives the group halo mass estimates from the original
catalogues, derived from observed X-ray luminosities. Column 7 gives the Ks-band limiting magnitude for
the survey from which each group is drawn, as described in the text. Column 9 gives the (spectroscopic)
velocity dispersion we determined for our GOGREEN targeted groups in Appendix A.4.3, and column 8
shows the corresponding dynamical masses. Column 9 gives the number of spectroscopic group galaxies in
each group, within a radius of 2R200c. The final column gives the richness for groups in our photometric
sample, with richness defined as the number of group members with log(Mstellar/M⊙) > 10.2 found within
a 1 Mpc circular aperture (see Figure 2.2 for a comparison of these values with the GOGREEN clusters
sample from van der Burg et al. (2020)). The two groups indicated with a ∗ are excluded from the analysis
in this paper, as their dynamical masses suggest they may exceed our threshold definition for low-mass
haloes.
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2.2.2 Comparison samples

Higher halo masses at 1 < z < 1.5

We contrast our low halo-mass systems at 1 < z < 1.5 with eleven higher mass clusters in
the same redshift range from GOGREEN. Our measurements are similar to those in van
der Burg et al. (2020), but recalculated to include only galaxies within R200c. Halo masses
are determined dynamically (Biviano et al., 2021), and we show the correlation between
these and the cluster richness in Figure 2.2. This sample is divided into two bins of halo
mass, though the highest mass bin contains only two clusters at the lower end of the target
redshift range: SPT-CL J0546-5345 (z = 1.068) and SPT-CL J2106-5844 (z = 1.126). We
note that several clusters (SpARCS-1051, SpARCS-1638, SpARCS-1034, SpARCS-0219)
have low richness values more typical of our groups.

Intermediate redshift 0.5 < z < 0.7

The galaxy populations in the X-ray selected groups at z < 1 have been extensively studied,
notably by Giodini et al. (2012). We use a similar sample but redo the analysis to ensure
consistent methodology when comparing with our higher redshift sample. Specifically,
we select fourteen groups in the redshift range 0.5 < z < 0.7 from the COSMOS field,
and use the UltraVISTA DR1 catalogue. Since the average rest-frame UV J colours and
photometric redshifts do not noticeably differ between UltraVISTA DR1 and DR3, we do
not make the adjustments to colours or photometric redshifts that we applied to the higher
redshift sample. The groups are required to be robustly identified (quality flags < 3) and
in the halo mass range 13.6 < log(Mhalo/M⊙) < 14.0. The average halo mass of the sample
is log(Mhalo/M⊙) ≈ 13.78, comparable to the mass of our higher redshift group sample.
The photometric redshift selection, and statistical background subtraction, is done in an
analogous way to that for the 1 < z < 1.5 sample.

For higher mass clusters at this redshift we use the published measurements and un-
certainties in the stellar mass functions for 21 clusters selected based on their Sunyaev-
Zeldovich (SZ) signal, from the Planck all sky survey, from van der Burg et al. (2018).
These clusters span the halo mass range 14.5 < log(Mhalo/M⊙) < 15.1. These were anal-
ysed in a very similar way to the clusters from van der Burg et al. (2020) that we use at
higher redshift.

The field sample we compare with at this redshift is comprised of all UltraVISTA DR1
galaxies with photometric redshifts in the range 0.5 < z < 0.7.

32



Low redshift 0.01 < z < 0.2

At 0.01 < z < 0.2 we use the SDSS-DR7 measurements from (Omand et al., 2014). Galaxy
groups are selected from the Yang et al. (2012) friends-of-friends catalogue. Halo masses
were determined through abundance matching, using the total group luminosity to rank
them. We select haloes in the same mass ranges as at other redshifts, without any evolution
correction; the final sample includes 13806/3282/483 haloes in the low/intermediate/high
mass bins. All galaxies associated with a halo are included as members, with no addi-
tional selection based on clustercentric radius. Stellar masses are computed following the
procedure described in Brinchmann et al. (2004), with a small (10 per cent) correction
to convert from a Kroupa (2001) to a Chabrier (2003) initial mass function using Madau
& Dickinson (2014). Quiescent galaxies are identified as those with specific star forma-
tion rates sSFR < −0.24 log(Mstellar/M⊙) − 8.50, chosen to lie below and parallel to the
star-forming main sequence identified in Omand et al. (2014).

2.3 Results

2.3.1 Stellar mass functions

The photometric redshift uncertainties in both UltraVISTA and SPLASH-SXDF are still
large enough that galaxies cannot be unambiguously identified as members of groups or
clusters. We therefore rely on statistical background subtraction, using our representative
field sample, to calculate the stellar mass functions.

The number of group members of a given type (quiescent or star-forming), and within a
given stellar mass bin, is calculated as the number of galaxies NC within a circular aperture
AC around the group centre, and with photometric redshifts such that |z−zg| < ∆z relative
to the group redshift, zg, minus the corresponding average number of galaxies in the field
within that same aperture and redshift slice. For each galaxy sub-population (e.g. quiescent
or star-forming) the average number of galaxies per group that we find is described by the
following expression:

ϕ(M) =
1

NG

∑
g

[
NC,zg(M) −Nsurvey,zg(M) ×

(
AC

Asurvey

)]
, (2.5)

where NG is the number of groups, g is a given group, Nsurvey, Asurvey are the number of
field galaxies and the total area of the survey from which each group is drawn, respectively.
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We use M = Mstellar in the above expression for brevity. The aperture size is chosen to be
R200c, and a photometric redshift cut of ∆z = 0.126 was chosen for all three survey regions
(see Appendix A.3.2 for explanation of this cut choice). As well, since the area of a group
aperture at a given redshift is negligible relative to the rest of the given survey region at
that redshift, we refer to the overall survey area/volume as the “field”.

The error on the number of background-subtracted galaxies in a group is given by
summing in quadrature the Poisson counting error and the Poisson error term for the
field contribution (AC/Asurvey), which simplifies to σ ≈

√
NC(M). The total error for the

number of galaxies in a given mass bin is then

σ(M) =
1

ϕ(M)

√∑
g

N2
C,zg

(M), (2.6)

where NC,zg is the number of galaxies in the circular aperture, C, around a given group,
g, at redshift zg.

In Figure 2.3 we present the background-subtracted stellar mass functions for the full
sample of 1 < z < 1.5 groups, and separately for the quiescent and star-forming popula-
tions. Each bin is weighted by the number of contributing groups, such that the resulting
values are the average number of galaxies per group, per dex in stellar mass.

The stellar mass functions are fit with Schechter (1976) functions of the form

Φ(M) =
dN

dM
dM = Φ∗

(
M

M∗

)α

e−M/M∗
dM, (2.7)

where M is the stellar mass, M∗ is the characteristic mass where the Schechter function
transitions between a power law and an exponential cut-off, and α is the logarithmic slope
of the faint-end power-law. We fit all three parameters, separately for each sample, by
minimizing the χ2. Where needed, we arbitrarily increase the uncertainties to ensure
χ2/ν = 1 for the best fit model, where ν is the number of degrees of freedom. This is
only important for the quiescent population, for which a single Schechter function does not
provide a good fit (χ2/ν = 2.56); uncertainties are therefore increased by a factor ∼ 1.6.
With this adjustment we calculate the 68% confidence limits from the χ2 distribution and
determine all parameter combinations that provide a χ2 within these limits. All points
are included in the fits, including those with contributions from fewer than the maximum
number of groups. The best fit parameters and their uncertainties are given in Table 2.2,
and the mass functions are shown in Figure 2.3.
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Figure 2.3: Background-subtracted stellar mass function of quiescent (top panel), star-
forming (middle), and total (bottom) group galaxies at 1 < z < 1.5. Overlaid on each
plot are the Schechter function fits to the group data (solid line), normalized to match
the number of group galaxies per dex (bin size ∆ log(Mstellar/M⊙) = 0.2), and with shaded
regions indicating the 68% confidence interval on the fit parameters, computed as described
in the text. Error bars shown represent the Poisson shot noise.
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Figure 2.4: We show two of the Schechter function fit parameters for the 1 < z < 1.5
galaxy group population, for the total sample (black), the quiescent galaxies (red) and
the star-forming galaxies (blue). Points represent draws of parameters within the 68 per
cent confidence limits of the fits. The cyan crosses indicate the best fit parameters. The
α parameter for the quiescent population is effectively unbounded: high values of α > 2
provide acceptable fits within 2σ. The crosses with solid ellipses represent the fit parameters
and 68 per cent confidence limits for the massive cluster population at the same redshifts,
from van der Burg et al. 2020.
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Groups
Population log(M∗/M⊙) α ϕ∗

[group−1 dex−1]

Quiescent 10.8+0.2
−0.3 0.1+0.7

−0.4 8.9+13.6
−6.2

Star-forming 10.6+0.2
−0.2 −0.7+0.5

−0.4 8.6+24.0
−6.7

Total 10.9+0.1
−0.1 −0.7+0.2

−0.2 14.0+15.3
−7.8

Field
Population log(M∗/M⊙) α ϕ∗

[10−3 Mpc−3 dex−1]

Quiescent 10.63+0.04
−0.03 0.06+0.07

−0.07 1.42+0.28
−0.24

Star-forming 10.82+0.03
−0.04 −1.27+0.02

−0.02 1.31+0.33
−0.27

Total 10.90+0.04
−0.04 −1.12+0.03

−0.03 1.98+0.60
−0.46

Table 2.2: Best fit Schechter function parameters and their 68% confidence limits, for the
low-mass halo (group) population and the combined field (UltraVISTA DR1, DR2, and
SXDF). The normalization parameter for the group galaxies Schechter fits, ϕ∗, reproduces
the curves in Figure 2.3; it has units of number of galaxies per group per dex.
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Figure 2.5: Measured quiescent fractions for the group (large black squares, offset slightly
horizontally for clarity) and field (small black points). The red shaded region reflects
fits drawn from the 68% confidence limits on the fits to the quiescent and star-forming
stellar mass functions (constrained to be within the 68% confidence limits on the total
stellar mass function fit). The quiescent fraction for the field derived from Schechter fits
for the field is also shown, as the black dashed curve with yellow shading showing the
68% confidence limits. Points with fQ > 1 are a result of uncertainty on the statistical
background subtraction, which can lead to a formally negative abundance of star-forming
galaxies. We also show the quiescent fraction for the spectroscopic group members (blue
diamonds), i.e. within 2R200c.
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The parameters M∗ and α are compared with the corresponding fits to the GOGREEN
massive cluster population from van der Burg et al. (2020), in Figure 2.4. The shape of the
total stellar mass function is in excellent agreement with that measured in more massive
clusters. Both the quiescent and star forming populations prefer a higher α slope than the
clusters, but the Schechter function fit parameter combinations in the two samples are still
consistent at the 2σ level. Importantly, we do not observe the excess of low-mass quiescent
group members that is seen at low redshifts (Peng et al., 2010) and we rule out a steep
(α < −1) low-mass slope for this population at the 99 per cent confidence level.

2.3.2 Quiescent fraction and quiescent fraction excess

We use the stellar mass functions in the previous section to compute the quiescent fraction,
defined as:

fQ(M) ≡ NQ(M)

NQ(M) + NSF(M)
, (2.8)

where NQ and NSF are the number of quiescent and star-forming galaxies, respectively, as
identified in UV J colour space (see §2.2.1).

We show fQ as a function of stellar mass for our group sample in Figure 2.5. Uncer-
tainties on the binned data are computed assuming the quiescent and star-forming stellar
mass populations are independent. However, we correctly account for the covariance when
deriving the quiescent fraction from the Schechter function fits, which are overlaid as the
shaded region. We calculate this by taking random draws from fits within the 68% confi-
dence limits of the quiescent and star-forming populations, and only keep those for which
the sum is in agreement with the total SMF within the same 68% confidence. There is a
strong dependence on stellar mass, with fQ increasing from near zero to unity over the full
range. For high stellar masses, Mstellar > 1011 M⊙, fQ is systematically larger in the group
sample than the field. At lower masses the excess is both smaller and statistically not
significant. To complement this comparison, we also consider the quiescent fraction for the
spectroscopic members of the seven GOGREEN groups (i.e. excluding the two with high
dynamical masses, that are excluded from all our analysis). This has the advantage that
it does not rely on statistical background subtraction. However, the smaller sample size
means we can only consider three stellar mass bins, and we also include all spectroscopic
group members within 2R200c, a larger aperture than for the photometric sample. These
spectroscopic members are from GOGREEN and any of the available surveys described in
§A.4.1. As shown in the Figure, the quiescent fractions for this spectroscopic subsample
are fully consistent with our full group sample.
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Figure 2.6: Quiescent fraction excess is shown as a function of stellar mass for our 1 <
z < 1.5 galaxy group sample (black squares). The quiescent fraction excess is significantly
nonzero only for M ≳ 1011 M⊙. The red shaded region represents the 68% confidence limits
derived from the Schechter function fits to our stellar mass functions. Quiescent fraction
excess values (grey triangles) and best fit line (gray dashed line) are also plotted for the
GOGREEN 1 < z < 1.5 clusters in (van der Burg et al., 2020). The clusters show a strong
trend in QFE with stellar mass, particularly above log(M∗/M⊙) ≈ 10.75. Additionally, the
clusters display significant quiescent fraction excess at lower stellar masses, with a trend in
the data consistent with an approximately flat relation for log(Mstellar/M⊙) < log(M∗/M⊙).
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Figure 2.7: Quiescent fraction excess (QFE) shown as a function of halo mass (M200c),
Mhalo/M⊙, for two galaxy stellar mass bins, and for samples at three different redshift
ranges, as indicated. Our new measurements at 1 < z < 1.5 are shown as the green points
connected by a green solid line, with the groups’ point indicated by a black circle rather
than a green diamond (GOGREEN clusters). The other samples are described in §2.2.2;
we note the black circle for 0.5 < z < 0.7 is specifically calculated in this work as well.
The halo-mass dependence of the QFE has a similar slope at all redshifts and stellar mass
bins, of ∼ 0.24 (see text for details). See Figure A.8 for a more detailed breakdown of both
fQ and QFE by stellar mass.
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To better characterize any difference in fQ in groups relative to the field, we calculate
the quiescent fraction excess (QFE)5. This is defined as

QFE ≡ fQ,cluster − fQ,field

1 − fQ,field

, (2.9)

where fQ,field and fQ,cluster are the fractions of quiescent galaxies in the field and cluster,
respectively. In a naive infall interpretation, this quantity represents the fraction of galaxies
accreted from the field that have been transformed into quiescent galaxies to match the
observed group population (e.g. van den Bosch et al., 2008; Peng et al., 2010; Wetzel et al.,
2012; Balogh et al., 2016; Bahé et al., 2017). We note that QFE< 0 is a physical solution
even in the presence of environmental quenching processes, since the field is defined as the
global population, including massive haloes; there will therefore be a halo mass scale below
which most “field” galaxies reside in more massive haloes.

The QFE values for our group sample are shown as a function of stellar mass in Figure
2.6. The average QFE is significantly greater than zero and shows an increasing trend with
stellar mass, similar to those for the 1 < z < 1.5 clusters in van der Burg et al. (2020),
also shown in Figure 2.6. These results are also similar to those published by Balogh et al.
(2016), for groups at a slightly lower redshift 0.8 < z < 1, though we find a larger QFE
at the highest stellar masses. Interestingly, both groups and clusters are consistent with a
mass-independent QFE below M∗ (QFE ≈ 0 for groups, QFE ≈ 0.35 − 0.40 for clusters)
and a significant jump in QFE towards QFE ≈ 1 above M∗.

2.3.3 The halo mass dependence of galaxy quenching

We now present QFE as a function of halo mass and stellar mass, in Figure 2.7. The group
and cluster samples at each redshift are described in §2.2.2, as are the definitions of the
field samples. Motivated by the results in Figure 2.6 we show the results in two stellar
mass bins, below and above the jump in QFE. Our conclusions are unchanged if we use a
smaller binning, which we demonstrate in Appendix A.5.

In general we find the QFE increases with increasing stellar mass and halo mass, with
at most modest redshift evolution when those parameters are fixed. Most notably, the

5We choose the terminology, QFE, for consistency with recent prior works (Wetzel et al., 2012; Bahé
et al., 2017; van der Burg et al., 2020) and a more intuitive meaning than a variety of other synonymous
terms used in the literature. Other terms synonymous with QFE used in the literature include “transition
fraction” (van den Bosch et al., 2008), “conversion fraction” (Balogh et al., 2016; Fossati et al., 2017),
and “environmental quenching efficiency” (Peng et al., 2010; Wetzel et al., 2015; Nantais et al., 2017; van
der Burg et al., 2018).
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dependence of QFE on the logarithm of halo mass appears to be similar in all stellar mass
and redshift bins. To further quantify this, we fit a linear regression model to QFE as a
function of Mhalo for all the data, with a single slope but different intercepts for each redshift
and stellar mass bin. We find a slope of m = 0.24 ± 0.04 with a reduced χ2 of ∼ 1.06
indicating an acceptable fit. The points that appear most discrepant with this simple
scaling are for the highest halo masses in the stellar mass range 1010 < Mstellar/M⊙ < 1010.7.
The QFE for the GOGREEN data are actually lower than that measured at intermediate
halo masses at the same redshift, though they are consistent at the 1.6σ level as determined
by a two-tailed split-Gaussian hypothesis test. Though this appears to differ from the
simple scaling derived above, we note that this approximate independence of QFE on
halo masses above ∼ 2 × 1014Mhalo is in fact consistent with what we observe at other
redshift and stellar mass bins, and also with the simulation predictions discussed below,
in §2.4.1. Although there are only two clusters contributing to this bin, sample variance
is unlikely to be large enough to explain the large difference between this measurement
and the measurement of similarly massive clusters at lower redshift, given the observed
homogeneity of cluster systems (e.g. Trudeau et al., 2020). On the other hand, the QFE
observed in the massive Planck-selected clusters at 0.5 < z < 0.7 is significantly higher
than even the z = 0 sample at the same mass, and implies a steeper logarithmic slope than
we fit for the sample as a whole. It is possible that this reflects a bias resulting from the
SZ-selection, or a difference in the field samples near those clusters, but we do not have
a good explanation for the result. It would be useful to include more cluster samples at
intermediate redshift in a future analysis.

2.4 Discussion

It is well known that the quiescent fraction of galaxies in clusters shows a general decrease
with increasing redshift (e.g. Butcher & Oemler, 1984; Haines et al., 2013) and quiescent
populations of galaxies are now well studied for clusters at z > 1 (e.g. Brodwin et al.,
2013; Nantais et al., 2016; Lee-Brown et al., 2017; Kawinwanichakij et al., 2017; Foltz
et al., 2018; Strazzullo et al., 2019; Trudeau et al., 2020; van der Burg et al., 2020). In
this work we have used the wide halo mass range of the GOGREEN and COSMOS/SXDF
cluster catalogues to demonstrate (Figure 2.7) that QFE correlates (increases) with both
stellar mass and halo mass at 1 < z < 1.5.

A compilation of QFE values (integrated over a broad stellar mass range) for low halo
mass “groups” at various redshifts was presented by Nantais et al. (2016). We show an up-
dated version of their figure including our background-subtracted group measurements in
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Figure 2.8, for all galaxies with Mstellar > 1010 M⊙. Overall, our work is broadly consistent
with the published literature: even within low-mass haloes the galaxy population exhibits
enhanced quenching relative to the field. A possible redshift trend of QFE with redshift
may be apparent in this compilation. However, we resist drawing any strong conclusions
from a further quantitative comparison, given significant methodological differences be-
tween studies. Moreover, the stellar mass dependence of QFE complicates any physical
interpretation of these integrated values.

Our results build on the earlier work of van der Burg et al. (2020), who measured the
stellar mass function of the GOGREEN cluster sample and found that, while the fraction
of quiescent galaxies is much higher in the clusters than the field, the shape of the stellar
mass function for quiescent galaxies is identical in both environments. The same is true
for the star-forming population. This is a puzzling result and it indicates that, unlike at
low redshift, environmental quenching is not separable from the stellar mass dependence.
This is reflected in the fact that the QFE strongly increases with increasing stellar mass,
from ∼ 30% at ∼ 1010 M⊙ to ∼ 80% at > 1011 M⊙, in contrast with studies in the local
Universe. A possible explanation for this, as described in van der Burg et al. (2020), is
that the quenching mechanism in these z > 1 clusters is an accelerated version of the same
process affecting field galaxies.

However, this interpretation would naively lead to the prediction that cluster galaxies
should be substantially older than field galaxies, which contradicts the findings of Webb
et al. (2020). In that work, SFHs were measured for 331 quiescent galaxies in the same
GOGREEN cluster and field samples, using the PROSPECTOR Bayesian inference code
(Leja et al., 2017b; Johnson et al., 2019a) to fit the photometric and spectroscopic obser-
vations6. They find that galaxies in clusters in the stellar mass range 1010 − 1011.8 M⊙ are
older than field galaxies, but only by ≲ 0.3 Gyr.

As dark matter haloes grow, it is unclear exactly how or when environmental quenching
processes become important (e.g. Bahé et al., 2013). In particular, if environmental pro-
cesses are important in low-mass haloes, the quenching of star formation may take place
long before galaxies are finally accreted onto massive clusters. In the following two sub-
sections, we first explore how well hydrodynamic simulations reproduce our observations
and then we use what we have learned about the halo mass dependence of the quiescent
fraction at 1 < z < 1.5 to explore the extent to which pre-processing could reconcile the
van der Burg et al. (2020) and Webb et al. (2020) results.

6The full posteriors of Webb et al. (2020)’s PROSPECTOR fits are available from the Cana-
dian Advanced Network for Astronomical Research (CANFAR), at www.canfar.net/storage/list/

AstroDataCitationDOI/CISTI.CANFAR/20.0009/data; DOI:10.11570/20.0009.
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Figure 2.8: Compilation of quiescent fraction excess measurements as a function of redshift
for groups of galaxies, adapted from Nantais et al. (2016). Lines connect points from the
same study. Our sample (green squares) include all galaxies with Mstellar > 1010 M⊙, the
95% stellar mass completeness limit at z = 1.5. Overall the compilation appears to indicate
a gradual redshift evolution of QFE. We caution, however, that the different analyses shown
here are not fully consistent in their methodology or sample selections.
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2.4.1 Comparison with BAHAMAS hydrodynamic simulation pre-
dictions

We begin considering the physical implications of our result by determining the extent to
which these correlations are naturally predicted by hydrodynamic simulations. For this
we use the BAHAMAS cluster simulations (McCarthy et al., 2017, 2018), which were run
with the standard Planck 2013 cosmology (Ade et al., 2014), using 2×10243 particles in
a large cosmological volume, 400 Mpc h−1 on a side. Dark matter and (initial) baryon
particles masses of ≈ 4.44 × 109 h−1 M⊙ and 8.11 × 108 h−1 M⊙ are used, respectively.
These simulations implement various subgrid physics models, including metal-dependent
radiative cooling in the presence of a uniform photoionising UV/X-ray background, star
formation stellar evolution and chemical enrichment, and stellar and AGN feedback (see
Schaye et al., 2010, and references therein for a detailed description of the subgrid imple-
mentations). Consistent with our work and compiled literature results, a Chabrier (2003)
IMF is assumed. The parameters of these prescriptions were adjusted to reproduce the
observed Kennicutt-Schmidt law, the observed galaxy stellar mass function (GSMF), and
the amplitude of group/cluster gas mass fraction–halo mass relation at z ∼ 0. Thus,
these simulations are distinguished from some others by the fact that they are deliber-
ately calibrated to ensure the correct total baryon content in haloes. This is important
when considering environmental effects on group scales where, for example, hydrodynamic
interactions with the hot gas may be important.

We select all BAHAMAS groups with halo masses log(M200c/M⊙) > 13.2 (no explicit
upper halo mass limit). The group selection is based on a Friends-of-Friends group-finding
algorithm applied to two separate snapshots of the BAHAMAS simulation, at z = 0 and
z = 1.25, respectively. For each identified group, all galaxies within R200c (in 3D space)
are considered to be group members. For each group, the field sample is taken to be all
galaxies outside 2.5R200c. To separate quiescent from star-forming galaxies, we use the
sSFR threshold from Franx et al. (2008): sSFR > 0.3/tH(z), where tH(z) is the Hubble time
at a given redshift. At z ∼ 1.25 tH(z) ∼ 5 Gyr, so this corresponds to sSFR > 6×10−11 yr−1.
Although this is different from the UV J selection made in the data, we have confirmed that
the qualitative trends of fQ and QFE are stable for large variations in the choice of star-
forming threshold – a multiplicative factor of 2-3 to the sSFR cut does not qualitatively
change our conclusions.

We focus our attention primarily on the QFE trends with halo mass in BAHAMAS,
shown in Figure 2.9 for the same stellar mass bins as in Figure 2.6. The quiescent fractions
themselves, and an alternative stellar mass binning, are provided in Appendix A.5. We
first consider the high stellar mass sample, in the right panel. The BAHAMAS predictions
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Figure 2.9: We show the quiescent fraction excess from the BAHAMAS hydrodynamic
simulation as a function of stellar and halo mass, Mhalo/M⊙ at two redshift snapshots as
indicated. The corresponding data from Figure 2.7 are reproduced here for comparison. In
the simulations, both fQ and QFE decrease with increasing stellar mass, in stark contrast
with the data. However, the correlation with halo mass and redshift is qualitatively similar
to the trends observed in the data. See Figure A.9 for a more detailed breakdown of both
fQ and QFE by stellar mass.
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at z = 0 are in quite good agreement with the data, reproducing both the absolute value
of the QFE and its dependence on halo mass. The simulations predict that this halo
mass dependence becomes significantly steeper at z ∼ 1, in contrast with the observations.
There is reasonable agreement at high halo masses (Mhalo > 1014 M⊙), though the modest
redshift evolution is in the opposite sense to the observations. On group scales, however,
the models predict no significant QFE at z ∼ 1, significantly below our measured QFE
= 0.48 ± 0.15.

Turning now to the lower stellar mass bin, 10 < log(Mstellar/M⊙) < 10.7, the model
generally predicts a steep increase in QFE with halo mass, before flattening around Mhalo ∼
2 × 1014 M⊙. The overall shape of the trend – steep then flat – appears similar to our
data, just shifted upwards. Over the whole mass range, the dependence of QFE on halo
mass has a logarithmic slope of ∼ 0.3 at both redshifts (i.e. a factor of 10 increase in
halo mass results in an increase of ∼ 0.3 in QFE), remarkably similar to our measurement
in §2.3.3. The sense and magnitude of the redshift evolution is also in good agreement
with the observations. Despite these successes, the absolute value of the QFE itself is
too high, for all halo masses at both z = 0 and z = 1.25. This reflects the difficulties
faced by many simulations and models, and is likely due to an incomplete understanding
of feedback (Kukstas et al., 2023). The result is also sensitive to choices in how quiescent
galaxies are defined, and the aperture within which star formation rates and masses are
measured in the simulations (e.g. Furlong et al., 2015; Donnari et al., 2019, 2021). The
fact that the simulations predict a halo mass dependence of QFE that is similar to what
we observe over a wide range in redshift and halo mass is encouraging, and suggests that
they may be correctly capturing the relevant physics associated with the impact of large
scale structure growth on galaxy evolution, even if the feedback prescriptions themselves
are not sufficiently accurate to reproduce the observed dependence of QFE on stellar mass.

2.4.2 Toy models

As described earlier, simple toy models of galaxy clusters at 1 < z < 1.5, in which envi-
ronmental quenching occurs after accretion onto the main progenitor, are unable to simul-
taneously match the observed quiescent fractions and relative ages of quiescent galaxies
(van der Burg et al., 2020; Webb et al., 2020). In particular, van der Burg et al. (2020)
note that the stellar mass-dependence of environmental quenching needs to be similar to
that of the quenching process in the general field to result in the observed SMFs, and
they propose that clusters experience an early accelerated form of that same phenomenon
during the protocluster phase. However, Webb et al. (2020) find mass-weighted ages in
cluster galaxies that are only slightly older than field galaxies. Webb et al. (2020) then use
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Figure 2.10: The time delay parameter values for our pre-processing and no pre-processing
toy models are plotted as a function of stellar mass (points with error bars) for both
groups (green) and clusters (orange). These time delays are directly constrained by the
group/cluster quiescent fractions in each stellar mass bin; the uncertainties are a result of
uncertainties on the observed quiescent fractions (i.e. propagated through the model).

a simple infall model to demonstrate that neither a simple head-start to formation time for
the cluster galaxies nor a simple quenching time delay (i.e. time since infall into a cluster)
alone can explain both the enhanced quiescent fraction and very similar mass-weighted
ages (MWAs) for the cluster and field populations.

Our results, which show how galaxy populations correlate with environment in haloes
with masses well below that of massive clusters, suggest that “pre-processing” is likely to
be important. The BAHAMAS simulations include a more complete treatment of halo
growth and hydrodynamic processes, including pre-processing in a physically motivated
way. The fact that those simulations predict a similar trend of QFE with halo mass to
that observed is encouraging, and suggests that the failures of the toy models discussed
above may lie in their simplified definitions of accretion time. We aim in this section to fit
and contrast two toy models, one with pre-processing and one without, using the quiescent
fraction excess in a range of halo masses at 1 < z < 1.5. We can then use these models to
predict group/cluster galaxies’ average stellar mass-weighted ages and compare to values
derived from GOGREEN observations.
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Toy model descriptions

The infall-based quenching model we use here is the same as that in Webb et al. (2020),
but with changes to the accretion history. More explicitly, we use the Schreiber et al.
(2015) SFR evolution for star-forming galaxies. When galaxies are quenched their SF is
immediately truncated. We track the number of star-forming and quiescent galaxies from
z = 10 to z = 1.2 and then compare galaxies which have stellar masses between 1010–
1012 M⊙ at z = 1.2. Galaxies that are self-quenched are modelled using the self-quenching
efficiency proposed by Peng et al. (2010), i.e.: the quenching probability is ∝ SFR/Mstellar,
using the SFR for a galaxy of stellar mass Mstellar. We also assume that the shape of
star-forming SMFs in our model do not differ between field and clusters, as found by
van der Burg et al. (2020). Finally, it is assumed that all galaxies can undergo satellite
quenching, with star-forming galaxies in clusters completely quenching after a tdelay amount
of time has elapsed from the time of first “infall”, which we will define below.

For this quenching model there are therefore two parameters. The self-quenching ef-
ficiency normalization is set by reproducing the observationally measured field quiescent
fraction (i.e. with tdelay fixed to tdelay = 0). The tdelay parameter is then iteratively fit to re-
produce the fraction of quiescent galaxies in a given cluster (see specifics described further
in §2.4.2). As this represents quenching in excess of the field population, the delay time
corresponds most directly to the QFE. If tdelay = 0, all cluster galaxies would be quenched;
increasing the parameter reduces the QFE as fewer galaxies have been in the cluster long
enough to quench. Finally, we neglect mergers, which are included in van der Burg et al.
(2020), for simplicity.

To explore whether simple pre-processing alleviates tension between quiescent fraction
and ages, we consider two extreme definitions of galaxy “infall time”. The first defines
infall as the first time a central galaxy becomes a satellite, using the models of McGee
et al. (2009) (which were applied to N-body dark matter simulations) as published in
Balogh et al. (2016). In their findings, this amounts to a roughly constant accretion rate,
with clusters starting their accretion ∼ 0.5 Gyr before groups. For the other extreme
we assume galaxies are only accreted once they cross the virial radius of the most massive
progenitor halo, using the halo mass accretion rate in Bouché et al. (2010). We assume that
the number of infalling galaxies in a given timestep is proportional to the mass accreted
in a given timestep. We will refer to these two models as the “pre-processing model” and
“no pre-processing model”, respectively.

For simplicity, we only compare our “groups” sample (lowest halo-mass bin) with the
high-mass clusters (highest halo mass bin) at 1 < z < 1.5 presented in our results section
(see §2.3.3).
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Figure 2.11: Using our fit tdelay values (Figure 2.10), we predict the difference in average
formation time between the groups/high-mass clusters and the field. For a given galaxy
in a given sample, tform is defined as tobs−MWA, where MWA is the mass-weighted age
from the stellar population synthesis modelling of quiescent galaxies in the GOGREEN
spectroscopic sample (Webb et al., 2020). Model prediction values are shown with simple
points with errorbars and connecting lines for the groups and clusters in green and orange,
respectively. Observationally-derived average values are also shown, with the high-mass
clusters running average shown as the dashed orange line (shaded regions for the boot-
strapped standard deviation on the mean) and the groups are shown as a single point
(black star) with green shaded region. The horizontal width of the green groups shaded
region is the bootstrapped standard deviation on the mean stellar mass. Quiescent galaxies
in groups are younger than those in clusters, ruling out the predictions of our simple model
without pre-processing. Although the time delay exhibits a strong dependence on stellar
mass, the dependence of mean MWA on stellar mass in our models is weak. The MWA
has a significant halo mass dependence only for the no pre-processing model. For a plot
showing the tobs−MWA values for individual galaxies in all samples, see Figure A.7.
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Toy model results

We start by considering the stellar mass dependence of the tdelay parameter, in Figure
2.10. This parameter is effectively calculated from the observed quiescent fraction excess
(see §2.4.2), which has a strong stellar mass trend; thus, tdelay similarly shows a strong
trend with stellar mass, such that tdelay decreases with increasing stellar mass in both
models. As well, we observe the expected difference between the pre-processing and no
pre-processing infall models. Pre-processing models require a longer tdelay to reproduce the
same quiescent fraction, given that first accretion happens earlier. The values of tdelay that
we find are broadly consistent with similar work at these redshifts (e.g. Balogh et al., 2016),
and with measurements at lower redshift (e.g. Wetzel et al., 2013) assuming they evolve
proportionally to the dynamical time. As we are primarily interested in the trends with
stellar and halo mass, we do not comment further on the absolute value of this parameter.

Most relevant to our discussion here, we find that the halo mass dependence of tdelay
depends on the accretion model. In the no pre-processing case there is a significant depen-
dence on halo mass. Shorter delay times are needed in higher mass clusters, to reproduce
our observations that the quiescent fractions are higher in those systems. In the pre-
processing model, galaxies accreted into a cluster effectively get a head-start, and this
largely accounts for the difference in quiescent fraction. Thus, we find that in a pre-
processing model, the observed dependence of QFE on halo mass (at fixed stellar mass)
can be explained with a tdelay that has at most a weak dependence on halo mass. In this
case the variation in QFE with halo mass derives primarily from the fact that the accre-
tion time distribution is a function of halo mass (see e.g. De Lucia et al. (2012) for further
discussion of this).

We now try to break this degeneracy by considering the mass-weighted ages of the
quiescent galaxies in the two models. To show this, we define a formation time, tform =
tobs − MWA, which is the difference between the age of the Universe (at a given galaxy’s
observed redshift) and the determined MWA value. This value reflects how long after
the Big Bang it took until the mass-weighted bulk of stars had formed. We show our
MWA predictions in the form of the difference in tform between groups/clusters and the
field in Figure 2.11. The no pre-processing model predicts tform should increase (ie: MWA
decreases) with increasing halo mass, by about ∼ 150 − 200 Myr between the lowest
and highest halo masses shown here. In contrast, the pre-processing model predicts no
significant dependence of MWA on halo mass.

We now compare these predictions directly with observed measurements7 of MWA from

7Specifically, here we show the medians of the posteriors.
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Webb et al. (2020), shown in Figure 2.11. The running mean tform for the highest halo
mass sample (“high-mass clusters”) is shown; for the group sample, which includes only
15 quiescent galaxies, we show the mean and standard deviation (green shaded region) of
the whole stellar mass range (10 < log(Mstellar/M⊙) < 12). A more detailed version of
this Figure, showing age measurements for individual galaxies in all samples, is given in
Appendix A.4.4.

The no pre-processing model predicts that quiescent galaxies in groups should be ∼ 200
Myr older than galaxies in clusters. Although our sample of group galaxies is small, it is
inconsistent with this prediction: if anything, the quiescent group galaxies are younger
than their counterparts in more massive systems. The data are more consistent with the
pre-processing model. In this case, dependence on halo mass is weak, but in the observed
direction for the highest stellar mass bin we consider, which also corresponds most closely
to the mean stellar mass of our data.

In summary, including pre-processing does a reasonable job of explaining the halo mass
dependence of quiescent galaxy ages, with a tdelay parameter that is nearly independent of
halo mass. This is broadly consistent with a picture where the environmental quenching is
caused by the same physical mechanism in groups and clusters. The data suggest, however,
that quiescent galaxies in clusters may be even older than can be explained in the pre-
processing model. A likely explanation for this, since halos in a large scale overdensity
form before those of the same mass in a low density environment, would be if galaxies in
rich proto-cluster environments undergo earlier quenching than primordial environments
for group galaxies, as discussed in van der Burg et al. (2020) and Webb et al. (2020).
It seems increasingly likely that a significant portion of the GOGREEN cluster galaxy
population was subject to an accelerated quenching mechanism at z ∼ 3 − 4. This is
additionally compatible with recent high redshift work showing that quiescent galaxies
exist at redshifts as high as e.g. z ∼ 3 − 5 (Valentino et al., 2020; Forrest et al., 2020).

2.5 Conclusions

We use photometric redshifts and statistical background subtraction to measure stellar
mass functions of galaxies in low mass haloes at 1 < z < 1.5 (“groups”). These groups are
selected from COSMOS and SXDF surveys, based on X-ray and sparse spectroscopy. We
compute the quiescent fraction (fQ) and quiescent fraction excess (QFE) for these systems,
as a function of stellar mass. The result is then compared with higher mass clusters at
1 < z < 1.5 from the GOGREEN survey (Balogh et al., 2021), and a compilation of lower
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redshift samples at 0 < z < 0.2 and 0.5 < z < 0.7 that span a similar range of halo mass
as our 1 < z < 1.5 samples.

Observationally, we find:

• Excess quenching in 1 < z < 1.5 groups relative to the field, with an overall QFE of
∼ 20% for galaxies with log(Mstellar/M⊙) > 10.

• Unlike at low redshift, environmental quenching is not separable from the stellar mass
dependence. This can be seen as an increase of the QFE in groups, from ∼ 10% below
M∗ to ∼ 100% above M∗. A similar trend is present in more massive clusters, where
the QFE increases from ∼ 40% to ∼ 85%.

• When controlling for stellar mass, both fQ and QFE correlate (increase) with halo
mass. Observations at all redshifts and stellar masses are consistent with a single
logarithmic slope of d(QFE)/d log(Mhalo) ∼ 0.24 ± 0.04.

In our discussion, we compare to the BAHAMAS hydrodynamical simulation and also
with toy models in which galaxies quench star formation upon infall, after some time delay.
For the latter we contrast a pre-processing model, where galaxies begin this quenching time
delay upon infall into any larger halo, and a no pre-processing model in which the time
delay only begins when the galaxy is accreted into the main progenitor.

From this analysis, we find:

• The BAHAMAS hydrodynamic simulation reproduces the trend of quiescent fraction
excess with halo mass seen in the data. Specifically they show a steep increase in QFE
with halo mass, which then flattens to a near constant value for halo masses Mhalo ≳
2×1014 M⊙. When fit with a straight line, the average trend is d(QFE)/d log(Mhalo) ∼
0.30, which compares well with the observed 0.24±0.04. This suggests the simulation
may be capturing the relevant physics behind the role of large scale structure growth
on galaxy evolution.

• Both the quiescent fraction and the quiescent fraction excess predicted by BAHAMAS
decreases with increasing stellar mass, opposite to what is observed. This probably
indicates an incomplete model of subgrid feedback and/or star formation at galaxy
scales in the BAHAMAS simulation.

• From the toy models, we find the time delay until quenching begins must depend
on stellar mass, reflecting the strong dependence of group/cluster quiescent fractions
on stellar mass. In the absence of pre-processing, this delay time also has a strong
dependence on halo mass, decreasing with increasing mass.
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• We find pre-processing reduces the discrepancy with the observed halo mass de-
pendence of quiescent galaxy mass-weighted ages. Specifically, assuming quenching
occurs when a galaxy first becomes a satellite increases the average age of quiescent
cluster galaxies, relative to a model without pre-processing. However, the data sug-
gest that quiescent galaxies in clusters at 1 < z < 1.5 may still be older than can be
explained in this simple pre-processing model.

These observations further demonstrate that galaxy evolution depends on more than
just stellar mass, in a nontrivial way that is still not fully captured by models. The
environment, at least through the host halo mass, plays an important role at all redshifts
z < 1.5. This effect, however, is not separable from the dependence on stellar mass.
Moreover, it is important even in low-mass haloes at z ∼ 1, and thus likely not solely due
to extreme physics like ram pressure stripping of cold gas reservoirs. The most natural
physical mechanism that is expected to operate on all scales probed in this work is the
shutoff of cosmological accretion onto satellites, and the subsequent overconsumption of gas
reservoirs (e.g. McGee et al., 2014). This physics should be included with reasonable fidelity
in hydrodynamic simulations, and it is encouraging that the BAHAMAS simulations are
able to reproduce the observed halo-mass dependence, even while there remain problems on
small-scales. Forthcoming, homogeneous surveys with large telescopes – particularly those
with highly multiplexed spectroscopy – will make these statements much more precise and
useful for constraining models. Observations of high redshift protoclusters, with JWST and
other facilities, will determine whether or not there are additional effects that accelerate
star formation quenching in these environments, as hinted at indirectly by our data.
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Chapter 3

Constraining quenching timescales in
galaxy clusters by forward-modelling
stellar ages and quiescent fractions in
projected phase space

3.1 Introduction

Galaxies have long been known to exhibit a bimodality in their star formation rates (SFRs)
such that the population of bluer galaxies with higher SFRs make up the ‘star-forming main
sequence’ and the redder galaxies with lower SFRs forming the quiescent ‘red sequence’
(e.g. Bell et al., 2004a; Brinchmann et al., 2004; Brammer et al., 2011; Muzzin et al.,
2012). The quiescent fraction increases strongly with increasing galaxy stellar mass, likely
due to some internal (‘mass’) quenching process, as well as increasing with the density
of its surrounding environment (e.g. Cooper et al., 2007; Peng et al., 2010), due to some
environmental quenching process(es). Despite significant exploration of quenching trends
and their statistical relation to internal and environmental properties, it remains a matter
of debate which quenching mechanisms are responsible for the bulk of quenching in the
densest environments across cosmic time, particularly galaxy clusters (Naab & Ostriker,
2017; Wechsler & Tinker, 2018).

Galaxies falling into groups or clusters may have their star formation affected by a
number of physical processes. Initially, upon infall into a cluster, a galaxy may experience
enhanced star formation, due to ram pressure compressing and triggering collapse of a
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galaxies’ cold gas reservoir (see e.g. Jaffé et al., 2018; Vulcani et al., 2018; Roberts et al.,
2021). If strong enough, ram pressure can strip the cold gas in star-forming galaxies,
triggering relatively abrupt quenching (normally < 1 Gyr is assumed to be indicative of
this scenario, see e.g. Boselli et al., 2016; Fossati et al., 2018). Alternatively, numerous
studies support stripping of just the hot halo gas could be leading to a ‘strangulation’
scenario, where a star-forming galaxy continues forming stars using its cold gas reservoir,
but since its cold gas supply is not replenished, the galaxy then quenches once it runs
out of cold gas (such as argued by Larson et al., 1980; Balogh et al., 2000; Bekki et al.,
2002; Boselli & Gavazzi, 2006; McGee et al., 2009; Taranu et al., 2014; Paccagnella et al.,
2016). Such a scenario is often simply parameterized by a ‘delayed-then-rapid’ quenching
prescription (Wetzel et al., 2013), with a range of time until quenching (after ‘infall’ –
definitions for which vary) of 2 − 7 Gyr preferred by observations at z = 0 (see also e.g.
De Lucia et al., 2012; Moster et al., 2018; Rhee et al., 2020; Oman et al., 2021, among
numerous others). Other effects, like harassment from galaxies passing near each other,
as well as mergers, can affect the star formation in a galaxy (Boselli & Gavazzi, 2006).
Complicating this picture is the ‘pre-processing’ of galaxies in host haloes of a lower mass
groups prior to their infall into a cluster, which can additionally enhance the quiescent
fraction in clusters compared to accreting isolated galaxies from the field. Although widely
recognized as playing an important role in explaining the environmental dependence of star
formation, work remains in characterizing the significance of pre-processing for quenching,
where exactly it occurs, and how it evolves with redshift (Fujita, 2004; McGee et al., 2009;
De Lucia et al., 2012; Webb et al., 2020). It is at least clear that quenching is significantly
enhanced relative to the field at least up to z ∼ 1.5 in rich galaxy groups (Gerke et al.,
2007; Wetzel et al., 2012; Mok et al., 2013; Reeves et al., 2021) and clusters (van der Burg
et al., 2018; Pintos-Castro et al., 2019; van der Burg et al., 2020).

Constraining timescales using forward modelling of observable quantities in projected
phase space (PPS) in clusters can provide significant information for discerning when and
where different physical quenching mechanisms may be dominant. In observational works,
galaxy properties have shown a strong link to their position in PPS (for a variety of distinct
examples see e.g. Mahajan et al., 2011; Smith et al., 2012; Muzzin et al., 2014; Jaffé et al.,
2015; Noble et al., 2016; Gavazzi et al., 2018; Jaffé et al., 2018; Kelkar et al., 2019; Kim
et al., 2020; Rhee et al., 2020; Roberts et al., 2021). Little detailed forward modelling work
has been done on constraining quenching timescales in PPS, aside from that developed
in the series of papers by Oman, Hudson and collaborators (Oman et al., 2013; Oman &
Hudson, 2016; Oman et al., 2021). The second and third of these papers use the quiescent
fraction of cluster galaxies in PPS coordinates as well as corresponding distribution of
infall times inferred from N-body simulations. The PPS coordinates used in this context,
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namely the radial distance from cluster center and line-of-sight velocity offset from its
host system, only carry magnitude (i.e. no sign) information in practice, as it’s generally
not possible to distinguish between a satellite receding towards a background host or a
background satellite receding away from a foreground host. This method provides a nearby
interloper population on the cluster outskirts (outside some 3D radial cut) against which
to compare cluster satellites. This has an advantage over using a generic field population:
using these interlopers in the cluster outskirts provides an already pre-processed infalling
galaxy sample, allowing better isolation of cluster physics from the physics involved in
pre-processing.

Whereas many previous works that modeled environmental quenching have relied on
quiescent fractions, observational indicators that are sensitive to the star formation history
over longer timescales should provide more information. Luminosity- or mass-weighted ages
(MWAs) in particular not only provide complementary quantitative information about the
star formation history of galaxies, but are also insensitive to whether a given galaxy’s star
formation history is assumed to be smooth or stochastic (see discussion in Section 3.4.2).

Studies using spectroscopic indicators of stellar age have long established that more
massive galaxies, or, more accurately, galaxies with deeper potential wells, have older ages
(Nelan et al., 2005; Graves et al., 2007). Dependence on environment is weaker: early
studies focused on the age difference between field and cluster ellipticals after controlling
for mass or velocity dispersion (Thomas et al., 2005; Bernardi et al., 2006). Radial trends of
the stellar ages of galaxies within clusters (at fixed velocity dispersion) were found (Smith
et al., 2006) with a stronger environmental dependence on the ages of dwarf galaxies (Smith
et al., 2012).

Studies of stellar age in PPS are less common. Pasquali et al. (2019) considered
luminosity-weighted stellar ages in zones of PPS around low redshift clusters, finding ages
that are older by ∼ 2 Gyr for the innermost lower-velocity regions of PPS compared to the
outermost regions. Recently, Khullar et al. (2022) studied D4000-derived ages in PPS in
0.3 < z < 1.1 clusters, again finding older ages for PPS regions associated with the core of
the cluster (see also Kim et al., 2022).

There has been even less effort modelling the effect of quenching on the stellar ages.
Taranu et al. (2014) used infalling subhalo orbits from N -body simulations to forward-
model the age-sensitive Balmer line Lick indices as a function of cluster-centric radius.
Their models preferred long quenching timescales occurring for galaxies that have passed
within ∼ 0.5r200c (i.e. preferring slow ‘strangulation’ over rapid ram-pressure stripping).

As little work has been done forward modelling spectroscopically-derived ages in clus-
ters and none has been carried out in full PPS with a large sample (but see Upadhyay
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et al., 2021, for a first attempt with a sample of 11 galaxies in the Coma cluster), the goal
of this work is to extend the modelling of Oman & Hudson (2016) and Oman et al. (2021),
who studied the quiescent fraction, fQ, in PPS. Oman et al. (2021) found that using fQ
alone is not sufficient to constrain both the time of quenching onset and the timescale over
which quenching occurs on average and so they marginalized over this latter parameter to
find the average time at which 50 per cent of infalling star-forming galaxies have quenched.
Extending this and similar work could make use of, for example, the entire sSFR distribu-
tion, but as we will describe, the shape of the quiescent bump is sensitive to observational
systematics, while the depth of the green valley is sensitive to choice of star formation
history (smooth versus stochastic). In this paper, we will focus on extending Oman et al.
(2021) by forward modelling the observed MWAs of galaxies in PPS, in addition to using
quiescent fractions. This additional observable will enable joint constraints on both the
time of onset of infall quenching and the timescale for the duration of quenching preferred
by both observables, for the population of galaxies as a whole.

Our paper is structured as follows. In Section 3.2, we describe how we parameterise
PPS and the SDSS-based datasets, from which we get our fQ and mean MWAs. We
then, in Section 3.3, introduce our forward modelling approach (including sources of star
formation histories and infall histories) and present our quiescent fraction and mean MWA
modelling results in PPS as well as the constraints on quenching timescales they provide.
In Section 3.4, we discuss the robustness of our results, how they compare to literature,
and what they imply for the dominant infall quenching processes. We then conclude in
Section 3.5.

Unless otherwise specified, the following assumptions and conventions are used. Un-
certainties are estimated from the 16th-84th percentile interval (equivalent to 1-σ for a
Gaussian-distributed variable). Logarithms with base 10 (log10) are written simply as
‘log’ throughout this work. A flat ΛCDM cosmology consistent with the Planck 2015
cosmological parameters (Planck Collaboration et al., 2016a) is assumed, namely H0 =
68 km s−1 Mpc−1, Ωm = 0.31, and ΩΛ = 0.69. We define a virial overdensity at z = 0
in this work as ∼ 360 times the background density, Ωmρc, corresponding to the density
of a recently virialized spherical top-hat solution (see e.g. Bryan & Norman, 1998) 1. A
Chabrier (2003) initial mass function (IMF) is assumed throughout.

1For a commonly used virial overdensity definition of 200ρc, this corresponds to M200c/Mvir ≈ 0.81 and
r200c/rvir ≈ 0.73 (Oman et al., 2021), assuming a concentration parameter of c200 = r200c/rs ≈ 5 (where
rs is the NFW profile scale radius), a typical value for clusters (Ludlow et al., 2014).
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3.2 Data and Simulations

3.2.1 PPS selection and conventions

We adopt the convention of Oman et al. (2013) for selecting objects in PPS to allow direct
comparison to observations: there are two sets of cluster-centred coordinates: (r, v) for the
2 × 3D physical phase space coordinates and (R, V ) for the normalized PPS coordinates.
Specifically, the PPS coordinates consist of the distance to cluster centre perpendicular to
the line-of-sight and the velocity component along the line of sight, which we choose to
be the Cartesian Z-axis of a given simulation dataset. The projected radius between the
cluster centre and a galaxy is then

R =

(
1

rvir,3D

)√
(rX − rX,cls)2 + (rY − rY,cls)2 (3.1)

and the projected velocity relative to the motion of the cluster centre of mass is

V =

(
1

σ3D

)
|(vZ − vZ,cls) + H(Z − Zcls)| . (3.2)

Using an absolute value for the projected velocity definition captures an assumption that
the distances to clusters and satellites are not measured with enough accuracy to determine
the sign of their relative velocity. The additional H term corrects for the Hubble flow. To
allow easy comparison between clusters, for both simulations and observations, we have
normalized the PPS coordinates. For ease of comparison to Oman & Hudson (2016) and
Oman et al. (2021), radial coordinates are normalized by dividing by the 3D virial radius of
the cluster, rvir,3D, and velocity coordinates by the 3D velocity dispersion, σ3D, of a given
cluster. As we are averaging over many clusters in both the orbit library and observed
sample, we can assume that clusters are approximately spherically symmetric. This in
turn allows relation of the 3D velocity dispersion to the observable 1D velocity dispersion
by σ3D ≈ σ1D/

√
3. We note that in order to ensure consistency between the normalization

factors used for R and V , they should not be independent, i.e. the velocity dispersion
should be derived from the virial radius or vice-versa. See Section 3.2.4 for details of how
these are calculated for the SDSS data.

3.2.2 Infall histories: N-body simulation orbit library

We use the PPS orbital libraries from Oman et al. (2021); they base their methodology on
Oman & Hudson (2016) to produce a catalogue of orbit parameter probability distributions
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Figure 3.1: The fraction of interlopers in (R,V) projected phase space bins determined
using the orbital library from Oman et al. (2021). R is distance from cluster centre, in
units of rvir,3D and V is the velocity offset from cluster centre, with units of σ3D. The red
diagonal line, V = −(4/3)R + 2, guides the eye as to where ∼ 50 per cent of galaxies are
interlopers, aside from a portion around (R, V ) ∼ (1.2, 0.4), which has many galaxies at or
close to their first apocentre after entering the cluster. The dotted line delineates a region
in the upper right that is heavily dominated by the interloper population, which we use to
compare between SDSS and UniverseMachine interlopers.
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from an N-body simulation. As described in Oman et al. (2021), the ‘level 0’ voids-in-void-
in-voids simulation (VVV; Wang et al., 2020) is used, which has a box size of 500 h−1Mpc on
a side, mass resolution elements of 109 h−1M⊙, and a force softening scale of 4.6 h−1kpc.
They run the simulation to scale factor a = 2, corresponding to redshift z = −0.5 or
∼ 10 Gyr into the future (i.e. negative lookback times), allowing them to find the time
of first pericentre for > 99.9 per cent of resolved satellite galaxies. Host halo masses
and satellite halo masses are estimated using the rockstar halo finder; infall times and
times of first pericentre are derived from halo merger trees generated by the Consistent
Trees utility. These merger trees include all haloes with > 30 particles, corresponding to
Mvir ≳ 4 × 1010 M⊙, allowing resolution of Mvir ∼ 2.5 × 1011 M⊙ haloes, which host the
lowest stellar mass galaxies in our observed sample – M⋆ ∼ 109.5 M⊙ (at least until they
are stripped of ≳ 85 per cent of their halo mass).

Satellites are identified as haloes within a 3D aperture of 2.5 rvir at z = 0 for log(Mvir/M⊙) >
12 host systems (although we only use hosts with log(Mvir/M⊙) > 14 in this work). Satel-
lite primary progenitors/descendants are traced backward/forward through time and orbits
relative to the z = 0 primary progenitor/descendent of their host are recorded. The time
of first pericentre is not interpolated (it is very challenging to do this properly and is un-
necessary for our purposes), so it is worth noting here that this results in non-uniform
output times, with a median timestep of 220 Myr and a maximum timestep of 380 Myr,
sufficient to resolve the characteristic quenching and stripping timescales fit in Oman et al.
(2021). Worth noting is that the satellite halo mass, Msat, is its maximum mass at z ≥ 0,
since maximum halo mass is better correlated with stellar mass in ‘moderately stripped’
satellites; see e.g. Conroy et al. (2006) and Appendix A of Wetzel et al. (2013) for further
elaboration on this.

For the orbit library itself, since satellites are all galaxies within 2.5rvir, interlopers
are then naturally defined as all galaxies that fall within 2.5rvir in projection, but outside
2.5rvir in 3D. Only a vanishingly small fraction, ≪ 1 per cent, of interlopers would have
been classified as satellites at an earlier time. All satellites have a recorded time of first
infall into the final cluster (2.5rvir in 3D) and time of first pericentre (tfp) in the final
cluster; we only use tfp in our modelling and analysis. We make use of their relative
abundance compared to selected satellites to define the probability that an ‘observed’
galaxy is an interloper. For the sake of illustration and intuition for the reader, we plot
the statistical fraction of galaxies that are interlopers at a given position in PPS, rather
than cluster satellites, in Fig. 3.1. In the plot it’s clear that at both high R and V the
vast majority of galaxies are interlopers and vice-versa for lower R and V . We note that
around (R, V ) = (1.5−2, 0−0.5) there are many galaxies on their first infall into a cluster,
whereas galaxies at around (R, V ) = (0 − 0.5, 1 − 2) are primarily galaxies at their first
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pericentre. Over several orbits galaxies settle to low (R, V ). As well, we plot a straight
line indicating where approximately 50 per cent of galaxies are interlopers – this should
provide a helpful rule-of-thumb for the reader in the plots of various quantities in PPS that
will follow.

3.2.3 Star formation histories: the UniverseMachine

For individual galaxies’ SFR histories we use the UniverseMachine semi-analytic model
(Behroozi et al., 2019) which parametrises galaxy SFRs as a function of halo potential
well depth, redshift, and assembly history. Their halo potentials and assembly history are
derived from the Bolshoi-Planck dark matter simulation (Klypin et al., 2016; Rodŕıguez-
Puebla et al., 2016), which features a periodic comoving volume 250h−1 Mpc on a side with
20483 (∼ 8 × 109) particles. The simulation employs a flat ΛCDM cosmology compatible
with Planck15 results (Planck Collaboration et al., 2016a), with stored snapshots equally
spaced in log(a) (180 intervals). The rockstar halo finder (Behroozi et al., 2013a) and
Consistent Trees (Behroozi et al., 2013b) are used to construct merger trees, the same
codes used in the construction of the merger trees for the orbit library employed in this
work (Section 3.2.2).

For our purposes, it was important that their model reliably reproduce the observed
SFRs and quiescent fractions over time, especially in overdense regions in SDSS (although
not necessarily cluster cores, as we are only using UniverseMachine interloper galaxies,
described in the following paragraph). A key aspect of the UniverseMachine model
is that SFRs are stochastic – they fluctuate over time – and are linked to the merger
history of the halo. Behroozi et al. (2019) found that without such scatter the quiescent
fractions of satellites would be too high (relative to centrals). Specifically, higher SFRs
are assigned to halos with higher levels of halo growth, parameterised by the relative
logarithmic growth in vmax, over the past dynamical time (where vmax is the maximum
circular velocity of the halo). The stochasticity has two components: a short timescale
component (∼ 10 − 100 Myr) representing internal processes affecting local galactic cold
gas, and the second component linked to the dynamical time (∼ 1 Gyr). This stochasticity
will be a key difference in our comparison to other infall models (which use smooth star
formation histories). A galaxy can transition between quiescent and star-forming, as long as
the overall quiescent fraction and other properties are matched to the various observations
they used, in a self-consistent manner.

We construct a PPS catalogue using the UniverseMachine simulation results at
z = 0, assuming arbitrarily that the z-axis is the observational line-of-sight. For each of
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the 144 UniverseMachine simulation sub-volumes, galaxies were selected from around
central haloes (‘UPID’==-1) with halo masses log(Mvir/M⊙) > 14. All galaxies (including
centrals) are selected so that their projected radius is R < 2.5 and projected velocity is V <
2, where the PPS coordinates (R, V ) are defined as described previously in Section 3.2.1.
True interlopers and satellites, as opposed to interlopers and satellites as defined in PPS,
are identified with 3D cuts of R > 2.5 and R < 2.5, respectively.

3.2.4 SDSS dataset

For the observed sample of galaxies, we build on the sample used by Oman et al. (2021)
for their quenching analysis. As in Oman et al. (2021), we use the SDSS Data Release
7 catalogue (Abazajian et al., 2009), supplemented with SFRs (Brinchmann et al., 2004;
Salim et al., 2007) and stellar masses (Mendel et al., 2014), which were used in Oman
et al. (2021) for estimating galaxy subhalo masses using subhalo abundance matching. We
also use the spectroscopic sample of galaxies, which we note suffers from fiber collisions,
although Oman et al. (2021) determine through a detailed exploration that the impact of
this should be minimal.

We use the mass-weighted ages, as well as the accompanying stellar mass estimates,
of Comparat et al. (2017), who performed full spectral fitting of galaxy properties us-
ing FIREFLY (Wilkinson et al., 2017). We compare their stellar masses with those of
Mendel et al. (2014) and confirm that offsets in the stellar masses do not affect our re-
sults. In particular, we use the fits done using the stellar population models of Maraston
& Strömbäck (2011), a Chabrier (2003) IMF, and the MILES stellar library (Sánchez-
Blázquez et al., 2006; Falcón-Barroso et al., 2011; Beifiori et al., 2011) for the mass-weighted
ages (‘CHABRIER MILES age massW’), and stellar masses (‘CHABRIER MILES stellar mass’).

For simplicity, we focus on high-mass cluster haloes, log(Mvir/M⊙) > 14, where envi-
ronmental effects should be most extreme. As in Oman et al. (2021), we select candidate
satellite galaxies around groups and clusters from the Lim et al. (2017) and Von Der
Linden et al. (2007) catalogues, with cluster virial masses peaking at ∼ 3 × 1013M⊙ and
∼ 3 × 1014M⊙, respectively. We exclude groups with redshifts z < 0.01, as their members
are generally too bright to be covered by SDSS spectroscopy. We note that the two group
catalogues are constructed with different algorithms. Von Der Linden et al. (2007) look
for overdensities of galaxies with similar colours, while Lim et al. (2017) use a friends-of-
friends group finding algorithm. This does not significantly affect our analysis as we only
use the cluster masses, centres, and line of sight velocities from the catalogues, rather than
membership information. Satellite velocity offsets are normalized using cluster velocity
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dispersions, calculated from the virial masses of the clusters in the catalogues. The veloc-
ity dispersions are similar to the dark matter particle velocity dispersion of the systems
(within ≲ 10 per cent; see Munari et al., 2013, table 1); this is important since the velocity
dispersion of dark matter particles in the host halo is used to normalize the velocity offsets
of satellite haloes in the simulations that the Oman et al. (2021) orbit library is derived
from (see Section 3.2.2). Host halo masses are calculated following eq. 1 of Von Der Linden
et al. (2007) and eq. 4 of Lim et al. (2017). These are converted to virial masses assuming
an NFW density profile (Navarro et al., 1997) and mean mass-concentration relation from
Ludlow et al. (2014), with differences between assumed cosmologies accounted for. The
mean enclosed density is then used to define the virial radii,

rvir =

(
3

4π

Mvir

∆vir(z)Ωm(z)ρcrit(z)

) 1
3

, (3.3)

where ∆vir(z) is the virial overdensity in terms of the mean matter density Ωm(z)ρcrit(z),
with critical density ρcrit = 3H2/(8πG). Group velocity dispersions are defined following
Biviano et al. (2006), but with redshift dependence from Bryan & Norman (1998); explicitly
this is

σ1D

km s−1 =
0.0165√

3

(
Mvir

M⊙

) 1
3
(

∆vir(z)

∆vir(0)

) 1
6

(1 + z)
1
2 . (3.4)

We use two stellar mass bins, 9 < log(M⋆/M⊙) < 10 and 10 < log(M⋆/M⊙) < 10.5. We
note that for log(M⋆/M⊙) > 10.5 there are too few star forming galaxies to yield robust
results, so we do not consider this mass range in this paper.

Quiescent fraction trends in PPS around SDSS clusters

Our first source of information for deriving quenching timescales is the quiescent fraction
in SDSS clusters. As we are using the same observational data sample as Oman & Hudson
(2016) and Oman et al. (2021), we define define star-forming and passive galaxies using
the same cut, namely

log(sSFR/yr−1) = −0.4 log(M⋆/M⊙) − 6.6, (3.5)

with star-forming (quiescent) galaxies lying above (below) the specific star formation rate
(sSFR) relation.

We illustrate the quiescent fraction trends in PPS for 9 < log(M⋆/M⊙) < 10 galaxies in
Fig. 3.2. In the figure we see well-known observed trends of decreasing fQ with increasing
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Figure 3.2: Quiescent fraction of SDSS galaxies in the stellar mass ranges 9 <
log(M⋆/M⊙) < 10 (left) and 10 < log(M⋆/M⊙) < 10.5 (right) in clusters with host halo
mass log(Mvir/M⊙) > 14, binned in PPS coordinates. The quiescent fraction is signif-
icantly higher in cluster centres than in their outskirts (≳ 30 per cent). For the lower
stellar mass bin, regions within the ∼ 50 per cent interloper (red diagonal) line, show at
least modestly elevated quiescent fractions, with little evidence of enhanced quenching im-
mediately outside of (above) this line. For the higher stellar mass bin, some higher velocity
galaxies within the virial radius also show somewhat elevated quiescent fractions.
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distance from cluster centre as well as higher fQ for galaxies with lower velocity offsets.
We draw a line indicating roughly where ∼ 50 per cent of galaxies are interlopers, with
galaxies above this line increasingly dominated by interlopers, moving from lower to higher
R and V coordinates. Enhanced quenching largely falls within the region bounded by this
50 per cent interloper line in PPS. Contrasting with the field results of Oman et al. (2021,
see upper right panel of e.g. fig. 10 to see star-forming fraction versus stellar mass for the
SDSS field), with field defined as the average overall SDSS population, we see that the
interloper quiescent fraction is higher than the field by 0.05 and 0.09 for our lower and
higher stellar mass bins, respectively.

Having information on how quenching depends on both the radial position and velocity
relative to host cluster centre gives us very useful information on when and where quenching
occurs. It’s clear in Fig. 3.2 that most quenching of infalling star forming galaxies occurs
well within the virial radius. Modestly enhanced quenching up to high velocities indicates
quenching is at least beginning to occur within the first infall or just after first pericentre.
Although we have some useful information from fQ in PPS, this information alone results in
significant degeneracies between time of quenching onset and duration of quenching, as we
will clearly show later in this work (see Section 3.3.2). To break this timescale information
degeneracy we must turn to another independent observable as a function of its position
in PPS.

Mass-weighted age – stellar mass relation

For the stellar ages of SDSS galaxies we use a simple proxy to capture when the bulk
of the stellar mass in a galaxy was formed, namely the mass-weighted age (MWA). We
include only quiescent galaxies for our MWA-based measurements, since the emission lines
of star-forming galaxies fill in the age-sensitive Balmer absorption lines, making them
rather unreliable as an age indicator. In this subsection, we note a trend in MWA with
stellar mass in both the observationally-derived SDSS values and the UniverseMachine
simulated galaxies. As we are only interested in the differential change in MWA relative
to an infalling population, we first describe how we control for the MWA–M⋆ effect in this
work. After this, we will briefly illustrate observed MWA trends in PPS in Section 3.2.4.

We show the trend in MWA with stellar mass for both the observationally-derived SDSS
values and the UniverseMachine (Behroozi et al., 2019) simulated galaxies side-by-side
in Fig. 3.3. The mean and median trends that we see for SDSS and UniverseMachine
are qualitatively similar, but the UniverseMachine galaxies are offset in overall MWA
such that they are younger than SDSS MWAs by ∼ 3 Gyr on average. We note that mass-
weighted ages derived from spectra depend on the assumed star formation history. For
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Figure 3.3: Top panels: SDSS observationally-derived mass-weighted ages for quiescent
galaxies (left) exhibit a high degree of scatter and trend older with increasing galaxy
stellar mass. UniverseMachine simulated galaxies (right) show a similar trend in mass-
weighted age with stellar mass, albeit with a ∼ 3 Gyr offset and significantly less scatter
(see Section 3.2.4 for discussion). SDSS points indicate the best-fitting mass-weighted ages
for SDSS galaxies from Wilkinson et al. (2017, stellar masses are from Comparat et al.,
2017), with the running mean (median) shown as a dashed (dotted) line. The functional
fits of the mean MWA–M⋆ relation used in the analysis of this work is fit to the running
mean mass-weighted age at a given stellar mass and is shown with the solid black curves.
Bottom panels: Residual MWA from the respective MWA–M⋆ functional fits for SDSS
(left) and UniverseMachine (right) is shown along with the running mean (dashed) and
median (dotted) of the residual.
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example, Allanson et al. (2009) showed that a range of star formation histories can fit the
observed stellar absorption lines equally well in quiescent cluster galaxies, yielding mass-
weighted ages that range from 5 Gyr (single burst) to 8 Gyr (exponentially declining star
formation history) to 12.8 Gyr (‘frosting’ model) for the lowest-mass cluster galaxies. Since
we use ages only in a differential sense in our analysis, i.e. comparing the difference in MWA
in the cluster core to the infalling regions in PPS, any systematic offset in the ages due
to different star-formation history assumptions will not affect our analysis. For SDSS, the
MWA–M⋆ relation is approximately flat, with MWA ∼ 9 Gyr for 9 < log(M⋆/M⊙) ≲ 10.5
galaxies, which then increases for log(M⋆/M⊙) ≳ 10.5 to ∼ 12-13 Gyr for the highest stellar
mass galaxies, log(M⋆/M⊙) > 11. The increase in MWA for UniverseMachine galaxies
from lowest to highest stellar masses shown in Fig. 3.3 is similar in magnitude to that for
SDSS (∼ 4 Gyr), albeit with a more steadily increasing monotonic trend, i.e. a non-flat
trend in MWA below log(M⋆/M⊙) < 10.5. The scatter is also quite noticeably different –
the SDSS scatter can be thought of as the natural distribution of galaxies (shown modeled
here by the UniverseMachine ) convolved with the scatter induced in estimated MWAs
from uncertainties in SED-fitting the galaxy spectra.

To remove the systematic trend in MWA with stellar mass and the ∼ 3 Gyr offset
between the SDSS observationally-derived MWAs and the simulated UniverseMachine
MWAs so that we can focus solely on the effect of environment on galaxy MWAs, we look
at the mean MWA residual from the mean MWA–M⋆ relation. This allows us to measure
the differential effect between inner cluster regions and cluster outskirts (i.e. controlled for
stellar mass). In particular, we use interloper galaxies as our reference infalling (already
pre-processed) population.

For a simple clean proxy interloper sample that can be easily compared between Uni-
verseMachine and SDSS, we choose galaxies in the region of PPS given by

(1.5 < R < 2.5, 1.5 < V < 2) ∪ (2 < R < 2.5, 1 < V < 1.5) (3.6)

as illustrated in Fig. 3.1 (see also Section 3.3.1). Based on statistics from the orbit library of
Oman et al. (2021), this region of PPS provides a sample that is made up of ≳ 97 per cent
true interlopers. Correcting for the ∼ 3 per cent impurity is unnecessary for our purposes.

For SDSS, we parameterise the mean MWA–M⋆ relation (fit and residual shown as black
curve in the left panels of Fig. 3.3) for (predominantly interloper) galaxies with R < 2.5
and V < 2 in the stellar mass range 109 < M⋆/M⊙ < 1012 using the function

MWASDSS = A log

[(
M⋆

Mcrit

)α

+

(
M⋆

Mcrit

)β]
+ b, (3.7)
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where A = 0.1 Gyr is the normalization, b = 9.16 Gyr is the vertical offset, Mcrit =
1010.35 M⊙ is the location of the break in slopes, and α = 0 and β = 40 specify the lower
and higher stellar mass slopes, respectively. The fit is chosen to minimize the residual
between the running mean MWA–M⋆ relation and the curve, and an offset is added so that
the interloper population has mean(MWA−MWASDSS) = 0 by construction. This was done
rather than fit the interloper MWA–M⋆ relation directly since the interloper population
had relatively few galaxies to give a good fit across the whole stellar mass range.

For the UniverseMachine simulated sample, a polynomial is fit to the ∼pure inter-
loper population (Eq. 3.6) to the running mean MWA (fit and residual shown as the black
curve in the right panels of Fig. 3.3). The polynomial fit has the following form:

MWAUM = −0.301 + 9.83x− 105x2 + 370x3; (3.8)

where x ≡ log(M⋆/M⊙) and the coefficients have units of Gyr.

Trends in the mean deviation of mass-weighted age in PPS

We present a binned map of the deviation in mass-weighted age from the mean MWA–
M⋆ relation of the SDSS interloper proxy sample, mean(MWA − MWASDSS) (see previous
section), as a function of the PPS coordinates R and V in Fig. 3.4. Errors on the mean
values are calculated by bootstrapping over clusters. The figure shows that mean(MWA−
MWASDSS) is enhanced for galaxies at lower radii and velocities. This is particularly clear
for the higher stellar mass bin. Within the 50 per cent interloper line shown in the figure, we
calculate mean(MWA − MWASDSS) = 0.76+0.12

−0.14 and mean(MWA − MWASDSS) = 0.66+0.08
−0.09

for the lower and higher stellar mass bins, respectively. Our higher stellar mass bin is
consistent with Kim et al. (2022), who find that populations in PPS around clusters at
0.3 < z < 1.4 identified as ‘early infall’ were older on average by 0.71 ± 0.4 Gyr than
comparable ‘recent infall’ galaxies.

In the following section we will show that the distribution of modeled mean(MWA −
MWAUM), ∆MWA, in PPS differs from that of fQ (shown previously in Fig. 3.2, Sec-
tion 3.2.4). These differences in observed fQ and ∆MWA distributions will provide us
with a distinct set of preferred values for time of quenching onset and the duration of
quenching timescales.
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Figure 3.4: Mean deviation in MWA from the MWA–M⋆ relation of an SDSS inter-
loper proxy sample (top right three bins; outlined by dotted black lines), mean(MWA −
MWASDSS), for quiescent 9 < log(M⋆/M⊙) < 10 (left) and 10 < log(M⋆/M⊙) < 10.5
(right) SDSS galaxies as a function of PPS coordinates. Errors on the mean values were
calculated by bootstrapping over clusters, rather than individual galaxies. We note that
the zero-point for this figure, defined by the three PPS bins in the top right corner are
97 per cent interloper galaxies according the orbit library of Oman et al. (2021). The dashed
grey diagonal line indicates where approximately 50 per cent of galaxies are interlopers.
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3.3 Modelling and Results

Our goal is to model the effects of infall quenching on two SDSS observables, fQ and mean
∆MWA, in PPS around z ∼ 0 galaxy clusters, and then use these results to constrain
the associated quenching timescales. In this section, we first describe our infall quenching
model in detail in Section 3.3.1. We show our model results for fQ in Section 3.3.2 and
for ∆MWA in Section 3.3.3. Finally, we combine our modelling results for both fQ and
∆MWA to find a joint constraint on our model’s two quenching timescales in Section 3.3.4.

3.3.1 The model

To model the effects of infall quenching on both fQ and mean ∆MWA, we use the Uni-
verseMachine semi-analytic model, as described in Section 3.2.3, as a representative
model of star formation histories for galaxies in the infall region around a given cluster. A
simple, smooth parametric model could be used, but such models don’t have any intrinsic
scatter in their star formation histories. We will see that this scatter has an impact on the
bimodality in the star formation rates of the galaxy population (see Section 3.4.2). The
UniverseMachine simulation also provides us with a pre-processed infall sample.

Using a galaxy cluster PPS orbit library from Oman et al. (2021), as described in
Section 3.2.2, we sample the infall time distribution of galaxies in PPS in galaxy clusters,
including the interloper fraction across PPS. With these tools in hand, we describe in
Section 3.3.1 how we construct an infall quenching model to predict fQ and ∆MWAs as
a function of position in PPS. For the sake of intuition, we visually illustrate some basic
trends in fQ and ∆MWA with our quenching parameters in Section 3.3.1.

Description of our satellite quenching model

We take the previously defined interloper sample as the infalling population, which will
naturally include any pre-processing of galaxies in infalling structures (e.g. groups or fil-
aments), as captured by the UniverseMachine model. Our model assumes that star
formation histories of z = 0 cluster satellite galaxies are the same as the z = 0 infalling
population of galaxies, but with the addition of a quenching mechanism on infall, as de-
scribed below. Galaxies that fall into the cluster begin suppression of their SFR when a
time interval of tdelay has elapsed after their first pericentre passage. Defining the model
this way means that we are modeling the mean quenching timescales for the population of
galaxies as a whole, over all possible infall orbits (e.g. circular versus eccentric/plunging),
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giving us robust mean observed properties, insensitive to the choice between stochastic or
smooth star formation histories (see Section 3.4.2 for discussion of this point).

For UniverseMachine galaxies, we use the same sSFR cut to separate quiescent/star
forming galaxies as Behroozi et al. (2019), namely

log(sSFR/yr−1) = −11, (3.9)

where star-forming (quiescent) galaxies are defined as lying above (below) the cut. The
UniverseMachine interloper population and SDSS interloper population differ slightly
in their quiescent fractions (see e.g. Fig. B.1), but we are only interested in the differential
quenching effect (fQ in the cluster versus some infall population). To find the timescales
associated with infall quenching, we will fit for the infalling fQ. In Appendix B.3 we will
confirm that our results are robust to adjusting the UniverseMachine infalling star
formation histories such that the infalling galaxies closely match the SDSS fQ−M⋆ trend.

In the literature, some variation of a ‘delayed-then-rapid’ quenching scenario is common,
like that proposed and explored in Wetzel et al. (2013). Exponentially declining SFR (e.g.
Wetzel et al., 2013; Roberts et al., 2019) or linearly declining quiescent fraction (such as
in Oman et al., 2021) are common assumptions. To facilitate comparison with previous
work, we choose a model with an exponential suppression of the SFR on a timescale, τenv,
that starts after some time delay, tdelay, relative to the time of first pericentre tfp (we note
that this allows for negative values of tdelay, i.e. quenching onset prior to tfp).

Galaxies with a given stellar mass and time of first pericentre are Monte Carlo sampled
from satellites in the orbital library of Oman et al. (2021). This gives, for each part of PPS,
some mix of interloper galaxies, as well as in-cluster galaxies, which have a distribution
of infall times depending on position in PPS. The star formation history for a random
interloper with the closest stellar mass to that just drawn is then also drawn from Uni-
verseMachine , which gives the star formation history of this Monte Carlo-simulated
galaxy. Each of these simulated satellite galaxies have quenching applied by starting the
decline in the SFR at the time tfp + tdelay, i.e. SFRsat = SFRiq(t), where q(t) is the
multiplicative quenching envelope,

q(t; tdelay, τenv) =

{
1, t < tfp + tdelay,

e−(t−tdelay−tfp)/τenv , t ≥ tfp + tdelay,
(3.10)

where i refers to a given Monte Carlo-sampled interloper (infalling galaxy) star formation
history. In Fig. 3.5, we illustrate the effect of the multiplicative envelope on the stochastic
star formation histories of the UniverseMachine galaxies.
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We then define our model of the quiescent fraction in a given PPS bin as

fQ,model(tdelay, τenv, fQ,infall) = ∆fQ(tdelay, τenv) + fQ,infall, (3.11)

where ∆fQ is the increase in quenching from our model and fQ,infall is left as a free parameter
of the infalling population’s quiescent fraction to account for systematic differences between
UniverseMachine and the SDSS data.

To determine the stellar masses of any galaxy at z = 0, the UniverseMachine SFRs
are integrated numerically according to eq. 21 and eq. 22 in Behroozi et al. (2019). Ex-
plicitly, this gives a final stellar mass of

M⋆(tnow) =

∫ tnow

0

dM

dt
dt (3.12)

=

∫ tnow

0

SFR(t)(1 − floss(tnow − t)) dt, (3.13)

where floss(t) = 0.05 ln
(
1 + t/1.4Myr

)
and tnow is the age of the Universe at z = 0.

Integrated true (simulated) stellar masses are offset to give ‘observed’ stellar masses, ac-
cording to the prescription in Behroozi et al. (2019, eq. 25 and eq. 27), namely by offsetting
them by µ = SMobs−SMtrue = µ0+µa(1−a) [dex] (where a = 1/(1+z) is the cosmological
scale factor) and additionally adding Gaussian scatter of σSM,obs = min(σSM,z(1 + z), 0.3)
[dex]. Best-fitting values associated with UniverseMachine catalogues available online2

were used for these stellar mass adjustments, namely µ0 = 5.6×10−3 and µa = −0.03 used
for the offset and σSM,z = 0.069 for the Gaussian scatter parameter, respectively.

Mass-weighted ages are integrated numerically from the stellar mass calculations, us-
ing the midpoints between the simulation snapshot timesteps and dM/ dt between two
snapshots’ timesteps,

MWA = tnow − 1

Mtrue

∫ tnow

0

t
(dM

dt

)
dt, (3.14)

where Mtrue is the total simulated stellar mass at the present time without any corrections
for observational effects. Note that MWA is expressed as a lookback time.

The MWA predicted by our quenching model is then

MWAQ = tnow − 1

Mtrue

∫ tnow

0

t
(dM

dt

)
q(t; tdelay, τenv) dt, (3.15)

2UniverseMachine data release 1 catalogues using the Bolshoi-Planck dark matter simulation, includ-
ing catalogues for complete star formation histories, are available on the following page of Peter Behroozi’s
website: https://www.peterbehroozi.com/data.html.
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Similar to fQ in Eq. 3.11 above, we define the ∆MWA observable of our model in a
given PPS bin for each galaxy as

∆MWA(tdelay, τenv, δMWAinfall) = MWAQ,model(tdelay, τenv) (3.16)

− MWAUM

+ δMWAinfall, (3.17)

where MWAQ(tdelay, τenv) is the MWA from our quenching model, δMWAinfall is a floating
offset to allow for the possibility that the infalling population’s MWA may be different
than that of the interloper phase space bins in equation 3.6, and MWAUM is the MWA
expected from the mean MWA–M⋆ relation as defined in Eq. 3.8 for UniverseMachine
galaxies. We use the mean ∆MWA in a given PPS bin in the rest of this work.

Simple illustration of our quenching model

Now that we have described our infall quenching model, we illustrate our predictions for
trends in fQ and ∆MWA in PPS. In particular, we start by exploring the effect of varying
the quenching time delay relative to a satellite galaxy’s first pericentre passage, tdelay,
assuming instantaneous quenching (i.e. τenv = 0). We first illustrate this visually in Fig. 3.6
for tdelay ranging from tdelay = −2 Gyr (i.e. prior to first pericentre) to tdelay = 4 Gyr. We
include contaminating interlopers.

For tdelay = −2 Gyr, quiescent fractions are very high, ≳ 0.75 throughout most of the
region dominated by satellites (i.e. below the ∼ 50 per cent interloper line, indicated by
the same diagonal line as in Figs. 3.2 and 3.4). ∆MWA reaches ∼ 1.1 Gyr for V < 0.5 in
the cluster core (R < 0.5). fQ and ∆MWA values increase with decreasing radius and also
generally increase with decreasing velocity offset (albeit less strongly than with radius).

As tdelay increases, there is a decrease in both fQ and ∆MWA, as intuitively expected.
fQ is still clearly enhanced relative to the interloper population within the ∼ 50 per cent
interloper line, even for a tdelay as long as 4 Gyr. ∆MWA reaches ≲ 0.25 Gyr at all (R, V )
bins for tdelay = 4 Gyr. For an even longer tdelay ≳ 6 Gyr (not shown), fQ continues to
drop and ∆MWA drops to ∼ 0 Gyr.

With this physical intuition in mind, we now carry out a quantitative analysis of our
model for fQ and ∆MWA in turn, as well as the joint constraint that observed SDSS fQ and
∆MWA values place on our model. We will see in the subsections that follow, differences
in the trends for these two observables will enable us to break degeneracy in the tdelay and
τenv model parameters.
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Figure 3.5: Illustration of the effect of our delayed-then-exponential envelope (thick blue
line) on SFR, where at some time delay, tdelay, after time of first pericentre upon infall into
a cluster, tfp, SFR is quenched exponentially by a multiplicative envelope with timescale,
τenv.
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Figure 3.6: Delayed-then-rapid (instantaneous quenching, i.e. τenv = 0) model predic-
tions for a range of delay times, tdelay, after time of first pericentre (a negative tdelay
corresponds to quenching prior to tfp). For these illustrative plots, we use the Uni-
verseMachine ‘observed’ interloper proxy sample as defined in Section 3.2.4, for clusters
with log(Mvir/M⊙) > 14. Top row: predicted quiescent fractions, fQ, in PPS. The diagonal
dashed line, V = −(4/3)R + 2, marks the location where ∼ 50 per cent of galaxies are
interlopers. Bottom row: quiescent mass-weighted age predictions in PPS.
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3.3.2 Quiescent fraction: comparison of models and data

We plot fQ model predictions as a function of time of quenching onset relative to the
first pericentre, tdelay, for a range of τenv values (different coloured curves) in Fig. 3.7 for
9 < log(M⋆/M⊙) < 10 galaxies. For the equivalent plot for 10 < log(M⋆/M⊙) < 10.5
galaxies at z ∼ 0, see Fig. B.2 in Appendix B.4. For reference, we show the mean fQ (grey
horizontal line) and the bootstrapped error on the mean (shaded gray region) for the SDSS
sample in each PPS bin. When finding the best-fitting tdelay values (see Section 3.3.4 for
this), we also fit for the infalling population’s fQ as a nuisance parameter, to account for
possible systematic differences between the quenching from UniverseMachine and the
actual infall population, that we will then marginalize over. For the infalling galaxies, our
fits prefer fQ,infall = 0.16 ± 0.01 (fQ,infall = 0.48 ± 0.01) for 9 < log(M⋆/M⊙) < 10 (10 <
log(M⋆/M⊙) < 10.5) galaxies, shown in Table 3.1, which are offset −0.06±0.01 (0.09±0.01)
relative to the infall/interloper population’s MWAs predicted by the UniverseMachine
model.

We now turn our attention to the trends in fQ with tdelay and τenv, by focussing on the
region of PPS where the infall quenching effect in our model is most pronounced, namely
the innermost parts of clusters. In e.g. the R < 0.5, V < 0.5 bin we see no effect on fQ
for very long quenching times (tdelay ∼ 10 Gyr), as expected. fQ then steadily increases
with decreasing time delay up until a point at which it begins decreasing again, at e.g.
tdelay ∼ −3 Gyr. This turnover feature comes about because the star formation histories
of infalling galaxies are being truncated so aggressively that many quenched galaxies are
dropping out of our stellar mass range, with increasing numbers of quenched galaxies having
log(M⋆/M⊙) < 9. Since there are fewer high stellar mass galaxies, truncated higher stellar
mass galaxies dropping into the bin are not enough to compensate for those dropping below
log(M⋆/M⊙) = 9. The effect is most pronounced for instantaneous quenching, τenv = 0,
and less pronounced for longer star formation suppression timescales, τenv > 0; τenv acts to
smooth out dependencies of fQ on tdelay. This delay in quenching due to longer τenv values
also results in an offset between the maximum possible fQ as a function of tdelay. This offset
effect is such that for higher values of τenv the maximum possible fQ (the turnover point)
requires much earlier quenching, significantly before the time of first pericentre. Features
on shorter timescales (i.e. bumps and wiggles) shown in our model curves are due to the
discrete snapshot times of the N-body simulation used for the orbit library in Oman et al.
(2021).

We contrast this with the methodology of Oman et al. (2021), where stellar masses were
not truncated by quenching, since for simplicity they did not make use of star formation
histories. In that case, there is no turnover effect in fQ as a function of tdelay since galaxies
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Figure 3.7: Quiescent fraction, fQ, predictions for 9 < log(M⋆/M⊙) < 10 galaxies for a
range of models where galaxies quench after some delay time, tdelay, relative to the time
of first pericentre. We show models for a range of exponential suppression timescales.
The SDSS mean fQ values are shown as grey lines, with the shaded regions showing the
bootstrapped (over clusters) uncertainty in the mean.
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are not dropping out of the stellar mass range. That said, the fQ data do not prefer
excessively negative values of tdelay and so the shift in preferred delay time compared to
our choice of truncating stellar masses is rather minimal: it simply causes an offset of
∼ 0.5 Gyr (earlier) relative to our model.

In PPS, the models reproduce the general trends in fQ visible in the SDSS data, but
there is clearly significant degeneracy in the preferred model (i.e. which tdelay, τenv com-
bination is preferred). In order to break this degeneracy, we need another observable
beyond the quiescent fraction to constrain tdelay and τenv. As mentioned earlier, we will
use observationally-derived stellar ages of galaxies for this purpose. We explore model
predictions for stellar ages of galaxies in PPS in the next section.

3.3.3 Stellar ages: comparison of models and data

We now compare our models of stellar age to the SDSS data. As in the previous section,
in Fig. 3.8, we plot the mean ∆MWAs as a function of tdelay in bins of PPS coordinates
R and V for 9 < log(M⋆/M⊙) < 10. For the equivalent plot for 10 < log(M⋆/M⊙) < 10.5
galaxies, see Fig. B.2 in Appendix B.4. We note that for the infalling galaxies, we find that
our fits prefer offsets of δMWAinfall = 0.59 ± 0.12 Gyr and δMWAinfall = 0.47 ± 0.07 Gyr
for 9 < log(M⋆/M⊙) < 10 and 10 < log(M⋆/M⊙) < 10.5 galaxies (shown in Table 3.1),
which correspond to infalling MWAs of 6.70+0.11

−0.13 Gyr and 7.63 ± 0.07 Gyr.

As in the previous section, looking at e.g. the innermost, low-velocity bin (R < 0.5, V <
0.5), we see no effect on ∆MWA for very long quenching delay times, with the effect on
∆MWA usually increasing with decreasing tdelay (earlier onset of quenching). This general
trend, for the most part, is similar for different values of τenv, but with shallower slopes
for higher values of τenv. Or, put another way, a longer timescale for the suppression
of star formation (a higher value of τenv) would require an earlier onset of quenching to
have the same degree of impact on the stellar age. Interestingly, the trend in higher
∆MWA for earlier onset of quenching relative to time of first pericentre is not monotonic
for all values of τenv: for example, for τenv ∼ 0 (instantaneous or almost-instantaneous
suppression of star formation) around tfp that there is a small ∼ 0.1 − 0.3 Gyr dip. This
dip is most pronounced for the higher velocity bins, as this is where galaxies reaching their
first pericentre will preferentially be located in PPS – close to the cluster core and moving
at a high velocity. Since the figure is only showing the mean ∆MWA of quiescent galaxies,
and this region of PPS is dominated by galaxies on their first infall, the influx of recently
quenched galaxies lowers the mean ∆MWA relative to values of tdelay slightly earlier/later
than tdelay ∼ −1 Gyr (the deepest part of the dip). Longer suppression timescales blur out
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Figure 3.8: Mean ∆MWA predictions for quiescent 9 < log(M⋆/M⊙) < 10 galaxies for
a range of models where galaxies quench after some delay time, relative to time of first
pericentre. We show models run for a range of exponential suppression timescales. The
SDSS mean ∆MWA values are shown as grey lines, with the shaded regions showing the
bootstrapped (over clusters) uncertainty in the mean. Note that our models include an
additional offset to allow for the possibility that the infalling population may be different
than that of the interloper phase space bins in Eq. 3.6.
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Parameter 9 < log(M⋆/M⊙) < 10 10 < log(M⋆/M⊙) < 10.5

tdelay 3.5+0.6
−0.9 Gyr −0.3+0.8

−1.0 Gyr

τenv ≤ 1.0 Gyr† 2.3+0.5
−0.4 Gyr

fQ,infall 0.16 ± 0.01 0.48 ± 0.01

δMWAinfall 0.59 ± 0.12 0.47 ± 0.07

Table 3.1: Best-fitting quenching model parameters, given as the 50th percentile for each
respective marginal posterior probability distribution. Upper and lower uncertainties are
the 84th and 16th percentiles of the marginal distributions. Top rows: The time delay until
the onset of quenching relative to the time of a galaxy’s first pericentre (tdelay), and the
exponential star formation suppression timescale after the onset of quenching (τenv). These
are the best-fitting values indicated by the black diamond markers for tdelay and τenv on the
subplots of Fig. 3.9. Bottom rows: Best-fitting infalling population values, as described
for fQ in Eq. 3.11 and ∆MWA in Eq. 3.16. † indicates that the value is a 95th-percentile
upper limit.

this effect. Since the lower velocity regions in the cluster core (R < 0.5) are dominated by
galaxies that entered the cluster a long time ago, this effect is washed out.

Although the uncertainties on ∆MWA are larger than for fQ, our model still predicts
clear trends for ∆MWA across PPS. Because the ∆MWA trends with the timescale pa-
rameters differ from those obtained from fQ, we explore the constraints that arise from
combining fQ and ∆MWA in the next section.

3.3.4 Fitting and joint constraints of time delay and exponential
quenching timescale

By running our model across a range of tdelay and τenv values we can jointly constrain these
timescale parameters by using the information contained in the trends of fQ and ∆MWA
as a function of the PPS coordinates. For each τenv we perform χ2 fitting to determine the
best-fitting tdelay value, by minimizing

χ2 =
∑
i

(
yobs,i − ymodel,i

σi

)2

. (3.18)
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Figure 3.9: Marginal best-fitting parameter values on our model’s quenching timescales
for the two observables, fQ (blue), mean ∆MWA for quiescent galaxies (orange), as well
as joint (black lines/grey shading) for 9 < log(M⋆/M⊙) < 10 galaxies (left) and 10 <
log(M⋆/M⊙) < 10.5 (right). Uncertainties on the best-fitting parameters are shown with
corresponding shaded regions (darker and lighter shaded regions corresponding to the 68%
and 95% confidence regions, respectively). The parameters fit here are the quenching
delay time relative to time of first pericentre, tdelay, and the exponential suppression of star
formation timescale, τenv. Dashed lines indicate the best-fitting tdelay at a given τ . The
joint 68% and 95% confidence region from both observables for tdelay and τenv are shown
overlaid with black contours. The joint best fitting model, i.e. the location with the peak
joint probability, is indicated with a cross symbol. For each plot, the other stellar mass
bin’s joint constraint is overlaid (black cross and dotted contours). Marginal best-fitting
values and uncertainties from the joint constraints are tabulated in Table 3.1.
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yobs,i and σi are the mean observed SDSS data value and its uncertainty, respectively, for
either fQ or MWA, in a given PPS bin i. ymodel,i is the modeled value, as defined in Eq. 3.11
and Eq. 3.16, respectively, and is a function of tdelay, τenv, and the infall population. The
sum is over all PPS bins. We find that the uncertainties on the data may be underestimated,
since for the 20 − 3 = 17 degrees of freedom (20 PPS bins, three free parameters) we
find the following reduced χ2 values: χ2

red(fQ) ≈ 2.75 and χ2
red(∆MWA) ≈ 2.47 for 9 <

log(M⋆/M⊙) < 10. Similarly, for 10 < log(M⋆/M⊙) < 10.5 we find χ2
red(fQ) ≈ 1.38

and χ2
red(∆MWA) ≈ 1.25. A high χ2 leads to parameter constraints that may be too

tight, so to be conservative we inflate the uncertainties on the observed SDSS mean fQ
and mean ∆MWA in each PPS bin by a factor of

√
χ2
red. We note that uncertainties on

the models are negligible as they can be made arbitrarily small simply by sampling more
UniverseMachine galaxies.

We present our best-fitting values for tdelay as a function of τenv for our observables
fQ and ∆MWA in Fig. 3.9, for both 9 < log(M⋆/M⊙) < 10 (left panel) and 10 <
log(M⋆/M⊙) < 10.5 (right panel) stellar mass bins. Consistent with the PPS results pre-
sented in Section 3.3.3, ∆MWA provides a constraint on tdelay that depends only weakly on
τenv. For fQ there is a steeper trend between the fit tdelay for a given τenv. These relations
make sense intuitively: as fQ depends on the distributions of SFRs at a given moment in
time, it can be greatly impacted by any change in the timescale of SFR suppression, τenv.
∆MWA, on the other hand, will not change significantly with τenv since the bulk of stellar
mass growth occurred in the past and will mainly depend on the time at which a galaxy
has quenched.

Also shown in Fig. 3.9 are contours showing the confidence intervals for tdelay and
τenv jointly when combining fQ and ∆MWA. We list our best-fitting joint values with
uncertainties (16th and 84th percentiles) defined by the tdelay and τenv’s marginal probability
distributions in Table 3.1.

Looking first at the 9 < log(M⋆/M⊙) < 10 bin in Fig. 3.9 (left panel), quenching
time delay relative to time of first pericentre is preferred to be tdelay = 3.5+0.6

−0.9 Gyr. We
find a relatively rapid suppression of star formation once quenching has started, with a
best-fitting τenv ≤ 1.0 Gyr (95% confidence level used as an upper bound). We choose
to use a one-sided upper limit for τenv for the lower stellar mass bin, as the probability
distribution for τenv is not Gaussian, peaking at τenv ∼ 0 and the 50th-percentile occurring
at τenv = 0.3 Gyr.

Turning to the higher stellar mass bin, 10 < log(M⋆/M⊙) < 10.5 (bottom panel), a
different fit is preferred: an earlier onset of quenching, tdelay = −0.3+0.8

−1.0 Gyr, corresponding
to the onset of quenching beginning close to the time of first pericentre. The corresponding
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best-fitting τenv is 2.3+0.5
−0.4 Gyr, indicating a significantly slower suppression of star forma-

tion.

3.4 Discussion

We now discuss the meaning of our modelling results and how they contrast with previous
literature. For a discussion of the robustness of our results to changes in the overall
UniverseMachine star formation histories, see Appendix B.3.

We first compare with the work that we have directly built upon, namely that of Oman
et al. (2021) (see also: Oman et al., 2013; Oman & Hudson, 2016). We then compare our
results to the alternative framework proposed in the seminal work of Wetzel et al. (2013),
followed by other observational studies: Taranu et al. (2014) which made use of stellar
age-related spectral indices and Rhee et al. (2020) which used PPS information. Finally,
we compare to a study examining the predictions of hydrodynamical simulations (Wright
et al., 2022; Lotz et al., 2019).

For the purposes of our discussion, we define a quantity, tQ, as the average time for a
star-forming galaxy with median sSFR (of a star-forming galaxy) to exponentially decline
in SFR until it crosses the UniverseMachine quenching threshold of 10−11 yr−1. For our
lower (higher) stellar mass bin this difference in sSFR is ∼ 1.0 dex (∼ 0.8 dex). Assuming
a constant stellar mass for simplicity, the quenching timescale is tQ = tdelay + 2.33τenv
(tQ = tdelay + 1.82τenv). These timescales are summarized in Table 3.2 and their contours
are also plotted in Fig. 3.10.

3.4.1 Oman et al. (2021)

The satellite quenching model of Oman et al. (2021), based on modelling quiescent fractions
in PPS, employs a maximum likelihood model constraining four parameters: the quiescent
fraction of an infalling population (fbefore), the final quiescent fraction of galaxies after
satellite quenching has taken place (fafter, set to zero for their core analysis), the time
at which half of the drop in quiescent fraction is complete (tmid, relative to time of first
pericentre), and the timescale to go from the initial to final quiescent fraction (∆t). For
the purpose of consistency across the following discussion sections, we will refer to the
quenching time as tQ rather than tmid.

We’ve previously discussed how the preferred time of quenching in Oman et al. (2021)
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Study Quantity Lower M⋆ bin Higher M⋆ bin
This work (best) tQ 4.3± 0.4 Gyr 3.9± 0.2 Gyr
This work (tdelay ≡ 0)∗ tQ 3.7± 0.4 Gyr 4.0± 0.2 Gyr
Oman+2021 tQ 3.7 ± 0.2 Gyr 3.4 ± 1.0 Gyr
Wetzel+2013 tQ 2.4 Gyr 1.5 Gyr
Taranu+2014 tQ — 5.0 Gyr
Rhee+2020 tQ 4.2 Gyr 2.5 Gyr
Wright+2022 tQ 1.1 Gyr 2.3 Gyr

This work (best) τenv ≤ 1.0 Gyr† 2.3+0.5
−0.4 Gyr

This work (tdelay ≡ 0)∗ τenv 1.6± 0.2 Gyr 2.2± 0.1 Gyr
Wetzel+2013 τQ,fade 0.8 ± 0.2 Gyr 0.5 ± 0.2 Gyr
Taranu+2014 τpost — 3 Gyr
Rhee+2020 τcluster 1.7+0.2

−0.3 Gyr 1.1+0.3
−0.2 Gyr

Wright+2022 τ 0.4 Gyr 0.9 Gyr

Table 3.2: Comparison of timescales from various literature results to our work; in each
table section they are listed in the order in which they appear in Section 3.4. ‘Lower’ and
‘higher’ stellar mass bins refer to 9 < log(M⋆/M⊙) < 10 and 10 < log(M⋆/M⊙) < 10.5,
respectively. Upper section: average time tQ until quenching, relative to time of first peri-
centre. Lower section: exponential timescales τ compared to our exponential suppression
best-fitting timescale as well as with the conditional assumption (∗) that quenching begins
at time of first pericentre (tdelay ≡ 0), using the fQ contour only. † indicates use of the
upper 95% confidence level as an upper bound. Note that definitions of τ in the literature
vary; the respective discussion sections should be consulted when making comparisons be-
tween τ values.

86



9 < log(M⋆/M⊙) < 10

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
env [Gyr]

2

1

0

1

2

3

4

5

6

7

Qu
en

ch
in

g 
tim

e,
 t Q

 [G
yr

]

this work
Wetzel+2013
Rhee+2020
Oman+2021
Wright+2022

10 < log(M⋆/M⊙) < 10.5

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
env [Gyr]

2

1

0

1

2

3

4

5

6

7

Qu
en

ch
in

g 
tim

e,
 t Q

 [G
yr

]

this work
Wetzel+2013
Taranu+2014
Rhee+2020
Oman+2021
Wright+2022

Figure 3.10: Marginal and joint best-fitting parameter values on overall quenching time,
tQ, and τenv for the two observables, fQ (blue) and quiescent ∆MWA (orange) for 9 <
log(M⋆/M⊙) < 10 galaxies (left) and 10 < log(M⋆/M⊙) < 10.5 (right), analogous to
Fig. 3.9. As well, we have overlaid the tQ literature values from Table 3.2 with the various
points and lines shown in the legend. We omit error bars where it was not straightforward
to determine them.
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is offset to be ≲ 0.5 Gyr later than ours, since for simplicity they assumed galaxy star
formation histories are not truncated by premature quenching.

They find a nearly flat tQ relation with stellar mass (excluding log(M⋆/M⊙) ≳ 10.5),
with tQ = 3.7± 0.2 Gyr and tQ = 3.4± 1.0 Gyr for our lower and higher stellar mass bins,
respectively. We find consistent overall quenching times (tQ(tdelay = 0) = 3.7 ± 0.4 Gyr
and tQ(tdelay = 0) = 3.9 ± 0.2 Gyr, respectively). Relaxing this assumption, our model
is still consistent with theirs, although the lower stellar mass bin tQ increases slightly, by
∼ 0.5 Gyr.

Oman et al. (2021) were unable to provide strong constraints on their ∆t parameter;
they find that it tends to be underestimated, e.g. with the median value (based on the
probability density from the model) underestimated by up to ∼ 1 Gyr at lower stellar
masses. They note that this effect is due to resolution issues in the N-body simulation
resulting in low-mass satellite haloes being disrupted too early. Values of ∆t ∼ 1 −
1.5 Gyr were preferred by their modelling, but with very large uncertainties, which they
marginalized over for their primary analysis to get their tight constraints on tQ and the
quiescent fraction parameters. They note that the resolution effect could mask a decreasing
trend in tQ, which could likewise occur in our modelling.

3.4.2 Wetzel et al. (2013)

Wetzel et al. (2013) found that satellites falling into a cluster experience ‘delayed-then-
rapid’ quenching. One difference between their model and ours is that although Wetzel
et al. (2013) fits a delayed-then-rapid model with an exponentially declining sSFR (specif-
ically, their parameters are: time delay, tQ,delay, and ‘fading timescale’, τfade), our model
relies on the star formation histories of UniverseMachine which are stochastic rather
than a simple smooth analytical function.

Another important difference in the models is the treatment of pre-processing of galaxies
prior to entering the cluster. In our model, a simulated infalling population is used to
account for pre-processing, whereas in Wetzel et al. (2013) the infall quenching ‘clock’ for
a given galaxy starts on first infall into any larger halo, i.e. when a central becomes a
satellite. Because of this, one would expect their (average) quenching time delay to be
longer, as their quenching time delay includes the time spent in smaller groups prior to
infalling into the main cluster progenitor. The magnitude of the median difference between
time of first infall into any halo and infall into the final cluster is 3.2 Gyr (their fig. 2;
assuming logM200c/M⊙(z = 0) = 14.2 – our median host halo mass).
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Figure 3.11: Our model displays a persistent bimodality in sSFR distribution, regardless
of SFR suppression timescale, whereas Wetzel et al. (2013) finds a unimodal distribution
for long suppression times (contrast the red solid line for their model with the blue solid
line for our model). This arises because of our use of a stochastic star formation history,
whereas they use smooth star formation histories. In particular, we are contrasting with
fig. 9 in Wetzel et al. (2013), for our 10 < log(M⋆/M⊙) < 10.5 stellar mass bin and
their 10.1 < log(M⋆/M⊙) < 10.5 stellar mass bin. A correction of −1 Gyr is added
to be comparable to their average infall time, which has the time zero-point set at rvir.
Additionally, for ease of comparison with Wetzel et al. (2013), who claimed need for a short
exponential suppression timescale to reproduce the bimodality, we include only galaxies
within r200c ≈ 0.73r360m and add log-normal scatter with mean log(sSFR/yr−1) = −12 and
0.25 dex variance to all galaxies with log(sSFR/yr−1) < −12.
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Figure 3.12: Similar to Fig. 3.11, except we now demonstrate how we can reproduce the
bimodality in the sSFR distributions of the SDSS data (solid black histogram) for a range
of relevant models with different exponential quenching timescales (coloured lines) for our
two stellar mass bins, 9 < log(M⋆/M⊙) < 10 (left) and 10 < log(M⋆/M⊙) < 10.5 (right).
The left panel shows three scenarios, which are (in the order that they are listed in the
legend): (i) long τ equal to that preferred for our higher stellar mass bin, but tdelay taken
from along the fQ error contour, (ii) a scenario where tdelay = 0, with τenv chosen to
minimize χ2 (see Fig. 3.9), (iii) 50th percentile of our timescale parameters. The right
panel is similar, showing: (i) rightward end of the 95% confidence level ellipse, (ii) best-
fitting timescale parameters, (iii) leftward end of the 95% confidence level ellipse. It is
worth noting that there is an offset in fQ not factored into the above model histograms,
equal to that described in Section 3.3.2, and that the quenching sSFR cut for SDSS has
some stellar mass dependence, rather than a simple sSFR = 10−11 yr−1cut.
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Quenching delay time

To compare their model with ours, we must account for the two populations of galaxies
falling into clusters which will have different quenching times relative to time of first peri-
centre in the z ∼ 0 cluster: those that are already satellites in some smaller halo which
have had their quenching clock start at some earlier time (A) and those that are falling into
a larger halo for the first time (B). For case (A), according to the fits of Wetzel et al. (2013)
for a 9 < log(M⋆/M⊙) < 10 galaxy, the full time until quenching for a galaxy that became
a satellite in a log(Mvir/M⊙) > 14 cluster is ∼ 5.7 Gyr (interpolated). Taking the median
time between first infall and infall into the cluster to be ∼ 3.2 Gyr (see fig. 2 of Wetzel
et al., 2013) and time from rvir to first pericentre in the final log(Mvir/M⊙) > 14 cluster to
be ∼ 1 Gyr (Oman et al., 2013), we would expect such galaxies to quench t̄ ∼ 1.5 Gyr after
first pericentre on average. We note that these pre-processed galaxies are quenching earlier
than they would in a scenario where quenching occurs only due to infall into the final clus-
ter host. For case (B), according to their fits for galaxies falling into log(Mvir/M⊙) > 14
clusters, the full time until quenching is tQ ∼ 4.8 Gyr for 9 < log(M⋆/M⊙) < 10 galaxies,
or about ∼ 3.8 Gyr after first pericentre. The relative proportions of the (A) and (B)
scenarios are ∼ 0.6 and ∼ 0.4, respectively (see Wetzel et al., 2013, fig. 1).

These approximations give an average quenching time, relative to time of first pericen-
tre, of tQ ∼ 0.6(1.5 Gyr) + 0.4(3.8 Gyr) ∼ 2.4 Gyr. The same calculation for our higher
stellar mass bin gives tQ ∼ 1.5 Gyr. These are shorter, by ∼ 1.9 Gyr and ∼ 2.4 Gyr, than
our quenching times of tQ = 4.3±0.4 Gyr and tQ = 3.9±0.2 Gyr, for our lower and higher
stellar mass bins, respectively.

Fading time and sSFR bimodality

Wetzel et al. (2013) claim that in order for the bimodality in the sSFR distribution to per-
sist across environments, including in the most massive clusters, infall-induced quenching
requires a short exponential timescale, τQ,fade < 1 Gyr (they find τQ,fade = 0.8 ± 0.2 Gyr
and τQ,fade = 0.5 ± 0.2 Gyr for our lower and higher stellar mass bins, respectively). For
longer SFR fading timescales (∼ 2 times their best-fitting τfade), their model predicts no
bimodality in the sSFR distribution, but rather a unimodal distribution peaking near the
centre of the ‘green valley’ (log(sSFR) ∼ −11.2 for log(M⋆/M⊙) < 10.5 galaxies), which we
illustrate in Fig. 3.11. This occurs because their model assumes a smooth exponentially-
declining star formation history for the infalling galaxies, and a gentle fading leads to
galaxies passing through the green valley too slowly to maintain the bimodality.
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We find our lower stellar mass bin exponential timescale (τenv ≤ 1.0 Gyr) is consistent
with theirs, but our higher stellar mass bin value of τenv = 2.3+0.5

−0.4 Gyr is significantly longer
than their τQ,fade ∼ 0.5 ± 0.2 Gyr. However, these fading times are different quantities:
τQ,fade in Wetzel et al. (2013) represents the fading time of an individual galaxy, whereas our
τenv is a population-wide fading ‘envelope’ which multiplies the stochastic star formation
histories of individual UniverseMachine galaxies. The stochasticity in star formation
histories is due to significant variations in SFR of UniverseMachine galaxies, which
occur by design: in this model, SFR tracks the accretion rate of baryonic matter, as well
having a random variability on short timescales (∼ 10−100 Myr). This stochasticity allows
the sSFR distribution to be bimodal even in the case of a long τenv. Because of the rapid
changes in SFR for UniverseMachine galaxies, they do not spend significant amounts of
time in the green valley, whether or not their SFRs are forced to decline by our exponential
suppression envelope (visually illustrated in Fig. 3.5). The SFRs of infalling galaxies un-
dergoing satellite quenching drop below the sSFR quenched threshold much more abruptly
than a suppressed smooth star formation history, so longer fading/suppression envelopes
are allowed.

From a qualitative comparison of the scenarios in Fig. 3.12, a longer τenv ≳ 2.3 Gyr
is preferred by the depth of the green valley for 9 < log(M⋆/M⊙) < 10 galaxies, rather
than a short τenv ≤ 1.0 Gyr preferred by the fQ and ∆MWA constraints. We note that the
location of the star forming peak of the sSFR distribution is better fit by e.g. tdelay = 0 Gyr
and τenv ∼ 1.5 Gyr. For 10 < log(M⋆/M⊙) < 10.5 galaxies, we find that the relative depth
of the green valley implies a preference for longer τenv, e.g. τenv ≳ 2.3 Gyr, which is our
best-fitting result.

A robust quantitative comparison of infall quenching models using additional sSFR
distribution features, aside from fQ, clearly requires controlling for type of star formation
history. The depth of the green valley depends on whether the assumed star formation
histories are smooth or stochastic and the specific choice of stochasticity made in Uni-
verseMachine is not unique. Additionally, measured star formation rates of quiescent
galaxies have high systematic uncertainties regardless of how they are obtained (Brinch-
mann et al., 2004; Salim et al., 2007; Wetzel et al., 2012; Hayward et al., 2014), meaning
that much of the shape of the quiescent bump is determined by observational systematics,
rather than quenching physics. As such, we do not utilize additional features of the sSFR
distribution beyond fQ, as they do not appear informative or robust in constraining our
infall quenching model and comparing it to e.g. Wetzel et al. (2013).
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3.4.3 Taranu et al. (2014)

Using an approach broadly similar to our work, Taranu et al. (2014) combined a star
formation and quenching model with information from a library of subhalo orbits from N-
body simulations of 4 rich clusters with log(M200c/M⊙) > 15, with median stellar masses in
their sample of log(M⋆/M⊙) = 10.4. They compared model predictions to observed bulge
and disc colours and are one of the only previous studies (see also Upadhyay et al., 2021,
for an attempt with a spectroscopic sample of 11 galaxies) to make use of age-sensitive
stellar absorption line-strength indices for constraining cluster infall quenching times using
radial information. Since galaxy disc colours are particularly affected by environment, they
can be used to constrain the quenching timescale and location of quenching onset in the
cluster using their median trends in cluster-centric radius. They used the age-sensitive
Balmer lines of luminous passive cluster galaxies, which are more sensitive to older stellar
populations than disc colours.

From their set of models, they found that quenching starting shortly before the time of
first pericentre (within a quenching radius of 0.5r200c, which is ∼ 0.5 Gyr prior to the time
of first pericentre for a galaxy on first infall) produced the best fits to disc colours as a
function of radius. They found that delayed-then-rapid models lead to an excessively large
slope in galaxy disc colour versus cluster-centric radius, and also overpredict the strength of
the Balmer lines. Instead, their preferred model is one with a gentle exponential quenching
timescale of τpost ∼ 3 Gyr, consistent with the τenv that we find for the higher stellar mass
bin. This corresponds to a total quenching time of tQ ∼ 5 Gyr, longer than ours by
∼ 0.7 Gyr (see Table 3.2).

3.4.4 Rhee et al. (2020)

Rhee et al. (2020) fit a quenching model to disc galaxies in z = 0.08 clusters. Infall
is defined as when a galaxy first crosses 1.5Rvir. They follow an approach similar to
ours, parametrizing quenching with a time delay followed by an exponential suppression
of star formation, but instead of modelling the quiescent fraction they model the full SFR
distribution of galaxies as a function of position in PPS.

They find that the time delay from infall until the onset of quenching is 2 Gyr for all
stellar masses log(M⋆/M⊙) > 9.5. The time for a galaxy to fall from their infall definition
of 1.5Rvir to first pericentre is ∼ 1.3 Gyr. We can then subtract this from their quenching
time since infall (as presented as tQ in their table 1 for similar stellar mass bins), giving
5.45 Gyr−1.3 Gyr ∼ 4.2 Gyr and ∼ 3.8 Gyr(interpolated)−1.3 Gyr = 2.5 Gyr for our lower
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and higher stellar mass bins, respectively. This is consistent with our lower stellar mass
bin (we find tQ ∼ 4.3 ± 0.4 Gyr) but earlier for our higher stellar mass bin by ∼ 1.4 Gyr
(our tQ ∼ 3.9 ± 0.2 Gyr).

This difference in trend with stellar mass between our results and those of Rhee et al.
(2020) is not due to a difference in delay times, but rather is due to their SFR suppression
timescale, τcluster(z = 0), which declines with increasing stellar mass over our stellar mass
range, whereas we find the opposite trend. We note that they add a redshift-dependent
factor to their quenching timescale τcluster(zinf) = τcluster,0(1+z)−α and to the quenching time
delay timescale (due to the redshift evolution of the dynamical time in clusters), td(zinf) =
td,0(1 + zinf)

−1.5. This only results in a small correction (a decrease by ∼ 10 per cent if
we use e.g. z = 0.5, the time at which an average galaxy has fallen into the cluster).
For z = 0, they find τcluster,0 = 1.7+0.2

−0.3 Gyr and τcluster,0 ∼ 1.1+0.3
−0.2 Gyr for our lower

and higher stellar mass bins, respectively. This is consistent with our lower stellar mass
bin’s τenv(tdelay = 0) = 1.6 ± 0.2 Gyr, but more rapid than our higher stellar mass bin’s
τenv(tdelay = 0) = 2.2 ± 0.1 Gyr, respectively.

3.4.5 Comparison with hydrodynamical simulations

A study directly comparable to ours, which examines quenching in the EAGLE hydrody-
namical simulations, is that of Wright et al. (2022). Their work provides an orbital analysis
of galaxies’ gas inflow, stripping, star formation and quenching. Stripping of infalling galax-
ies’ hot gas begins at 2–3 virial radii from the host and takes longer for high-mass satellites
(log(M⋆/M⊙) > 10). This begins the process of starvation and the removal of the hot gas
‘buffer’, resulting in galaxies becoming vulnerable to cold gas stripping. They refer to the
hot gas halo as having a protective effect, as they observe that the onset of significant cold
gas stripping only begins after stripping of the hot gas halo is complete. In their work,
they include both HIand molecular hydrogen in the mass of cold gas in a galaxy.

For low-mass satellites (log(M⋆/M⊙) < 10), they find that suppression of gas cooling
onto the galaxy becomes permanent after hot gas stripping, normally occurring around
the time of first pericentre. Some high-mass satellites, on the other hand, retain small
hot gas reservoirs, and continue to cool gas for star-formation after first pericentre. Cold
gas stripping is shown to be periodic, being strongest for galaxies near pericentre, as that
is when density and velocity is at a maximum, hence maximizing the ram-pressure force
(Pram ∝ ρicmv

2). All of this results in the following: low mass satellites experience very
efficient ram-pressure stripping of cold gas, leading to rapid quenching, whereas high mass
satellites experience less efficient stripping and a more gradual starvation-like scenario after
their first pericentre.
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In terms of quenching, we note that Wright et al. (2022) remove pre-processed infalling
satellites, namely those galaxies which were satellites in a host halo with log(M200/M⊙) ≥
12 prior to falling into the current host (≈ 30 per cent of infalling galaxies). This handling
of pre-processing is somewhat different from ours, as we fit the pre-processed quiescent
fraction for infalling galaxies and focus on the differential quenching (relative to the infalling
population) in the final z = 0 cluster.

To compare our quenching timescales with Wright et al. (2022), we compare the time
required for a galaxy of average sSFR (see their fig. 7) to cross the quenching threshold and
assume tdelay = 0 to find an approximate average quenching time relative to the time of first
pericentre. Wright et al. (2022) finds median quenching times 0.25⟨Torb⟩ = 0.25(4.5 Gyr) =
1.1 Gyr and 0.65⟨Torb⟩ = 0.65(3.5 Gyr) = 2.3 Gyr relative to the time of first pericentre, for
their 9 < log(M⋆/M⊙) < 10 and 10 < log(M⋆/M⊙) < 11 bins, respectively. For the higher
stellar mass galaxies, the majority (∼ 80 per cent) are quenched by second pericentre. We
find longer quenching times of tQ = 3.7 ± 0.4 Gyr for 9 < log(M⋆/M⊙) < 10 galaxies
and tQ = 4.0 ± 0.2 Gyr for 10 < log(M⋆/M⊙) < 10.5 galaxies. Using similar reasoning,
their SFR suppression is equivalent to an exponential suppression time of τ ∼ 0.4 Gyr and
∼ 0.9 Gyr for our lower and higher stellar mass bins, respectively. Taking tdelay = 0, our
τenv is significantly longer, by 1.2 Gyr and 1.3 Gyr, respectively. Relaxing tdelay = 0, we
find little to no change in preferred tQ, but results in our preferred exponential suppression
timescale being consistent with theirs for lower stellar mass galaxies.

Based on this discussion, we conclude that we prefer significantly longer total quenching
timescales than Wright et al. (2022). If we assume tdelay = 0, as their models predict, then
we find that our star formation suppression timescales, τenv, are longer than theirs by
1.2 − 1.3Gyr.

A similar previous study is that of Lotz et al. (2019), which instead examined z ∼ 0
quiescent fractions in the Magneticum Pathfinder hydrodynamical simulation. They found
that most log(M⋆/M⊙) < 10.5 galaxies are quenched within ∼ 1 Gyr of crossing r200c
(i.e. around the time of first pericentre), with the relatively small fraction of galaxies with
tangential orbits and very high stellar masses able to maintain star formation after first
pericentre. This quenching is significantly earlier than we find for both of our stellar mass
bins, and all of the results examined in our discussion above.

3.4.6 Towards a consistent model of quenching

There is ample observational evidence that ram pressure stripping of the cold gas starts at
or just before first pericentre. For example, Smith et al. (2010) found that ram-pressure
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stripped tails of Coma cluster galaxies were prevalent within half of the cluster virial radius
and that most of these tails pointed away from the cluster, indicating that the stripping was
occurring on infall, i.e. just before pericentre. Studies of the distribution of HIabundance
as a function of the PPS coordinates (Jaffé et al., 2015; Oman et al., 2021) find that
HIdepletion begins close to pericentre, i.e within 0.5r200c, in agreement with Smith et al.
(2010). However, quenching is not instantaneous and likely proceeds from outside inwards if
it is due to ram-pressure stripping (Boselli et al., 2022). Owers et al. (2019) studied cluster
galaxies with spatially resolved spectroscopy and uncovered a population of galaxies with
strong Hδ absorption – indicative of recent quenching – in their outskirts, but these same
galaxies had ongoing star formation in their centres. They modeled the distribution of
these galaxies in PPS, finding indications that galaxies with a recent quenching event in
their outskirts are within 1 Gyr of entering within 0.5r200c of the cluster centre.

That quenching should start at (or just before) pericentre is supported by our results
for our higher stellar mass bin (tdelay = −0.3±+0.8

−1.0 Gyr) but is at odds with our results
for low stellar mass galaxies. For these we find that the onset of quenching occurs well
past pericentre tdelay = 3.5±+0.6

−0.9 Gyr and with a fast quenching envelope (τenv ≤ 1.0 Gyr).
Such a short quenching timescale, however, would predict a deep ‘green valley’ in the sSFR
distribution, inconsistent with the observed shallow depth (see Fig. 3.12). For the lower
stellar mass bin, quenching starting at pericentre (tdelay = 0) is permitted by the quiescent
fraction but disfavoured by the stellar ages at the ≳ 2σ level (see Fig. 3.9). This preference
is driven by there being little-to-no gradient in ∆MWA between galaxies in the cluster core
and those infalling, as shown in Fig. 3.4. This result, however, appears to be driven partly
by the very lowest stellar mass galaxies: if we restrict analysis to 9.5 < log(M⋆/M⊙) < 10,
we find somewhat better compatibility with tdelay = 0. If we fix tdelay = 0, as suggested
by other observational and theoretical evidence, then, for the lower stellar mass bin, we
find slower quenching with τenv = 1.6 ± 0.2 Gyr. This timescale is in better agreement
with the sSFR distribution in Fig. 3.12. For the higher stellar mass sample, the quenching
timescale is longer, with τenv = 2.2 ± 0.1 Gyr, and is in reasonable agreement with the
sSFR distribution. While the SFR suppression timescales that we find are longer than
those found in hydrodynamical simulations (see Section 3.4.5), they are shorter than the
gas depletion timescales of 3.5–4 Gyr for field galaxies of comparable stellar mass (Boselli
et al., 2014).

Taking all of these results together suggests a picture in which ram pressure stripping
starts close to pericentre and is effective in a satellite galaxy’s outskirts (where the restoring
force is low compared to the force due to ram pressure) but may not be fully effective in
their more tightly bound inner regions. For gas in the inner regions, while there may be
no inflow of new cold gas (due to the complete stripping of the hot gas in the halo), the
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remaining cold gas will then be consumed by star formation. This consumption timescale
is shorter than in the field for two reasons: first, because there is less cold gas available due
to the stripping in the outskirts; and second, because ram pressure stripped galaxies have
modestly-enhanced star formation rates at fixed stellar mass, compared to similar galaxies
in the field, of 0.2–0.3 dex (Roberts & Parker, 2020; Roberts et al., 2022).

3.5 Conclusions

We have combined SDSS photometry and spectroscopy, orbital information from tracking
haloes in an N-body simulation, and simulated galaxies from the UniverseMachine
empirical model to constrain a simple model that suppresses star-formation histories of
galaxies that have fallen into clusters. In the model, an infalling galaxy will have its star
formation rate suppressed by an exponential envelope with timescale τenv after some delay
time tdelay, relative to the time of the first pericentre. The parameter fits from this modeling
give the mean quenching timescales for the infalling population as a whole. We jointly fit
these model parameters using both the quiescent fraction and mean deviation from the
mean MWA–M⋆ relation (∆MWA) of the infalling population in projected phase space.
Doing so allows us to break the degeneracy between time of quenching onset and quenching
duration that was present in previous models. The method accounts for interloper galaxies
(which appear in projection, but are not physically in the cluster), and the pre-processing
of infalling galaxies, allowing us to isolate the quenching effect of the (most recent) infall
into a massive cluster. Our main results can be summarized as follows:

• The mean mass-weighted stellar age depends on location in projected phase space,
with cluster member-dominated regions being older (by ≲ 1 Gyr) relative to an
interloper-dominated region.

• Overall quenching times for our two stellar mass bins are driven by the quiescent
fraction and are consistent with Oman et al. (2021), whose methodology we build on
directly: tQ = 4.3 ± 0.4 Gyr and tQ = 3.9 ± 0.2 Gyr for our lower and higher stellar
mass bins, respectively. We find longer overall quenching timescales than other works
in the literature where only star-formation rates are modeled, but agree with Taranu
et al. (2014), who make additional use of the age-sensitive Balmer lines of quiescent
galaxies.

• Using mass-weighted ages allows us to break the degeneracy between tdelay and τenv.
We find that the onset of quenching occurs at tdelay = 3.5+0.6

−0.9 Gyr and tdelay =

97



−0.3+0.8
−1.0 Gyr, relative to time of first pericentre, for galaxies in our 9 < log(M⋆/M⊙) <

10 and 10 < log(M⋆/M⊙) < 10.5 stellar mass bins, respectively. The models prefer
a short SFR suppression timescale, τenv ≤ 1.0 Gyr (consistent with ram-pressure
stripping), for our lower stellar mass bin, and a longer 2.3+0.5

−0.4 Gyr (consistent with
strangulation) for our higher stellar mass bin.

• In contrast to Wetzel et al. (2013), our model is able to reproduce the SFR bimodality
even with long exponential suppression timescales, thanks to the stochasticity of the
UniverseMachine star formation histories that we employ (as opposed to using
smooth analytic star formation histories). We note that, for our lower stellar mass
bin, the depth of the green valley prefers values of τenv ≳ 1.5 Gyr and tdelay ∼ 0, in
slight tension with the later quenching onset preferred by ∆MWAs.

Based on these findings and on our detailed discussion of the literature, we argue that
satellites infalling into clusters experience ram pressure stripping of cold gas starting close
to pericentre, which is only effective in the galaxy’s outskirts, at least on the first pericentre
passage. This leaves reduced cold gas available for continued star formation, resulting in
star formation suppression timescales of τenv ∼ 2 Gyr – longer than if galaxies were fully
stripped on their first pericentre passage, but shorter than a simple starvation scenario.

Future surveys like the Bright Galaxy Survey of the Dark Energy Spectroscopic In-
strument (DESI) will provide a large increase in sample size over that of the one million
galaxies in the SDSS DR14 main galaxy sample (Ruiz-Macias et al., 2021). An increase in
sample size of galaxies with spectroscopically-derived MWAs should reduce the errors on
∆MWA significantly. Using spectroscopically-derived quantities more sensitive to recent
SFR suppression or quenching, such as the time at which 90 per cent of the stellar mass
has formed (Webb et al., 2020; Upadhyay et al., 2021), could also provide additional con-
straining power on infall-related and general quenching models. The models could also be
improved by using a physically-motivated model of ram-pressure stripping, rather than a
generic timescale for SFR decline. Such a model could involve radius and velocity at first
pericentre, as suggested in a simple model by Owers et al. (2019, see also Roberts et al.,
2019 for a quenching model depending on ICM density). With these various improve-
ments, tighter constraints on time of quenching onset and duration via infall quenching as
a function of stellar mass should be possible in the future.
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Chapter 4

How many stars form in major
mergers?

4.1 Introduction

Understanding the impact of the merging of galaxies is essential to formulating a complete
picture of hierarchical galaxy evolution in the ΛCDM framework (Kauffmann et al., 1993;
Navarro et al., 1996; Somerville & Davé, 2015). Mergers, both major and minor, are an
intrinsic part of the build-up of stellar and dark matter mass to form the galaxies we see
in today’s Universe, especially given their highly pronounced role early in the Universe’s
history (e.g. Conselice et al., 2003; Hopkins et al., 2010). Mergers are not only additive, but
also transformative: they are believed to trigger central starbursts (Heckman et al., 1990;
Hopkins et al., 2008c; Perez et al., 2011), accelerate the feeding of gas to supermassive
black holes (Di Matteo et al., 2005; Hopkins et al., 2008b), and can transform a galaxy’s
morphology (Barnes & Hernquist, 1996b). Much observational work has been done veri-
fying qualitative predictions of simulations over a range of redshifts (e.g. Kennicutt et al.,
1987; Barton et al., 2000; Conselice et al., 2003; Koss et al., 2010; Xu et al., 2012; Cotini
et al., 2013; Ellison et al., 2019, to name a few). Despite extensive study, a detailed and
fully quantified picture of the merger process and its impacts on various galaxy properties
remains a challenge – a carefully matched control sample is needed to separate effects of
various parts of the merger process from intrinsic trends in galaxy populations (Perez et al.,
2009; Ellison et al., 2013b; Bickley et al., 2022).

Terminology related to mergers varies and can easily lead to confusion. For consistency
and clarity, we describe the stages of the merger sequence with our preferred terminology

99



as follows. Galaxies first orbit each other as a pair that becomes closer (on average) with
time due to dynamical friction – we refer to this as the “inspiral” phase. As the pair
becomes even closer, it may appear as a single disturbed galaxy but with a double nucleus.
We consider a pair to have coalesced when there is a single nucleus. Galaxies that have
coalesced but can still be identified morphologically as a merger product (from disturbed
or tidal features) are referred to in this work as post-coalescence mergers.

Large systematic galaxy surveys, in particular the Sloan Digital Sky Survey (SDSS)
of approximately one million nearby galaxies, have enabled much more detailed statistical
study of mergers via close pairs. Studies have found bluer bulge colours (Ellison et al.,
2010; Patton et al., 2011; Lambas et al., 2012), enhanced star formation rates (Nikolic
et al., 2004; Alonso et al., 2006; Li et al., 2008; Ellison et al., 2013b; Scudder et al.,
2012; Patton et al., 2013; Lackner et al., 2014; Pan et al., 2019), a modest reduction in
metallicity (e.g. Scudder et al., 2012; Thorp et al., 2019), enhanced HI gas (e.g. Scudder
et al., 2015; Dutta et al., 2018; Ellison et al., 2018), increased AGN activity/fraction (e.g.
Ellison et al., 2011; Lackner et al., 2014; Weston et al., 2017), etc. In particular, modest but
significant enhancement of star formation is present in galaxy pairs that have a separation
rp < 150h−1

70 kpc (Patton et al., 2013), with star formation rates matching control galaxies
beyond this (150h−1

70 kpc < rp < 1Mpc), indicating enhanced star formation on the order
of a Gyr or more prior to merging (Kitzbichler & White, 2008; Jiang et al., 2014).

While much of the observational merger literature has focused on close pairs or pre-
coalescence mergers with two visible nuclei, little work has been done on post-coalescence
mergers. As a result, the amount of stellar mass formed during the final burst remains
highly uncertain. A major difficulty has been identifying a large sample of post-coalescence
mergers in a consistent way.

Post-starburst galaxies (PSBs), quenched galaxies with a significant population of type-
A stars, indicative of a burst of star formation in the last ∼ 1 Gyr (González Delgado et al.,
1999), are often assumed to be mostly post-coalescence merger galaxies, at least at low
redshifts, where starbursts should otherwise be uncommon. Observationally, 50 − 90 per
cent of post-starbursts feature tidal features or disturbed morphologies (e.g. Pawlik et al.,
2016; Sazonova et al., 2021). Ellison et al. (2022) find a 30–60x excess of PSBs in post-
coalescence mergers (but not for close pairs), lending further support to this connection,
but make it clear that less than a majority of post-coalescence mergers are PSBs. By
selecting PSBs based on the presence of a strong burst, they may not be representative of
the post-coalescence merger population as a whole.

Few attempts have been made to observationally quantify the amount of stellar mass
formed in galaxy mergers. Samples of PSBs find large stellar mass burst fractions of
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∼ 0.30 (e.g. French et al., 2018). Hopkins et al. (2008c) found a stellar mass burst fraction
of ∼ 0.25 by fitting excess central light in a sample of ∼ 50 morphologically-identified
gas-rich post-coalescence merger candidates. Very recently, Yoon et al. (2023) use stellar
ages for a small sample of galaxies with any morphologically-identified tidal features and
find a burst fraction of up to 7 per cent for their 10.6 < log(M⋆/M⊙) < 11.1 galaxies.

The goal of this work is to model the stellar mass burst during merging using galaxy
stellar ages. To measure the stellar mass created in the starburst from the coalescence
stage of a typical major merger in a systematic and unbiased way, a sample must ideally
have high purity (high fraction of genuine mergers) and high completeness or representative
sample of post-coalescence mergers. By using the machine learning-identified but visually
confirmed post-coalescence mergers of Bickley et al. (2022), we expect to have a highly
pure and representative sample of post-coalescence mergers.

The outline of this paper is as follows. In Section 4.2 we describe the SDSS observational
data and sample selections of post-coalescence mergers and controls. Then in Section 4.3
we present our core results: observed properties of merger galaxies, particularly stellar ages
compared to controls, as well as our star formation history modeling of both the inspiral
phase and stellar mass excess from the final burst of star-formation during coalescence. In
Section 4.4, we discuss the robustness of these results and contrast them with gas mass
fractions and works in the literature. We conclude in Section 4.5.

Unless otherwise specified, the following assumptions and conventions are used. Uncer-
tainties are estimated from the 16th-84 percentile interval (equivalent to 1-σ for a Gaussian-
distributed variable). Logarithms with base 10 (log10) are written simply as ‘log’ through-
out this work. A flat ΛCDM cosmology consistent with the Planck 2015 cosmological pa-
rameters (Planck Collaboration et al., 2016a) is assumed, namely H0 = 68 km s−1 Mpc−1,
Ωm = 0.31, and ΩΛ = 0.69. A Chabrier (2003) initial mass function (IMF) is assumed
throughout. ‘Age’ of a galaxy refers specifically to mass-weighted age, expressed as a look-
back time. Finally, we define the stellar mass ratio of a pair of galaxies as µ ≡ M⋆,1/M⋆,2

(primary to secondary stellar mass ratio) and use this throughout.
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4.2 Data and sample selection

4.2.1 Observational data: SDSS

Stellar masses and ages

We use stellar masses and mass-weighted ages (hereafter simply ‘ages’) of the value-added
catalogue Comparat et al. (2017), who performed full spectral fitting of galaxy proper-
ties from the Sloan Digital Sky Survey (SDSS) Data Release 14 (Abolfathi et al., 2018)
using FIREFLY (Wilkinson et al., 2017). The SDSS data are limited to a Petrosian
r-band magnitude mr < 17.77. We only include objects whose spectra Comparat et al.
(2017) classified as a ‘GALAXY’. Note that this excludes objects classified as a ‘QSO’ –
quasi-stellar objects. We compare their stellar masses with those of Mendel et al. (2014)
and confirm that offsets in the stellar masses do not affect our results. In particular,
we use the fits of Comparat et al. (2017) that were done using the M11 stellar popula-
tion models of Maraston & Strömbäck (2011), a Chabrier IMF (Chabrier, 2003), and the
MILES stellar library (Sánchez-Blázquez et al., 2006; Falcón-Barroso et al., 2011; Beifiori
et al., 2011) for the mass-weighted ages (‘CHABRIER MILES age massW’), stellar masses
(‘CHABRIER MILES stellar mass’), and SFRs from (Brinchmann et al., 2004; Salim et al.,
2007).

Post-coalescence merger sample

We select galaxies with 0.01 ≤ z ≤ 0.2, log(M⋆/M⊙) > 10, and that have a match to
the FIREFLY catalogue by Wilkinson et al. (2017), from the visually-confirmed post-
coalescence merger catalogue of Bickley et al. (2022) which also have SDSS spectroscopy-
derived stellar ages, yielding 445 galaxies out of their total 699 post-coalescence mergers
catalogue (with a similar reduction in numbers from excluding objects with QSO spectra
and the redshift cut). The mean redshift of the merger sample is 0.13 and since the SDSS
fibre aperture is 3 arcsec, the SDSS fibres cover a radius of 3.6 kpc. We discuss the impact
of this effect in our robustness discussion in Section 4.4.1.

We choose the visually-confirmed sample, confirmed by full consensus of three of their
co-authors, because expert visual classifications have long been the preferred way of identi-
fying and confirming post-coalescence mergers. Bickley et al. (2022) identified initial can-
didates from the deep r-band imaging of the Canada-France Imaging Survey (Ibata et al.,
2017, now part of UNIONS1) using a convolutional neural network (CNN) developed in

1https://www.skysurvey.cc/
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Bickley et al. (2021). In their visually-confirmed sample, only morphologically-disturbed
galaxies that appear to be coalesced, i.e. that do not have a double nuclei, are included.
In order to interpret our results employing their catalogue, it is important to understand
the training set used for their CNN. We highlight a few key points here (for a detailed
discussion of the CNN architecture and training methodology, see Bickley et al., 2021). To
train the CNN, they convert IllustrisTNG cosmological magnetohydrodynamical simula-
tion galaxies into mock observations using the observational realism code RealSimCFIS,
a customized version of RealSIM (Bottrell et al., 2019). In particular, the training set is
composed of post-coalescence merger and non-post-coalescence merger galaxies from the
100-1 (1003 Mpc3) run of the IllustrisTNG simulation (Marinacci et al., 2018; Naiman
et al., 2018; Nelson et al., 2018; Pillepich et al., 2018; Springel et al., 2018; Nelson et al.,
2019), with post-coalescence mergers identified as having completed a merger within the
most recent simulation snapshot (∼170 Myr temporal resolution). Mergers were required
to have stellar mass ratios of 1 ≤ µ ≤ 10 in the stellar mass range 1010–1012 M⊙ at z ≤ 1.
Non-mergers in this training set were selected to have not experienced a merger in the last
2 Gyr. Using their trained CNN, they only included candidates assessed by the CNN as
having a high probability of being a post-coalescence merger, namely a ‘decision thresh-
old’ greater than 0.7, to ensure high purity and best match the SFR enhancements in the
ground-truth of the simulation.

Merger control sample

To construct a control sample for the post-coalescence mergers, we closely follow the control
sample selection methodology of Ellison et al. (2013b). Explicitly, the overall collection of
all possible control galaxies are those that appear to be isolated, having no spectroscopic
companion within 80h−1kpc and with a relative velocity of ∆v within 10 000 km s−1. From
these galaxies, we then select matching control galaxies for each post-coalescence merger
within a redshift tolerance of ∆z = 0.005, a mass tolerance of ∆ logM⋆ = 0.1 dex, and a
normalized local density difference of log(1 + δ5) = 0.1 dex. Normalized densities, δ5, are
computed relative to the median local environmental density,

Σn =
n

πd2n
,

within ∆z±0.01, where dn is the projected physical distance to the n-th nearest neighbour
within ±1000 km s−1. As in Ellison et al. (2013b), we use n = 5.

We require that there are at least 5 control galaxies per post-coalescence merger. If there
are fewer than this, we increase the tolerance limits (additively) by another ∆z = 0.005
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in redshift, ∆ logM⋆ = 0.1 dex in stellar mass, and ∆ log(1 + δ5) = 0.1 dex in normalized
local density. Only 0.7 per cent of post-coalescence mergers require more than one loop to
find more than 5 control galaxies. We end up with ∼ 79 000 control galaxies total.

4.2.2 Observed post-coalescence merger properties

We note some observed properties of the post-coalescence merger sample. In the top
subplot of Figure 4.2, we see that the log of the running mean SFR of the overall post-
coalescence merger sample (black) declines less steeply with stellar mass than for the
control sample, but only modestly so. By breaking down the sample into star forming
(blue) and quiescent (red), we see that the difference in trend is primarily due to the
post-coalescence merger sample having a modestly lower (< 10 per cent lower) quiescent
fraction (Figure 4.2). The distribution of post-coalescence merger SFRs is shown in the
bottom subplot. The quiescent post-coalescence mergers have higher sSFRs than quies-
cent controls. Furthermore, the median star forming merger has a lower sSFR than the
median star-forming control. In this sense, the mergers populate the “green valley” to a
greater extent than the controls. Nevertheless, because of an excess of mergers with much
higher star formation rates (log sSFR ≳ −9.8), we still reproduce the mean ∼ 0.27 dex
enhancement in star formation rate for star forming galaxies, as measured in Bickley et al.
(2022), who used the same post-coalescence merger sample. We additionally note that the
fraction of quiescent galaxies is consistent between mergers and controls (Figure 4.1).

In Figure 4.3, we compare the running mean of the post-coalescence mergers (including
both quiescent and star forming galaxies) sample with their corresponding control sample.
The well-known ages-log(M⋆/M⊙) trend (e.g. Nelan et al., 2005; Graves et al., 2007) is
apparent for both the post-coalescence mergers and controls sample. The mean age of
the post-coalescence merger sample is significantly younger, particularly at lower stellar
masses, by up to ∆A ∼ 3 Gyr for log(M⋆/M⊙) ∼ 10. We note that breaking the galaxies
down into quiescent or star forming subsets does not change the results, as is expected
because Comparat et al. (2017) mask the emission lines (both nebular and AGN) when
performing their FIREFLY fitting of the SDSS spectroscopy.

4.3 Modeling and Results

Our goal is to determine the burst fraction from major mergers by measuring the fraction
of the stellar mass from the starburst that can account for the difference in age as seen in
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Figure 4.1: Top: Running average SFR for SDSS post-coalescence mergers (circular points
connected by solid lines) and controls (‘+’ symbols connected by dashed lines), broken down
by total (black), star forming (blue), and quiescent (red). Each post-coalescence merger’s
log SFR − M⋆ value is additionally plotted (small orange points), as is a random subset
of the overall SDSS sample (small grey points). Bottom: Histograms of the normalized
sSFR for post-coalescence mergers (orange solid) and controls (blue dashed).
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Figure 4.2: Quiescent fraction as a function of stellar mass for the post-coalescence merger
sample (blue points connected by dashed line) and our control sample (orange points con-
nected with solid line). Errorbars on the mergers are the bootstrapped error on the mean
fQ; because of the large control sample, errors on the controls’ fQ values are negligible.
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Figure 4.3: Running mean of the SDSS-derived ages as a function of stellar mass for the
merger sample of Bickley et al. (2022) (large blue circles) contrasted with our control sample
(orange). Post-coalescence mergers are younger than control galaxies by ∼ 2 − 3 Gyr for
10 < log(M⋆/M⊙) < 11. Error bars shown are the bootstrapped standard error on the
mean. All age–M⋆ values of the post-coalescence merger sample are shown (small blue
points) to give an indication of the scatter in the SDSS ages.
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Figure 4.3. Note that for log(M⋆/M⊙) > 11, there is no significant age difference, so we
restrict the analysis to 10 < log(M⋆/M⊙) < 11. We do so by adding a recent burst of star
formation to the SFR of the pre-merger progenitors, which we model with an analytic SFH,
as described in Section 4.3.1. We will also need to model the additional star formation
during the inspiral phase and so we use published close pair SFR enhancement ratios
as a function of pair separation, integrated over inspiral timescales derived from these
separations; we present this aspect of the modeling and results in Section 4.3.2. Finally, in
Section 4.3.3, we present our modeled stellar age results and best-fitting stellar mass burst
fraction.

4.3.1 Control star formation histories

For a set of control galaxy star formation histories, we use functions which are log-normal
in time, which have been shown to be excellent fits for individual galaxies for most star for-
mation histories, with the exception being the small fraction of galaxies suddenly quenched
shortly after becoming satellites (Diemer et al., 2017, see also Gladders et al. (2013)). Fol-
lowing Diemer et al. (2017), we parameterize our control galaxy star formation histories
as

SFRcon(t) =
B√

2πτ 2 × t
exp

(
− (ln(t) − T0)

2

2τ 2

)
, (4.1)

where B, T0, τ are free parameters. We note that our results are robust to the particular
choice of analytic SFH, as we discuss in Section 4.4.1.

We determine B from the total stellar mass of the galaxy we wish to model, i.e. from
their equation 2, Mfinal = B × 109 × fret, where fret = 0.6 is the stellar mass retention
factor (similar to that assumed by Gladders et al., 2013, and that found for IllustrisTNG
in Diemer et al. (2017)).

To solve for the other parameters, we assume the peak time-width relation Diemer et al.
(2017) find for their Illustris sample, namely σSFR = 0.83t

3/2
peak (their equation 7), where

σSFR = 2tpeak sinh
√

2 ln 2τ is the full width at half maximum in linear time for the SFH.
Let Acon be the mass-weighted age of the control galaxy. By noting that tpeak is simply
the mode of the log-normal distribution, i.e. tpeak = exp(T0 − τ 2/2), and that tnow − Acon

is simply the first moment of the distribution, i.e. tnow − Acon = exp(T0 + τ 2/2), we find
the following expression that can be solved numerically for τ using the mass-weighted age
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as an input:

0 = 0.83(tnow − Acon)
1
2 exp

(−3τ 2

4

)
− 2 sinh(

√
2 ln 2τ). (4.2)

With τ now in hand, we can then simply solve for T0 using the definition of the first-
moment, tnow − Acon = exp(T0 + τ 2/2).

We show example log-normal star formation histories for a range of stellar masses,
10 < log(M⋆/M⊙) < 11, as the solid smooth curves in Figure 4.4, using the SDSS control
galaxies’ age–M⋆ relation in Figure 4.3 to solve for the SFH parameters for each stellar
mass shown.

Since we will be modifying these control star formation histories for our merger analysis,
rather than use the input stellar mass and age for a given star formation history, we
numerically integrate the star formation history. The stellar masses of a galaxy at the
average observed redshift of z = 0.13, is calculated as

M⋆(tnow) =

∫ tnow

0

dM⋆

dt
dt (4.3)

= fret

∫ tnow

0

SFR(t) dt, (4.4)

where tnow = 12.05 Gyr. Similarly, ages are calculated as

Acon = tnow − 1

M⋆(tnow)

∫ tnow

0

t
(dM⋆

dt

)
dt (4.5)

= tnow − fret
M⋆(tnow)

∫ tnow

0

t SFR(t) dt ; (4.6)

we note it is written this way since it is a mass-weighted age, which is expressed as a
lookback time.

4.3.2 SFR enhancement during the inspiral phase using close
pairs

Previous studies have shown that star formation in the close pair “inspiral” phase of the
merger is enhanced, as summarised, for example, in table 1 of Behroozi et al. (2015). To
compute the increase in stellar mass during inspiral, we use the empirically-determined
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Figure 4.4: Mean log-normal control galaxy star formation histories (solid lines) overlaid
with estimated enhanced SFR due to inspiral (dashed lines) binned by stellar mass, as well
as an example ∆tburst = 1 Gyr additive SFR burst of SFRburst = 10 M⊙yr−1. Enhanced
SFR from the inspiral phase was calculated using the SFR-rp galaxy pair results of Patton
et al. (2013), with radii converted to average inspiral timescales using Equation 4.3.2. Note
that star formation histories in this figure are shown up until the average observed redshift,
tmerge(z = 0.13) ∼ 12 Gyr.
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relative enhancement in SFR (a ratio to control galaxies) vs rp relation from figure 1 of
Patton et al. (2013). We convert the projected separation bins to merging timescales by
assuming galaxies at a given radius will take some increment of time to fall from one rp
bin to the next, dti = ti+1 − ti, where ti is the average infall time for some rp bin and ti+1

is the average infall time for the next farthest rp bin. The average infall time for a given
bin, rp,i is given by ti = tmerge(rp,i), where

tmerge(rp) = 2.2 Gyr
rp

50 kpc

(
µ

4

)(
M⋆

4 × 1010h−1M⊙

)−0.3(
1 +

z

8

)
,

which is adapted from equation 10 of Kitzbichler & White (2008) with an extra multi-
plicative term µ as found in the fit relation from Jiang et al. (2014), normalized to µ = 4.
The extra term is included to correct for Kitzbichler & White (2008) not examining the
dependence of merging time on a pair’s mass-ratio (this led to their original expression only
matching that of Jiang et al. (2014) for µ = 4), which is a significant effect. We note that
the mean µ depends weakly on stellar mass (using only the range 1 < µ < 10), decreasing
from µ = 3.25 to µ = 2.8 from log(M⋆/M⊙) ∼ 10 to log(M⋆/M⊙) ∼ 11.

Whether we compute tmerge using the mean µ for a given stellar mass bin or whether
we calculate the mean tmerge for a whole distribution of observed pair µ values does not
impact our results. We find that for 2/3 of pairs tmerge < 1 Gyr.

The excess stellar mass from the inspiral phase prior to merging is then

∆M⋆ = fret
∑
i

∆ SFRi × SFRcon(ti)dti,

where ∆ SFRi is the ratio in star formation rate between galaxies that are close pairs and
their corresponding controls. SFRcon is simply the mean SFR of an SDSS galaxy with the
control galaxy’s stellar mass. The result from this choice is robust as long as most of an
inspiral’s excess star formation occurs in the last few Gyr, which we will shortly show. We
again assume fret = 0.6.

In Figure 4.4, we illustrate the effect of this additional star formation on the overall
modeled star formation history due to the inspiral phase (dotted line). Most importantly
for this work is the impact on stellar ages from the inspiral phase, which we show with
black arrows in the subplots in Figure 4.5. The enhanced star formation results in younger
stellar ages for galaxies, with the effect largest (∼ 1.5 Gyr) for the lowest stellar mass bin
(10 < log(M⋆/M⊙) < 10.25), and smallest (∼ 0.6 Gyr) for the highest stellar mass bin
(10.75 < log(M⋆/M⊙) < 11). Interestingly, this removes the trend in ∆A with stellar mass,
leaving ∆A ∼ −1.7 Gyr at all considered stellar mass bins to be explained by a starburst
during coalescence.
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4.3.3 Starburst during coalescence

We can explain the remaining difference in stellar ages via a simple star-formation burst
during coalescence, i.e. upon two galaxies merging. To do this, we model the enhanced
star formation during coalescence as an additive burst with a flat SFR, parametrized by
the duration of the burst, ∆tburst, and the burst fraction for the resulting merged object,
fburst ≡ (M⋆,merger−M⋆,con)/M⋆,merger. M⋆,con is the mass of the two merged galaxies without
a burst (where ‘con’ is short for ’control’), and M⋆,merger is the final merged object with
the burst. We illustrate a simple example ∆tburst = 1 Gyr long burst of SFR = 10 M⊙yr−1

in Figure 4.4.

This modeling requires an iterative computation to find the input control galaxy’s
stellar mass. Since our SFH model for control galaxies takes in age as an input, to esti-
mate an age for a trial control galaxy given some stellar mass, we fit the mean age–M⋆

relation for controls with a tight-fitting fourth-order polynomial and flat relation below
x = log(M⋆/M⊙) = 10.2. We put in a flat trend instead of the polynomial for the lower
stellar mass end as there are few post-coalescence mergers (and therefore few matched
controls) below log(M⋆/M⊙) ∼ 10.2 and the overall trend for SDSS galaxies is approxi-
mately flat below this. We iterate through control masses (the stellar mass of the merged
galaxies without the starburst added) until we find the needed control stellar mass to give
the desired burst fraction.

For our model, we plot the change in age, ∆A = Amerger−Acon as a function of fburst for
our four stellar mass bins in Figure 4.5. For each stellar mass bin we additionally plot the
measured difference in age between the post-coalescence mergers and control sample as a
horizontal (grey) band, shifted by the modeled inspiral ∆A results of the previous section.

Earlier works find short star formation bursts. For example (Di Matteo et al., 2008)
find bursts of up to 500 Myr long at most, with average durations of 200–300 Myr. With
this in mind, we show two models with burst durations of ∆tburst = 0 Gyr (instantaneous;
blue line) and tburst = 1 Gyr (long duration extreme case; orange line), which display nearly
identical linear declining trends, with a maximum difference between the ∆A of the two
models of ∼ 0.5 Gyr for high burst fractions, as expected from the difference in age of the
two bursts. Additionally, if we perform a simple back-of-the-envelope calculation for an
instantaneous burst and assume the control stellar mass is simply the same as the merger,
i.e. fb = (Amerger − Acon)/Amerger, then we would expect that ∆A = −Aconfburst, which is
a very similar linear trend in ∆A as a function of fburst to our plotted ∆tburst = 0 Gyr
model.

Assuming the uncertainties on the SDSS ages are normally distributed, we compute the
best-fitting fburst with uncertainties in each stellar mass bin, which we show in Figure 4.6
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Figure 4.5: Change in modeled merger age, ∆A = Amerger−Acon, relative to a control galaxy
as a function of burst fraction, fburst = (Mmerger−Mcon)/Mmerger, for four stellar mass bins.
On each subplot we show two models: one with an instantaneous burst (∆tburst = 0 Gyr)
and a model using ∆tburst = 1 Gyr. In solid grey we plot the mean ∆A from the SDSS
data shifted by the modeled inspiral phase using close pairs data (black arrow indicates
the shift), with the shaded region indicating the bootstrapped error on the mean.

for both models. There is a small systematic offset in best-fitting fburst, such that the
∆tburst = 1 Gyr is higher by ∼ 0.02, a difference which is significantly smaller than the
uncertainties. We find no trend in fburst with stellar mass. The mean stellar mass fraction
across our four stellar mass bins is fburst = 0.18 ± 0.02 (fburst = 0.19 ± 0.03 for ∆tburst =
1 Gyr).

4.4 Discussion

The inspiral phase of galaxy mergers has received significant attention in the literature, in
both observational and simulation work, thanks to the ease of observationally identifying
close pairs. Since post-coalescence mergers have received relatively little focus in obser-
vational work, we focus our discussion primarily on our modeled starburst at the time of
coalescence.

4.4.1 Robustness of measured burst fraction

In this section we explore the robustness of our measured stellar mass burst fraction. In
particular, we check, in turn, the effects of the SDSS fibre aperture, the impact of choosing
the whole post-coalescence merger sample versus only quenched galaxies, and whether our
modeling is sensitive to choice of star formation history.
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As noted earlier, the mean redshift of the merger sample is 0.13, for which the SDSS
fibres cover a radius of 3.6 kpc. Since the stellar burst is likely mainly in the central
regions of the galaxy, most of the burst should fit within the fibre, but some of the galaxy’s
non-nuclear stellar mass may be cut off. Assuming that the luminosity distribution is
proportional to the stellar mass distribution and assuming that mergers ultimately form
ellipticals, one can use the relation between the half-light radius, Re, and M⋆, from figure 8
of Hyde & Bernardi (2009). The largest effect is for log(M⋆/M⊙) ∼ 11 galaxies, where
Re ∼ 3 kpc, so for those objects the SDSS fibres are only seeing half of the light and hence
stellar mass. This suggests that for the most massive galaxies in this paper, the burst
fraction may be overestimated by a factor of up to ∼ 2. For the less massive galaxies the
impact of the fibre is negligible: for log(M⋆/M⊙) ∼ 10, Re ∼ 1 kpc, for which the fibre will
capture most of the light (see e.g. figure 1 of Graham & Driver, 2005).

The merger and control samples have no restrictions on their observed SFRs. For
those post-coalescence mergers that are still forming stars at the time at which they are
observed, one might expect them to continue doing so for some time after. In that case, the
observed burst fraction may underestimate the final burst fraction. This can be checked
by using only quiescent galaxies in the analysis. However, restricting to only quiescent
galaxies reduces our post-coalescence merger sample from 442 galaxies to 258, with very
few galaxies remaining below log(M⋆/M⊙) < 10.5. For the full stellar mass range we find
fburst = 0.16 ± 0.04, with a higher value of 0.24 ± 0.04 for log(M⋆/M⊙) > 10.5, both
consistent with our best-fitting value of fburst = 0.18 ± 0.02 for the full sample including
both star forming and quiescent galaxies.

We expect our modeling results to be robust to changes in the SFH, as long as the
control SFH results in the correct control galaxy stellar mass and age. As a test of the
robustness of our best-fitting burst fractions to the choice of SFH, we replace our controls’
log-normal SFH with a delayed-tau SFH model,

SFHcon(t) =

{
B exp

(
− t−ti

τ

)
, t ≥ ti

0, t < ti,
(4.7)

where B = M⋆,con/(109fretτ) normalizes the star formation history to give the control
galaxy’s stellar mass. We set ti = 1 Gyr as suggested by Simha et al. (2014), and τ is
chosen such that we reproduce the SDSS controls’ age.

Using the delayed-τ SFH instead of a log-normal SFH results in a lower modeled post-
coalescence merger ∆A by up to 0.09 Gyr, or a lower fburst by up to 0.01, for a given
value of fburst or ∆A, respectively. This effect is greatest for the lower stellar mass bins
and negligible for the highest stellar mass bin. From this test it is clear that swapping out
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our original SFH model with delayed-τ has no significant impact on our conclusions. We
expect this to hold for any reasonable choice of analytic SFH.

4.4.2 Dependence on the merger progenitors

Unlike close pairs, with post-coalescence mergers it is impossible to identify the masses,
morphological types, and gas fractions of the progenitors of an individual merger. This
problem can be studied statistically, however.

The CNN used to identify the post-coalescence merger sample was trained with merger
mass ratios, 1 < µ < 10, with µ ∼ 3. What remains uncertain, however, is whether
the visual-confirmation step is biased to mass ratios closer to unity. For a post-merger
galaxy with log(M⋆/M⊙) ∼ 10.2 with a 20% burst of stars one might then expect the
progenitors to have stellar masses of log(M⋆/M⊙) ∼ 10.0 and 9.5. These would typically
be gas-rich, star-forming galaxies in the “blue cloud” and so the merger would be gas-
rich or “wet”. Once the progenitors have stellar masses above log(M⋆/M⊙) ∼ 10.5, the
probability that they will be gas rich drops rapidly. Thus for post-merger remnants with
log(M⋆/M⊙) ≳ 10.7, we expect the burst fraction to drop rapidly as these mergers become
“dry”. Indeed, as shown in Figure 4.3, for log(M⋆/M⊙) > 11, the age difference between
mergers and controls is consistent with zero (and hence so is the burst fraction).

4.4.3 Comparison to other fburst values in the literature

Most prior work modeling the stellar mass created in a merger starburst have been in
complex hydrodynamical simulations or semi-analytic models, but a few works derive stellar
mass burst fractions directly from observations of post-coalescence mergers.

In particular, Yoon et al. (2023) use FIREFLY to fit star formation histories to MaNGA
integral field unit spectroscopic data of 193 early-type galaxies (ETGs; visually identified
using the SDSS g, r, and i band imaging), 44 of which (23 per cent) display tidal features.
Tidal features were identified visually in the deeper coadded imaging of the Stripe 82 region
of SDSS, ∼ 2 mag. deeper than the rest of SDSS. They found that ETGs with tidal tail
features have younger stellar ages than those without by 1 − 2 Gyr for our stellar mass
range, shorter than the 2 − 3 Gyr we see between post-coalescence mergers and controls.

They find the fraction of stellar mass formed in ETGs with tidal features in the past
2 Gyr is 2 ± 1 and 7 ± 3 percent higher than those without, at log(M⋆/M⊙) ≤ 10.6
and 10.6 ≤ log(M⋆/M⊙) ≤ 11.1, respectively. This is substantially lower than the burst
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fractions that we find, possibly due to a few important factors. Selecting only for ETGs
may bias towards galaxies that have less cold gas than our sample which may contain
a proportion of disc galaxies (discs can re-form post-merger, e.g. Hopkins et al., 2008c).
Including faint tidal features in their selection may also bias the sample towards minor
mergers, which are much more common than major mergers that our sample was trained
on. Finally, whereas the sample we use is primarily of recent post-coalescence mergers,
Yoon et al. (2023) select on generic tidal features which may include all stages of the merger
process (for the deeper SDSS imaging in Stripe 82 Yoon & Lim, 2020), from small satellites
stretched out into a tidal stream after first pericentre to major mergers that occurred up
to ∼ 3 Gyr ago (although see also Desmons et al., 2023, who suggest galaxies selected by
tidal features alone are mostly post-coalescence mergers). We note that compared to our
inspiral-period excess stellar mass estimate, their result is lower than our ∼ 7 per cent for
log(M⋆/M⊙) ≤ 10.6 galaxies and higher than our ∼ 1 per cent for 10.6 ≤ log(M⋆/M⊙) ≤
11.1 galaxies.

Hopkins et al. (2008c) studied morphologically-identified gas-rich merger candidates
and then fitted surface brightness profiles to quantify the excess central light created by
a recent starburst(s) from Rothberg & Joseph (2004). 40 out of 52 of the galaxies are
classified as fully violently relaxed in Rothberg & Joseph (2004), although our conclusion
from their result is not changed whether we include/exclude those with relaxation classified
as ‘incomplete’. In other words, their sample and result should be representative of recently
coalesced gas-rich mergers. They find an average best-fitting excess light fraction of fe =
0.25 ± 0.03 for galaxies with log(M⋆/M⊙) ∼ 11, consistent with our burst fraction of
0.18 ± 0.04 at this stellar mass (including the inspiral period of ∼ 0.01). Systematic
factors such as overestimation of burst mass to burst light fraction, due to reliance on one
photometric band, may have resulted in modest overestimation of the stellar mass burst
fraction.

French et al. (2018) perform detailed SED-fitting and modeling of post-starburst galax-
ies, objects for which a substantial fraction appear to be post-coalescence mergers (e.g.
Sazonova et al., 2021; Ellison et al., 2022; Wilkinson et al., 2022). We note that post-
starburst galaxies are only a minority (∼ 20 per cent) of our post-coalescence merger
sample (Ellison et al., 2022). Therefore, it is perhaps not surprising that they find a
much higher mean burst stellar mass fraction of ∼ 0.5 for log(M⋆/M⊙) ∼ 10 galaxies (ver-
sus our 0.28 ± 0.07 value including the inspiral period). For more massive galaxies with
log(M⋆/M⊙) > 10.5 their burst stellar mass fraction of 0.21 ± 0.02 is consistent with ours.

It is also interesting to compare our results with the predictions from hydrodynamical
simulations. The IllustrisTNG hydrodynamical simulation was used to train the CNN
used by Bickley et al. (2022) to identify the post-coalescence mergers used in our work.
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Hani et al. (2020) examined post-coalescence merger galaxies in IllustrisTNG and found
a modest ∼ 2 factor increase in SFR, which quickly declines, resulting in only a small
fburst ∼ 0.5 per cent. Their result is in clear contradiction with ours and the papers
discussed above, apart from Yoon et al. (2023). Moreno et al. (2019) used the Feedback in
Realistic Environments 2 (FIRE-2) hydrodynamical simulations to study pairs of merging
galaxies at a 1 pc resolution. Star formation becomes enhanced around the time of first
pericentre, followed by a significant (mostly central) starburst with SFR ∼ 10 M⊙yr−1

beginning at second pericentre, ≲ 250 Myr prior to coalescence. Integrating the excess
SFR for their 3 × 1010 M⊙ and 1.2 × 1010 M⊙ simulated progenitor galaxies (combined
stellar mass of log(M⋆/M⊙) ∼ 10.6), we find 5 per cent of the post-coalescence merger’s
final stellar mass comes from the inspiral period (prior to second pericentre) and 8 per cent
from the burst. This is consistent with our inspiral period’s excess stellar mass fraction,
but less than half of our best-fitting stellar mass burst fraction for the starburst.

4.4.4 Starburst duration

We can constrain the duration of the starburst during coalescence, if the typical SFR during
the starburst is known. Luminous infrared galaxies (LIRGs, Sanders & Mirabel, 1996) are
believed to be starburst galaxies, with SFR > 10 M⊙yr−1 (similar SFRs to a typical
starburst sample, French et al., 2018), usually inferred from IR luminosity (although we
note that in principle AGN could be contributing to this, e.g. Iwasawa et al., 2011; Petric
et al., 2011). As described earlier, the vast majority of low-z starburst/post-starburst
galaxies may be due to mergers (see Section 4.1). LIRGs/ULIRGs have substantial young
stellar populations (≤ 100 Myr), and appear to have gone through a period of enhanced
star formation prior to their current burst. There is also some correlation with being late-
stage inspiraling pairs and especially with coalescing/coalesced merger galaxies (e.g. Gao
et al., 1997; Rodŕıguez Zauŕın et al., 2010; Stierwalt et al., 2013; Larson et al., 2016).

Because of the likelihood at least the majority of LIRGs are due to mergers, we use a
sample of 52 late-stage inspiraling LIRGs’ SFRs from Shangguan et al. (2019) to measure
the typical merger SFR and so constrain the starburst duration. We choose the subset of
these morphologically identified by Stierwalt et al. (2013) as having two nuclei in a common
envelope.

We fit a power-law to the SFR–M⋆ trend for this subset of objects (see objects labeled
‘(d)’, e.g. in their figure 5), finding SFR = (29 ± 13)M0.53±0.17

⋆ . Since our modeled burst
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Figure 4.7: Estimated starburst duration, ∆tburst, as a function of stellar mass, estimated
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fraction result is quite insensitive to choice of ∆tburst, we can constrain the burst duration

∆tburst =
∆M⋆

fret × SFRLIRGs

. (4.8)

We show the result of this calculation in Figure 4.7. We see ∆tburst ∼ 120 Myr for the
lowest stellar mass bin, increasing to ∆tburst ∼ 250 Myr for the highest stellar mass bins,
albeit with large uncertainties from the LIRG SFR–M⋆ relation. We note our burst times
are similar to the free-fall or violent relaxation time at the outer edge of the disk.

French et al. (2018), who studied post-starburst galaxies, found an average duration of
103± 23 Myr for 10 < log(M⋆/M⊙) < 11 galaxies. Their starburst duration increases with
stellar mass, from 30 Myr for log(M⋆/M⊙) ∼ 10 to 140 Myr for log(M⋆/M⊙) ∼ 11, and is
systematically shorter than our estimate, as shown in Figure 4.7.

Hani et al. (2020) trace their Illustris TNG100-1 log(M⋆/M⊙) > 10 simulated post-
coalescence merger sample forward in time and find that significant enhancements in SFR
last for 100−250 Myr post-coalescence (with uncertainty coming from the 162 Myr tempo-
ral resolution for the simulation), with a total decay time of ∼ 0.5 Gyr for this enhancement.
This effect was independent of the merger mass ratio. Their timescale is consistent with
our estimate. Their SFR burst peaks at a factor only ∼ 2 higher than their control galaxy,
much lower than the factors of 40 – 100 seen in LIRGs. In the higher resolution FIRE-2
merger simulations, Moreno et al. (2019, 2021) find a longer burst duration than we do:
0.5 Gyr (beginning at second pericentre and therefore finishing 250 Myr after coalescence)
for their log(M⋆/M⊙) ∼ 10.6 simulated merger.

4.4.5 Is there enough cold gas to fuel the burst?

The general picture of cold gas in mergers is as follows. Atomic gas in the galaxy outskirts
flows inwards, due to decreased angular momentum from gravitational torques, resulting
in rapidly increased cold gas density in the central region. This cold atomic gas condenses
into molecular clouds, with collision-induced pressure possibly accelerating the formation
of additional molecular gas from atomic (HI) gas (Moster et al., 2011a). This additional
molecular gas in the core then leads to intense star formation in the galaxy nucleus (Mihos
& Hernquist, 1996; Di Matteo et al., 2008; Renaud et al., 2014). Turbulence induced by
gravitational torques during interactions, particularly at the start of coalescence, may also
lead to gas fragmentation, forming massive and dense molecular clouds, fueling the intense
star formation of a starburst (see e.g. Teyssier et al., 2010; Bournaud et al., 2011).
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Such a picture is seen in detailed hydrodynamical simulations. In the FIRE-2 simula-
tions, Moreno et al. (2021) find a 0.8–1 dex enhancement of cool atomic and 1.1–1.2 dex
enhancement of cold-dense molecular gas mass in the central regions (r < 1 kpc) at time
of second pericentre, coming from the galaxy outskirts (r = 1–10 kpc). This excess gas
in the central region rapidly declines, back to the baseline of the two galaxies evolving in
isolation, during the duration of the starburst (∼ 0.5 Gyr).

A key question is then whether there is enough cold gas fuel available to form the excess
mass of stars formed, namely ∼ 0.2M⋆,merger, and if so, how much gas remains after the
burst? To examine this question, we look at cold gas measurements for pairs of galaxies
to estimate the amount of cold gas available to form stars at the start of coalescence.

We take cold gas fraction measurements of HI and H2 from the XCOLD GASS survey (as
presented in Saintonge et al., 2017), a systematic survey of 0.01 < z < 0.05 galaxies selected
from SDSS to be representative down to 109M⊙ in stellar mass. We then adjust these gas
masses by the relative enhancements in the proportions of the cold gas components for
close pairs. In particular, we note that HI does not appear significantly different from
controls in recent samples of several dozen pair galaxies, with some debate as to the exact
impact (Ellison et al., 2015; Yu et al., 2022). For pre-coalescence HI gas masses, we simply
use the unmodified Saintonge et al. (2017) HI masses. For H2, we take the H2 gas mass
enhancements, relative to controls, of very close pairs from Pan et al. (2018) (most have
stellar mass ratios 1 ≤ µ ≤ 10) and we multiply their figure 8 value (projected separation
rp < 30 kpc) by the ratio of gas masses for 10 < log(M⋆/M⊙) < 11 galaxies to their whole
sample, to find a mean molecular gas fraction (MH2/M⋆) enhancement of 0.62 ± 0.07 dex
(see also Casasola et al., 2004; Violino et al., 2018). Such an enhancement increases the H2

mass fraction of the cold gas from MH2/(MHI
+ MH2) = 0.08 – 0.11 for the general field

sample of Saintonge et al. (2017) to MH2/(MHI
+ MH2) = 0.39 – 0.58 for close pairs (with

higher gas fractions in these given ranges being for lower stellar mass galaxies). We note
their result is consistent with Lisenfeld et al. (2019), when this latter work is corrected
to account for He and metals. Such a large increase in molecular gas during the inspiral
process is also consistent with data from LIRGS that are morphologically-defined as having
double nuclei in the pre-coalescence stage of merging (Larson et al., 2016).

The relevant gas fraction for a merger involves not the stellar mass of the final merger
product but rather the gas fractions expected from the progenitors and summed together
appropriately. The final stellar mass is then the sum of the stellar masses of the progenitors
(close pairs) plus the retained stellar mass after the cold gas is converted to stars. To
compare gas fractions with the stellar mass burst fraction, we therefore shift the stellar
mass bins of the gas fractions by doubling their mass and appropriately adding in the
stellar mass burst, i.e. M ′

⋆ = 2M⋆/(1−fburst). We note that whether we assume equal mass
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mergers or a more realistic e.g. µ = 3, the impact on the gas fractions for our stellar mass
range is negligible. We show these gas fractions overlaid with our best-fitting fburst values
in Figure 4.8. Assuming fret = 0.6, we find there is just enough molecular gas available
prior to coalescence to form the stellar mass burst, but only if either there is ∼ 100 per cent
efficiency in converting existing molecular gas to stars or if more molecular gas is formed
during coalescence. Using instead the total cold gas content (molecular and atomic) prior
to coalescence, the gas consumption efficiency of e = (fburstM⋆,merger/fret)/Mgas,cold ranges
from 30–80 per cent, increasing in efficiency from the lowest to highest stellar mass bin.

A similar comparison has been performed for post-starburst galaxies. In particular,
French et al. (2018, see also Rowlands et al. 2015) find a significant decline in molecular gas
to stellar mass fraction with increasing post-burst age, which persists after controlling for
fraction of stellar mass produced in the recent burst. Assuming an exponentially declining
gas fraction, they find a best-fitting timescale of 117 − 230 Myr and best-fitting initial
molecular gas fractions of 0.4–0.7 at a post-burst age of zero (lower end of this range is
consistent with Pan et al., 2018). Based on their fit relation, for a post-starburst about
0.5 Gyr after the beginning of the burst (their mean found for post-starbursts with SED
fitting), a post-starburst has MH2/M⋆ ∼ 0.05. The difference between their results and ours
is likely driven by the difference in sample selection, since as noted earlier, only ∼ 20 per
cent of post-coalescence mergers are post-starbursts (Ellison et al., 2022).

Subtracting the gas consumed in the burst from the total expected cold gas fraction
in the merging pair pre-coalescence, we predict a residual post-burst cold gas fraction as
shown in Figure 4.9 (black points). Specifically, our prediction assumes all gas ejected by
supernovae (i.e. the (1-fret) = 0.4 fraction of cold gas not retained as stellar mass) is in the
form of hot gas. Is this consistent with observed gas fractions in post-coalescence mergers?

For HI gas, we use reported HI gas enhancements in Ellison et al. (2018) of median
atomic gas-to-stellar mass ratios in observed post-coalescence mergers (see their figure 4).
They find enhancements, relative to xGASS stellar mass-matched controls, of ∼ 0.2 dex
when including only detections above their adopted threshold level (which we refer to
as their “HI upper estimate”) and ∼ 0.4 dex (“HI lower estimate”) when including both
detections and upper limits on HI gas masses. We show this range, including uncertainties,
as the green shaded region in Figure 4.9. For H2 gas masses, there are no published values
for post-coalescence mergers yet in the literature. Instead, we adopt a compilation of post-
starburst H2 gas masses (French et al., 2015; Rowlands et al., 2015; Otter et al., 2022) in
the stellar mass range log(M⋆/M⊙) = [10, 11]. We combine the HI and H2 gas fractions
into a post-coalescence merger cold gas fraction, shown in green on Figure 4.9 (with the
shaded vertical range including the range in possible HI values as well as uncertainties on
the gas fractions). Our predicted cold gas fraction is consistent with this range, lending
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further credence to our estimated burst to stellar mass fraction.

As to why this cold gas remains after the burst, suppression of the burst before gas can
be depleted by star formation has been proposed to be due to enhanced turbulence from
the merging process, as well as from shocks and/or outflows from star formation and (non-
QSO) AGN feedback (e.g. Veilleux et al., 2013; Sell et al., 2014; Rich et al., 2014; Mortazavi
& Lotz, 2019). These effects could make the ISM stable against gravitational collapse even
if cold gas is abundant (Alatalo et al., 2015; Smercina et al., 2018; van de Voort et al.,
2018). A sample of resolved molecular gas observations of MaNGA post-starbursts in the
recent work of Otter et al. (2022) supports this, they find compact but highly disturbed
molecular gas unable to form stars efficiently.

4.5 Conclusions

In this work, we used the morphologically selected and visually-confirmed post-coalescence
merger catalog of Bickley et al. (2022) combined with available SDSS photometric and
spectroscopic data to directly model the stellar mass formed in the starburst during co-
alescence. To fit for the stellar mass burst fraction, we forward model the difference in
mean age–M⋆ relation between post-coalescence mergers and a control sample, controlling
for stellar mass, local density, and redshift. In particular, we model the star formation
history of control galaxies in four bins across 10 < log(M⋆/M⊙) < 11, the inspiral (pre-
merger close pair) star formation enhancement, and the final starburst from coalescence.
Our main results and conclusions are as follows:

• Post-coalescence merger galaxies are younger than control galaxies by 2−3 Gyr, with
a smaller age difference for higher stellar mass galaxies.

• We find a mean stellar mass burst fraction of fburst = 0.18 ± 0.02, independent of
stellar mass and with only a very weak dependence on burst duration.

• Our burst fraction is consistent with some observationally-derived values, namely
Hopkins et al. (2008c) measurement of gas rich post-mergers and the higher stellar
mass end of post-starbursts (French et al., 2018). We find a notably higher burst
fraction than another recent study using stellar ages, Yoon et al. (2023), which may be
due to differences in sample selection; our sample is trained on major mergers of any
morphological type, whereas theirs includes any tidally-disturbed ETG, potentially
including minor mergers or pre-coalescence disturbances.
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• Compared to simulations, our burst fraction is twice that of the hydrodynamical
FIRE-2 simulation and much greater than that of the cosmological hydrodynamical
IllustrisTNG simulation, which finds a negligible starburst.

• Using the star formation rates of published LIRGs that were morphologically-identified
as late-stage inspiraling pairs (i.e. not yet coalesced), we estimate the starburst du-
ration for post-coalescence mergers is ∆tburst ∼ 120 Myr for log(M⋆/M⊙) < 10.25
galaxies and increasing to ∆tburst ∼ 250 Myr for log(M⋆/M⊙) > 10.5 galaxies. This
is longer than found in the literature for observed post-starburst galaxies, consistent
with the Illustris TNG100-1 hydrodynamical simulation, and ∼ half as long as for
the high-resolution FIRE-2 hydrodynamical simulation.

• We find there is enough molecular gas present in close pairs to fuel the starburst
that we measure, assuming a high efficiency in converting molecular gas into stars.
Assuming both molecular and atomic gas are available as fuel for star formation
during the burst (consistent with our burst timescale being ∼ the free-fall time at
the edge of the disc), we predict a remaining cold gas fraction that is consistent with
observations.

Based on our results and discussion, we conclude there is clearly a significant stellar
mass burst during galaxy mergers. Crucially important when comparing results is how
the morphological selection of post-coalescence galaxies is performed. Samples relying on
faint features could easily include minor mergers, which likely have a much smaller burst
fraction than for major mergers.

Additionally, cold gas measurements, particularly of H2 for post-coalescence mergers,
are needed to quantify the mass of cold gas remaining after a galaxy merger. As seen in
portions of our work, derived burst fractions and timescales for post-starbursts are not
always representative of all post-coalescence mergers. To measure H2 gas masses, a CO
survey of at least one to two dozen post-coalescence galaxies, e.g. using a subset of the
post-coalescence merger sample of Bickley et al. (2022), is feasible with the Atacama Large
Millimeter/submillimeter Array (ALMA).
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Chapter 5

Conclusion

5.1 Synthesis of thesis works and additional context

since publication

Understanding the physical processes underlying galaxy evolution can be studied through
naturally controlled ‘experiments’, i.e. contrasting environmental effects on galaxies with
what is observed for galaxies in different environments or isolated galaxies. Star for-
mation and quenching of star formation remain challenging to model accurately across
environmental effects, galaxy mass, and redshift. This thesis studied several such ‘natural
experiments’ to probe the physics of star formation and quenching. I summarize the three
studies I presented in the previous chapters and particularly for the summary of Chapter 2
and Chapter 3, adding additional context, including from new GOGREEN works, that has
become clear since publication.

5.1.1 Chapter 2 – study of quenching in high-z GOGREEN groups

In Chapter 2, GOGREEN groups were confirmed and they, as well as other high-redshift
( 1 < z < 1.5) galaxy groups, were studied. We found an enhancement, relative to the
field, of the quiescent fraction for galaxies with stellar masses log(M⋆/M⊙) ≳ 10.7. For
high stellar mass galaxies, with log(M⋆/M⊙) ≳ 11, essentially all group members were
quenched rather than only half of these being quiescent in an average field volume. When
we put these group results in the context of previously published GOGREEN 1 < z < 1.5
clusters (by van der Burg et al., 2020) and lower redshift samples, we determined that the
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environmental quiescent fraction excess depends on halo mass with a logarithmic slope of
d(QFE)/dlog(Mhalo) ∼ 0.24±0.04, at a fixed stellar mass. This is slightly steeper than e.g.
Woo et al. (2013) who found a slope of ∼ 0.15–0.18 for a fixed stellar mass at z ∼ 0. It was
found, however, that, unlike at low redshift, at high redshift the dependencies of quenching
on stellar and halo mass are not separable. The most natural explanation for quenching
across all of these scales, especially in group mass halos, was concluded to be the shutoff
of cosmological accretion of gas onto satellite galaxies (starvation). Baxter et al. (2022)
followed-up with more detailed modeling of infall quenching in GOGREEN clusters, using
accretion histories for z ∼ 1 IllustrisTNG simulated galaxy clusters to constrain quenching
timescales and compare them to cold gas depletion times. They came to similar conclusions
regarding infall quenching in their work as well in a follow-up modeling work, Baxter et al.
(2023), where they build on this model and incorporate a radial location of quenching
onset.

Comparing to the BAHAMAS hydrodynamical simulations at z ∼ 1 in Chapter 2,
it was clear that BAHAMAS is able to reproduce the trend of quiescent fraction with
halo mass, but predicts a declining trend with stellar mass – the opposite of observations.
This is a problem that is much less pronounced in hydrodynamical simulations at z ∼
0. It was concluded that this likely indicates an incomplete model of subgrid feedback
and/or star formation at galaxy scales. Follow-up work by Kukstas et al. (2023) look at a
suite of hydrodynamical simulations of galaxy clusters at z ∼ 1 and confirm this problem
for BAHAMAS/MACSIS (McCarthy et al., 2017; Barnes et al., 2017), Hydrangea (Bahé
et al., 2017), as well as TNG300 (Gu et al., 2020). All of these simulations struggle with
overquenching low-mass satellite galaxies in clusters, resulting in a factor of two or more
quenching than seen in the GOGREEN data for log(M⋆/M⊙) ≲ 10.

The GOGREEN group and cluster quenching results were then fit with toy infall
quenching models, contrasting a pre-processing scenario (infall-induced quenching starting
when a galaxy falls into any halo for the first time) with a scenario without pre-processing
(infall-induced quenching starting only upon infall into the final galaxy cluster’s halo or
main progenitor halo). With this analysis it was clear that the time delay until quench-
ing due to infall is strongly dependent on stellar mass, decreasing with stellar mass. The
difference in quenching time delay between groups and clusters, at a fixed stellar mass,
was far larger in the case with no pre-processing (∼ 1.5 Gyr longer for groups, vs only
∼ 0.5 Gyr longer for groups with the pre-processing model). In these models it was found
that the discrepancy between modeled and observed quiescent mass-weighted ages was
minimized by the pre-processing model, although some discrepancy remained, suggesting
that quiescent galaxies in 1 < z < 1.5 clusters are still older than can be explained by this
pre-processing model. This would possibly indicate a head-start for galaxy quenching in
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cluster galaxies versus galaxies in the general field or groups, as suggested in van der Burg
et al. (2020) and supported by slightly older cluster ages found in Webb et al. (2020).

A similar picture of quenching to that at low redshifts, where massive centrals quench
prior to entering clusters, became clear in the work of Werner et al. (2022), who found
that satellite quenching is not especially important for z ∼ 1 GOGREEN clusters, as most
quenching occurred prior to infall. They come to this conclusion by looking at quenching
in the infalling regions around GOGREEN clusters, noting that there are far more massive
quiescent galaxies in the infalling region than a field control sample, likely simply due to
groups being much more common in the infall region of clusters than the general field.
Instead of starvation being the dominant driver of quenching in cluster satellite galaxies,
it appears that massive galaxies quenched prior to infall as centrals of group halos, while
many lower mass galaxies experienced pre-processing in group halos (e.g. via starvation)
prior to infall into z ∼ 1 clusters. Baxter et al. (2022) confirm this effect for high mass
galaxies, finding ∼ 65− 80 per cent of log(M⋆/M⊙) > 11 galaxies quenched prior to infall.

In summary, it is clear that environment and environmental pre-processing, particularly
through host halo mass, play an important role in quenching up to at least z ∼ 1.5. It
is important even in lower mass halos and likely not due to ram pressure stripping of
cold gas reservoirs, since such physics would most impact low-mass rather than massive
galaxies. It appears possible that most ‘pre-processing’ of massive galaxies that end up
in clusters at z ∼ 1 occurs during their time spent in group mass halos (including as
centrals) and/or denser protocluster environments. A clearer understanding of this will
require careful systematic study of protocluster environments at z > 2, work which has
only recently begun thanks to the James Webb Space Telescope (Valentino et al., 2023).

5.1.2 Chapter 3 – infall quenching timescales in galaxy clusters
from stellar ages

As noted in the previous subsection, taking account of pre-processing prior to infall into
clusters is essential to quantify the intensity of quenching after infall. Chapter 3 continues
a line of work (Oman & Hudson, 2016; Oman et al., 2021) that models infall quenching
in z ∼ 0 clusters using statistical information in projected phase space and use an infall
region as an already pre-processed control sample. In order to break degeneracies between
the delay until quenching onset and the duration of the star formation rate suppression, the
work of Chapter 3 breaks the degeneracy by adding (in addition to fQ) another observable
in projected phase space: stellar ages of galaxies. By assuming the empirically-motivated
stochastic star formation histories from the UniverseMachine model (Behroozi et al.,
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2019) and the statistical infall time distribution of cluster galaxies using an orbit library
derived from N-body simulations (Oman et al., 2013, 2021), we forward model the impact
of infall quenching on star formation histories using using a delayed then exponentially
declining star formation rate suppression, relative to time of first pericentre.

We found the mean deviation in MWA from the mean MWA–M⋆ relation depends on
position in projected phase space, up to about ∼ 1 Gyr older in the cluster core than an
interloper-dominated region. Our overall quenching times are ∼ 4 Gyr for a delayed-then-
instantaneous quenching model for our lower (9 < log(M⋆/M⊙) < 10) and higher stellar
mass (10 < log(M⋆/M⊙) < 10.5) bins. In a detailed literature comparison, we show that
our overall ∼ 4 Gyr quenching timescales are consistent with Oman et al. (2021) which we
build upon, but are longer than other modeling works that only use quiescent fraction and
may also be underestimating the amount of pre-processing prior to infall. Our higher stellar
mass bin results are consistent with Taranu et al. (2014) who use age-sensitive Balmer lines
of quiescent galaxies rather than quiescent fractions.

Using our full model, we found that quenching starts at or shortly before first pericentre,
with a short ≤ 1 Gyr exponential suppression timescale for our lower stellar mass bin and
a longer ∼ 2.3 Gyr exponential suppression timescale for our higher stellar mass bin. This
result contrasts with prior modeling papers, such as the work of Wetzel et al. (2013), who
found only short star formation suppression timescales are possible – otherwise the observed
bimodality in star formation rates is not maintained for galaxies in clusters. Their result,
however, depends on their assumption of a smooth star formation history. We have shown
that assuming a stochastic star formation history, where galaxies can transition between
being quiescent and star forming, allows for a much longer timescale for environmental
quenching.

Our model’s preference for quenching starting close to first pericentre suggests ram-
pressure stripping as the quenching mechanism. However, our overall quenching timescale
of 4.0 Gyr is much longer than timescales often given for aggressive ram pressure stripping
in the literature (< 1 Gyr, see Cortese et al., 2021), and is actually consistent with a simple
starvation scenario (∼ 4 Gyr). This could indicate that ram-pressure stripping is primarily
of the hot gas halo and not of the cold gas in the disc. It’s also possible that a partially
cold-gas stripped galaxy could retain a sizeable reservoir of hot halo gas that could cool,
in which case there likely is a degeneracy between the amount of cold and hot gas stripped
for a given quenching timescale. Future works should aim to address this, for example
using a semi-analytic model (or hydro sims), where quenching times are forward-modeled
(determined) from the amount of cold gas and hot gas stripping.

If we scale the total quenching time of a 10 < log(M⋆/M⊙) < 10.5 galaxy from Chap-
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ter 3, namely 4.9 Gyr (3.9 Gyr plus ∼ 1 Gyr for the average time for a galaxy to travel
from R200c to time of first pericentre), by the evolution in the dynamical time to z = 1.25
we would expect a quenching timescale of 2.7 Gyr. This timescale is consistent with that
predicted by the infall model with pre-processing presented in Chapter 2. Wetzel et al.
(2013), on the other hand, would find their very short 2.4 Gyr and 1.5 Gyr timescales
scaled to 1.3 Gyr and 0.8 Gyr for a log(M⋆/M⊙) ∼ 10 and log(M⋆/M⊙) ∼ 10.5 galaxy,
respectively. This is consistent with Baxter et al. (2022) at z ∼ 1.08 (see also Baxter et
al., submitted). There is clearly a tension between my results and e.g. Wetzel et al. (2013)
and Baxter et al. (2022). The reason for the tension with Wetzel et al. (2013) is clear from
the discussion in Chapter 3 – they are artificially constraining their fits by assuming a need
for short timescales to preserve the galaxy SFR bimodality. With Baxter et al. (2022), the
reason for the difference remains unclear.

Popping et al. (2015a) (note also the erratum Popping et al., 2015b) found a starvation
time of 2.4 Gyr for a log(M⋆/M⊙) ∼ 10.3 galaxy at z ∼ 1–1.5. At z ∼ 0, using cold
gas masses and SFRs from Saintonge et al. (2017), the implied starvation timescale is
∼ 4.2 Gyr. My results are clearly consistent with this starvation timescale. The differing
modeling approaches in works like e.g. Wetzel et al. (2013) and Baxter et al. (2022), results
in them instead favouring a more aggressive quenching scenario, where there is significant
cold gas stripping occurring upon infall, rather than primarily stripping of hot gas.

5.1.3 Chapter 4 – how many stars form during a galaxy merger?

The usefulness of mass-weighted ages in constraining quenching timescales, demonstrated
in Chapter 3, inspired their use with a recently released dataset of morphologically-
identified post-coalescence mergers by Bickley et al. (2022). In particular, in Chapter 4 we
found that these post-coalescence mergers are 2–3 Gyr younger than controls and we used
this information to address the outstanding difficulty in measuring the stellar mass burst
fraction from galaxy mergers by forward modelling the stellar ages given a burst fraction.
This allowed us to constrain the burst fraction due to a recent merger as 0.18 ± 0.02.

Mergers are considered a possible quenching avenue and therefore could constitute a
source of pre-processing. Such a quenching pathway could be particularly influential since
mergers are most common in group environments, which are very common surrounding
galaxy clusters.

Interestingly, we found that quenching is not enhanced in post-coalescence mergers
compared to control galaxies. While we found a substantial burst, it was not sufficient to
consume all of the available cold gas, leaving behind a gas fraction that is consistent with
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observations. The amount of cold gas available post-merger is similar to that for a general
field galaxy, indicating there should be little impact on the cold gas depletion timescale.
That said, the remaining cold gas is quite dense, and should collapse to form more stars,
unless it is supported e.g. by turbulence, as we speculated at the end of Chapter 4. In
galaxies unable to reform discs from fresh cold gas, i.e. early-type galaxies created by
these mergers, the turbulence could keep galaxies quenched even if there is additional
inflows/cooling of cold gas (morphological quenching). Given the increased prevalence of
mergers in groups, this could be a source of the extra quenching seen in higher mass group
galaxies, including those examined in Chapter 2. Further study of the evolution of galaxies
in high-resolution hydro sims (with turbulence), up to e.g. 1–2 Gyr post-coalescence, could
help elucidate what happens to gas depletion post-merger.

5.2 Open questions and future work

5.2.1 Modeling and theoretical work

A key research question requiring further work is whether redshift evolution in quenching
timescale is due to evolution in group/cluster properties or whether a separate quenching
mechanism is dominant at each epoch.

It would be ideal to constrain what fraction of galaxies are quenched by e.g. ram-
pressure stripping. Such constraints could come from building on the infall quenching
modeling in projected phase space performed in my work and similar works by incorpo-
rating post-starbursts, observed radial/PPS trends of jelly-fish galaxies in deep imaging,
and/or stellar ages from stellar population synthesis fitting sensitive to recent star for-
mation (such as outputting the time at which 90 percent of stellar mass has formed).
Alternatively (or additionally), since galaxies quenched by ram pressure stripping of cold
gas appear to quench outside-in (Bluck et al., 2020; Wang et al., 2022), HI gas measure-
ments could be combined with resolved star formation maps. Such a model would likely
greatly improve the ability to constrain when and where such quenching in clusters oc-
curs (and maybe for what fraction of galaxies). Building on hydrodynamic simulations of
gas-stripping in galaxies could refine plausible scenarios linking quenching to galaxy and
cluster halo mass. Simulation work, like e.g. the study of jellyfish galaxies in TNG50 in
Rohr et al. (2023), indicates that star formation can persist until approximately 98 per
cent of their cold gas is stripped.

Other areas requiring improvement are the dependence on halo mass as well as further
work on preprocessing. Accounting for the role of pre-processing (broadly speaking, includ-
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ing evolution as centrals) up to the infall region around clusters, including for high z > 1
redshifts, appears more important than previously assumed, especially for higher stellar
mass galaxies. Doing so changes preferred timescales for quenching to be longer in clusters.
A single consistent model applied to datasets at a range of redshifts accounting for this is
highly desirable, as this would make much more clear the impact of evolution with redshift.
More specific modeling of the infall populations should also examine whether the evolution
in infall region region might impact projected phase space and radius-dependence modeling
results, since the infall region will have evolved in the 1 − 2 Gyr between what we see and
when they will actually fall into the cluster – this effect may be especially important at
higher redshifts (e.g. z ≳ 1 Werner et al., 2022).

Finally, improved detailed fitting and modeling of the star formation histories of galax-
ies is still needed. In particular, better understanding is needed of how stochastic star
formation is for individual galaxies, since as Chapter 3’s work employing stochastic star
formation histories showed, such assumptions can change our conclusions about timescales,
and therefore the processes involved, in environmental quenching. Stellar ages and star for-
mation histories derived by fitting stellar populations to photometry/spectroscopy remains
crude and considerable work remains that could improve our understanding of environmen-
tal quenching processes.

5.2.2 Future surveys and observations

Optical/near-IR observations

Essential to future progress in the study of environmental quenching will be future homo-
geneous surveys with large telescopes across swaths of the electromagnetic spectrum.

At high redshift, particularly above z ∼ 1.5, large spectroscopic surveys of large ho-
mogeneous samples of galaxies are needed. As well, delayed-then-rapid quenching appears
to be disfavoured at low redshift for log(M⋆/M⊙) > 10 by my work in Chapter 3, but
it remains to be confirmed or ruled out at higher redshifts. Surveys like GOGREEN
have effectively maxed out the capabilities of existing large telescopes like Gemini – it is
prohibitively expensive to integrate long enough on a sizable sample of faint lower mass
galaxies. The Prime Focus Spectrograph (PFS Tamura et al., 2016; Greene et al., 2022)
on the 8.2m Subaru telescope or the planned 11.25m Maunakea Spectroscopic Explorer
(The MSE Science Team et al., 2019) should fill this need, as they are able to collect
and integrate the spectra of thousands of targets simultaneously. This could enable infall
quenching modelling using both quiescent fractions and mass-weighted ages in projected
phase space at GOGREEN redshifts, like we have explored at low redshifts.
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Special focus on measuring redshifts of known or suspected protocluster regions at
z > 2 would also be especially informative to understand prior quenching in the earliest
overdense environments. Targeted deep spectroscopy and imaging by the James Webb
Space Telescope will also be key to understanding the processes behind this in detail and
to be complete down to lower stellar masses. In particular, this could be carried out with
JWST’s microshutter array on its NIRSpec imager, which has an on-sky field of view similar
to the size of a galaxy cluster at z ∼ 1–1.5. NIRSpec is able to capture ≳ 100 spectra
simultaneously (Ferruit et al., 2012) to a better signal-to-noise ratio than GOGREEN in
≲ 2 hours telescope time instead of ∼ 15 hours (for galaxies with lower stellar masses).
Galaxy groups would especially benefit from a larger and more complete spectroscopic
survey, as the sampling with GOGREEN was rather limited due to number of slits and
integration time costs for lower stellar mass galaxies.

When fitting stellar ages, higher signal-to-noise than GOGREEN (e.g. S/N> 20 instead
of S/N ∼ 5–10) possible with JWST or the next generation of ground-based telescopes will
be highly desirable. As well, it would be worth outputting additional stellar age measures
sensitive to recent quenching/bursts (such as time at which a galaxy has formed 90 per
cent of its stellar mass), as they will likely greatly help with fitting e.g. infall-quenching
models.

Larger high-quality post-coalescence merger catalogues, such as an expanded version of
that by Bickley et al. (2022), will shortly be possible upon the completion of the UNIONS
survey (Ibata et al., 2017). Using morphological features in additional color bands may
also help with machine learning classification, rather than relying on a single colour band.
Deeper multi-band wide field imaging from Euclid could also upon available imaging data
for the northern parts of the sky (Laureijs et al., 2011; Euclid Collaboration et al., 2022),
where there is the systematic spectroscopic coverage needed for determining stellar ages
and other properties.

Cold gas observations

From my mergers work presented in Chapter 4, a clear next step for studying mergers will
be to measure the H2 gas masses of a modest sample of one–two dozen post-coalescence
mergers. Such a survey should be relatively straightforward now that sizable samples
of post-coalescence mergers have been identified. In particular, this take the form of
a CO survey of one–two dozen objects from the Bickley et al. (2022) sample using the
Atacama Large Millimeter/submillimeter Array (ALMA). Larger samples of integrated H2

measurements for close pairs would also be highly desirable, as H2 gas masses for close
pairs remain relatively poorly quantified.
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Going forward, in the years ahead, it’s clear that for the local Universe we need
larger systematic surveys of cold gas (sub-mm and radio) in galaxies in pairs and merg-
ers. With the ability to generate samples of hundreds or more morphologically-identified
post-mergers, we can now target not only samples of close interacting pairs with increas-
ingly large surveys, but also post-mergers. The Square Kilometre Array (SKA), due to
come online in 2028 or 2029, will completely revolutionize our available data as it will
map integrated HI emission in billions of galaxies via 21cm mapping out to the edge of
the visible Universe. It will also be capable of detailed HI mapping. This data will be
immensely useful in understanding the mechanisms fueling star formation and causing
quenching generally, from low redshifts all the way to extremely high redshifts (effectively
the edge of the observable Universe). A smaller scale survey of the z ≲ 0.26 Universe, the
Widefield ASKAP L-band Legacy All-sky Blind surveY (WALLABY), is currently being
conducted as a stepping stone toward the SKA by using the Australian Square Kilometer
Array Pathfinder (ASKAP), with informative early results are already being released (Deg
et al., 2022).

5.3 Concluding remarks

We have answered some questions regarding infall quenching and the use of differences in
stellar ages to robustly add information for constraining environmental effects on galaxy’s
star formation histories. In the process of answering these questions, we have raised new
ones as well. What are the remaining sources of discrepancies in quenching timescales
at high redshifts? Can the modeling framework of Oman & Hudson (2016), Oman et al.
(2021), and Reeves et al. (2023) (including additional observables like stellar ages or cold
gas fractions) clarify our understanding of infall quenching at higher redshifts? Are we on
the cusp of identifying a consistent infall quenching mechanism up to high redshifts, or
is this even possible, given the possible degeneracy between the amount of ram pressure
stripping of hot and cold gas for a given quenching timescale? Additionally, understanding
why not all of the cold disc gas (in very close pairs) is converted into stars during the
starburst phase of a major merger is a question that requires further investigation.

Significantly improved survey data and high redshift spectroscopy from a new gener-
ation of telescopes will continue in the coming years, which can be used to help address
these and other questions. It is essential to employ consistent modeling approaches across
various redshifts to fully exploit the new and existing data for improving our understand-
ing of environmental quenching mechanisms and their evolution through the history of the
Universe.
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Bahé Y. M., McCarthy I. G., Balogh M. L., Font A. S., 2013, MNRAS, 430, 3017
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Appendix A

Appendices for Chapter 2 -
GOGREEN Galaxy Groups
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This work made use of data products derived from Prospector (Leja et al., 2017a;
Johnson et al., 2019b), python-fsps and FSPS (Conroy & Gunn, 2010a; Conroy et al.,
2009b). We also used the following Python (Van Rossum & Drake Jr, 1995) software
packages: Astropy (Robitaille et al., 2013; Price-Whelan et al., 2018), matplotlib (Hunter,
2007), scipy (Virtanen et al., 2020), ipython (Pérez & Granger, 2007), numpy (Harris et al.,
2020), pandas (Wes McKinney, 2010), and emcee (Foreman-Mackey et al., 2013).

A.2 Data availability

Group catalogues are publicly available for both the COSMOS and SXDF group samples
in the ‘supplementary data’ section at https://academic.oup.com/mnras/article/483/3/
3545/5211093 and in Finoguenov et al. (2010), respectively.

The photometric datasets used for the 1 < z < 1.5 groups analysis in this work are from
sources in the public domain; UltraVISTA DR1 and DR3 at http://ultravista.org/,
and SPLASH SXDF at https://homepages.spa.umn.edu/~mehta074/splash/.

Spectroscopic release information and datasets are also available in the public do-
main, 3D-HST at https://archive.stsci.edu/prepds/3d-hst/, UDSz at https://

www.nottingham.ac.uk/astronomy/UDS/UDSz/, XMM-LSS survey at https://heasarc.
gsfc.nasa.gov/W3Browse/all/xmmlssclas.html, VANDELS at https://www.eso.org/
sci/publications/announcements/sciann17248.html. The compilation of published
redshifts in the COSMOS field was obtained from a catalogue curated by M. Salvato; fur-
ther information about a future public release of this catalogue can be found at https:

//cosmos.astro.caltech.edu/page/specz.

Access to the GOGREEN and GCLASS data release of spectroscopy, photometry, and
derived data products, including jupyter python3 notebooks for reading and using the
data, is available at the CADC (https://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/
community/gogreen), and NSF’s NOIR-Lab (https://datalab.noao.edu/gogreendr1/).
Future releases, science results and other updates will be announced via the GOGREEN
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website at http://gogreensurvey.ca/. The full posteriors of Webb et al. (2020)’s PROSPEC-
TOR fits are available from the Canadian Advanced Network for Astronomical Research
(CANFAR), at www.canfar.net/storage/list/AstroDataCitationDOI/CISTI.CANFAR/
20.0009/data; DOI:10.11570/20.0009.

A.3 Photometric redshift calibration and selection

A.3.1 De-biasing photometric redshifts using available spectro-
scopic redshifts

In Figure A.1 we show the correlation between ∆z/(1 + zspec) and 1 + zspec, for all galaxies
in COSMOS and SXDF with available spectroscopic redshifts, where ∆z = zphot − zspec.
These include deep spectroscopy focused on the 1 < z < 1.5 regime by GOGREEN (Balogh
et al., 2021). For UltraVISTA DR3 (not shown), there is no significant bias, up to z ∼ 2.
Both UltraVISTA DR1 and SXDF show a small bias, such that the photometric redshift
is lower than the spectroscopic redshift for 1 < z < 2. This difference increases modestly
with redshift.

To correct for this we fit a quadratic function to this correlation. We find a fit of zphot =
−0.085z2spec + 1.121zspec − 0.044 for UltraVISTA DR1 and zphot = 0.087z2spec + 0.737zspec +
0.150 for SPLASH-SXDF. We remove the bias by subtracting off the difference of this
relation from a linear one-to-one relation between spectroscopic and photometric redshifts.
Galaxies with photometric redshifts outside 2–4 σ (depending on dataset) are considered
outliers, and iteratively removed from the fit. The lower and upper 68% photometric
redshift uncertainties are also corrected to reflect this shift in photometric redshift. We
note that this does not entirely eliminate the bias from SPLASH-SXDF, as photometric
redshifts at z ∼ 1.3 are still too small, on average, by ∼ 0.04 after the correction.

For each galaxy, we also apply a small redshift-dependent stellar mass correction, to
account for the corresponding change in luminosity distance. This adjustment is by a factor

of
[
DL(zpert)/DL(ztrue)

]2
. DL(z) is the luminosity distance at a given redshift and zpert

and ztrue are the redshifts of the galaxy originally and after being perturbed, respectively1.

1To see how this factor comes about, consider that the original “Mtrue” of the galaxy in the UltraVISTA
dataset was Mtrue = 4πD2

L(ztrue)F [M/L], with F being the observed flux of the galaxy and M/L being the
mass/luminosity ratio of the galaxy. The recovered stellar mass of that galaxy after having its photometric
redshift perturbed will be Mrec = 4πD2

L(zpert)F [M/L]. Taking the ratio of Mrec/Mtrue then gives the
desired result.
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Figure A.1: The difference between catalogued photometric and spectroscopic redshifts for
UltraVISTA DR1 (top) and SPLASH-SXDF (bottom) is shown as a function of spectro-
scopic redshifts. The final quadratic fit (solid blue curve) is based on the points within the
shaded region, which we determine by an iterative sigma-clipping procedure.
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A.3.2 Photometric redshift selection

As described in §2.3.1, group members are first selected to lie within a photometric red-
shift range of width ∆z = 0.126, prior to applying a statistical background subtraction.
Plots of available spectroscopic redshifts matched to photometric redshifts (for UltraV-
ISTA DR1 and SPLASH-SXDF) are shown in Figure A.2, following van der Burg et al.
(2013). This Figure demonstrates how the size of this cut compares with the photometric
redshift scatter, for galaxies with available spectroscopic redshifts.

The choice of ∆z = 0.126 is made as it corresponds to ∆z = 2×median(zu68−zpeak) for
UltraVISTA DR1 and DR3. Here, zu68 is the 84th percentile of the photometric redshift
probability distribution and zpeak is the peak of that distribution (i.e. zu68 is the upper
1-sigma confidence interval) . Although SPLASH-SXDF has smaller photometric redshift
uncertainties, thanks to greater depth in several bands, there is still a remaining bias at
z ∼ 1.2 − 1.3 that is not fully removed from the debiasing described in Appendix A.3.1.
Therefore we conservatively adopt the same ∆z = 0.126 for all systems, to help mitigate
this.

A.3.3 Field stellar mass functions

In Figure A.3 we show our field stellar mass functions, which were fit and described in
§2.3.1. We plot Schechter fits using the best fit parameters in Table 2.2 and contrast our
field fits with those from Muzzin et al. (2013b), which exclusively measured stellar mass
functions using the UltraVISTA survey region. We find similar stellar mass functions and
our fits are consistent with theirs, within 2σ. The similarity in fit is expected, given that
much of our survey area is UltraVISTA. We note that the Schechter fit for the quiescent
population doesn’t quite fit the very high mass end as well as the Muzzin et al. (2013b) fits.
This explains why the quiescent fraction curves, as plotted in Figure 2.5, turn over rather
than flattening out for the two highest stellar mass bins. As well for the quiescent popu-
lation, there is some deviation from the fit in the lowest stellar mass points. These small
discrepancies in fit do not significantly affect any of our results, discussion, or conclusion.

A.4 Spectroscopy and GOGREEN spectroscopic groups

Nine of the groups in our 1 < z < 1.5 redshift range were observed with Gemini-GMOS by
the GOGREEN spectroscopic survey (Balogh et al., 2021): four from COSMOS and five
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COSMOS: UltraVISTA DR1

COSMOS: UltraVISTA DR3

SPLASH-SXDF

Figure A.2: Verification of the photometric redshift cuts for COSMOS (UltraVISTA DR1
and DR3 UltraDeep) and SXDF using the spectroscopic redshifts. The COSMOS: Ultra-
VISTA DR1 subplot shown here contains all 23 1 < z < 1.5 groups, regardless of quality
flag, to maximize the spectroscopic and photometric redshift matches. Dashed horizontal
lines show the photometric redshift cut that was chosen.
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Figure A.3: Stellar mass function of quiescent (top panel), star-forming (middle), and total
(bottom) field galaxies at 1 < z < 1.5. Error bars shown represent the Poisson shot noise.
Overlaid on each plot are the Schechter function fits (solid line), normalized to match the
number of field galaxies per Mpc3 per dex (bin size ∆ log(Mstellar/M⊙) = 0.2), and with
shaded regions indicating the 68% confidence interval on the fit parameters, computed as
described in the text. The best fit from Muzzin et al. (2013b) is shown as a dashed line.
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from SXDF, as listed in Table 2.1. The names given to the GOGREEN-identified groups
are the same as those used in the original COSMOS (Gozaliasl et al., 2019) and SXDF
(Finoguenov et al., 2010) group catalogues. For simplicity we will refer to individual groups
using a shortened name comprised of the last three digits in the formal name appended
to the appropriate catalogue (e.g. COSMOS-28 instead of COSMOS-20028). Here we
present additional details of the spectroscopic datasets used (Appendix A.4.1), definition
of our field sample at 1 < z < 1.5 (Appendix A.4.2), as well as analysis of the dynamics
(in particular, confirming the group membership and dynamical masses for a subset of
our groups in Appendix A.4.3), and description of the spectroscopically-determined mass-
weighted ages used for a subset of our group sample (Appendix A.4.4).

A.4.1 Spectroscopy

Our primary source for redshifts is the GOGREEN survey (Balogh et al., 2021). This
sample was selected from galaxies with z′ < 24.25 within a 5.5′ × 5.5′ area around nine
targets in these two fields. A broad colour selection was applied to reduce foreground and
background galaxies. The survey provides redshifts for an average ∼ 45% of the parent
cluster population within 500 kpc, unbiased with respect to galaxy type for stellar masses
Mstellar > 1010.2 M⊙ (Balogh et al., 2021). We use 173 robust redshifts in the COSMOS
field, and 198 in the SXDF field, from GOGREEN. For more details we refer to Balogh
et al. (2021).

In addition, for COSMOS we use the master spectroscopic redshift catalogue of publicly
available redshifts in use within the COSMOS collaboration, curated by M. Salvato (priv.
comm.). We also use available 3D-HST redshifts (Skelton et al., 2014; Brammer et al.,
2012), but only for the purpose of checking and debiasing the photometric redshifts in
Appendix A.3.1.

For the SXDF field we supplement the GOGREEN redshifts with data from UDSz
(Bradshaw et al., 2013; McLure et al., 2013), the XMM-Large Scale Structure (XMM-LSS)
survey (Melnyk et al., 2013; Chiappetti et al., 2013) and VANDELS (Pentericci et al.,
2018). 3D-HST data are again used only for debiasing the photometric redshifts.

A.4.2 Field sample at redshift 1–1.5

For comparison with our sample of overdense galaxy systems, we define a reference “field”
galaxy sample that is representative of the average galaxy population. We simply define
our field sample as all galaxies in the UltraVISTA and SPLASH-SXDF catalogues with
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photometric redshifts in the range of interest. This includes galaxies that make up our
group sample, but as they only make up ∼ 1 per cent of the total, this has a negligible
effect on our analysis. Calculated field values are an area-weighted average. Such a sample
includes overdense regions, and thus provides a lower contrast to our group sample than
would a comparison with low-density regions (Peng et al., 2010; Kawinwanichakij et al.,
2017; Papovich et al., 2018) or samples of “central” galaxies. It will also be influenced by
cosmic variance (Kovač et al., 2010; Moster et al., 2011b), though this is small given the
relatively large area of the combined surveys.

A.4.3 Group membership, dynamics and masses

In Figure A.4 we show the spatial and redshift distribution of galaxies with spectroscopic
redshifts, in each of the 5′ GMOS fields of view, with respect to the X-ray contours. In
addition to GOGREEN, we include spectroscopy from available public sources as described
in §A.4.1. We calculate a new weighted centre for each group within 1 Mpc (∼ 2R200c) of
the catalogued position, and then rerun an iterative 2.5σ-clipping routine to calculate the
final redshift and velocity dispersion. This procedure did not converge for two groups. In
the case of COSMOS-125, the member candidates are spatially concentrated but redshift
distribution does not show a clear peak. For COSMOS-63 it is the opposite, with a strong
redshift overdensity but no spatial concentration of sources. Finally, for SXDF-76 we find
two distinct groups along the line of sight. We keep both in the catalogue, and we have
labelled them SXDF-76a and SXDF-76b.

We estimate dynamical halo masses from these velocity dispersion values using the
relation presented in Saro et al. (2013). All galaxies within the 2.5σ velocity cut and
within 2R200c count as spectroscopic members for the purposes of Table 2.1, where we
present all of these values. We also compute an average velocity dispersion by stack-
ing all group galaxies in an ensemble. We find σv = 352 ± 32 km s−1, which has been
corrected by subtracting in quadrature the estimated individual redshift uncertainty of
280 km s−1 observed-frame, from Balogh et al. (2021). This corresponds to a halo mass of
log(M200c/Msolar) = 13.61±+0.11

−0.12, again using the Saro et al. (2013) relation. The distribu-
tion of the velocities in this ensemble is shown in A.6.

A.4.4 Mass-weighted ages

Formation times of quiescent galaxies in the GOGREEN spectroscopic sample, from Webb
et al. (2020), are shown as a function of stellar mass in Figure A.7. This figure comple-
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Figure A.4: Groups in the COSMOS field spectroscopically targeted by GOGREEN. Left
subplots: spatial distribution of galaxies with a spectroscopic redshift centred on the iden-
tified group centre and within the iterative velocity dispersion cut. GOGREEN targets are
indicated with green diamonds. The solid grey contours indicate smoothed X-ray emis-
sion. Right subplots: distribution of spectroscopic redshifts within the circular field of view
(solid line) shown on the left. The dashed vertical lines indicates the redshift selection of
galaxies that are displayed on the corresponding left subplot.
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Figure A.5: SXDF GOGREEN spectroscopically targeted groups. Analogous to Figure
A.4.

176



Figure A.6: Distribution of rest-frame galaxy velocities in the ensemble for all 83 spectro-
scopic group members in 9 GOGREEN groups. Vertical lines indicate the mean of 0 km s−1

(solid black), velocity dispersion (vertical dashed), and final 2.5σ cut (black dotted). Thirty
evenly sized bins were used, corresponding to a bin width of ∼ 56 km s−1. The curved blue
line indicates a Gaussian with mean 0 and standard deviation set to the velocity dispersion,
normalized so the area corresponds to the total number of spectroscopic members.
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ments Figure 2.11, which only shows differences with the field and omits the individual
measurements for the sake of clarity. Formation times are computed from the time of
observation and the mass-weighted age, as tform = tobs−MWA. The running mean is addi-
tionally shown for the intermediate halo-mass bin used in the QFE vs halo mass analysis.
The field, low-mass clusters, and high-mass clusters all show a declining trend of tform with
stellar mass. Both cluster sub-samples display ages about 200-300 Myr older than the field,
as noted by Webb et al. (2020) for the entire cluster sample. The group sample, on the
other hand, appears younger than the field by ∼ 150 − 200 Myr, as noted in §2.4.2.

The small group sample has a high average galaxy stellar mass. To check that our
results are not dominated by the most massive group galaxies, which could be central
galaxies with a different formation history, we highlight these as green diamonds with
black borders on Figure A.7. There is no evidence that the ages of these galaxies are
significantly different from other group members.

A.5 Sensitivity of results to stellar mass binning

In §2.3.3 we consider the halo mass dependence of the QFE in two broad stellar mass bins
(Figure 2.7), motivated by the qualitative change in QFE shown in Figure 2.6. Here we
subdivide the lower mass bin into two, to demonstrate explicitly that the results are similar
in both bins. We show both the QFE, and the fQ values from which it is derived, in this
binning in Figure A.8. As claimed, the halo mass dependence observed in the two lowest
stellar mass bins is very similar. In particular, the unusually high QFE observed for the
Planck clusters at intermediate redshifts persists in both stellar mass bins. As discussed
in §2.3.3, we find the data in all three stellar mass bins are consistent with a QFE that
depends on log(Mhalo/M⊙) with a slope of m ≈ 0.24 ± 0.04.

In Figure A.9 we show the BAHAMAS simulation results (originally shown in Fig-
ure 2.9) for the same quantities and binning. It is readily apparent here that, at fixed halo
mass, the predicted fQ and QFE in the simulations decreases with increasing stellar mass,
in contrast with the observations. This behaviour is well-known and discussed further in
Kukstas et al. (in preparation). Despite this, the correlation with halo mass is similar in
both lower stellar mass bins – it increases up to a halo mass of ∼ 2× 1014M⊙ and becomes
much shallower as halo mass increases further. This behaviour is not inconsistent with
what we observe, with the possible exception of the intermediate redshift Planck-selected
clusters.
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Figure A.7: This figure is a more detailed complement to Figure 2.11 in the main body of
the paper. The points show measurements of tobs−MWA as a function of stellar mass, from
stellar population synthesis modelling of quiescent galaxies in the GOGREEN spectroscopic
sample (Webb et al., 2020). Individual tobs−MWA and stellar mass values are plotted for
the field (blue dots), group (green diamonds), low-mass cluster (yellow dots), and high-
mass cluster samples (small orange crosses). Groups, low-mass clusters, and high-mass
clusters are the three halo mass bins explored at 1 < z < 1.5 in §2.3.3. The most massive
galaxy in each group (’BCGs’) are indicated with a black diamond (two groups had only
one quiescent galaxy). As well, a running mean with bootstrapped standard deviation on
the mean is shown for the field and cluster samples. For the groups, there are only 15
quiescent spectroscopic members so we simply plot the mean tobs−MWA and mean stellar
mass of the full sample with a black star and a shaded region reflecting the bootstrapped
errors. Quiescent galaxies in groups are not older than those in clusters, ruling out the
predictions of our simple model without pre-processing.
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Figure A.8: Quiescent fraction (top row) and quiescent fraction excess (bottom row) are
shown as a function of halo mass (M200c), Mhalo/M⊙, for three galaxy stellar mass bins
(one stellar mass bin per column), and for samples at three different redshift ranges, as
indicated. Our new measurements of low-mass haloes at 1 < z < 1.5 are shown as the
green points connected by a green solid line. The other samples are described in §2.2.2.
Horizontal lines represent the field at a given redshift range (errors are not significantly
larger than the line widths on this plot). The bottom row is analogous to Figure 2.7, with
a further subdivision of that Figure’s lowest stellar mass bin.
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Figure A.9: We show results from the BAHAMAS hydrodynamic simulation, for the qui-
escent fraction (top) and quiescent fraction excess (bottom) as a function of stellar and
halo mass, Mhalo/M⊙ at two redshifts as indicated, with the same stellar mass binning as
in Figure A.8. The corresponding data from that Figure are shown, omitting the inter-
mediate redshift sample for clarity. In the simulations, both fQ and QFE decrease with
increasing stellar mass, in contrast with the data. However, the correlation with halo mass
and redshift is qualitatively similar to the trends observed in the data. The bottom row
is analogous to Figure 2.9 in the main body of the paper, with the lowest stellar mass bin
subdivided into two.
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B.2 Data Availability

The VVV simulation’s initial conditions and snapshots are not currently publicly avail-
able. If they are needed, please ask the VVV authors for them. Alternatively, any N-
body simulation of reasonably similar resolution and cosmology should yield the same
results, statistically speaking. For satellite orbit and interloper data tables based on this
simulation, request them from KAO (kyle.a.oman@durham.ac.uk). Alternatively, they
may be created for any N-body simulation using the publicly available rockstar (bit-
bucket.org/gfcstanford/rockstar), Consistent Trees (bitbucket.org/pbehroozi/consistent-
trees) and ORBITPDF (github.com/kyleaoman/orbitpdf) codes.

The UniverseMachine z ∼ 0 simulation results using the Bolshoi-Planck dark matter
simulation, including full star formation histories for all galaxies, are available in catalogue
form via download from peterbehroozi.com/data.html.

The SDSS data used in this work is derived from Oman et al. (2021) and is available pub-
licly as follows: Data Release 7 used in this work is available at skyserver.sdss.org/dr7; cat-
alogues with stellar masses are available from VizieR (vizier.u-strasbg.fr), catalogue entry
J/MNRAS/379/867; SFRs are available from wwwmpa.mpa-garching.mpg.de/SDSS/; the
two group catalogues are separately available through VizieR (catalogue entry J/MNRAS/379/867)

183

www.sdss.org
www.sdss.org
mailto:kyle.a.oman@durham.ac.uk
http://bitbucket.org/gfcstanford/rockstar
http://bitbucket.org/gfcstanford/rockstar
http://bitbucket.org/pbehroozi/consistent-trees
http://bitbucket.org/pbehroozi/consistent-trees
http://github.com/kyleaoman/orbitpdf
https://www.peterbehroozi.com/data.html
http://skyserver.sdss.org/dr7
http://vizier.u-strasbg.fr
https://wwwmpa.mpa-garching.mpg.de/SDSS/


and gax.sjtu.edu.cn/data/Group.html. The mass- and luminosity-weighted ages and their
accompanying stellar mass estimates are available from sdss.org/dr16/spectro/galaxy firefly.

B.3 Robustness of parameter constraints to changes

in star formation history and floating infall pa-

rameters

An essential assumption for our modelling results and conclusions to be robust is that
they are not particularly sensitive to changes in overall star formation history, for both fQ
as well as ∆MWA. Throughout this work, we simply allowed our infalling/interloper Uni-
verseMachine galaxies’ fQ to float to match that of SDSS. As a test of these assumptions,
we now consider a modified model where the UniverseMachine star formation histories
are adjusted such that the infalling UniverseMachine galaxies have the same quiescent
fraction as for SDSS.

The mismatch between the level of quenching observed in the infall region of Uni-
verseMachine and SDSS clusters is particularly noticeable at stellar masses log(M⋆/M⊙) >
10. To be specific, we now check whether we need to have star formation histories that
match the z ∼ 0, fQ −M⋆ relation of infalling UniverseMachine galaxies to that found
for SDSS. For the purposes of this test we consider interlopers to be galaxies in the three
upper-right bins in our PPS plots, namely the bins that define the infall region in e.g.
Fig. 3.1.

Our quiescent fraction is several per cent too high at low stellar masses and several per
cent too low at higher stellar masses, as apparent in Fig. B.1. Our floating fQ,infall parameter
removes this overall offset, leaving behind just the differential trends (across PPS) in fQ.
This resolves possible issues due to differences in completeness between star forming and
quiescent galaxies, particularly in the lower stellar mass bin. However, as a robustness
check to see how much differences in fQ might affect our measured timescales, we run a
test where we modify the UniverseMachine star formation histories such that we closely
match the fQ − M⋆ trend observed in SDSS. Star formation histories are suppressed by
multiplying by an exponential function in time such that the UniverseMachine sSFR-
M⋆ slope better matches the SDSS data and also better matches the SDSS fQ. Explicitly,
this modified star formation history in terms of the unmodified UniverseMachine star
formation history (SFH) as a function of cosmic time, t, is expressed as:

SFH′(t) = exp

(
t− tz=0

τ

)
SFH(t), (B.1)
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where tnow = 13.8 Gyr, τ = 1/k, and k = (ln(10)/tnow) × −0.4(log(M⋆/M⊙) − 10), with
−0.4 coming from the slope of the SDSS sSFR cut. The value of this correction at z = 0
is such that the increase or decrease in SFR forms a broken power law with slope −1 for
log(M⋆/M⊙) > 10 and slope −0.7 for log(M⋆/M⊙) < 10, with the value of the correction set
to 1.0 at log(M⋆/M⊙) = 10.3. This corresponds to a boost in the star formation histories for
log(M⋆/M⊙) < 10.3 and suppression for log(M⋆/M⊙) > 10.3. The correction is applied to
the ‘true’ rather than ‘observed’ UniverseMachine SFHs as well as the ‘true’ final SFRs
and stellar masses (see Behroozi et al., 2019, for these definitions). A shift plus scatter is
then applied to approximate observed versions of the quantities afterwards, according to
the prescription used in Behroozi et al. (2019).

We find that this adjustment only results in minor effects on the best-fitting tdelay
and τenv parameters. Specifically, the preferred tdelay changes by +0.2 Gyr and τenv by
−0.2 Gyr for our lower stellar mass bin, or in terms of tQ, a shift of 0.5 Gyr. For the
10 < log(M⋆/M⊙) < 10.5 stellar mass bin, the corresponding shifts in tdelay and τenv
are +0.1 Gyr and −0.5 Gyr, respectively. Given our uncertainties of ∼ 0.5 Gyr for τenv
and ≲ 1.0 Gyr for tdelay (see Table 3.1), we conclude that any impact on our parameter
constraints from changes in overall star formation history is negligible and therefore does
not influence our discussion and qualitative conclusions.

B.4 Detailed modelling predictions for higher stellar

mass bin

Analogous to Fig. 3.7 and Fig. 3.8, we show our detailed model predictions for 10 <
log(M⋆/M⊙) < 10.5 galaxies in bins of PPS for fQ and ∆MWA in Fig. B.2. Similar to our
lower stellar mass bin, a somewhat different range of tdelay and τenv values are preferred by
fQ and ∆MWA. The joint best-fit for these parameters using both observables is given in
Table 3.1, with the contours shown in Fig. 3.9.
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Figure B.1: Plots illustrating the adjusted UniverseMachine interlopers (red) relative to
the SDSS data (black). Above log(M⋆/M⊙) = 10.2, galaxies have had their star formation
history suppressed to increase their fQ to match the SDSS data, whereas galaxies below
log(M⋆/M⊙) = 10.2 have had their star formation boosted. Left: specific star formation
rate plotted against stellar mass, with the adjusted UniverseMachine sSFR multiplied
by 2.1 (vertical shift) for the purposes of comparing with SDSS data on this plot. The
quiescent/star-forming cut used for both is shown with the solid black line. Right: quiescent
fraction versus stellar mass. The adjusted UniverseMachine interloper sSFRs increase
their fQ (dashed red) up to that of the SDSS data for higher stellar masses. There is a
small offset in the two curves as only the shape of the fQ − M∗ relation was fit in this
stellar mass binning and the absolute fQ values were fit for stellar mass bins with edges at
log(M⋆/M⊙) = (9, 10, 10.5, 11, 11.5).
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Figure B.2: fQ (upper multi-paneled figure) and mean ∆MWA (lower figure) predictions
for 10 < log(M⋆/M⊙) < 10.5 galaxies for a range of models where galaxies quench after
some delay time, relative to time of first pericentre. We show models run for a range of
exponential suppression timescales. The SDSS mean values are shown with grey lines, with
the shaded region showing the bootstrapped (over clusters) error on the mean. Analogous
to Figs. 3.7 and 3.8.
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C.2 Data Availability

The visually-confirmed post-coalescence merger sample of Bickley et al. (2022) is avail-
able for download from the MNRAS web version of the Bickley et al. (2022) publication.
The SDSS data used in this work is publicly available as follows: Data Release 14 used in
this work is available at https://www.sdss4.org/dr14/data access, and SFRs available from
wwwmpa.mpa-garching.mpg.de/SDSS/, and mass- and luminosity-weighted ages and their
accompanying stellar mass estimates are available from sdss.org/dr16/spectro/galaxy firefly.
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