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Abstract 

This dissertation is composed of two projects that explored two new platforms for measuring 

atomic interactions using simpler designs than in the literature. The first project of this dissertation 

designed a platform that enables the measurement of Lennard-Jones interaction between two solid 

surfaces in the form of Atomic Force Microscope (AFM) probe, using different techniques from 

Micro electrical Mechanical Systems (MEMS). MEMS by definition implies a mechanical and 

electrical parts of a system. There are many defects and imperfections that emerges on both sides 

of the system. On the mechanical side, one of the most common imperfections is residual stress, 

where most fabrication recipes are designed to eliminate it. Residual stress on films causes 

curvature (manifested as buckling, bending, etc.) for structures that are meant to be straight. On 

the electrical side, fringing field is considered very complicated to model, and too small to 

experimentally detect and separate from the main direct electrostatic field; hence, mostly it gets 

ignored in modelling. This project will try to make a benefit of these two unwanted phenomena 

combined (residual stress and fringing field) to make a new design for an Atomic Force 

Microscope (AFM) probe (tip). The tip behavior is first analyzed and modeled statically using 

COMSOL software, then dynamically using Mathematica software. Both models were combined 

and compared with the experimental results obtained by an optical profilometer, scanning electron 

microscope, and a vibrometer. It was found that the model gave good predictions of the 

experimental behaviors, except with higher displacement amplitude of the model than that of 

experiment. The reason is due to the purposeful curvature of the probe (cantilever) induced by 

residual stress, which caused some parts of the probe not to be on the same level with the electrode; 

hence, weakened its actual response experimentally. Since use of correction factors to account for 



vii 

 

fringing field is nothing new, a correction reduction factor was introduced to lower the model 

response to match that of the experiment. The results show that the structure of the actuator 

(parallel plate or a single comb finger) is not of importance in modeling fringing field, as we have 

applied literature force modeled for non-curved parallel plate capacitors for our curved comb-

finger structure and got identical response to our comb-finger derived new force with a matter of 

just a correction factor (i.e. free parameter).  We have also shown that the curvature equation is 

unnecessary in the model, and the behavior of the curved probe can be modeled as a straight one. 

The second project of this dissertation is another simple design for enhancing light-matter 

interaction between a single laser beam and an atomic gas (cesium) in what is known as cavity 

Quantum Electrodynamics (QED). Increasing the interaction between light and matter is inspired 

by the desire to unravel more understanding about the nature of both interacting entities: light and 

matter. This can be enabled by engineering necessary platforms where such maximally interacting 

light and matter can be realized. Usually there are two ways to increase such interaction: 1) 

increase transverse confinement, and 2) increase the interaction time (in addition to increasing the 

number of atoms). Each of these two ways is done in a separate platform design. This second 

project proposes a new platform that can have both ways: increasing both transverse confinement 

and interaction time by using the hollow core of photonic crystal fiber as the interaction host (hence 

blocking light from propagating transversally by the photonic bandgap effect), while the light will 

be bounced back and forth against the atomic gas, not by the conventional Fabry-Perot cavity, but 

instead by inscribing a Bragg grating mirror on the walls of the hollow core (hence, increase 

interaction time). The unblocked hollow core will allow easier atomic gas insertion. Different 

mirror inscription methods were studied, and the best method was employed using a photoresist-

assisted layer, instead of direction inscription on the core silicon wall. Initial numerical modeling 
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was done using Lumerical software that gave the Bragg parameters corresponding to the best 

Bragg mirror reflection which was up to 99.99% reflectivity from only about 3 × 102 Bragg periods 

(shorter mirror) corresponding to only ~100 µm penetration depth. Moreover, since the hollow 

core photonic crystal fiber is of a high cost, an injection port was designed and built to enable low 

fiber material loss caused by conventional injection. 
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Chapter 1: Introduction 

Atomic Force Microscope (AFM) is well known microscope that taps the microstructural surfaces 

and plot their roughness/profiles. AFM is based on piezoelectric actuation of a microcantilever 

that will be in close proximity to the surface under study. There are several actuation methods that 

could be tried for AFM including the following: 

1- Thermal 

2- Piezoelectric 

3- Electromagnetic. 

4- Electrostatic. 

In this project, we try achieving a new method of actuation method: one kind of electrostatic 

actuation: the fringing field component of the electrostatic field. The benefit of electrostatic 

actuation (over piezoelectric) is that it gives wider material selection than the fewer piezoelectric. 

The piezoelectric materials must have strong coupling coefficient while their grains have to be 

oriented in the right direction: things that the electrostatic actuation does not require. Moreover, 

electrostatic actuation is less expensive to fabricate and is also energy conserving process 

(basically a capacitor pushing a conductor both ways). The only energy loss happens through I2R 

losses if we have parasitic resistance (in conductor and interconnect) in series with the electrodes 

which will generate heat losses. Eliminating this resistance will make it loss-less actuation method. 

It is worth mentioning that the electrostatic actuation is already well-known actuation method that 

is already applied for various MEMS applications [1, 2]. In these applications, however, usually 

the movement direction of actuated structure (e.g. cantilever) is towards the electrode direction: 
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either longitudinally or vertically. Figure 1 shows a longitudinally actuated cantilever [3] and 

vertically actuated one [4] that are both in the direction towards the actuation electrode. 

The problem with such actuation is that it could lead to pull-in phenomena, where the actuator’s 

beam/cantilever is permanently stuck to the electrode when passing a certain actuation threshold 

voltage. Usually pull-in is eliminated by either avoiding threshold voltage, or by adding a stopper 

as shown on Figure 1.  Avoiding threshold voltage will limit the range of surfaces the AFM can 

scan, while adding a stopper defies the principle of AFM because the direction of the stopper is 

the direction of the surface the AFM scans/taps. 

  

Figure 1: Lateral (left) [3] and vertical (right) [4] actuation movement of cantilevers towards actuation electrodes. Note the 

existence for two side stoppers to prevent cantilever-electrode stiction (pull-in) in the lateral case (left) [3]. No reuse permission  

was required from [3] & [4]). 

1.1 Motivation 

Having a pull-in free AFM requires a tip that is allowed to freely vibrate vertically along the 

surface it measures, while been safe from pull-in. This is attainable by the following requirements: 

1-  A cantilever that moves away from the electrode upon actuation. Reason: to avoid pull-in. 

2- The cantilever tip that is away far enough from the actuation electrode. Reason: to avoid 

any interaction between the actuation electrode and the specimen under investigation by 
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the tip. These interactions are called Lennard-Jones interactions [5] which is supposed to 

happen only between tip and sample. 

Achieving this tip AFM probe design is the goal of this work. The design implemented to achieve 

this goal is as follows: a curved cantilever (with a sharp tip) centered inside a U-shaped side 

electrode that actuates the beam upwards by its fringing field by being connected to AC/DC 

voltage source. An additional bottom electrode will be grounded along with the cantilever that is 

also grounded. Figure 2 shows a schematic of the structure. Note that the structure has to be flipped 

upside down to act as AFM tip. Note that the cantilever ends up being curved due to the fact that 

it is a bi-layered cantilever of polysilicon and gold. Curvature will be thoroughly discussed in the 

next section. 

 

 

Figure 2: Schematics of the probe's different components (top). The probe has to be flipped when integrated with other AFM 

components (bottom). 
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The following list breaks down the benefits of such structure: 

a) The sharp cantilever end will act as the probing tip. This will remove the need for additional 

tip attachment. Usually in AFM designs, the cantilever acts as a holder for the tip as in 

Figure 3, while in our probe design the cantilever end acts as the tip itself. 

 

Figure 3: Electrostatically actuated AFM by Brugger et al [6]. Note the tip at the cantilever’s end as an attachment, not as 

an integrated part of it. Used with permission from [6]. 

This will reduce the fabrication time of the tip. To quantify how much time this design will 

save in fabrication, we will take the following commercial Bruker AFM tip as an example 

which is FASTSCAN-A model, which is sold for $98.175 per cantilever (see Figure 4). 

 

Figure 4: An AFM tip (FASTSCAN-A model) by Bruker company, which is sold for $98.175 a piece. Reused with permission 

from Bruker Nano Surfaces and Metrology [7]. 
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We can see that the pyramidal tip height can go up to 8 μm (80000 Å). Consequently, if a 

thicker cantilever is to be etched down to form the tip (top-down method), the etch rate of 

undoped polysilicon is 714 Å/min in HBr/He plasma without O2 [8] (for example), which 

means that the etching required to create such pyramid is 112 min. So, our design will 

eliminate this 112 min etching time, in addition to saving the corresponding material loss 

(polysilicon and etchant) and eliminate the associated heat energy required to induce such 

dry etching. Such elimination will be reflected as a lower tip price. However, if the tip will 

be deposited (bottom-up method), we can take the silicon deposition rate of a typical 

LPCVD, which is 5-20 nm/min [9]: we will take the best-case scenario: 20 nm/min. So, for 

the 8 μm high tip (8000 nm), and 20 nm/min rate, the deposition time for the tip will be 

400 min. For our cantilever (1.5 μm = 1500 nm), and for the same deposition rate, the tip 

will just take 75 min, which is just 18.75% of the pyramidal tip deposition time.      

b) The curvature will levitate the tip higher from the side electrode’s surface; hence, when 

the actuator is flipped up-side-down to act as an AFM tip, the tip-sample interaction 

(Lennard-jones interactions [5]) will happen only between the tip and the sample (away 

from the effect of the side electrode). 

c) The fact that the beam is in the center of this U-shaped electrode means that the field from 

both sides will cancel each other in the lateral direction [1]; hence, no lateral movements 

→ minimal to zero chance for pull-in to the side electrodes. 

However, the cantilever curvature has to be controlled as not to be extremely bent upward. 

Extremely bent cantilevers (as shown below in Figure 5 below) won’t be of an interest to us as it 

causes the majority of cantilever to out of range for the field lines; hence, limiting the control of 

the tip movement. 
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Figure 5: An extremely bent cantilever which makes it mostly out of the effect of the fringing filed if actuated by a side 

electrode. Used with permission from [10]. 

Note that any curvature will weakens the force sensed by the cantilever: such weakening will be 

considered in the fringing force equation by multiplication of the equation by a correction factor 

(free parameter) as will be discussed later in the results. Therefore, it is worth discussing the 

curvature mechanism in the following section. 

1.2 Curvature in MEMS Structures 

In MEMS, curvatures are of two types: unwantedly induced curvature (usually due to fabrication 

imperfection), and a purposefully induced one. 

a) Undesired curvature. This curvature is usually due to either the structure design (e.g. made of 

two layers) or the heat generated during film deposition [11]. Figure 6 shows an example of such 

unwanted curvature. 
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Figure 6: Undesired curvature induced by fabrication process [11]. Used under Fair Use Doctrine1. 

In such cases, curvature could be reduced/ eliminated by controlling the fabrication process. 

However, for well-established processes (such as PolyMUMPs), the curvature could be reduced 

post-fabrication. For example, Morrison et al [12] have used heat treatment to reduce the curvature 

of the structure. 

 

Figure 7: Control of the curvature of bi-layered cantilever made of poly and gold though heating. No reuse permission was 

required by the publisher of [12] that referred to Fair Use under US Copyright Law. 

                                                           
1 Jonathan Candelaria, Executive Director of BSAC and BWRC research centers, UC-Berkeley, was sought for permission. He 

forwarded the matter to Prof. Clark Nguyen who never responded to the multiple email requests. As such, UC Berkeley Library 

referred to the Fair Use Doctrine. 
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b) Purposefully induced curvature. This type of curvature was introduced to MEMS structures 

to investigate the curvature effects on different MEMS related phenomena. The curvature was 

done to both the main structural part and/or other stationary parts of the design. For example, 

Legtenberg et al [13] have introduced the curvature to the stationary side electrodes as seen in 

Figure 8.  

 

Figure 8: Non-structural, stationary curved side electrodes. Used with permission from [13]. 

However, Rosa et al [14] have both introduced the curvature to the cantilever as shown in Figure 

9. 

  

Figure 9: Schematics (left) and optical microscope images (right) for the curved cantilevers with their corresponding electrodes. 

Used with permission from [14]. 
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Others have tried different electrode shaping for different functionality enhancements, or as a proof 

of concept. Most notably, very exotic 3D structures were made possible by carefully engineered 

beams' and plates' curvature such as the work of Pinto et al [15] where they made a self-rolling 

beams on top of suspended plates as shown in Figure 10. 

 

Figure 10: An SEM image of self-rolling beams on a suspended plate. Used with permission from [15]. 

The reason behind such curvatures is the stress gradient along the vertical Z 

 direction which will force the cantilever bending upwards or downwards to be in an equilibrium, 

stress-free shape. There are several ways to purposefully introduce curvature to microbeams: 

1st: Temperature variance based. Here, we use one single material but with two or more 

layers of different grains sizes [16]. This is attainable by depositing the beam at different 

temperatures; hence, inducing different grain sizes at the top and bottom of the cantilever as shown 

in Figure 11. 

 

Figure 11: Schematics of grain sizes gradience effect in inducing curvature (after removing the sacrificial layer). 
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In this scheme, the top surface will have a tensile stress applied to it as a results of the higher 

crystals density, which will make the upper surface wanting to shrink as an equal and opposite 

force. On the other hand, the bottom surface will have compressive stress which will make the 

lower surface wanting to expand as an equal and opposite force. Consequently, the cantilever will 

be bent upwards to neutralize the stresses applied to both surfaces, and a stress-free curved 

cantilever will result. 

Depending on the desired grain size, polysilicon can be deposited either from a gas or vapor either 

in epitaxial or non-epitaxial CVD fashions. High-intensity laser has been shown to help in gas 

decomposition [17]. Generally speaking, polysilicon deposition can be done with low pressure 

chemical vapor deposition (LPCVD) [18, 19], plasma enhanced chemical vapor deposition 

(PECVD) [20, 21], magnetron sputtering [22], or e-beam evaporation [23]. There are many 

reactions that can be implemented to deposit polysilicon, but one of the common ways is by the 

reduction of silicon tetrachloride gas by hydrogen in a PECVD process as follows: 

SiCl4(g) + 2H2(g) → Si(s) + 4HCl      (1200 - 1250 oC) [24] 

For MEMS, however, LPCVD is the commonly used method. For LPCVD, the as-deposited films 

come with high residual stresses and residual stress gradients across the film thickness [25]. 

However, if the process/device used does not produce such gradient, it can be introduced by 

varying the deposition temperatures above and below 625 °C [26, 27].  Others [25, 28] set such 

point to be 610 °C. 

Generally speaking in terms of temperature, Yang et al [25] conducted a thorough review where it 

was found that thin Si films are amorphous at temperatures lower than about 570 °C, display fine 

ellipsoidally shaped grains (about 0.1 μm diameter) at temperatures between about 570 to 610 °C, 
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and display columnar (110)-textured grains preceded by a thin fine-grained nucleation layer at 

temperatures between about 610 to 700 °C. For these columnar crystals, however, crystals grow 

vertically and in-plane pushing on each other, which implies compressive stresses at the bottom of 

the film. As we go up through the film thickness, the residual stress tends to be less compressive 

(hence, more tensile) [25] forming the stress gradient intrinsically imbedded within the deposition 

process. Consequently, having compressive stress at the bottom of the cantilever and tensile at its 

top will surely curve/bend the cantilever up upon removal of sacrificial layer. Therefore, for our 

purpose 610 to 700 °C should be the deposition target which (the temperature) may be lowered 

through the deposition process to induce more tensile residual stress at the cantilever’s top. 

Figure 12 shows the residual stress of polysilicon films as a function of the deposition temperature 

for LPCVD [25]. 

 

Figure 12: Stress-temperature relation made by Yang et al [25] as a summary of four works where, + from [29], x from [30], ° 

from [31], Δ from [32]. Used with permission from [25]. 

Deposition temperature is a limiting factor to the type of material deposited; however, the higher 

the temperature the greater the uniformity becomes in addition to lower defects. 
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2nd: Pressure variance based. Here, we also use one single material made of multiple layers 

of different grain sizes. Unlike the previous method, the grain size difference here is induced by 

varying the deposition chamber pressure. Temple-Boyer et al [18] showed that a low-stress bilayer 

polysilicon was deposited at 100-mTorr silane which was compressive yet the other layer was 

tensile at 200-mTorr silane: both layers deposited at the same temperature of 600 °C. Table 1 

illustrates the effect of pressure variance on the residual stress of polysilicon deposited by LPCVD 

in as-deposited (top) and annealed (bottom) states. 

Table 1: Residual stress and microstructure of as-deposited (top) and annealed (bottom) silicon films as a function of both 

deposition temperature and pressure, where (a) stands for amorphous and (c) for crystalline. Used with permission from [18]. 

 

 

Either using the temperature induced stress gradient or the pressure induced one, Figure 13 shows 

a curve combining both temperature and pressure changes which both must be respected in order 

to control the process not to move from deposition into an etching one. 
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Figure 13: The borderline between etching and deposition for the reduction of silicon tetrachloride gas by hydrogen in a 

PECVD. Used with permission from [24]. 

Note that the cantilever material (polysilicon) properties could be controlled by doping (pre-doped 

or in-situ doped with boron and arsenic for example), however, the cantilever must be annealed 

post doping to assure homogenous diffusion of the dopant atoms across the cantilever thickness. 

3rd: Photoisomerization. This curvature induction method is an organic chemistry method 

using photoisomerization of a molecule attached to the cantilever.  For example, 

photoisomerization of azobenzene molecule (attached to a cantilever) will cause the molecule to 

shrink in size when exposed to a light of wavelength 365nm and dragging the cantilever with it on 

the process; hence, induce curvature. This is called cis isomerization. For the cantilever to come 

back to the straight original shape, the azobenzene molecule has to go through trans isomerization: 

expose it to UV light of 420nm wavelength [33].  Figure 14 illustrate such process. 
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Figure 14: Trans to cis isomerizations of of a molecule (a) and how it induces cantilever curvature (b). Used with permission 

from [33]. 

4th: Tip-Controlled Electrodeposition. Eliyahu et al [34] have used a non-curved AFM tip 

to grow curved structures such as the curved microbeam shown in Figure 15.  

 

Figure 15: AFM-enabled electrodepoisition of curved microbeams. Used with permission from [34]. 

Some call this method as tip-controlled local breakdown of electrolyte [35] as 

demonstrated in Figure 16. 
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Figure 16: Voltage as applied to the AFM probe to enable electrolyte breakdown and deposition to form the desired structure. 

Used with permission from [35]. 

5th: 3D printing. Curvature can be directly introduced by 3D printing, yet to the best of our 

knowledge it has not been done yet. However, Dietrich et al [36] and Sun et al [37] substituted 

curvature by slant in the 3D printed microbeams as shown in Figure 17. 

 

 

Figure 17: SEM images for slanted 3D printed tips/probes (top [37] and bottom [36]). Bottom imaged was used with permission 

from [36] (no reuse permission was required for the top image from [36] & [37]). 
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6th: Shape-locking. For example, a shape memory polymer can be mixed with magnetic 

particles then made into a cantilever shape (for example via 3D printing). The cantilever is then 

actuated by a magnetic field which will curve it upward (positive field) or downward (negative 

field). Once removing the field, the cantilever will be locked at its curved state as shown in Figure 

18.      

 

Figure 18: How magnetic shape memory polymers locks at curvature after turning off the magnetic field. This was done on a 

cantilever made of polymer that is embedded with soft (Fe3O4) and hard (NdFeB) magnetic particles. Used with permission from 

[38]. 

7th: Using multi-materials. This way uses two (or more) different materials to induce 

curvature. Since each material has different linear thermal expansion coefficient, a stress gradient 

will bend the cantilever upwards or downwards depending on the thermal expansion coefficient 

difference, and the order of layers (which is top and which is bottom). Note that these two materials 

must naturally stick to each other, or an adhesion layer must be sandwiched between them 

otherwise. Figure 19 shows an example of bilayer bent cantilever [14]. 
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Figure 19: A schematics of the bi-material cantilever (left) and an SEM image of the induced curvature after removing the 

sacrificial/release layer (right). Used with permission from [14]. 

Out of all aforementioned methods for inducing curvature, the last method was employed for two 

reasons: it is the easiest to fabricate through the PolyMUMPS process (or even simple Silicon-On-

Insulator), and also easier to numerically simulate by COMSOL. 

The L-edit software design of the actuators had been submitted to CMC Microsystems Inc. where 

they were fabricated by PolyMUMPS process. CMC Microsystems Inc. is a company providing 

services to research institutions to help academicians and industry focus on new designs and 

science behind them, while outsource the fabrication pain and the time waste it causes. This 

process stemmed from work performed at the Berkeley Sensors and Actuators Center (BSAC) at 

the University of California during the latest years of the 20th century. Note that there exist other 

companies such as Qzabre.com, which is a spin off from ETH Zürich, Applied Nanotools, and 

others. As per CMC Microsystems Inc, they provide several fabrication recipes, where the one we 

benefited from is PolyMUMPs, which stands for Polysilicon Multi-User MEMS Processes. It is a 

three-layer polysilicon surface micromachining process. Figure 20 shows the different layers 

deposited throughout the PolyMUMPs process. 
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Figure 20: Schematics of the cross-sectional view showing different layers of the PolyMUMPs process. Used with permission 

from [39]. 
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Chapter 2: Statics Modelling vs. Related 

Experiments 

2.1 Building the COMSOL Model 

Prior to experiments, a numerical modeling of this work was done using COMSOL software in 

order to give some insights about the device. In order to double check the validity of the model, 

two COMSOL simulation methods were tried on a preliminary model. First was Solid Mechanics 

module coupled with Electrostatics module. Second was the Electromechanics module. Both 

methods gave identical results. However, the latter 

method was carried on further due to its simpler user 

interface. The Electromechanics tree defined is shown 

in Figure 21. 

 

Figure 21: The Physics tree defined for the Electromechanics module used to simulate the actuator. 
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It was found that it is better to define the grounding of an object, not from the Ground sub node, 

but with a Terminal sub node having a V = 0. This was done in grounding both the cantilever and 

the bottom electrode. The reason is that this method gives more flexibility in defining different 

capacitances, probes and other COMSOL features that cannot be defined with a Ground terminal 

at stake.  

As an initial trail to see how different curvatures affect cantilever's statics and dynamics, two 

cantilever lengths were randomly chosen and investigated: 295 and 245 μm. Dimensions of the 

different parts of the actuator are shown in Table 2. As per the airbox definition, it was determined 

based on a COMSOL tutorial [40], where the company gave a recommendation for the airbox to 

be three times the dimension of the structure under investigation. The interaction area of interest 

lies within the 17 μm trench in the middle of the side U-shaped side electrode, so the air box must 

be more three times the maximum deflection. However, the air box was gradually extended 

vertically and horizontally beyond the COMSOL recommended dimensions. This was done until 

any further increase in the air box dimensions gave negligible increase in simulation results. 

Table 2: Dimensions of the side electrode, cantilever, air box, and bottom electrode. 

 Width (μm) Length (μm) Thickness (μm) Note 

Side electrode 57 294 1.5 With a 17 μm trench in the middle for the 

cantilever to fit inside 

Cantilever’s poly 11 295 (long) 

246 (short) 

1.5 Two triangles were subtracted from the 

poly’s flat tip to form the sharper tip 

Cantilever’s gold 5 285 (long) 

236 (short) 

0.52 Both gold and poly roots were given a 

fixed boundary condition at the root 
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Bottom electrode 21 303 0.5 Shifted down by -3.25 μm to form the 

vertical gap with cantilever 

Air box 61 337 100 The width was 10 μm more than the 

minimum requirement 

 

A 3D view of the drawn COMSOL model is shown in Figure 22. Note that all three parts of the 

actuator were defined as Linear Elastic Material, where all side electrode, all bottom electrode, 

and the cantilever’s root were given a Fixed Constraint boundary condition to represent their 

stationary status experimentally. Moreover, the X and Y axis mesh displacements were set to be 

zero components; hence, allowing only mesh displacements along the vertical Z axis, in order to 

prevent any undesired side lateral movement of the structure (aka vertical levitation only). This 

was done as per the COMSOL tutorial for Electrostatically Actuated Cantilever [40] so the vertical 

levitation is only studied. 

 

Figure 22: 3D view of the actuator as designed in COMSOL. 
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The materials of the probe (polysilicon and Au) were not defined from COMSOL library. Instead, 

they were defined as Blank Material where the material properties were fed into the module as 

provided by CMC Microsystems manual PolyMUMPs Design Handbook by Cowen et al [39] as 

shown in Table 3 and Table 4 (in addition to Young’s Modulus of 158 +/- 10 GPa). Whatever 

property not mentioned by Cowen et al [39], the default COMSOL value was used. 

Table 3: The mechanical and electrical parameters of PolyMUMPs process layers. Used with permission from [39]. 

 

The potential across the beam was also investigated, and Figure 23 shows that the potential across 

the cantilever. Note the zero potential by the cantilever and bottom electrode (grounded). 

 

Figure 23: The electric potential distribution across the length of the cantilever with a 1 DC volt. 
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Having defined the materials and the physics of the model, now remains the induction of the 

curvature. The equation representing such curvature will be crucial in the dynamics modeling as 

will be discussed later. 

We first tried inducing curvature by introducing stresses to both poly and Au. In our case, the 

PolyMUMPS-made cantilevers are composite beams made of polysilicon (poly2) and gold, with a 

fabrication inherited residual stress on both layers. The difficulty lies in the fact the residual stress 

on both film is not precisely known; instead, Cowen et al [39] gave a range of possible fabrication 

inherited stresses as shown in Table 4. 

Table 4: Fabrication variation range for the residual stress of all PolyMUMPs layers. The last two are of interest since they 

constitute the cantilever layers. Used with permission from [39]. 

 

For poly, the stress ranges from 0 to -20 MPa, while for gold from 0 to 100 MPa. Consequently, 

there is almost infinite possible 3 × 3 von Mises Stress matrices to be fed in the COMSOL model 

to produce the curvature. Through trial and error, we have tried to find the best stress matrices that 

produced a curvature equation that resembles the experimental curvature and static deflection 

(under DC voltage) as will be discussed in the results chapter. Poly was assumed to have zero 

residual stress (zero matrix), while gold was given the following von Mises stress matrix 
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Figure 24: von Mises stress matrix for the gold layer as entered in COMSOL. Poly layer was assumed with no stress, so a matrix 

was not introduced. 

Now the model is almost ready for execution. Adding a Stationary study with a Fine mesh, the 

initial curvature was found. The Physics Controlled mesh was selected, where COMSOL might 

choose Coarse mesh for parts of the model that does not have much deformation or interaction 

(to save computational power).  Figure 25 shows the curvature profile of the cantilever without 

any applied force/voltage. 

 

Figure 25: The initial curvature profile as found by COMSOL. 
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However, another method was applied which is more precise and helps reduce model-experiment 

differences. It was through using an optical profilometer. The fabricated cantilever was first 

imaged by table-top Scanning Electron Microscope (SEM), at the Meteorology Lab, Industrial 

Engineering Department, King Saud University, shown in Figure 26. This makes sure that the 

cantilever is curved (as per the design). 

 

Figure 26: Table-Top JEOL Scanning Electron Microscope. 

Indeed, Figure 27 shows side view SEM images of the curved cantilevers [41]. 
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Figure 27: SEM images of the curved long cantilever (top) and the short one (bottom). The image was co-published by the 

student in [41] and was reused here with permission. 

The cantilevers were then subjected to the optical profilometer (see Figure 28), and the profile data 

points were exported by Vision64 Map Software, and then imported to Microsoft Excel to produce 

a fitting equation of the (x,y) series of points representing the curvature of the cantilevers. 

 

Figure 28: The curvature profile of the long (top) and short (bottom) cantilevers as produced by the optical profilometer. The 

image was co-published by the student in [41] and was reused here with permission. 
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The equations for both cantilever curvature are as follows [41] 

𝑤0(𝑥)𝐿𝑜𝑛𝑔 =  124.91 𝑥2 (m) 

( 1 ) 

𝑤0(𝑥)𝑆ℎ𝑜𝑟𝑡 =  129.21 𝑥2 (m) 

( 2 ) 

where 𝑤0 is the initial curvature equation, and x is the axial projection along the X axis for any 

curvature point w along the cantilever curvature. The next step was to re-draw the cantilever in 

COMSOL using these curvature equations. Due to the simplicity of custom drawing in 

SolidWorks, the cantilever was drawn by SolidWorks using the equation above, then was imported 

back into COMSOL, where it was centered inside the U-shaped actuation electrode. 

The stress profile for the cantilevers shows stress relief, with maximum stress only at the 

cantilever’s post/root as shown in Figure 29. 

 

Figure 29: von Mises stress profile across the short cantilever. Enlarged above is the cantilever post which holds the highest 

stress point. The image was co-published by the student in [41] and was reused here with permission. 
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2.2 Static DC Voltage-Induced Displacement 

The nature of the levitation force was examined via a voltage sweep in COMSOL from 0-190 

Volts. The vertical displacement of the tip was plotted against its respective voltage as shown in 

Figure 30 for the long cantilever and in Figure 31 for the short. For the long cantilever an attractive 

force was manifested as the tip displacement was going downward across the sweep. For the short 

cantilever, however, the voltage sweep clearly shows a repulsive force, manifested as an upward 

tip displacement for the voltage increase across the sweep. This numerical way used here to get 

tip displacement as a function of voltage, is way much simpler than the conventional ways either 

through the equivalent circuits or from linearized state equations [42].  

 

Figure 30: Actuation voltage vs tip displacement for long cantilever as obtained by COMSOL. The voltage was applied to the 

side electrode, with a sweep range from 0-190 V. The image was co-published by the student in [41] and was reused here with 

permission. 
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Figure 31: Actuation voltage (X axis) vs Tip Displacement in um (Y axis) for the short cantilever. The voltage was applied to the 

side electrode, with a sweep range from 0-190 V. The image was co-published by the student in [41] and was reused here with 

permission. 

The explanation of this transition (from repulsive to attractive) can be well explained by studying 

the field lines of a straight (non-curved) cantilever. First, the effect on the cantilever from the direct 

field lines in the lateral direction will be cancelled out [1] since each side will pick a different field 

sign stemming from their opposing directions. Therefore, we will be left only with the fringing 

field lines that will be landing on the top of the cantilever's surface in the same arrow direction. 

The bottom electrode will attract the field lines instead of the bottom surface of the cantilever (the 

reason will be explained below). Now we will be left with a field lines only affecting the top of 

the cantilever; hence, create an upward vertical displacement (levitation force) which means it will 

actuate the cantilever out-of-plane as shown in Figure 32.  
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Figure 32: Cross sectional view of the potential contours (dashed lines) and electric fields (solid arrows) of a cantilever (single 

comb finger) under levitation force [43]. Note that both the cantilever (movable finger) and bottom electrode are grounded, 

similar case to our actuator. No reuse permission was required by the publisher of [43] that referred to Fair Use under US 

Copyright Law. 

In other words, the actuator movement comes from the imbalance of field lines of the top surface 

of the movable finger (cantilever) versus those at its bottom surface of the finger/cantilever. The 

imbalance comes from the fact that there is a bottom electrode, but no opposing top electrode. 

Therefore, the lack of top electrode will make the field lines stemmed from the upper surface of 

the U-shaped side electrode landing on the upper surface of the cantilever. On the other side, the 

presence of a grounded bottom electrode will make the field lines stemmed from the lower surface 

of the U-shaped side electrode land on the bottom electrode instead of landing on the lower surface 

of the cantilever. Now we are left with a cantilever that has field lines only on its top surface 

(remember that left and right field lines cancel each other’s [1]).  Consequently, this imbalance 

results in a net vertical electrical force lifting the finger upwards. 
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2.2.1 The Curved Cantilever Case 

However, for the cantilevers of this project, the effect of such fringing field effect will be smaller 

due to the curvature. The reason is that this curvature will render majority of the cantilever away 

from the bottom electrode. Consequently, some field lines will now start landing on the lower 

surface of the cantilever; hence, resists/weakens the levitation force (caused by the field lines on 

the top surface of the cantilever). The more the curvature, the more field lines go to the lower 

surface of the cantilever up. This will continue up to a certain threshold where the field lines on 

the upper surface of the cantilever equals that on the lower surface: at which point, there will be 

an equilibrium where the cantilever does not move with an applied voltage. More curvature means 

passing such threshold, which implies majority of field lines would be on the lower surface of the 

cantilever; hence, switching the repulsive force to be attractive. 

The above explanation is analogous to the case described by Daeichin et al [44] which was for 

straight cantilevers as shown in Figure 33. In their case, the switch/flip was done by increasing the 

gap between bottom electrode and the movable finger (cantilever), which gradually reduces field 

lines on the cantilever’s top surface until reaching the threshold. Since their cantilever is straight 

(not curved), the cantilever length does not play a role in the repulsive-attractive switch. In our 

case, however, the curvature does the exact same flip effect except that the cantilever length is the 

control factor in our case (which implicitly includes steeper vertical gap change as the gap in our 

case is increasing across the beam length). Therefore, the longer the cantilever, the bigger the 

curvature radius, the less field lines on the top surface, and hence, the weaker the repulsive force. 

This will continue for longer cantilever up to a threshold length. In other words, the threshold in 

our case is a function of the cantilever’s length.  
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Figure 33: (Top) The type of force acting on a movable finger between two side electrodes and a fixed bottom electrode. (Bottom) 

The force passes from being repulsive (a) to attractive (c) through a threshold point (b). Used with permission from [44]. 

Consequently, the short cantilever is better suited as an AFM probe since it experiences a levitation 

force, which will eliminate the risk of pull-in (rather than the long cantilever that approaches the 

bottom electrode with higher voltage; hence, higher pull-in risk). Moreover, for the short 

cantilever, the higher the voltage the further away the tip from the side electrode, which is a 

desirable feature for such AFM probe (avoiding cantilever-electrode interaction). Therefore, the 

curvature equation for the short cantilever 𝑤0(𝑥)𝑆ℎ𝑜𝑟𝑡 =  129.21 𝑥2 (equation ( 2 )) will be the used 

one and will be denoted as 𝑤0(𝑥) =  129.21 𝑥2. 
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2.3 Fringing Field Forcing Equations 

2.3.1 Existing Literature Force Equations 

There are several works that modeled the fringing field force. Osterberg and Senturia [45] (it 

will be called Senturia force for short) have analytically defined the fringing field force in terms 

of the electrostatic force 𝑓(𝑡)𝐸𝑆 as 

𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 = 0.65 
𝑑

𝑤
 𝑓(𝑡)𝐸𝑆 (N) 

( 3 ) 

where 𝑑 is the gap between the two parallel plates, w is the deflection.  

The electrostatic force is defined as 

𝑓(𝑡)𝐸𝑆 =
1 

2 
∊ 𝐴  

 𝑉(𝑡)2

(𝑑−𝑤)2 (N) 

( 4 ) 

where V is the voltage. Therefore, the fringing field force becomes   

𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 =
0.65∊𝐴 𝑑

2 𝑤
   

 𝑉(𝑡)2

(𝑑−𝑤)2  (N) 

( 5 ) 

where A is the area of the plate, ∊ is the permittivity of the capacitor medium (usually air), and V 

is the voltage applied across the plates. Figure 34  depicts the structure of the actuator. 
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Figure 34: The parallel plate actuator modeled by Osterberg and Senturia. Used with permission from [45]. 

Kambali et al [46] have derived an effective fringing field forcing equation numerically using both 

COMSOL and Intellisuite softwares. They have found the forcing for various electrodes 

configurations as shown in Figure 35. 

 

Figure 35: Different configurations studied by Kambali et al [46]. The configuration of interest to us is (i) as it closely resembles 

ours. Used with permission from [46]. 
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The configuration of interest to us is (i), which closely resembles our actuator configuration. Figure 

36 is a closer look into the field lines for such configuration. 

 

Figure 36: The beam configuration corresponding to our actuator [46]. Note that the bias between cantilever and bottom 

electrode, which is absent in our case: due changes in the forcing equation to count for that. Used with permission from [46]. 

The general equation for effective force for all configurations is 

𝐹𝑒𝑓𝑓 = 𝑝 (
𝐹1

2
+ 𝐹2) (1 − 𝜁) + 𝑞 (

𝐹1

2
+ 𝐹2) (1 − 𝜉) + 𝑟

𝐹1

2
 

( 6 ) 

where 𝑝, 𝑞, and 𝑟 are factors with values of 0, 1, or 2 depending on the actuator configuration and 

voltage distribution. For our configuration (Figure 36), the values are 𝑝 = 2, 𝑞 = 0, 𝑟 = 0.  

This renders the equation to be 

𝐹𝑒𝑓𝑓 = 2 (
𝐹1

2
+ 𝐹2) (1 − 𝜁) 

( 7 ) 

where 𝐹2 is the force between cantilever and side electrode. 𝐹1 represents the force between the 

cantilever and the bottom electrode due to the bias between them (dotted downward black arrows 

in Figure 36). Since both bottom electrode and beam are grounded in our case, this force does not 

exist for us; hence, equals zero. As per the correction factor 𝜁, it can be described as the effect of 
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the bias between cantilever and bottom electrode on 𝐹2. Similar to 𝐹1, this bias does not exist; 𝜁 

equals zero too. Therefore, the effective force equation renders to 

𝐹𝑒𝑓𝑓 = 2 𝐹2 

( 8 ) 

The factor of 2 represents twice the numerical results since the authors [46] have put the air box 

in COMSOL covering only half of the structure, then multiplied the results by 2, due to the 

symmetry of the structure; hence, reduce the computational time.  

Depending on the beam-electrodes configurations, 𝐹2 was divided into three cases depending of 

the value of the ratio 
𝑑

𝑏
 as shown in Table 5. 

Table 5: Different forms of F2 and their corresponding applicable ranges. Note that 𝑔 is the side gap between the cantilever and 

the side electrode, while d is the gap between the cantilever and the bottom electrode. 

The force between cantilever and side electrode (F2) Applicable Range 

𝐹2 =  
1

2
 

∈ 𝑉2ℎ

(𝑔 − 𝑤)5
|−4.52 ×  10−6 𝑏3 + 5.7 ×  10−4 𝑏2(𝑔 − 𝑤) − 0.026𝑏 (𝑔 − 𝑤)2

− 1.638 (𝑔 − 𝑤)3 | 

2 ≤
𝑏

𝑔
≤ 70 

 𝑑 = 0 

𝐹2 =   
1

2
 

∈ 𝑉2ℎ

(𝑔 − 𝑤)2
|−100 (

𝑑

𝑏
)

3

+ 57 (
𝑑

𝑏
)

2

− 11 (
𝑑

𝑏
) − 2.145 | 0 ≤

𝑑

𝑏
≤ 0.25 

𝐹2 =  
1

2
 

∈ 𝑉2ℎ

(𝑔 − 𝑤)2
|0.00316 (

𝑑

𝑏
)

4

− 0.043 (
𝑑

𝑏
)

3

+ 0.21 (
𝑑

𝑏
)

2

− 0.44 (
𝑑

𝑏
) − 2.83 | 0.25 ≤

𝑑

𝑏
≤ 5 

 

The third (last) case of F2 in Table 5 corresponds to our configuration since 
𝑑

𝑏
=

3.25 𝜇𝑚

11 𝜇𝑚
= 0.295, 

which is within the range of 0.25 ≤
𝑑

𝑏
≤ 5. 

Now multiplying the corresponding 𝐹2 by 2 (the symmetry factor) results in 
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𝑓(𝑡)𝐾𝑎𝑚𝑏𝑎𝑙𝑖 =  
∈ 𝑉2ℎ

(𝑔 − 𝑤)2
|0.00316 (

𝑑

𝑏
)

4

− 0.043 (
𝑑

𝑏
)

3

+ 0.21 (
𝑑

𝑏
)

2

− 0.44 (
𝑑

𝑏
) − 2.83 |  

( 9 ) 

2.3.2 The Approach to Find the New Forcing Equation 

In this project, a simpler method for extracting the electrostatic force for any structure has been 

devised using COMSOL only. The is based upon the definition of potential energy which is 

𝑈 =
1

2
𝑐 𝑉2 (J) 

( 10 ) 

where c is the capacitance, and V is the voltage. 

Now the relation of electric force to potential energy is known to be 

𝑓(𝑡) =
𝜕𝑈

𝜕𝑤
 (J/m) 

𝑓(𝑡) =
𝜕𝑈

𝜕𝑤
 (N) 

( 11 ) 

where w stands for the axial position. In our case, w is the tip height. 

Substituting U into f(t) gives 

𝑓(𝑡) =
𝜕

𝜕𝑤
(

1

2
𝑐 𝑉2) (F V2/m) 

𝑓(𝑡) =
𝜕

𝜕𝑤
(

1

2
𝑐 𝑉2) (N) 

 

( 12 ) 

The only term that is a function of w is the capacitance 
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𝑓(𝑡) =
𝜕

𝜕𝑤
(

1

2
𝑐(𝑤) 𝑉(𝑡)2) 

( 13 ) 

Therefore, the capacitance equation as a function of tip height has to be found (to solve the 

differentiation equation). It was found using COMSOL. The side electrode was set as Terminal 1 

with a voltage Vact (actuation voltage), the cantilever as Terminal 2 with V = 0, and the bottom 

electrode as Terminal 3 with V = 0. 

 The following steps were applied in COMSOL to get the representative capacitance equation for 

our structure. 

1- Define the cantilever's tip as a Point Probe in COMSOL (to track its values). 

2- Create a plot of Vact vs the w Point Probe (aka tip deflection vs. applied voltage). 

3- Define then apply a DC voltage sweep by defining Vact range from 1 to 190 Volts. 

4- Run the model. 

The resultant plot (as defined in step 2) will be generated as shown in Figure 37. 

 

Figure 37: Actuation Voltage (X axis) vs Tip Displacement in um (Y axis) for the short cantilever. The voltage was applied to the 

side electrode, with a sweep range from 0-190 V. 
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5- Now define another plot of overall capacitance vs. Vact. In COMSOL terminologies, it will 

be C11 vs. Vact. Note that C11 is the COMSOL terminology for the overall capacitance inside 

the whole air box. 

The resultant plot will be generated as shown in Figure 38.  

 

Figure 38: The overall capacitance (Y axis) vs applied actuatuion volatge (X axis). 

6- Now we take the voltage out of the scene, and only export the data points of C11 and their 

corresponding values of w into Microsoft Excel (or similar software). 

7- Create a fitting function for capacitance as a function of deflection (aka C11(w)) as shown 

in Figure 39. The generated fitting function (capacitance function) can be plug into the 

above our forcing equation above. 
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Figure 39: The combined chart of capacitance values (y axis) and their corresponding tip deflection (x axis). Note the fitting 

function y in the middle of the chart. The black dots (with green borders) represents the COMSOL data points, while the red line 

is the trend line which is represented by the fitting function y (at the middle of the chart).   

The resultant capacitance equation is 

𝑐(𝑤) = 3 ∗ 10−7 𝑤2 − 9 ∗ 10−12 𝑤 + 2 ∗ 10−14 (F) 

( 14 ) 

Back substituting in the derived forcing equation ( 13 ), 

𝑓(𝑡) =
𝜕

𝜕𝑤
(

1

2
𝑐(𝑤) 𝑉(𝑡)2) 

=
 𝑉(𝑡)2

2

𝜕

𝜕𝑤
(3 ∗ 10−7 𝑤2 − 9 ∗ 10−12 𝑤 + 2 ∗ 10−14) 

=
 𝑉(𝑡)2

2
(6 ∗ 10−7 𝑤 − 9 ∗ 10−12) 

Therefore, 
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𝑓(𝑡)𝑁𝑒𝑤 =
 𝑉(𝑡)2

2
(6 ∗ 10−7 𝑤 − 9 ∗ 10−12)  (V2 F → N) 

( 15 ) 
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Chapter 3: Dynamics Modeling with 

Related Experiment 

The behavior of the curved cantilever in response to external AC excitations (coupled with DC) 

has been modeled using Distributed Parameter Modeling, also known as Distributed Coordinate 

Method. It is one of the approximate solutions of otherwise unsolvable differential equations. Such 

approximations can be classified as such: 

1- Discrete Coordinate Method. 

a. Finite Difference Methods. 

b. Stepwise Integration Methods. 

i. Euler method. 

ii. Runge-Kutta method. 

iii. Runge–Kutta–Simpson method. 

iv. etc. 

2- Distributed Coordinate Method. 

a. Stationary Functional Methods. 

i. Rayleigh-Ritz method. 

ii. Finite Element Method. 

b. Weighted Residual Methods. 

i. Boundary residual 

1. Boundary Element Method 

ii. Interior residual 
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1. Collocation. 

2. Finite Element Method. 

3. Galerkin. 

From the above approximation methods, the Galerkin method has been applied to generate a 

Reduced Order Model (ROM) for the Euler-Bernoulli equation of 

motion, considering the bending elements throughout the cantilever 

with respect to position. The model was built using Wolfram 

Mathematica software. 

First, the model parameters have to be defined. Table 6 shows the parameters used in the model 

and their corresponding values. 

Table 6: Parameters used in the dynamics modelling and their values. 

Variable Description Design 

Value 

PolyMUMPS Range due to 

Fabrication Uncertainties [39] 

Model Value Note 

Min. Typ. Max. 

hs (μm) Poly2 thickness 1.5 1.4 1.5 1.6 1.23 Potential over 

etching 

hg (μm) Gold thickness 0.52 0.46 0.52 0.58 0.58  

Es (GPa) Poly2 Young’s 

modulus 

 148 - 168 148  

Eg (GPa) Gold Young’s 

modulus 

70 - 70  
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∊ (F/m) Permittivity of air   8.854 x 10-12  

L (μm), 

short 

Length of 

cantilever 

245  246  

g (μm) Gap between 

cantilever and 

side electrode 

  3.5 Measured by 

SEM 

d Gap between 

cantilever and 

bottom electrode 

  3.25  

 

3.1 Equation of Motion 

Now the parameters have to be incorporated into the Euler-Bernoulli equation of motion (EOM) 

of cantilevers [47] (also called thin-beam theory) [1]. The equation of motion is as follows 

𝜌𝐴 𝑤̈(𝑥, 𝑡)  +  𝑐 𝑤̇(𝑥, 𝑡) + 𝐸𝐼 𝑤𝑖𝑣(𝑥, 𝑡) = 𝑓(𝑡) 

( 16 ) 

where 𝜌 is the beam material(s) density, 𝐴 is the cross-sectional area, 𝑐 is the viscus damping 

coefficient,  𝐸 is the Young’s modulus of the beam material(s), 𝐼 is the area moment of inertia, 

𝑓(𝑡) is the fringing force, and 𝑤(𝑥, 𝑡) stands for the height or deflection of the beam along the x 

axis. Note that since the cantilever is composed of two materials, 𝐸 and 𝐼 will be calculated as 

𝐸𝐼𝑒𝑓𝑓 which is the beam’s effective rigidity which will be calculated later. 

According to Galerkin method, the EOM has to be non-dimensionalized as follows: 

First, we start by dividing by 𝜌𝐴 we get 
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 𝑤̈(𝑥, 𝑡)  + 
𝑐

𝜌𝐴
 𝑤̇(𝑥, 𝑡) +

𝐸𝐼 

𝜌𝐴
𝑤𝑖𝑣(𝑥, 𝑡) =

1

𝜌𝐴
𝑓(𝑡) 

( 17 ) 

For simplicity, x and t will be removed in later formulations. Converting the equation of motion 

to its non-dimensional counterpart has to preceded by the following assumptions: 

𝑤̅ =
𝑤

𝑑
 where d is the gap between the cantilever and the bottom electrode. 

𝑥̅ =
𝑥

𝐿
 where L is the length of the cantilever. 

𝑡̅ =
𝑡

𝑇
 where T is some specific time. 

Using the above assumptions, we have to find the following non-dimensional terms: 

𝑤̇ =
𝑑𝑤

𝑑𝑡
=

𝑑(𝑑𝑤̅)

𝑑(𝑡̅𝑇)
=

𝑑

𝑇

𝑑(𝑤̅)

𝑑(𝑡̅)
 

𝑤̈ =
𝑑

𝑑𝑡
(

𝑑𝑤

𝑑𝑡
) =

𝑑

𝑑(𝑡̅𝑇)

𝑑

𝑇

𝑑(𝑤̅)

𝑑(𝑡)̅
=

𝑑

𝑇2

𝑑2(𝑤̅)

𝑑(𝑡)̅2
 

𝑤𝑖 =
𝑑𝑤

𝑑𝑥
=

𝑑(𝑔𝑤̅)

𝑑(𝐿𝑥̅)
=

𝑑

𝐿

𝑑𝑤̅

𝑑𝑥̅
 

𝑤𝑖𝑣 =
𝑑4𝑤

𝑑𝑥4
=

𝑑

𝐿4

𝑑4𝑤̅

𝑑𝑥̅4
 

Substituting back in the equation of motion 

𝜌𝐴 
𝑑

𝑇2

𝑑2𝑤̅

𝑑𝑡̅2
 +  𝑐

𝑑

𝑇
 
𝑑𝑤̅

𝑑𝑡̅
+ 𝐸𝐼 

𝑑

𝐿4

𝑑4𝑤̅

𝑑𝑡̅4
= 𝑓(𝑡) 

Now dividing by 𝜌𝐴 
𝑑

𝑇2
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𝑑2𝑤̅

𝑑𝑡̅2
 +  

𝑐𝑇

𝜌𝐴
 
𝑑𝑤̅

𝑑𝑡̅
+

𝐸𝐼

𝜌𝐴𝐿4
𝑇2

𝑑4𝑤̅

𝑑𝑡̅4
=

𝑇2

𝜌𝐴𝑑
𝑓(𝑡) 

To find the value of T and the damping coefficient c, we will set 
𝐸𝐼

𝜌𝐴𝐿4 𝑇2 = 1.Therefore, 𝑇 =

√
𝜌𝐴𝐿4

𝐸𝐼
  seconds. 

Now, we will find an equivalent damping coefficient term (
𝑐𝑇

𝜌𝐴
) by substituting the value of T, the 

call it 𝑐̅ for simplicity. 

𝑐̅ =
𝑐𝑇

𝜌𝐴
=

𝑐

𝜌𝐴
√

𝜌𝐴𝐿4

𝐸𝐼
 

Re-writing the equation of motion using the above derived terms, it will be in the following simple 

form 

𝑑2𝑤̅

𝑑𝑡̅2
 + 𝑐̅  

𝑑𝑤̅

𝑑𝑡̅
+

𝑑4𝑤̅

𝑑𝑡̅4
=

𝑇2

𝜌𝐴𝑑
𝑓(𝑡) 

( 18 ) 

which can be written in yet simpler form 

𝑤̈  +  𝑐̅ 𝑤̇ + 𝑤
𝑖𝑣

= 𝑓(𝑡)  

( 19 ) 

where 𝑓(𝑡) =
𝑇2

𝜌𝐴𝑑
𝑓(𝑡). 

3.1.1 The Deflection Revisited 

Deflection, w, in regular Euler-Bernoulli equation assumes a straight cantilever, unlike our curved 

one. Therefore, the curvature has to be incorporated to the model.  
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The total cantilever deflection, 𝑤, is the sum of the initial curvature of the cantilever 𝑤0 (due to 

the bi-material induced stresses), plus the deflection due to voltage, 𝑤𝑉, as shown in Figure 40. 

Hence 

𝑤(𝑥, 𝑡) = 𝑤0(𝑥) +  𝑤𝑉(𝑥, 𝑡) 

( 20 ) 

 

Figure 40: Total beam deflection w(x,t) including the initial curvature due to stress gradient. 

The response of the cantilever will be assessed at the point of interest to an AFM: the cantilever 

tip. The tip lies at x = L, where L is the cantilever length. However, since we have non-dimensional 

modeling, the length at x = L is 𝑥 =
𝑥

𝐿
= 1 = 𝑥

2
. Therefore, the total deflection will be assessed at 

the tip only. Therefore, the deflection in the model is composed of the 𝑤(𝑥, 𝑡) at the tip (viz. 

𝑤(1, 𝑡)) found from solving the Euler-Bernoulli equation, then the height of the tip due to initial 

curvature, 𝑤0(1), will be added. 

Re-writing the equation of initial curvature 𝑤0(𝑥) =  129.21 𝑥2  (equation ( 2 ) for the short 

cantilever) in the non-dimensional form gives 

𝑤0( 𝑥) =  129.21 𝑥
2

𝐿2  

(21) 

where 𝑤0(𝑥) = 𝑑 𝑤0(𝑥) as previously shown. 
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3.1.2 Forcing Equations Revisited f(t) 

There are different fringing field forcing equations that could be applied to our curved cantilever 

discussed above. Here we are going to non-dimensionalize them as follows  

1- For Osterberg and Senturia [45], same rule applies: 𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 =
𝑇2

𝜌𝐴𝑑
𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 

which renders 

𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 =
𝑇2

𝜌𝐴𝑑

0.65 ∊ 𝐴 𝑑

2 𝑤
   

 𝑉(𝑡)2

(𝑑 − 𝑤)
2 

The final form of the non-dimensional force including initial curvature is as follows 

𝑓(𝑡)𝑆𝑒𝑛𝑡𝑢𝑟𝑖𝑎 =
0.65 ∊ 𝐿4 

2 𝐸𝐼𝑒𝑓𝑓 𝑑2  
 𝑉(𝑡)2

1 − (𝑤0 + 𝑤)
 

( 22 ) 

2- Similarly for Kambali et al forcing [46], 𝑓(𝑡)𝐾𝑎𝑚𝑏𝑎𝑙𝑖 =
𝑇2

𝜌𝐴𝑑
𝑓(𝑡)𝐾𝑎𝑚𝑏𝑎𝑙𝑖. Therefore, the 

non-dimensional form including curvature is as follows 

𝑓(𝑡)𝐾𝑎𝑚𝑏𝑎𝑙𝑖 =
𝑇2

𝜌𝐴𝑑
 

∈ 𝑉2ℎ

(𝑔 − (𝑤0 + 𝑤))2
|0.00316 (

𝑑

𝑏
)

4

− 0.043 (
𝑑

𝑏
)

3

+ 0.21 (
𝑑

𝑏
)

2

− 0.44 (
𝑑

𝑏
) − 2.83 | 

( 23 ) 

3- For our new force formula 𝑓(𝑡)𝑁𝑒𝑤 =
 𝑉(𝑡)2

2
(6 ∗ 10−7 𝑤 − 9 ∗ 10−12), and from the non-

dimensional equation of motion above, the force could be transformed to it non-
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dimensional form as 𝑓(𝑡)𝑁𝑒𝑤 =
𝑇2

𝜌𝐴𝑔
𝑓(𝑡)𝑁𝑒𝑤. Moreover, 𝑤 in 𝑓(𝑡)𝑁𝑒𝑤 has to be converted 

to its non-dimensional equivalent 𝑤 𝑑 

𝑓(𝑡)𝑁𝑒𝑤 =
𝑇2

𝜌𝐴𝑑
𝑓(𝑡)𝑁𝑒𝑤 = (

𝑇2

𝜌𝐴𝑑
) (

 𝑉(𝑡)2

2
 (6 ∗ 10−7 𝑤 𝑑 − 9 ∗ 10−12)) 

=
 𝐿4 

2 𝐸𝐼𝑒𝑓𝑓  𝑑
𝑉2(6 ∗ 10−7 𝑤 𝑑 − 9 ∗ 10−12) 

( 24 ) 

It can be seen from all above three non-dimensional equations that all parameters of 𝑓(𝑡)s are 

known by now, except the effective rigidity 𝐸𝐼𝑒𝑓𝑓 (embedded in 𝑇 = √
𝜌𝐴𝐿4

𝐸𝐼𝑒𝑓𝑓
). 

3.1.3 The effective rigidity EIeff 

The rigidity here is an effective one due to the fact of the beam/cantilever is being made of two 

materials: composite beam or bilayer beam. Therefore, we will implement the classical Equivalent 

Cross Section method (also called Transformed Cross Section) of composite beams made of two 

dissimilar materials [1, 48] which finds a new cross section with different widths while maintaining 

the same thicknesses of the original cross section. This new equivalent cross section will be treated 

as being made of either one of the two materials. Figure 41 shows the schematics of the cross-

section transformation into a new equivalent cross section made of polysilicon. 

 

Figure 41: The original cross section of the beam (left) transformed into a new equivalent cross section (right) made of 

polysilicon only. 
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The area moment of inertia has to be found around the neutral axis. This axis passes through the 

centroid of the new or equivalent cross section. The centroid of the new cross section is as follows 

𝑌̅ =
∑ 𝑌𝐴

∑ 𝐴
=

𝑌𝑇𝑜𝑝𝐴𝑇𝑜𝑝 + 𝑌𝐵𝑜𝑡𝑡𝑜𝑚𝐴𝐵𝑜𝑡𝑡𝑜𝑚

𝐴𝑇𝑜𝑝 + 𝐴𝐵𝑜𝑡𝑡𝑜𝑚
 

( 25 ) 

where 𝑌𝑇𝑜𝑝 is the distance from the centroid to the center of the top layer (gold), 𝑌𝐵𝑜𝑡𝑡𝑜𝑚 is the 

distance from the centroid to the center of the bottom layer (polysilicon), 𝐴𝑇𝑜𝑝 is the cross sectional 

area of the top layer (gold), and 𝐴𝐵𝑜𝑡𝑡𝑜𝑚 is the cross sectional area of the bottom layer 

(polysilicon). Table 7 shows the different values of 𝑌s and 𝐴s. 

Table 7: The components needed to calculate the height of the neutral axis. 

 Centre Line (Y) Area (A) 

Top rectangular cross section hSi + 
hAu

2
 𝑛bAu hAu 

Bottom rectangular cross section hSi

2
 

bSi hSi 

 

where hAu is gold's thickness, bAu is gold's width, hSi is polysilicon's thickness, bSi is polysilicon's 

width, and n is the ration of gold's Young's modulus to polysilicon's (
𝐸𝐴𝑢

𝐸𝑆𝑖
).   

Now the effective area moment of inertia is the sum of the two moments of inertia as follows 

𝐼𝑒𝑓𝑓 = 𝐼𝑇𝑜𝑝 + 𝐼𝐵𝑜𝑡𝑡𝑜𝑚 

= [
1

12
(𝑛 𝑏𝐴𝑢 ℎ𝐴𝑢

3)+ 𝐴𝑇𝑜𝑝 𝑌𝑇𝑜𝑝
2] + [

1

12
(𝑏𝑆𝑖 ℎ𝑆𝑖

3)+ 𝐴𝐵𝑜𝑡𝑡𝑜𝑚 𝑌𝐵𝑜𝑡𝑡𝑜𝑚
2] (m4) 
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which turns to be 

𝐼𝑒𝑓𝑓 = [
1

12
(𝑛 𝑏𝐴𝑢 ℎ𝐴𝑢

3)+ 𝑛 𝑏𝐴𝑢 ℎ𝐴𝑢 (ℎ𝑆𝑖 +
ℎ𝐴𝑢

2
− 𝑌̅)

2
] + [

1

12
(𝑏𝑆𝑖 ℎ𝑆𝑖

3)+ 𝑏𝑆𝑖 ℎ𝑆𝑖 (𝑌̅ −
ℎ𝑆𝑖

2
)

2
] (m4) 

( 26 ) 

The effective rigidity the is then 

Effective Rigidity= 𝐸𝐼𝑒𝑓𝑓 = 𝐸𝑆𝑖  𝐼𝑒𝑓𝑓 (N.m2) 

As for the density 𝜌𝐴, it represents the densiy of the original cross section (having both materials) 

[1], which means 

𝜌𝐴 = 𝜌𝑆𝑖𝐴𝑆𝑖 + 𝜌𝐴𝑢𝐴𝐴𝑢 (kg/m) 

( 27 ) 

Therefore, 

𝑇 = √
(𝜌𝑆𝑖𝐴𝑆𝑖+𝜌𝐴𝑢𝐴𝐴𝑢) 𝐿4

𝐸𝑆𝑖 𝐼𝑒𝑓𝑓
 (kg.m/N) 

( 28 ) 

3.2 Solving the Equation of Motion by Galerkin’s Weighted Residual Method 

The equation of motion discussed above is a partial differential equation in x and t, and can never 

be solved analytically except if we eliminate either terms. However, the approximation method of 

Galerkin’s assumes w(x,t) as the multiplication of two functions, one in x and the other in t, as 

follows 

𝑤 = 𝑢1(𝑡)𝜙1(𝑥) + 𝑢2(𝑡)𝜙2(𝑥) + 𝑢3(𝑡)𝜙3(𝑥) + ⋯ 

     = ∑ 𝑢𝑖(𝑡)𝜙𝑖(𝑥)

𝑁

𝑖=1
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( 29 ) 

Re-writing the equation of motion to be in similar form to the Galerkin’s assumption: 

∑ (𝑢̈𝑖(𝑡)𝜙𝑖(𝑥) + 𝑐 𝑢̇𝑖(𝑡)𝜙𝑖(𝑥) + 𝑢𝑖(𝑡)𝜙𝑖
𝑖𝑣(𝑥)) = 𝑊̅

𝑁

𝑖=1

 

( 30 ) 

Comparing the equation of motion and 𝑊̅, we can say that 

𝑊̅ ≈
𝑇2

𝜌𝐴𝑔
𝑓(𝑡) 

( 31 ) 

Now if we call the difference between the actual value of 
1

𝜌𝐴
𝑓(𝑡) and 𝑊̅ as the Residual (R), 

then it is equal to 

𝑅 = 𝑊̅ −
𝑇2

𝜌𝐴𝑔
𝑓(𝑡) 

( 32 ) 

Now if we can find a function 𝜙 so that ∫ 𝑅𝑖𝜙𝑖 = 0 or ∑ 𝑅𝑖Φ𝑖 = 0, then as per Galerkin’s method 

we can eliminate the dependence on x if we assume that 𝜙 is the mode shape of the beam/cantilever 

under investigation. 

3.2.1 Finding the mode shape 

First, we find the mode shape 𝜙𝑖(𝑥) by solving the unforced, un-damped linear problem. This 

approximation will render the equation of motion to be in the following Eigen-value problem form 

𝑤̈(𝑥, 𝑡)  +  𝑤𝑖𝑣(𝑥, 𝑡) = 0 

( 33 ) 
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To make solution in the following form (described above) 𝑢(𝑡)𝜙(𝑥), assume 𝑤(𝑥, 𝑡) = 𝜙(𝑥)𝑒𝑖𝜔𝑡, 

where 𝑢(𝑡) = 𝑒𝑖𝜔𝑡. 

Taking the second derivative with respect to t, and the fifth with respect to x result in 

−𝜔2𝜙(𝑥)𝑒𝑖𝜔𝑡  +  𝜙𝑖𝑣(𝑥)𝑒𝑖𝜔𝑡 = 0 

𝑒𝑖𝜔𝑡(−𝜔2𝜙(𝑥) +  𝜙𝑖𝑣(𝑥)) = 0 

Since 𝑒𝑖𝜔𝑡 ≠ 0, then  

−𝜔2𝜙(𝑥) +  𝜙𝑖𝑣(𝑥) = 0 

To solve this equation, assume 𝜙(𝑥) = 𝐴𝑒𝑠𝑥 

Therefore,  

−𝜔2𝐴𝑒𝑠𝑥 + 𝐴𝑠4𝑒𝑠𝑥 = 0 

𝑒𝑠𝑥(−𝜔2𝐴 + 𝐴𝑠4) = 0 

Since 𝑒𝑠𝑥 ≠ 0, then 𝑠2 = ±𝜔 → 𝑠2 = +𝜔 and 𝑠2 = −𝜔. This renders four roots as follows: 𝑠1 =

√𝜔, 𝑠2 = −√𝜔, 𝑠3 = √−𝜔 = 𝑖√𝜔, 𝑠4 = −𝑖√𝜔. 

This results in 𝜙(𝑥) being 

𝜙(𝑥) = 𝐴1𝑒√𝜔𝑥 + 𝐴2𝑒−√𝜔𝑥 + 𝐴3𝑒𝑖√𝜔𝑥 + 𝐴4𝑒−𝑖√𝜔𝑥 

which also can be written as 

𝜙(𝑥) = 𝑐1sin(√𝜔𝑥) + 𝑐2cos(√𝜔𝑥) + 𝑐3sinh(√𝜔𝑥) + 𝑐4cosh(√𝜔𝑥) 

where constants can be found by the boundary conditions. 
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The equations of the first three mode shapes are 

𝜙1(𝑥) = 𝑐1sin(√𝜔1𝑥) + 𝑐2cos(√𝜔1𝑥) + 𝑐3sinh(√𝜔1𝑥) + 𝑐4cosh(√𝜔1𝑥) 

( 34 ) 

𝜙2(𝑥) = 𝑐1sin(√𝜔2𝑥) + 𝑐2cos(√𝜔2𝑥) + 𝑐3sinh(√𝜔2𝑥) + 𝑐4cosh(√𝜔2𝑥) 

( 35 ) 

𝜙3(𝑥) = 𝑐1sin(√𝜔3𝑥) + 𝑐2cos(√𝜔3𝑥) + 𝑐3sinh(√𝜔3𝑥) + 𝑐4cosh(√𝜔3𝑥) 

( 36 ) 

The model above was plugged into Mathematica software, which provided a great insight about 

the dynamics of the beams. The model predictions will be mapped with their experimental 

counterparts in the coming chapter. 
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Chapter 4: Experimental Results vs 

Related Models 

The chip was mounted to a custom designed Printed Circuit Board (PCB), which has easy 

connectable pins at which the wire clips are hooked as shown in Figure 42. 

 

Figure 42: Wire clips (red) as they are connected to the PCB connectable pins. One pin connects the side electrode to the voltage 

source, the other connects the cantilever and bottom electrode to external grounding. The chip was covered with glass lid, 

mounted by the golden tape for protection. 

The chip layout, dimensions, and numbering identification are shown in Figure 43. 
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Figure 43: The drawing and dimensions of the chip on which the device was fabricated (top), a closer view showing the bond 

pads the their numbering for cantilever identification (bottom righ), and a 3D view showing the cavity inside which the 

cantilevers are protected with the lid (bottom left). Used with permission from [49]. 

The actuator was first studied by Lock-in amplifier, however, due to some technical difficulties 

due to high parasitic capacitance, the actuator dynamics was better to be studied by Polytec 

vibrometer shown in Figure 44. 
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Figure 44: The Polytec vibrometer. The phots shwos the device and its computer interface. 

The voltage source was connected to the side electrode via the PCB pin, so does the grounding of 

the cantilever and bottom electrode. The laser pointer was directed to the cantilever tip as shown 

in Figure 45. 

 

Figure 45: (Left) The chip as mounted on the PCB and subjected to the laser beam. (Right) The laser beam pointer directed to 

the cantilever’s tip as observed under the vibrometer's optical microscope. 
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The natural frequencies have been obtained through a hammering pulse as shown in Figure 46. 

 

Figure 46: First three natural frequencies experimentally obtained in air medium. The image was co-published by the student in 

[41] and was reused here with permission. 

The natural frequencies obtained by the model and the experiment were closely matching as 

depicted in Table 8. Note that the model natural frequencies were obtained by a code in 

Mathematica that solves for the three natural frequencies (𝜔1, 𝜔2 & 𝜔3) in the mode shapes 

equations above (𝜙1, 𝜙2 & 𝜙3) (equations ( 34 ) ( 35 ) ( 36 )). 

Table 8: Comparative table of natural frequencies of the cantilever as obtained experimentally and analytically. 

 Experiment Model 

1st natural frequency (kHz) 20.125 20.116 

2nd natural frequency (kHz) 125.81 126.066 

3rd natural frequency (kHz) 354.750 352.988 

 

The quality factor is 10.7 which was calculated at the half power bandwidth, or 0.707 of the 

maximum amplitude for the first natural frequency. 

The side electrode was then subjected to the AC/DC voltage source, while the cantilever and 

bottom electrode were grounded. Frequency response curves for deflection were taken for the 
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cantilever experimentally and compared to all three forces used in the model: Osterberg and 

Senturia force [45], and Kambali et al force [46], and our new force. As per the model, and for 

each excitation frequency, the deflection amplitude was measured post the transient response (at 

the steady state). Figure 47 shows the transient response. 

 

Figure 47: An example of time history response for the cantilever at excitation frequency of 22 kHz using 10 AC-10 DC forcing 

(on Mathematica) showing the transient response in nondimensional time units (x-axis). Note that the deflection amplitude was 

taken for the last three periods. 

To match the model with the experiment, different correction factors were needed to be introduced 

for different DC voltages. This was expected, since different DC voltages mean different 

curvatures, which implies different field line distributions between top and bottom surfaces of the 

cantilever (as described in details in previous chapters); hence, different correction factors are 

needed for different DC voltages. Figure 48 shows COMSOL depiction of different curvatures 

with different DC voltages from 0-190 V sweep. The curved lines represent the cantilever's 

different curvatures as DC voltage increase. 
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Figure 48: Different curvatures for different DC voltages in a sweep from 0-190 Volts using COMSOL. Different lines here 

represent cantilevers with different curvatures.  

The model was first adjusted to match the 10 AC 7 DC frequency sweep, and the correction factor 

was found to be 1.95 for Osterberg and Senturia force [45] and 1.66 for Kambali et al force [46], 

and 0.14 × 106 for our force. The large order of 106 of the factor of our force was due to some 

impeded issue within COMSOL that could not be identified. One issue with FEM softwares 

(known to be called "black box") is the inability to track the derivation of equations used to be able 

to debug the model. 

However, when we tried different AC-DC combinations, a dramatic shift in model amplitudes 

occurred that made impossible to match with experiment. Therefore, several investigations were 

conducted to explain such dramatic decrease in amplitude compared to experiment. To our 
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surprise, this discrepancy was overcame when the equation of initial curvature was simply 

removed from the model; hence, the model was simply that of a straight, non-curved cantilever. It 

seems that the curvature equation introduced a geometric nonlinearity in the model, with which a 

small change in voltage caused a big shift in amplitude. However, we still needed the correction 

factors to correct for the curvature-induce weakening of the effective levitation force felt by the 

cantilever top surface. The correction factors were 0.88 for Osterberg and Senturia force [45] and 

0.179 × 106 for our new force. However, the Kambali et al force [46] showed a singularity point 

when the correction factor was reduced to further below 0.29, where the displacement was dropped 

from the micrometer regime at a correction factor  ≥ 0.29, to the 10-13 order of magnitude at 

correction factor < 0.29. This is due to the equation’s high order (4th order), which makes it very 

sensitive to such perturbation. Therefore, the Kambali et al force [46] could not be matched with 

the experiment. Figure 49 shows experimental frequency sweep curves as matching with the 

Osterberg and Senturia force [45] and our new force. 

     7 AC + 5 DC     7 AC + 7 DC       10 AC + 5 DC  10 AC + 7 DC 

  
 

 

Figure 49: Experimental frequency sweeps (blue) as compared with the theoretical ones: Osterberg and Senturia (red) and our 

new force (brown). 
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Such factors as our correction factor are known in theoretical physics as “free parameters” which 

are unknown parameters the theory needs to make predictions while the theory itself does not 

constrain nor predict the value of these free parameters [50]. The exact reason or physical 

phenomenon for the existence of this correction factor could be the topic for future studies as will 

described in next chapter.  
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Chapter 5: Conclusion and 

Recommendations for Project 1 

This work provided a simpler numerical forcing equation approach to model electrostatic force, 

other than the analytical approach by Osterberg and Senturia force [45], or the complicated 

numerical approach by Kambali et al [46] that required two numerical softwares and lengthy 

equations (to the fourth order) that are different for different actuator configuration. This work also 

shows that the curvature equation may not be needed to model the dynamics of curved AFM probes 

(and other MEMS structures) electrostatically actuated. Intuitionally speaking, this could be true 

for other actuation types, and future studies could investigate this. However, the relation between 

curvature and the correction factor need to be further investigated and more precisely modeled as 

a function of curvature, actuation electrode-cantilever distance, relative axial/longitudinal 

cantilever-electrode orientation, etc. One way is an experimental one where different beam lengths 

(viz. different curvatures) can be studied and an overall governing equation can be extrapolated. 

This is very tedious and inefficient way since any sound fitting function should stem from around 

100 or more points. However, another method can be applied if the correction factor is to be 

omitted: the gap between cantilever and bottom electrode (d) needs to be replaced by the curvature 

equation. If we do that for Kambali et al force [46] and Osterberg and Senturia force [45], the 

Mathematica model needs to be completely upgraded to account for way higher order calculus the 

model needs to solve. In the case of our COMSOL derived force, the equation of capacitance, 

c(w), needs to be a function of actual curvature, not for tip deflection as per this study. We have 

tried doing so by slicing the airbox into strips so we can measure the capacitance variance through 
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different strips across the curvature. We could not do that due to COMSOL limitation: COMSOL 

only measures the capacitance for the whole airbox. We have tried a simple curved structure and 

sliced it into few slices and put a capacitance probe per slice (that measures capacitance per that 

slice only); COMSOL only calculated same capacitance for all strips, which is the total capacitance 

as shown in Figure 50. This slice-probe technique could be tried using different software (e.g. 

Ansys) which might have such segmentation capabilities. 

 

Figure 50: Capacitance for curved structure turned into slices. Note how COMSOL only measures one capacitance per whole 

structure despite the defined slices and defined corresponding probes. 

We strongly expect that this is the best way to eliminate the need for correction factor, since the 

curvature will be embedded in the forcing equation. Moreover, the factor order for our force (106) 

should be further investigated and identify the root cause of it. We suspect that such high order 

was due to an impeded issue within COMSOL. COMSOL Middle East customer help could not 

identify the problem, which confirms that FEM is indeed a black box. 
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We also recommend that future work should include the wire bonding in the original design 

(instead done post fabrication as was done here and shown in Figure 51) since the thick wire 

bonding between connecting pads is expected to produce stronger field; hence, stronger force. 

 

Figure 51: The thick wire bonding (righ of the image) which might have produced more field onto the cantilever. 

Moreover, further work may also compare the curved cantilever dynamics under vibrometer to 

that under lock-in amplifier. In such case, the design should connect both the cantilever and bottom 

electrode to two separate grounding pads, even if they are both grounded and can be connected to 

the same grounding pad. This will enable getting an independent signal from the cantilever, and 

another independent one from the bottom electrode. This recommendation is based on months of 

investigations conducted at the onset of this project, which led us to shift to the vibrometer since 

it directly measures the probe vibration optically using laser, instead of transduced from electrical 

signal like the lock-in amplifier. The lock-in used was of model HF2LI, equipped with 

transimpedance current amplifier of model HF2TA. The device is operated with LabOne online 
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software provided by Zurich Instruments Inc. Figure 52 shows the user interface and the initial 

parameters used. Note that since the device was newly bought, the device has been setup by us in 

coordination with Zurich Instrument live support. 

 

Figure 52: The lock-in amplifier user interface (LabOne) for 10 DC - 7 AC (top) and the transimpedance amplifier (bottom). 

As per the wire connection used, it is shown in Figure 53. Note the existence of only two clamps 

connected to the pins through the red wire. One alligator clamp is for connecting the side electrode, 
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and the other is for connecting both the probe and bottom electrode to ground since the 

cantilever/probe and the bottom electrode are grouped to one connection pad in the design. Note 

that this should be adjusted to two separate grounding pins as described above. 

 

Figure 53: The probe connections to the lock-in amplifier via the chip carrier pins. Note that there exist only two clamps 

connected to the pins (red wire): one is for connecting the side electrode, and the other is for connecting both the probe and 

bottom electrode to ground. 

The sequential operation mechanism of the lock-in amplifier is illustrated in Figure 54, and is as 

follows: 
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1- The DC signal (as entered to the LabOne software) will be generated by the current 

amplifier, then fed into the lock-in device. 

2- The lock-in amplifier will generate an AC signal then group it with the DC signal. This 

signal will then be fed into the side electrode trough the BNC connector and coaxial cable. 

3- The cantilever will vibrate; hence, generate a voltage signal that will be transferred by the 

coaxial cable into the transimpedance amplifier (note that having the new proposed 

connection to two separate groundings, the signal will be purely from the cantilever, unlike 

the existing signal which represents both cantilever and bottom electrode). 

4- The transimpedance amplifier will convert the voltage signal into current, then feed it to 

the lock-in amplifier. 

5- The lock-in amplifier will readout the results through LabOne as per the desired 

setup/parameters. 

 

Figure 54: The proposed lock-in amplifier connection and the description of its mechanism with numbered steps. 
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The capacitance can be calculated using the following formula 

𝑐 =  
1

Ω 𝑍
 (F) 

( 37 ) 

where Ω is the excitation frequency in radian, and Z is the impedance. The impedance, Z, can be 

found from the following formula 

𝑍 =  
𝑉

𝐼
𝑔𝑎𝑖𝑛⁄  

 (Ω) 

( 38 ) 

where V is voltage (2nd harmonic), and I is current (3rd harmonic), and the gain is 100k. 

We have found that the lock-in obtained capacitance of the actuator is in 10-12 Farad, while 

COMSOL model shows a capacitance in the 10-14 regime, which means that the parasitic 

capacitance is at least two orders of magnitudes higher than the real signal; hence, dominate the 

response. 

We also recommend that further AFM tip improvements should involve a cantilever of length less 

than 250 μm for higher field reach. An initial recommendation is 100 μm. Also, further tip 

sharpness might be induced as shown in Figure 55 where the edge of the beam (i.e. the tip) will 

suffer a shear stress caused by the peeling force at the bottom of the cantilever. This could be 

enabled by waiting for some time before removing the sacrificial layer which could be 

communicated with CMC Microsystems. The reason is that the sacrificial layer is preventing the 

cantilever from bending upwards, and will consequently cause a peel force that will curl up the 

upper corner of the cantilever (i.e. its tip) 
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Figure 55: The peel force acting on the cantilever's tip due to the shear stress induced force imbalcance caused by the sacrifiail 

layer below it. Used with permission from [16]. 

This holds true given that both the sacrificial layer and the cantilever are isotropic materials. Such 

curl up will be of the interest to future work as it will further sharpen the AFM tip. Moreover, the 

gold layer could be made into a heater for further control of the curvature. This is attainable by 

making the gold layer as a U-shaped loop on top of polysilicon in order to form a circuit, where 

one could pass current through the loop to heat up the structure; hence, induce more curvature. 
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Project 2: Light-Matter Interaction Using 

1D Mirror Inscribed in a 2D Photonic 

Crystal Fiber   
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Chapter 1: Introduction 

1.1 Light-Matter Interactions 

Increasing the interaction between light and matter is usually explored to unravel more 

understanding about the nature of both interacting entities: light and matter. This basic research is 

enabled by engineering platforms with which such maximally interacting light and matter can be 

realized. 

Moreover, once such platforms are constructed, the optical fields have to be strong enough to 

change the material properties so that they emit more signals with which the properties can surface. 

This strong optical field induces a non-linear interaction. This can be modeled in bulk materials. 

However, there are some applications where we need a single photon-single atom regime such as 

a quantum bit. Moving to a single atom to few atoms' regime, the light has to move down to a 

single to few photons in order to make a trackable interaction; hence, a better understood qubit 

behavior. In such few atoms-few photons system, the interaction will be linear; hence, reveals less 

signals. A non-linear interaction at this scale is hard to induce (without high intensities). Therefore, 

it is one of the longstanding challenges in non-linear optics. The second project of this dissertation 

addresses such challenge by providing a device/platform with which this non-linear interaction 

can be intensified yet with low intensities. 

Before describing the proposed platform, it is worth elaborating the parameters contributing to the 

interaction probability. Knowing such parameters will help make a system that addresses 

increasing their occurrence chance. The interaction probability, P, between light and matter at this 

nanoscale can be roughly thought of as the following 
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𝑃 ≈
𝜎0

𝐴𝐵𝑒𝑎𝑚
≈

𝜆2

𝐴𝐵𝑒𝑎𝑚
≈  𝜇2𝐸2𝑡 

( 39 ) 

where 𝜎0 is the effective cross section of these few atoms (the atomic gas) as seen by the few 

photons beam (also called scattering cross section which can be approximated by the square of 

wavelength 𝜆2),  𝐴𝐵𝑒𝑎𝑚 is the light (laser) beam area, 𝜇 is the dipole moment, 𝐸 is the electric 

field, and t is interaction time. There are four possible ways to increase such interaction probability: 

1- Increase the number of atoms, hence, give the photon a bigger chance to hit an atom, as 

shown in Figure 56. This increases the probability of interaction on the expense of reducing 

non-linearity. 

 

Figure 56: Single photon-multi atoms interaction. 

However, in order to increase the probability of the single photon hitting only one single 

atom out of the atomic cloud, one must increase the system cooperativity which will add 

to the difficulty of achieving the goal (cooperativity is the ability of one photon to interact 

with a single atom in an atomic cloud). 

2- Increase transverse confinement. This option can be visualized by the schematics in  

3- Figure 57. 

 

Figure 57: Schematic of a cross section of a fiber core confining one photon and one atom. 
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Such system can be implemented in the hollow core of a photonic crystal fiber (PCF) which 

will allow the photon to propagate only in the longitudinal direction (along the waveguide 

axis) while blocking the transverse propagation. 

The problem with this system is that the photon will hit the atom in one pass only; after 

that, the photon will leave from the other side of the fiber. 

4- Increase the interaction time. Interaction time can be done by increasing the number of 

passes, which can be enabled by two mirrors in a cavity, as shown in Figure 58. 

 

 

Figure 58: Schematic of a cavity confining one photon and one atom allowing the photon to go through multiple passes. 

While this system provides multiple passes with which the interaction time increases, the 

problem is that it does not prevent/confine the photon from leaking from upward transverse 

direction. 

5- It seems natural to propose a system which combines the above systems (2 and 3) as shown 

in Figure 59.  

 

 

 

Figure 59: Schematic of a cavity cross section confining one photon and one atom both longitudinally and transversally. 

The problem with such a system is that there is no way to inject/insert the atom into the 

system. 
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1.1.1 The Proposed Platform 

Here, we propose a novel system which combines both longitudinal and transverse confinement 

yet allow for atoms insertion into the system. Such system can be realized using a Bragg mirror 

inscribed at the hollow core of a photonic crystal fiber (HC-PCF) as shown in Figure 60. So instead 

of a vertical mirror, Bragg reflection concept is employed here. Note that it is called “mirror” while 

it is just an inscription on the fiber wall; not a real physical orthogonal mirror to the light; it just 

gives a “mirror effect” by having the ability to bounce the light back and forth. 

 

 

 

 

 

Figure 60: Schematic of fiber cross section confining one photon and one atom with an impeded cavity of two Bragg mirrors 

inscribed on the core’s wall. Hence, it allows the photon to go through multiple passes while keeping the core unobstructed. 

Such fiber is shown in Figure 61. 

 

Figure 61: Cartoon visualization of the HC-PCF (left) [51] and an optical microscope image of the HC-PCF used in this project  

(right) [52]. Used with permission from [51] and [52]. 

Mirror 1 Mirror 2 Cavity 
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The numerical and experiential procedures to realize such platform will be discussed in later 

chapters. It is worth describing the concept behind the enablement of such system: Photonic 

Crystals and Bragg reflections. 

 

1.2 Photonic Bandgap Effect and the Light Matter Similarities 

Light is guided inside the normal telecom fiber with no limitation except to the light power which 

should not exceed the melting point of the fiber material. However, the photonic crystal inscribed 

across the fiber length limits the range of the light frequencies that can propagates through. This 

is due to the photonic bandgap effect. The 

photonic bandgap is a phenomenon with 

which there will be some forbidden band 

(bandgap) or a range of wavelengths that will 

be “forbidden” from propagating; hence, create a mirror by reflecting back the resonant light. This 

was known in solid state physics with the electronic bandgap, but to see it happens with light was 

a shock to the scientific community since light was shown to behave like matter where some calls 

it the semiconductor of light [53]; a shock to which the nature magazine editor at the time, John 

Maddox, commented “If only it were possible to make dielectric materials in which 

electromagnetic waves cannot propagate at certain frequencies, all kinds of almost-magical things 

would be possible” [54]. Note that the 2D photonic crystal discovery was motivated by the quest 

to find a device/system to keep the atoms in the excited state upon population inversion in lasers; 

hence, suppress the spontaneous emission [55]. 
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However, it is hard to fathom why this was a surprise since light and matter has been showing 

some similarities in behaviors since the 1800s. The first to investigate extending matter behavior 

to light was the British physicist John Henry Poynting in 1884 CE, when he proposed that light 

may have orbital angular momentum just like matter [56]. Beth [57] proved it experimentally. Now 

we know that when you run light through a spirally twisted fiber, the light exits from the other end 

of the fiber with a spin [58]: the very same way that matter acquire spin upon going through a 

similar route! So, light behaves like matter. However, in 1924 Louis de Broglie formulated the 

exact opposite phenomenon, where matter behaves like light, which became known as Wave-

Particle duality [59]. Four years later, this duality was experimentally proven by  Clinton Davisson 

and Lester Germer [60] where electrons displayed a diffraction pattern (just like light) when 

scattered by a nickel crystal. As time progressed, this light-matter similarity continued to be 

manifested in other discoveries. The atomic fountain is one of such discoveries where light tosses 

an atom exactly like how water fountain tosses to a ball [61]! The optical tweezers are another 

example where we could hold matter using light, the same as we use regular tweezers to hold 

macro matter [62]. Moreover, the Bose-Einstein condensate is another example where matter flows 

coherently, the very same way light photons flow in lasers. Also, quantum computation could be 

carried out by either matter or light qubits [63], and most recently scientists started exploring the 

dark photons, as opposed to dark matter [64]. Last but not least the capillary force, the smaller the 

trench the faster the liquid propagates. Similarly, light travels faster in smaller diameter fiber 

(Single Mode) than in bigger diameter fiber (Multi Mode). Therefore, the 2D photonic bandgap 

(like in HC-PCF) should have not been as shocking as it was for two reasons: firstly the above 

light-matter similarities was already known, and secondly the 1D photonic bandgap crystal was 

already discovered in 1887 by Lord Rayleigh [65]! Despite these two facts, it took one hundred 
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years just to simply extend the 1D photonic crystal to its 2D form by Eli Yablonovitch [66] and 

Sajeev John [67] in 1987. Not only that, the 2D photonic crystal was rejected at first by the 

prestigious Physical Review Letters! However, Yablonovitch paper was later accepted after some 

attempts with the editor, and the paper became one of the most highly cited papers in the journal’s 

history [68]! 

The lesson here is that light has been consistent in showing us that it could behave like matter since 

the advent of the twentieth century, and in my opinion this trend is crying out for more extensions 

where current light-only behavior could be explored in matter and vice versa. Such unexplored 

trend extensions will create a vast number of venues to explore potential inventions and discoveries 

given the matter-to-light extensions that could be made. Nevertheless, the phenomenon of two 

separate paradigms behaving similarly is not something novel to science. When Newton found that 

the force between two masses is a function of the inverse squared of the distance between them, 

Coulomb found it to be same between two charges! Then, while still an undergrad at Cambridge, 

William Thompson discovered that the equations for the strength and direction of the electrostatic 

force and those describing rate and direction of the steady flow of heat through a solid material 

were sharing the same mathematical form [69].  Similarly, the equivalent circuits in Micro Electro 

Mechanical Systems (MEMS) is another example where the mechanical system can be modeled 

by creating and solving an equivalent electrical circuit, and vice versa. The mass in the mechanical 

system is represented by an inductance in the electrical equivalent circuit, mechanical damping is 

represented by electrical resistance, mechanical force is represented by voltage, and so forth [70]. 

Therefore, some scientists are now trying to learn lessons from nature to invent new technologies 

inspired by biology. This is known as Biomimetics or Biomimicry [71] where scientists and 

engineers are borrowing from nature some clues to solve technical and scientific problems. The 
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photonic crystals could have been discovered via biomimetics since it already existed in nature as 

will be seen below. Pushing the light-matter similarities should follow suit: photonomimics2.  

1.2.1 Photonic Crystals and Photonic Bandgap 

Photonic crystals are commonly found in nature. All three types of photonic crystals are found in 

nature: 1D, 2D, and 3D. An example of which is the 3D photonic crystal found in some beetles 

which is of a diamond like crystal shape [72]. See Figure 62. 

 

Figure 62: a) Photograph of the beetle. b) Optical micrograph of few scales. c) Cross section SEM image of a single scale. d) 

Higher magnification of SEM image of a region of a scale. Used with permission from [72]. 

The photonic bandgap can also be synthetic via fabricating a photonic crystal: a periodic structure 

of two alternating materials with sufficient refractive index contrast. It could be a one-dimensional 

bandgap (induced from structures that varies along one direction), two dimensional (induced by 

2D structures), and a three-dimensional bandgap (induced by 3D structures) as shown in Figure 

                                                           
2 For example, similar to the electronic solenoid, we can ask if it is possible to make an optical solenoid into a 

generator of some sort where something will be generated in its core like some form of matter! 
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63.

 

Figure 63: 1D PBG crystal [73], 2D PBG crystal [74], and 3D PBG crystal [75], respectively. Modified and reused with 

permission from [74] and Fair Use Doctrine. 

For 1D photonic bandgap, an infinitesimal refractive index (n) contrast is sufficient to induce a 

bandgap [65]. However, for 2D and 3D cases, a substantially larger index contrast is needed to 

open up a bandgap. For the HC-PCF, the case is a two-dimensional photonic bandgap and is made 

of glass and air that satisfy such substantial index contrast: 𝑛𝑎𝑖𝑟 = 1.000293 &  𝑛𝑔𝑙𝑎𝑠𝑠 = 1.458 

[76].  

The physical explanation of these low or no transmission intervals (viz. the bandgaps) along the 

transverse direction of the fiber is a combination of light scattering, reflection and interference 

phenomena across the multiple dissimilar layers with different thicknesses and/or refractive 

indices [77]. Such mechanism can be described in the 1D (called Bragg mirror) and 2D case, 

respectively. 

1.2.1.1 The Mechanism of 1D Photonic Bandgap: Bragg Reflection  

The Bragg mirror is composed of two alternating layers of dissimilar materials with different 

refractive indices, which is essentially a one-dimensional photonic crystal as shown above. For a 
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given light wavelength propagating through these layers, there is a specific Bragg layer thickness 

that will cause destructive interference for forward propagation (no transmission → bandgap) but 

a constructive interference for the backward propagation (hence, reflection) as illustrated in Figure 

64. Such wavelength is called resonant wavelength. 

 

Figure 64: Schematic showing the mechanism of Bragg reflection: no forward propagation, and only backward reflection for the 

resonant wavelength. The rest of wavelengths will cause both forward and backward propagations. 

 

1.3 Modified Optical Fibers (MOFs) 

Optical fibers are just one case of 2D photonic crystals which can be either planar/slab shape or 

fiber shape. The first stage that led to the invention of PCF was when researchers started playing 

with the structure at the end face of the telecom fiber. The first of which was a work in 1974 by 

Kaiser and Astle [78] in which they altered the end face of the fiber as shown in Figure 65. 
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Figure 65: The first two proposed MOF as shown in [77] which were slightly modified from [78]. Used with permission from 

[78]. 

Much later (1996), Knight et al [48] made a crystal shaped hole pattern in the cladding. Though it 

is a crystal-like shape, it is not a photonic crystal fiber. The reason why is because it guides light 

by modified total internal reflection (TIR) and the structure does not induce a photonic bandgap. 

So, for a crystal shaped hole pattern in a fiber to be called a photonic crystal, it should induce a 

photonic bandgap. In 1998, Broeng et al [79] numerically proved the possibility of photonic 

bandgap guidance in MOF which was experimentally produced by Knight et al [80] and Broeng 

et al [81] at the same year (1998). This, however, was solid core PCF. The first HC-PCF was 

fabricated by Cregan et al [82] in 1999, then further investigated analytically by Broeng et al [83] 

and Naumov and Zheltikov [84]. 

 The first HC-PCF is shown in Figure 66 which was first named “air guiding” fiber. 

 

Figure 66: The first HC-PCF demonstrated experimentally [82]. No reuse permission was required from [82]. 
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Figure 67 shows different kinds of MOF and how they relate to other kinds of fibers. 

 

Figure 67: A tree showing different kinds of fibers and how it relates to HC-PCF. 

 

1.3.1 The Bandgap Mechanism of 2D Photonic Crystal Fiber  

Similar to the 1D crystal, the 2D crystal around the fiber core will block certain light frequencies 

propagating transversely; hence, will result in confining light longitudinally inside the core. Figure 

68 illustrates such guidance mechanism. 

 

Figure 68: Guidance by TIR between two glasses with different refractive indices (left). Guidance by TIR coupled with PBG 

caused by transversely destructive interference of certain light frequencies, allowing light to confine and propagate 
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longitudinally along the core. Note that the core here is shown as hollow, though the same mechanism applies for solid core also 

(right). Adopted and modified with permission from [85]. 

An example of such induced 2D bandgap diagram is shown Figure 69. 

 

Figure 69: The band diagram of the out of plane light propagation into a 2D photonic crystal fiber (PCF) showing the bandgaps. 

Used with permission from [86]. 

For our project, the choice of the best fiber means the choice of the best hollow core size which 

can be difficult: choosing large core size is motivated by the need to reduce atom-wall collisions 

[87] while choosing smaller core is motivated by the need to increase light-matter interaction. For 

our experiment, our choice was the commercially available HC-800-02 NKTPhotonics (already 

shown in Figure 61). This particular fiber was chosen because it can guide wavelengths that 

correspond to transitions of alkali atoms (e.g. rubidium and cesium) whose vapors are commonly 

used to study the non-linearities and quantum optics of low light levels. Moreover, lasers were 

shown to be able to hold cesium atoms (largest known atom of diameter of 0.53 nm [88]) in place 

in a five-by-five grid as a part of a neutral-atom quantum-computer prototype [89] as shown in 

Figure 70. Cesium overall proves to be good information carrier in optical traps at the single atom 

level [90]. 
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Figure 70: Five-by-Five grid for a neutral cesium atom-based quantum-computer prototype built at Penn State University. Used 

with permission from [89]. 

The specification of such fiber is listed in Table 9 below.  

Table 9: Physical and optical properties of the hollow core fiber we are using [52]. 

 

 

 

 

 

Physical properties 

Core diameter 7.5 ± 1 µm 

Cladding pitch 2.3 ± 0.1 µm 

Diameter of PCF region 45 ± 5 µm 

Cladding diameter 130 ± 5 µm 

Coating diameter 220 ± 50 µm 

Coating material Single layer acrylate 

Optical properties 

Design wavelength 800 nm 

Attenuation @ 820 nm < 250 dB/km 

Typical GVD @ 820 nm 100 ps/nm/km 

Operating wavelength 

(over which the attenuation is < 250 

dB/km) 

770-870 nm 

Mode field diameter @ 850 nm 

(full 1/e2 width of the near field intensity 

distribution) 

5.5 ± 1 µm 
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The typical near field intensity profile for the fiber is shown in Figure 71. Note that majority of 

the field highest intensity is centered within the core that is of 7.5 ± 1 µm diameter, which 

indicates light confinement to the core. 

 

Figure 71: Near field intensity profile at the core of the HC-PCF with 7.5 ± 1 µm hollow core diameter. Used with permission 

from [52]. 

1.3.2 Fabrication of HC-PCF 

The fabrication process of the HC-PCF is a true visualization of top-down fabrication method, 

yet in a very simple straight forward way. The process is illustrated in Figure 72. 

 

Figure 72: Fabrication process of HC-PCF. Compiled from references. Figure composed from [91] and [92]. Used with 

permission from [91] (no permission was required from [92]).  
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Macro-sized capillaries are first assembled in the way that the PCF is supposed to look like. After 

that the capillary stack will be tightened together into a glass cone, then drawn inside a drawing 

furnace into thinner/smaller dimensions. The drawing process will be repeated until reaching the 

desired photonic crystal dimensions (while preserving the original capillaries structural order). The 

drawing temperature is always above 150 °C [93] in a clean room environment. Different fibers 

have different drawing parameters, an example of such can be found in Ghosh et al [94]. 
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Chapter 2: Experimental  

2.1 Inscribing 1D PC into 2D PC 

One of the main contributions of this project is to merge the aforementioned 1D PC (Bragg mirror) 

into the hollow core of the 2D PCF (HC-PCF). This can be done by inscribing the Bragg mirror 

inside the fiber’s hollow core as can visualized in Figure 73. The alternating strips constitute the 

Bragg reflective mirror. 

 

Figure 73: The FBG as should look inside the hollow core from front (a) and cross sectional (b) views (not to scale). The image 

was co-published by the student in [95] and no reuse permission was required. 

Therefore, when the light propagates through the hollow core, only the tails of the beam will 

interact with the Bragg mirror, and the majority of the beam will not interact with the mirror; 

instead, with the cesium atoms as shown in Figure 74. For the fiber used for this project, only less 

than 5% of the optical power of the guided light is located in the silica: the rest of the light power 

lay within the core [52]. 
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Figure 74: Schematic showing the small portion of the propagating light that interacts with the grating (top). The light mode 

field diameter compared to the fiber core’s diameter (bottom). Bottom image was reused with permission from [96]. 

Here, with such setup, the light will propagate back and forth caused by the Bragg mirror back and 

forth reflections. This is part of what is known as dispersion engineering. The dispersion relation 

in the modulated section of the waveguide is designed such that at the wavelength of interest the 

group velocity vg becomes significantly less than the speed of light c, before it gets totally reflected. 

This lower light speed will increase the time of interaction, in addition to the multiple passes the 

Bragg mirror will cause. So, instead of two-mirror cavity, the Bragg mirror inscribed at the fiber 

core will do the two aforementioned functions: 

1- slowing light (viz. more interaction time). 

2- bouncing it back and forth (viz. more interaction chances). 

However, since the light beam is not totally interacting with the Bragg mirror, the length of the 

mirror needed to cause 100% a reflection will be longer than those needed for regular 1D Bragg 

mirror that is perpendicular to the beam. This will affect the confinement of light to a smaller 

space, a confinement needed to have more chance for the light to interact with the atom(s). A way 

around this large modal volume associated with thin mirrors is to increase the refractive index 
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difference between the two alternating layers (composing the Bragg mirror). The greater the 

refractive index difference between the materials of the layers, the fewer layers will be needed to 

cause 100% reflection. See Figure 75. 

 

Figure 75: For the same amount of light incident into both cavities (top and bottom) and a given reflectivity, the lower index 

contrast mirror (top) requires more layers to achieve the given reflectivity; hence, longer penetration depth which in turn 

distributes the light volume over larger area as seen by the intensity distribution curve above. The higher index contrast mirror 

(bottom) requires less layers; hence, shorter penetration depth which in turn allows for a tighter confinement of the light in the 

cavity and can thus lead to stronger light-matter interactions. 

Looking at current ways to induce Bragg mirrors in solid core fibers, the index contrast is about 

10-4 [97] which is very small (hence requires longer mirrors). Such small contrast/difference is due 

to the fact that the fabrication process of such gratings is done by modulating the refractive index 

of the glass itself (the fiber material) using a laser interference pattern in which the high intensity 

bright fringes will “burn” the corresponding fiber fringes. This will in turn make the burnt strips 

have slightly different refractive index than the fiber fringes/strips that have not been exposed or 

“burnt” (since they reside at the dark fringes of the laser interference pattern). Bragg grating 

formation is, however, more challenging for a hollow-core waveguide, as the core is empty and, 
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furthermore, the waveguide is designed with an effort to minimize the overlap between the 

propagating light and the material of the cladding. The only part that could be modulated to interact 

with the propagating light is the walls of the hollow core: this will further reduce the index contrast 

modulation which is already small for sold cores (10-4). 

2.1.1 The Proposed Platform 

Therefore, we propose an alternative way to make a higher index contrast fiber core mirror by 

having alternating layers of two different materials attached to the wall of the fiber (instead of 

modulating the hollow core glass surface). Due to the extremely small size of the fiber core (around 

10 microns), the selection of materials that can be introduced to form the layers (and hence increase 

the contrast) is limited. For these reasons, it was perceived in the literature that introducing any 

kind of material to these small cores is technologically difficult [98]. However, we are reporting 

here a method in which only one material can be introduced into the core yet producing two 

alternating layers with dissimilar refractive indices while keeping the hollow core hollow (not 

block it). 

The method is as follows: injecting a photoresist liquid into the core of the fiber, then blow filtered 

purified Nitrogen gas after. The photoresist will not be blown out completely: a thin layer will 

stick to the wall of the hollow core. After that the fiber will be exposed to a UV laser interference 

pattern (alternating bright and dark fringes). Such interference patterned will imprint itself into the 

photoresist layer attached to the wall: the bright strips of the pattern will develop the photoresist 

while the dark strips will keep the photoresist undeveloped. A compatible developer will then be 

injected into the core which will remove the developed sections of the photoresist; hence, forming 

a Bragg grating/mirror with a high index contrast between the fiber glass (absence of PR: material 
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1) and the photoresist (material 2). We can say that this is an incorporation of 1D photonic crystal 

(Bragg grating) into 2D photonic crystal (HC-PCF). 

Note that the real resist structure will not be like a step function, but a sinusoidally varying function 

of the resist layer thickness as a result of the interference lithography process. However, it was 

found to give negligible corrections to the reflectivity value in our simulations as will be shown in 

a later section. With this structure, light will experience “effective” refractive index modulation 

which will act as a reflective mirror for the corresponding wavelength as shown in Figure 76. 

 

Figure 76:The index modulation as it appears in a cross section of the fiber (top) and the “effective” index modulation as 

experienced by the propagating light (bottom). 

2.2 Experimental Procedures 

2.2.1 Blocking the Cladding Photonic Crystal 

Here, we want to block out all of the photonic crystal holes and only keep the central hollow core 

open for resist injection. There are few methods to do so, which are as follows: 

a) Femtosecond laser drilling [99]. 

In this method, the HC-PCF is spliced to a single mode fiber (SMF) which is a solid 

core one. After that a cap on top of the PCF is created by cleaving the SMF few microns 
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above the tip of PCF. Next step will be to drill a hole into the middle of the cap, which 

will cut-it through. This drilled hole will be parallel to the central hollow core of the 

HC-PCF; hence, a channel will be created from the top of the cap selectively only to 

the hollow core of HC-PCF. Figure 77 is a schematic of such process. 

 

Figure 77: Sequential steps from top to bottom of creating a cap for selective injection using femtosecond laser cleaving. No 

reuse permission is required from [99]. 

This method gives a great flexibility of choosing any hole from the photonic crystal 

holes (not only the central hole), a flexibility that comes with a price of needing high 

tech expensive apparatus (femtolaser). However, for our project we don’t need such 

flexibility as we are only interested in selecting only the relatively large central hole 

(hollow core). 

b) UV-assisted cleaving [100]. 

Here, a four-step UV-assisted filling technique can be employed to selectively fill the 

central hole. It utilizes a property of certain polymers that propagate with different rates 

depending on different hole diameters. Moreover, they can be solidified by UV 

exposure once reaching the desired depth. 

As the viscosity of the UV curable polymer (e.g. NOA73) is high (130 cps at room 

temperature), the capillary force is insignificant. Hence, the injection is modeled not as 
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a capillary flow, but as laminar flow where liquid fills larger holes (i.e. central hole) 

faster than smaller ones (i.e. photonic crystal holes) [101, 102]. Therefore, the injection 

must be done by an external pressure applied to a syringe pump.  

Table 10 describes the steps done in this process. 

Table 10: Different steps of introducing a cap on the fiber end-face by UV glue in preparation for selective 

injection (modified from [100]). 

 Step Schematics 

 The polymer is injected, then 

UV cured to solidify. 

 

Fiber cleaving (from a point 

that keeps the hollow core 

filled only). This will create a 

cap on the hollow core. 

 

The polymer is injected again, 

then UV cured again (to 

solidify). 

 

Fiber cleaving gain (from a 

point that keeps the small holes 

filled only). This will create a 

cap on the photonic crystal. 

 

Now the hollow core is ready 

to be injected with the desired 

resist. 
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This method was firstly tired in this project but turns out to produce highly non-

repeatable results with a lot of fiber waste in turn (HC-PCF is expensive). 

c) Lateral access filling [103, 104]. 

In this method, a hole is drilled on to the side wall of the fiber and from which the liquid 

transports to the core. This lateral hole could be drilled either by a fusion splicer and air 

pressure [103] or by FIB milling [104]. See Figure 78. 

 

Figure 78: Optical microscope images of the different steps towards opening the lateral hole in the wall of the fiber. No 

reuse permission was required [103]. 

Note also that the lateral hole could be drilled by FIB milling [104] as shown in Figure 

79. 

 

Figure 79: A hole drilled on the fiber side wall by FIB drilling. No reuse permission was required from [105]. 
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The problem with this technique is that an accurate selective filling for one hole only 

might not be possible due to the difficulty of filling only one hole because other holes 

might suck the liquid/resist by capillary forces while on its way to the desired hole (the 

central hollow core in our case). 

d) Manual gluing [106, 107] 

This method uses a glass tip (under a microscope) to place a drop of a UV glue on the 

desired holes to be blocked which is then followed by UV curing [107, 108] as shown 

in Figure 80. Note that with this method, the glass tip size has to vary according to the 

holes to be blocked; hence, needing more than one glass tip [99]. The main problem 

with this problem the very long time it requires to individually block the many holes a 

photonic crystal has. 

 

Figure 80: PC-holes manual blocking using a UV-curable glue. Used with permission from [107]. 

Note also that the glue could be carried by another fiber [106] as shown in Figure 81, which 

is not as individual as the above tip-based method, but not as accurate. 
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Figure 81: Blocking photonic crystal holes using a glue carried on another fiber. Used with permission from [106]. 

e) Air-holes collapse [102]. 

Here, an electric arc of short duration and weak discharge current is used to collapse 

the cladding small holes while keeping the central hole open. The method is done by 

bringing single mode fiber (SMF) in close proximity (around 50 micron) to the HC-

PCF and then remove the SMF just before the beginning of the arc discharge; hence, 

the end face of the HC-PCF will not be spliced to the SMF and it will just be heated up 

causing the collapse the photonic crystal holes depending on the parametric values used 

[102]. The process is shown in Figure 82. 
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Figure 82: Air holes’ collapse by splicing arc-induced heating. No reuse permission is required from [102]. 

Note that the reason for the central hole not collapsing is that the central hole of the 

HC-PCF has large air content of the core verses silica; hence, very weak heat transfer 

take place. This is unlike the HC-PCF cladding holes/rings which have more silica that 

when heated to above the softening point (around 1670 C°) will causes the surface 

tension to overcome the viscosity which will cause the HC-PCF’s air holes to begin 

collapsing [102]. It should be mentioned that closer holes to the hollow core collapse 

less than those farther. Also note that the central hole will not be completely intact: it 

will experience some shrinkage depending on the current and duration of fusion [102]. 

Careful choice of parameters is crucial for the desired fusion to happen. 

After that the fiber is to be dipped into the desired PR. Figure 83 shows a cleaved cross 

section of a HC-PCF filled with NOA74. 

 

Figure 83: Optical microscope image (a) and SEM image (b) of NOA74-filled central hole PCF. No reuse permission is required 

from [102]. 
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f) 4.1.7 Capillary splicing [109, 110]. 

This method is one used in this project. It is the simplest conceptually and 

instrumentally out of the six methods listed above: a capillary (basically a single-hole 

fiber) is spliced to the HC-PCF where the capillary hole is placed on top of the hole 

that needs to be filled: the hollow core [109, 110]. After splicing, the capillary will be 

cleaved few microns away from the spliced interface [110]. Now the fiber end face is 

capped with the short-lengthed capillary, and consequently any injection will only go 

through the central hole (core) selectively. See Figure 84. 

 

Figure 84: Capillary splicing assisted infiltration. a) The steps to make the infiltration cap. b) optical microscope image of the 

infiltration cap. Used with permission from author of [110]. 

This process can be done with a conventional table-top fusion splicer. The splicer used 

was ORIENTEK T40 model, and the automatic splicing option was disabled, and a 

manual splicing was done with the splicing parameters shown in Table 11. Note that 

these parameters were selected after careful try and error. 
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Table 11: HC-PCF to capillary splicing parameters. Note that the offset is the distance between the arc and the center 

of the gap between the fibers. 

Pre-fusion time 200 ms 

Pre-fusion current 8 mA 

Fusion time 300 ms 

Fusion current 14 mA 

Offset 50 µm 

Overlap 0 µm 

Gap between HC-PCF and capillary tube 50 µm 

 

After mounting the fiber, the fiber-capillary interface could be seen by a magnifying 

camera as shown in Figure 85.  

 

Figure 85: The splicer screen showing a top view of the HC-PCF & capillary interface (left of the screen) and a side 

view of the interface (right of the screen). 

The spliced joint is shown in Figure 86. 
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Figure 86: The HC-PCF as spliced to a capillary of the same diameter (top) and a closer image (bottom). Fiber 

diameter is 120 microns, hole diameter is 7 + or – 2 microns. The central hole can still be seen continuous across the cap. 

 

The capillary now has to be cleaved using a cleaver rig (shown in Figure 87). 

 

Figure 87: The cleaver used. 

The HC-PCF The capillary 

The collapsed holes except for the main hole (the hollow core) 
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First, the V groove fiber holder has to be brush cleaned the with alcohol-soaked cotton in one 

direction (away from the blade direction). The reason is to remove any small particle that will 

obstruct the fiber from perfectly laying on the V groove. Then both fibers to be spliced has to be 

cleaved was cleaned with alcohol-wet kimwipes. The fiber coating was stripped for 10-16 mm. 

The clamp should close onto the fiber coating, but the part from clamp till the blade should be the 

bare fiber, as shown in Figure 88.  

 

Figure 88: Schematics of the proper HC-PCF loading onto the V groove holder. 

Cleaving procedures were as follow: 

1- Open the cleaver shield. 

2- Open the clamp 

3- Clean the V groove as described above. 

4- Slide the blade carrier out. 

5- Place the prepared fiber on the proper groove (250 or 900 grooves). 

6- Close the fiber clamp. 

7- Close the cleaver shield. 

8- Gently slide the blade carrier back into the cleaver body. 

9- Pull the fiber out. 
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10- Dispose the scrap end finally. 

11- Always close the cleaver shield when you are done (to prevent dust particles 

accumulation). 

After cleaving the capillary, and leaving only some part of it as a face cap to the HC-PCF, the 

capped HC-PCF was illuminated and indeed light was blocked by the cap except at the hollow 

core as shown in Figure 89. 

 

Figure 89: The capped HC-PCF (left) and the bare HC-PCF (right). The cap successfully blocked fiber outcoming light except at 

the hollow core, as intended. 

2.2.2 Resist Injection 

The fiber at this stage is capped and should be ready for injection. The injection can take place 

by one of the following methods: 

a) Drop held on Single Mode Fiber. 

The first method is to hold a drop on the top of Single Mode Fiber (SMF) and bring it close 

to the fiber end face so the drop gets absorbed by the hollow core through capillary force 

as shown in Figure 90. The problem with this method is that it applies only to 

liquids/photoresists thin enough to be acted upon by capillary forces; otherwise, syringe-
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assisted method must be applied instead to force high viscosity liquids inside the hole(s). 

Also, this method cannot be used to inject air into the core (to flush out photoresist). 

 

Figure 90: SMF-based fluid delivery system. Used with permission from [111]. 

b) Syringe. 

A syringe filled with the photoresist is used to inject the resist into the photonic crystal 

fiber using a syringe pump. An epoxy is used to glue and seal the PCF to the syringe 

needle as shown in Figure 91. 

 

 Figure 91: Injection of photoresist inside the fiber hollow core using an epoxy-sealed syringe. 
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The problem with this method is the loss of fiber after each consecutive injection (to break 

the epoxy seal) which is not the best economical choice given the high price of the fiber 

used. 

c) Custom-Made Injection Port 

For the above reasons, we have designed and assembled an injection port that is based on 

vacuum technology in which the photoresist is inserted from one side of the port, then a 

nitrogen gas flow from another side pushes/injects the resist into the fiber. Once injected, 

further blowing of nitrogen gas is expected to spit out the resist. A schematic of the setup 

is shown in Figure 92. 

 

Figure 92: Schematic of the designed injection port. 

Different design parts were bought from Valco, Swagelok and ThorLabs companies and were 

assembled as shown in Figure 93. 
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Figure 93: The injection port we designed and assembled. 

Instead of sealing the fiber to the syringe by epoxy (causing fiber loss), the HC-PCF is sealed 

by the vacuum seal shown in Figure 93 (the fiber holder).  Note that the photoresist gets 

injected from the top of the injection port, then gets pushed by the incoming nitrogen gas into 

the fiber core. After injecting and blowing out the photoresist using the injection port above, a 

successful SU-8 photoresist inner layer was formed as can be seen in Figure 94. SU-8 

photoresist was used as a proof of concept, where if successful the desired photoresist will be 

bought (AZ-701 photoresists). 

 

Figure 94: SEM image of the SU-8 fully blocked core (left) and the post nitrogen blow ring formed by the high viscosity SU-8 

photoresist (right). 
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2.2.3 Laser Interference Pattern Inscription 

Now after the hollow core has been selectively filled with the resist, the fiber will be exposed to a 

UV laser interference pattern to imprint the interference fringes on the photoresist-coated hollow 

core. Generally speaking, there are four ways of writing Fiber Bragg Grating (FBG) with or 

without resist: 

a) Direct ablation/burning (also called point by point) [112]. 

Bragg grating in HC-PCF has been done using this method but as long period grating (LPG) 

(few micron) by Iadicicco et al [113]. This was done by periodically burning the fiber using 

arc discharge while moving the fiber using a micro-stepper as shown in Figure 95. 

 

Figure 95: Long Period Grating made into HC-PCF by splicing arc, air pump, and a micro-stepper. The air pump is used to 

prevent hole’s collapse by the arc partially maintaining the hollow structure. Used with permission from [114]. 

There are few issues with such method. First, it is LPG, which induces only higher order 

bandgaps; hence, cannot have smaller mode volume. Second, it modifies the cladding due to 
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the air pressure [114]; hence, perturb the photonic crystal structure which in turn affects its 

designed bandgap properties which means light leakage. 

b) Interferometer-mask coupling [115]. 

Here, the laser beam goes through a hard mask followed by the regular two mirrors of an 

interferometer as shown in Figure 96. The Bragg wavelength is controlled either by adjusting 

the spacing length between diffraction slits or adjusting the wavelength of the writing source. 

The problem with this method is that it requires both highly technically sophisticated apparatus 

in addition to an expensive custom-made hard mask. 

 

Figure 96: Mirror inscription into the nanofiber by both a phase mask and an interferometer (dual beam interferometer here). 

No reuse permission is required from [116]. 

c) Bare phase mask [117]. 

This method uses only a phase mask that is brought to a close proximity with the fiber to 

inscribe the pattern needed (the mirror). The problem again with this technique is the need of 

a high expensive mask for each interference pattern inscribed. 
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d) Bare interferometer [118, 119]. 

Here an interferometer is used to inscribe the pattern. In interferometer-based writing, the 

Bragg wavelength is controlled either by adjusting the angle of intersection between the two 

writing beams or adjusting the wavelength of the writing source (the laser). 

Note that in all of these methods above, the grating could be written by a single shot [115, 

120], multi-pulses, or continues wave. 

The best method in terms of simplicity is the point by point. In terms of stability and 

repeatability, the phase mask technique is the best as it is less sensitive to environmental 

disturbances and also produces gratings with highly repeatable characteristics [115]. 

Flexibility wise, interferometer-based writing is the most flexible [115]. 

Among these methods, we have chosen the bare interferometer method which can be 

manifested instrumentally through two setups: Lloyd Interferometer (for high resolution), and 

Dual Beam Interferometer (for large areas) [121]. The reason we chose the Interferometer 

option is because it gives the most accurate and flexible outputs [115], and in particular, Lloyd 

Interferometer offers also a more feasible option economically, which in turn made it our 

choice. Figure 97 is a schematic illustrating the working concept of Lloyd Interferometer. 

 

Figure 97: A schematic showing the full light beam where the lower half of the beam is directly projected onto the substrate, 

while the upper half reaches the substrate reflected from the mirror; hence forming the interference pattern when interfering with 

the directly projected light. Used with permission from [122]. 
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The Lloyd Interferometer has been assembled in a rotatable mirror and fiber holder. See Figure 

98. Note that the interferometer is enclosed in a box to minimize airflow avoiding optical path 

differences [121]. 

 

Figure 98: The assembled Lloyd Interferometer. The holder on the right is covered with partially sticking tape for easier loading 

and unloading of samples (the setup is enclosed in a box to minimize airflow avoiding optical path differences). 

2.2.4 Bragg Grating Material and Parameters 

The interference pattern employing such Lloyd interferometer was first tried on a silicon wafer 

coated with photoresist. The reason why is that we can easily optimize/tune and characterize the 

different parameters so once we get the desired grating period on the wafer then same parameters 

can be applied to the fiber. The laser used to inscribe the pattern is a diode laser of of 405 nm. Note 

that the best lasers for inscribing gratings are the gas lasers such as He-Ne [123] or He-Cd due to 

their long coherence length. The problem is that such lasers are expensive. However, we don’t 

need large grating areas: we need a grating length of about 100 µm as shown by the simulations 
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(will be discussed in details later). Hence, the diode laser serves the purpose economically and 

practically. Careful choice of proper parameters combination is vital for imprinting the grating 

onto the wafer and subsequently onto the fibre hollow core photoresist layer. 

As per the selection of the proper photoresist, we have chosen AZ 1512. According to Integrated 

Micro Materials Inc., one of the largest photoresist distributors in North America, this photoresist 

is the best in terms of adherence to silica glass. It also has an absorption spectrum from 365-450nm, 

which includes the wavelength of our diode laser (405 nm). The coated film thickness range it 

gives is from 1-2 microns [124]. 

Now the grating period, 𝑔, must be identified. It can be tuned as a function of the stage rotation 

angle as in the following equation 

𝑔𝐿𝑙𝑜𝑦𝑑 =
𝜆𝐿𝑙𝑜𝑦𝑑

2 𝑠𝑖𝑛𝜃
 (m) 

( 40 ) 

where 𝜆𝐿𝑙𝑜𝑦𝑑 is the laser wavelength (405 nm) and 𝜃 is the stage rotation angle (the angle between 

incident laser’s beam axis and the mirror axis [125]), which are shown in Figure 99. 

 

Figure 99: Parameters for Lloyd interference lithography. Used with permission from [125]. 
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The period in the Lloyd interferometry must match the Bragg period for the corresponding 

resonant light we are interested in: 852nm (which corresponds to the atomic transition of Cs atom 

from S to P). Note that the laser used in Cs atoms trapping is different that the diode laser used to 

inscribe the grating. Such Bragg period is given by 

𝑔𝐵𝑟𝑎𝑔𝑔 =
𝜆𝐵𝑟𝑎𝑔𝑔

4 𝑛𝑒𝑓𝑓
 (m) 

( 41 ) 

where 𝜆𝐵𝑟𝑎𝑔𝑔 is the wavelength of the incident laser in the cavity (852 nm) and 𝑛𝑒𝑓𝑓 is the effective 

refractive index of Bragg period, which was found by using a commercially available software, 

Lumerical, which equals to 0.992 for 700nm resist film thickness of 1.61 photoresist refractive 

index (numerical simulations will be discussed in a later chapter). Now equating the Bragg 

condition period length (equation ( 40 )) to that of Lloyd condition (equation ( 41 )) gives the angle 

at which the rotation stage should be rotated. 

𝑔𝐵𝑟𝑎𝑔𝑔 =
𝜆𝐵𝑟𝑎𝑔𝑔

4 𝑛𝑒𝑓𝑓
=  

852

4∗0.992
= 214.7𝑛𝑚 =

405

2 𝑠𝑖𝑛𝜃
 (m) 

Now, equating 𝑔𝐵𝑟𝑎𝑔𝑔 with 𝑔𝐿𝑙𝑜𝑦𝑑 results in 

𝑔𝐵𝑟𝑎𝑔𝑔 = 𝑔𝐿𝑙𝑜𝑦𝑑 

214.7𝑛𝑚 =  
405

2 𝑠𝑖𝑛𝜃
 

Solving for 𝜃, the Lloyd stage rotation angle becomes 70.58 degrees giving a resultant grating 

period of 214.7 nm. 

Another important parameter is the continuous grating width, Wc, (shown in Figure 99) which is 

given by the minimum of three values as follows [125] 
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𝑊𝑐 = min {2
𝐿𝑐

𝜆
. 𝑔 ,

𝐷

2𝑐𝑜𝑠𝜃
, 𝐿 . 𝑡𝑎𝑛 (𝑎𝑟𝑐𝑠𝑖𝑛

𝜆

2𝑔
)} (m) 

( 42 ) 

where L is the effective mirror length, and Lc is the coherence length of the laser which is 0.68 mm 

for the 405nm laser diode [76, 125]. 

As per the beam quality, it is very important to have a clean beam to form the grating. The beam 

can be cleaned by a special filter. At the beginning of the project, we have tried to use a polarizing 

maintaining fiber (PM fiber) to act as a spatial filter. In this way, the small diameter of the fiber 

will act as a filter for the exiting laser beam. However, it was technically difficult to obtain a good 

coupling of the diode laser into the PM fiber. Therefore, another method of beam cleaning was 

tried: pinholes as shown in Figure 100. 

 

Figure 100: Beam cleanliness enhancement as a result of the pinhole. Used with permission from [126]. 

The use of a pinhole to clean the beam greatly enhance the value of 𝑊𝑐 by enhancing the coherence 

length, as in Li et al [125] in which the use of a pinhole increased the value of 𝑊𝑐 substantially 

from 1.92 mm to 16 mm. The pinhole diameter can be determined from the following equation 

[122] 

𝑑 = 8
𝜆𝑓

𝜋𝐷𝑖
 (m) 

( 43 ) 
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where f is the focal length of the focusing lens, 𝐷𝑖 is the incident beam diameter and 𝜆 is the 

incident light's wavelength. For our laser, the pinhole diameter should be roughly around 11.2 

microns. The closest commercial pinhole diameters are 10 and 15 microns. Both pinholes were 

used.  

2.2.5 Grating Characterization 

Once the laser interference pattern is replicated onto the photoresist film on the core’s wall, 

the developer 300MIF will be injected into the core using the same injection port. The fiber 

will be ready for characterization to check if the grating was formed. 

There are two grating characterization methods: 

a)  SEM imaging. 

This can be done by slicing the fiber by FIB to have a cross section of the core that can be 

SEM imaged. An example of an SEM image of the grating is shown in Figure 101 which 

is a Bragg mirror but engraved into a solid core fiber. 

 

Figure 101: Cross section of a solid core fiber with FBG inscribed on its core. Used and modified from [97]. No reuse 

permission was required [97]. 
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b) Custom Built Optics Table Setup. 

The actual experimental setup should look like the setup shown in Figure 102. 

 

Figure 102: Experimental setup for characterizing the FBG formation showing light power distribution due to 

transmission, reflection, and refraction due to beam sampler and the fiber. 

The ideal case will be if there is zero power detected by the photodetector 2 (PD 2), which 

means that all of the B% light power was reflected by the FBG. However, experimental 

and instrumental imperfections (in addition to fiber fabrication imperfections) dictate some 

non-zero value. Therefore, PD 3 can be used to determine how strong the reflection was: 

the higher the power detected the stronger the reflection. Note that the transmitted power 

percentage (A%) and the reflected (B%) are known properties of the beam splitter. The 

percentage of the power reflected by the FBG could be calculated as follows 

% 𝑜𝑓 𝑝𝑜𝑤𝑒𝑟 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 𝑏𝑦 𝐹𝐵𝐺 =  
𝑃𝑜𝑤𝑒𝑟 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑

𝑃𝑜𝑤𝑒𝑟 𝑖𝑛
 

which in turns equals to 

% 𝑜𝑓 𝑝𝑜𝑤𝑒𝑟 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 𝑏𝑦 𝐹𝐵𝐺 =

𝑃𝐷 3 𝑟𝑒𝑎𝑑𝑖𝑛𝑔+(𝑃𝐷 1 𝑟𝑒𝑎𝑑𝑖𝑛𝑔−𝐴%∗ 𝐿𝑎𝑠𝑒𝑟 𝑆𝑜𝑢𝑟𝑐𝑒𝑃𝑜𝑤𝑒𝑟)

𝐵%∗ 𝑙𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟
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( 44 ) 

where PD stands for Photodetector. 

Alternatively, the reflectivity percentage also could be calculated as follows 

% 𝑜𝑓 𝑝𝑜𝑤𝑒𝑟 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 𝑏𝑦 𝐹𝐵𝐺 = 1 −
𝑃𝐷2 𝑟𝑒𝑎𝑑𝑖𝑛𝑔 +  𝑓𝑖𝑏𝑒𝑟 𝑙𝑜𝑠𝑠

𝐵% ∗  𝐿𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟 
 

= 1 −
𝑃𝐷2 𝑟𝑒𝑎𝑑𝑖𝑛𝑔 + 𝐸% ∗𝐵% ∗ 𝐿𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟 

𝐵% ∗ 𝐿𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟 
  

The exact FBG reflectivity and other properties of the mirror will be modeled in the 

numerical simulation chapter below. 
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Chapter 3: Numerical Simulations 

We have implemented a fiber model by using the Lumerical MODE Solutions software in which 

the eigenmodes of the field of the structure are solved to find its attenuation coefficient and 

effective index. The HC-PCF shape was selected to resemble the SEM image of the real fiber as 

shown in Figure 103. 

 

Figure 103: SEM image of the HC-PCF (left) and the imported image to Lumerical (right). 

Note that circular holes were tried first (see Figure 104) then replaced with hexagonal holes for 

better accuracy (in comparison with experimental data). 

 

Figure 104: The Lumerical software interface showing the initial model built with circular holes. 
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The Lumerical MODE Solutions is a finite-difference eigen-mode solver, which works on the 

eigenmode expansion (EME) method. 

The HC-PCF initial parameters fed to the model are shown in Table 12. 

Table 12: Fiber dimensions fed to the Lumerical model. 

Hollow-Core Diameter 6 µm 

Distance between the edge of the hollow core and 

the surrounding photonic crystal small lattice holes 

0.109 µm 

Lattice Pitch 2.1 µm 

Lattice holes' diameter 2 µm 

Gap between lattice holes 0.126 µm 

Cladding Diameter 130 µm 

 

Minimum attenuation in such a model occurred at a wavelength of 851 nm and all subsequent 

simulations for the fiber model are performed at this wavelength unless stated otherwise. This 

minimum attenuation agrees with the manufacturer’s specification sheet which states that the 

minimum attenuation falls in the interval 770-870 nm as shown in Figure 105. 

  

Figure 105: The light attenuation curve as a function of the propagating wavelength into the HC-800-02 HC-PCF as provided by 

the manufacturer (left) and as simulated by Lumerical (right). Used with permission from [52]. 
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Due to lack of access to high computational resources, note that the simulated minimum loss found 

is ~ 0.330 dB/m which is not quite exact to the manufacturer’s measured value of 0.150 dB/m. 

This increased loss value in the simulated value is due to the lack of computational resources, 

which dictates choosing only four rings of holes surrounding the hollow core, while the real fiber 

has nine of them. Such reduction of number of hole rings will surely reflect on the accuracy of the 

Bragg mirror reflectivity’s simulated value to be found below in comparison to the real value to 

be measured after fabrication. It is only meant to give some guidance of the mirror's reflectivity 

and the parameters contributing to its increment or decrement. 

 

3.1 Bragg Mirror Reflectivity 

The maximum theoretical reflectivity of an infinite period Bragg mirror/grating at the Bragg 

condition for the photoresist in the hollow core was found by calculating the reflectivity as a 

function of the average penetration depth of light into the Bragg Mirror (average of z1 + z2 as shown 

in Figure 106). The reflectivity will then be reduced (from the 100% maximum value) by the 

amount of loss which can be found by the following equation [127] 

𝑅 ≈ 𝑒−2(𝛼1𝑧1+𝛼2𝑧2) 

( 45 ) 

where 𝛼1and 𝛼2 are the attenuation coefficients of the Bragg layers, and z1 and z2 are the total 

distances the light travels in the two Bragg layers, respectively, as shown in Figure 106.  
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Figure 106: The penetration depth components, z1 and z2, in which the blue arrow represents the light beam/photon penetrating 

the hollow core. The penetration depth basically is how far this beam/photon “penetrates” the core which is simply the sum of z1 

and z2. 

The penetration depth, zp, can then be found can be calculated as follows [128] 

𝑧𝑝 =  𝑧1 + 𝑧2 ≈  
2𝑎

𝜋

𝜖00

|𝜖1|
 (m) 

( 46 ) 

where a is the length of an individual Bragg period, and 𝜖00 and |𝜖1| are the two leading terms of 

the Fourier expansion of the dielectric constant, 𝜖. Both terms are determined by the effective 

indices of the Bragg layers found by the numerical simulations. 

3.1.1 Resist Thickness 

The light propagation attenuation in the fiber is greatly dependent on the resist’s film thickness 

and it has been modeled here. Results are shown below in Figure 107 which shows both the loss 

and effective propagation refractive index for various film thicknesses. Three photoresists were 

investigated with their indices as 1.61 (that of AZ 701 photoresist), 1.45 and 1.30 which act to 

span the region of possible resist indices in the hopes to observe a general trend and a guiding 

principle for choosing the best resist in different applications. 

z
1
 

z
2
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Figure 107: The attenuation as a function of the photoresist film thickness for photoresist indices of 1.61 (black line) 1.45 (red) 

and 1.3 (green). The image was co-published by the student in [95] and no reuse permission was required. 

Plugging the values of 𝛼1, 𝑧1, 𝛼2& 𝑧2 (air and AZ 701) into the reflectivity formula (equation ( 45 

)), the maximum reflectivity was found to occur using the 700 nm thick resist film (at all three 

resist indices) with a value of R > 99.99%. Figure 109 shows the reflectivity as a function of the 

resist film thickness. The simulation shows that the number of Bragg periods needed to cause such 

reflectivity for such thickness is 300, corresponding to ~100 µm penetration depth (𝑧𝑝 =  𝑧1 +

𝑧2 ~ 100 µm); hence, small modal volume and high light matter interaction probability (see Figure 

108). 

 

Figure 108: Visualization of the 300 periods made of AZ-701 photoresist and air that spans across 100 µm inside the fiber, in 

order to cause the 99.99% reflectivity. 

 

Here the refelctivities were calculated using two methods. Method 1 calculates reflectivity by 

finding the average penetration depth of light into the Bragg Mirror. The reflectivity will then be 

reduced by the amount of loss caused by the fiber as the light travels this distance, as described in 
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Figure 106 and its corresponding equation. Method 2 uses the method of single expression (MSE) 

[129] whereby reflectivity is calculated from the forward and backward propagating field 

amplitudes at the beginning of the grating (see Figure 109). 

 

Figure 109: FBG reflectivity as a function of the photoresist film thickness. The image was co-published by the student in [127] 

and no reuse permission was required. 

Note that we have tried a second approach to produce a Bragg grating in HC-PCF using a 

photoresist which is by introducing a polymer into selected holes of the photonic crystal, as shown 

in Figure 110.  

 

Figure 110: Visulazation of the index modulation of the first layer of PCF holes surrounding the hollow core, in which the 

photonic crystal holes are selectively filled with a polymer then exposed to interference pattern-based index contrast. The image 

was co-published by the student in both [95] and [127] and no reuse permission was required. 
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The disadvantage of this method is that because of the small diameter of the photonic crystal holes, 

the polymer will fill them completely and the holes will not be flushed with a developer after 

exposure to remove the exposed (or unexposed) sections of the resist. The Bragg grating formed 

in this approach will then rely on the index contrast between the exposed and unexposed sections 

of the resist, which is relatively low. Assuming the holes are filled with a UV-curable epoxy (e.g., 

Norland optical adhesives), the index contrast between the exposed and unexposed sections will 

be ~ 10−2. This method is expected to result in lower reflectivity compared to the first approach 

because of the significantly lower resulting effective index modulation (~ 10−4). The low effective 

index modulation will lead to rather long penetration depths into the grating combined with high 

attenuation due to the partial disruption of the finely tuned photonic-crystal guiding mechanism. 

The reflectivities obtained by this method did not exceed 40%, which excluded this case from 

further investigation. See Figure 111.  

 

Figure 111: The corresponding maximum reflectivities that can be achieved using a perfect Bragg reflector with optical losses 

associated with the fiber are shown for polymer in the photonic crystal region (in which the holes in the first layer are filled one 

at a time in a counter-clockwise direction). The image was co-published by the student in [127] and no reuse permission was 

required. 
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3.1.2 Resist-based FBG compared to FBG by bare silica modulation 

In contrast to our resist based FBG, we can compare it to reflectivities potentially achievable by 

another commonly used FBG fabrication method which is to directly modulate the fiber glass by 

exposing it to the laser interference pattern. In other words, forming FBG by exposing the HC-

PCF to the laser interference pattern directly where the index modulation will happen to the bare 

core wall directly (this has been done for modulating the refractive index of the solid core PCF 

[130, 131]). Such modulation produced a 10-3 index contrast between exposed vs. unexposed silica 

modulating a solid core, but since we are dealing with a hollow core fiber, only a thin layer of 

glass (the core wall) will be modulated and we are no longer using index contrast; instead, we are 

talking about “effective” index contrast which for such thin glass layer on the core wall will be 10-

5 which will render a maximum reflectivity of ~ 99.2%. However, to obtain such reflectivity based 

on this very low effective index contrast (10-5), the number of Bragg periods/layers that would be 

required to cause such 99.2% reflectivity would be ~ 105 which corresponds to > 5.1 cm penetration 

depth, which in turn mean a very unwanted large modal volume (interaction area). This would in 

turn decrease the atom-field coupling strength in cavity quantum electrodynamics (QED) 

experiments [132] as described before. However, when we plug an extremely thin layer of resist 

in the hollow core (700 nm for AZ 701 photoresist), we can have high reflectivities up to 99.99% 

from only about 3 x 102 Bragg periods (shorter mirror) corresponding to only ~100 µm penetration 

depth. Therefore, it is very evident how beneficial the resist based FBG is for HC-PCF. 

Although introducing the slightest amount of the photoresist into the fiber gives a significant 

increase of the propagation loss, it is compensated by the increase in the effective index contrast 

between the grating layers which greatly enhance the mirror performance. 
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Chapter 4: Future Work for Project 2 

Few recommendations can be given to build on the above findings.   

4.1 Selective Injection 

The injection port has been assembled and the fiber and the capillaries have been purchased 

and ready for implementation. 

4.2 Laser Interference Inscription 

Similarly, the setup needed was partly assembled. The remaining work also contains figuring 

out the best parameters for exposure, notably the laser exposure time and resist development 

time. This is needed to be done to a silicon wafer first, and then to be applied to the fiber. 

 4.3 Characterization 

Once the resist has been selectively injected then exposed by the laser interference pattern then 

developed, the FBG should be successfully fabricated in principle. Characterizing the formed 

structure can be done either by SEM (after slicing the fiber in two halves by FIB) or by the 

simple optics table setup described in Figure 102. Practically speaking, perfectly reflecting 

mirrors/gratings are not achievable due to practical fabrication challenges and losses associated 

with the fiber itself (in addition to the insertion loss of laser beam inside the fiber). In such 

projects, power losses are tolerable for the sake of inducing non-linear interactions. However, 

some work remains in careful choice of photolithographic parameters through trial and error 

[125]. Eventually, the sample can be handled for loading the Cs cold atoms and observe 
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nonlinear interactions between the atom(s) and the light going through multiple passes due to 

Bragg reflections. 

 

 

 تم بحمد الله
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