Customizable Machine Learning Models for Rapid Microplastic Identification Using Raman Microscopy
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ABSTRACT

Raman spectroscopy is commonly used in microplastics identification, but equipment variations yield inconsistent data structures that disrupt development of communal analytical tools. We report a strategy to overcome the issue using a database of high-resolution, full-window Raman spectra. This approach enables customizable analytical tools to be easily created – a feature we demonstrate by creating machine learning classification models using open-source random forest, K-nearest neighbors, and multi-layer perceptron algorithms. These models yield >95% classification accuracy when trained on spectroscopic data with spectroscopic data downgraded to 1, 2, 4 or 8 cm\(^{-1}\) spacings in Raman shift. The accuracy can be maintained even in non ideal conditions, such as with spectroscopic sampling rates of 1 kHz and when microplastic particles are outside the focal plane of the laser. This approach enables the creation of classification models that are robust and adaptable to varied spectrometer setups and experimental needs.
INTRODUCTION

The ability to accurately identify microplastics is impeded by a combination of their dimensions, structural diversity, tendency to adsorb contaminants, and presence in natural environments in concentration ranges that span multiple orders of magnitude.\textsuperscript{1–7} Global interest in this class of environmental contaminant has rapidly increased in recent years, spurred by reports of microplastics identified in ecosystems around the planet,\textsuperscript{8–13} within living tissue,\textsuperscript{14–16} and in the human body.\textsuperscript{17,18} This has led to significant research and development in environmental processing techniques,\textsuperscript{19–21} analytical techniques to detect and quantify particles,\textsuperscript{20,22–26} and discussions regarding research data management and accessibility. Many instrumental techniques have found use in the identification of microplastics, most notably including infrared spectroscopy, Raman spectroscopy, $^1$H NMR spectroscopy and GC/MS. Many of these techniques continue to rely upon labor-intensive analyses that typically include preparation of samples, pre-screening of purified samples, then quantitative analysis of characterization data. The time-intensive and costly nature of the process greatly decreases the rate at which microplastics research can be carried out. An accurate and robust protocol capable of identifying microplastic particles in an automated or semi-automated fashion would streamline global research; such capabilities would facilitate global efforts to establish a quantitative understanding of the true scale and potential impact of the microplastics problem.

The vibrational spectroscopies, Fourier transform infrared (FTIR) and Raman spectroscopy, are the most prominent of techniques being used for microplastics identification. The molecular vibrations of each type of plastic are dependent structure, effectively providing a unique “fingerprint” for each type of plastic. The conventional approach to identification of samples using these spectroscopies is therefore through comparison of spectra for unknown samples with one of known standards. Such standards can be found in databases but, as discussed in a recent review, the selection of publicly available databases is quite limited.\textsuperscript{20} Further, spectra within these databases are often variable in characteristics such as the frequency range and spacing of vibrational frequency for datapoints. Manual identification of plastics by direct comparison with known standards is further complicated because over 10,000 chemicals have been documented as additives or substances used in the manufacture of plastics.\textsuperscript{27,28} This complexity in the chemistry of pristine plastics is compounded by known, and potentially unknown, environmental degradation processes.\textsuperscript{29–31} Most researcher groups have attempted
to overcome the challenges by creating internal collections of spectroscopic standards that are
optimized to their specific research objectives, some of which have been made publicly
accessible.\textsuperscript{32,33} The complexity of commercial plastics can be difficult to match even when
using such customized databases, as acknowledged in a combined FTIR/Raman spectroscopy
analysis.\textsuperscript{34} There is a pressing need to explore and develop strategies to accurately and
consistently identify plastics using imperfect spectroscopic data. Such strategies should be
developed in parallel for both Raman and FTIR spectroscopy as their varied strengths and
limitations lead to differences in quantitative capabilities.\textsuperscript{35}

The rapid development of machine learning (ML) algorithms provides many accessible tools
that are being explored to improve microplastics analysis protocols.\textsuperscript{36} An ML classification
model based on the random forest (RF) algorithm trained on 306 Raman spectra from the
open-source SLOPP and SLOPP-E databases was found to be capable of 89\% classification
accuracy.\textsuperscript{37} This value was boosted to 94\% with extensive pre-processing of the spectra to
increase compatibility. Inclusion of a principal component analysis (PCA) step was found to
offer improvements in the classification accuracy of Raman spectroscopic maps, as compared
to assignments based on conventional fingerprinting.\textsuperscript{38} A convolution neural network (CNN)
model trained on Raman spectra from the diverse open source RRUFF database\textsuperscript{39} enabled
identification and quantitation of solvated species during real-time measurements in a flow-cell,
but struggled to consistently identify microplastics.\textsuperscript{40} A K-nearest neighbors (KNN)
classification model trained on 906 FTIR spectra from manually labelled environmental
microplastics offered 90\% classification accuracy with no user intervention.\textsuperscript{41} Beyond
identification, efforts have also targeted the improvement of spectrum quality – including the
automated removal of artefacts, baselines, and contaminants.\textsuperscript{42}

Herein, we demonstrate near-quantitative classification accuracy of Raman spectra using three
different ML algorithms. We strategically create a database of high-resolution Raman spectra
spanning the full frequency range of molecular vibrations to enable the database to adapt to
different experimental setups and objectives. We apply an augmentation protocol to convert
108 different Raman spectra into 4520 spectra for training ML algorithms. Classification
models trained on this dataset using KNN, RF and multi-layer preceptor (MLP) algorithms are
applied to analyze a series of Raman microscopic maps on diverse microplastics. The results
demonstrate that this approach can yield near perfect accuracy even with spectroscopic
acquisition times as low as 1 ms, and for samples that are outside of the focal plane of the microscope.

EXPERIMENTAL

Materials. A total of 108 plastic samples purchased from diverse sources, including commercial suppliers such as Sigma Aldrich, specialty suppliers such as Cospheric, bulk plastic suppliers contacted through Ali-Baba, commercial plastic goods purchased through McMaster Carr, and consumer goods sourced locally. Raman spectra collected for the database used the plastic samples in their as-received state. Microparticles used for testing the classification models were created from the plastic samples using a metal grater. All spectra are linked to their identity and supplier in a dataset available under CC BY 4.0 license.

Raman Microscopy. Spectroscopic measurements were performed on a Renishaw inVia Reflex Raman microscope. Measurements were performed using a 532 nm laser (Renishaw DPSSL, 50 mW) and a 2400 lines mm⁻¹ diffraction grating, or a 633 nm laser (Renishaw HeNe laser, 17 mW) with an 1800 lines mm⁻¹ diffraction grating. Samples that were in powder or microparticle form were loaded on glass microscope slides, while bulk plastics were placed directly on the sample stage. Microscopic maps were performed using a single Raman acquisition per pixel, with the timing indicated for each map. The total acquisition time is therefore the number of pixels multiplied by the acquisition time. The Renishaw WiRE 5.3 software package was used to control the instrument and process the data, which included polynomial baseline subtraction and removal of cosmic rays. Processed spectra were saved as ASCII text files and stored in an in-house database using mongoDB 5.0.8.

Data Handling. Python (version 3.7.10) was used to process spectroscopic data, train classification models, and apply them to classify Raman spectroscopic maps. Data was accessed from the database using pymongo (version 3.10.1), handled and augmented using numpy (version 1.21.4), and machine learning steps were executed using scikit-learn (version 1.0.2). Samples of code used for the entire process are available under CC BY 4.0 license. Classification metrics were calculated using the number of true positive (tp), false positive (fp), true negative (tn), and false negative (fn) predictions. Metrics are defined in equations (1) through (4):
RESULTS & DISCUSSION

Database Creation. An in-house Raman spectroscopy database was initiated with 108 unique plastic samples representing 14 different plastic types. Plastic samples were selected to be diverse in nature to capture some of the diversity inherent in both plastic types and plastic additives that are commonly used in the global economy. The sample set consisted of polyethylene (PE; 43), polypropylene (PP; 27), polytetrafluoroethylene (PTFE; 24), nylon (21), poly(methylnaphthacrylate) (PMMA; 17), polystyrene (PS; 14), polyurethane (PU; 10), silicone (9), polyethylene terephthalate (PET; 6), polyoxymethylene (POM; 4), polyvinyl chloride (PVC; 4), polycarbonate (PC; 3), acrylonitrile butadiene styrene (ABS; 2), and polyester (PEs; 2). The SynchroScan™ feature on a Renishaw inVia Raman microscope was used to acquire spectra between 100 and 4000 cm\(^{-1}\) twice per sample: once with a 633 nm laser paired to an 1800 lines mm\(^{-1}\) diffraction grating and once with a 532 nm laser paired to a 2400 lines mm\(^{-1}\) diffraction grating. This provides continuity throughout the vibrational spectroscopy window with spacings of ca. 0.6 and 0.7 cm\(^{-1}\) between datapoints, respectively. All individual spectra were manually processed by polynomial baseline subtraction and removal of any cosmic rays. Spectra exhibiting very low quality, such as those with strong fluorescence, were removed from consideration to yield a total of 186 high-resolution Raman spectra for further analysis.

The fingerprinting approach conventionally used to identify plastic samples from their Raman spectra becomes challenging for non-ideal samples, or samples with similar chemical structures. The fingerprint nature of spectra for individual plastics is readily visible in comparisons of the spectra for pure PE, PS, nylon, PTFE, ABS, and PMMA (Figure 1A). The utility of this approach can be readily seen in this optimal situation – samples with similar spectra such as PS and ABS show sufficient differences for accurate identification. Such optimal situations cannot be relied upon in analysis of environmental microplastics, however,
because commercial plastics may contain such a diversity of additives\textsuperscript{27,28} and experience environmental degradation that may alter their spectra.\textsuperscript{29–31} Such additives or chemical modifications disrupt the fingerprints of plastic samples by masking features, introducing new dominant peaks, or significantly degrading the quality of acquired spectra due to fluorescence. These issues are seen upon comparison of a series of polyethylene samples with varied additives (Figure 1B). It has been demonstrated that chemical similarity can also lead to false positives. For example, long alkyl chains, such as sodium dodecyl sulfate used to clean environmental samples or stearates used in the manufacture of laboratory gloves, produce spectra with sufficient similarity to polyethylene that false positives can occur.\textsuperscript{43} Such challenges impede identification of samples using conventional fingerprinting approaches.

\textbf{Figure 1.} Raman spectra on representative plastics. (A) Variation in spectra that enables differentiation of composition by “fingerprinting,” with six different types of plastic. (B) Raman spectra on pure polyethylene (bottom curve) and 5 samples containing unknown chemical
additives. Note the red dataset shows the effect of severe fluorescence from an additive. All results shown are baseline subtracted.

**Training Dataset Preparation.** The rapid identification of unknown samples necessitates low spectroscopic acquisition times, a Raman shift window that is wide enough to differentiate similar samples, and an ability to analyze data with low signal-to-noise ratios (SNR) and possible contaminants. The Raman spectra acquired in this report are clearly incompatible with these needs, but the spectra span the complete vibrational window and provides both high resolution and high signal-to-noise ratios. This provides flexibility to downgrade the data, for example by truncating all spectra to a region of interest or interpolating to a uniform Raman shift grid, such that ML models can be tailored to individual experimental setups. Processing of the Raman spectra to train ML models that are compatible with the experimental demands is accomplished through systematic data truncation, data interpolation, and data augmentation. Data preparation is demonstrated here for optimized use with our Raman microscopic mapping process.

Data preparation begins with truncation of spectra to the desired region and interpolation onto a consistent Raman shift grid. The models trained here are truncated between 720 to 1800 cm\(^{-1}\) – a range selected to capture the most prominent of vibrations for plastic samples while maintaining compatibility with the 633 nm laser and 1800 lines mm\(^{-1}\) diffraction grating in our instrument. Interpolation of the data ensures that all spectra share uniform range and spacing in Raman shift values, which is important because the intensity at these values serve as the features in the ML models. We tested four sets of models here, with spacings of 1, 2, 4 and 8 cm\(^{-1}\). The 2 cm\(^{-1}\) models are used for detailed discussions.

Appending a series of “blank” samples to the dataset enables ML models to handle any spectra that contain no plastics. We accomplish this by introducing artificial spectra, with 20 flat lines and 20 broad inverted parabola. The parabola are randomly centered between 500 and 4000 cm\(^{-1}\) with peak intensities randomly set between 0.1 and 0.3.

Spectra that we wish to analyze will contain significant variation in intensity of the desired plastic peaks and signal-to-noise ratios that will be substantially worse than the training data. These features are introduced into the training dataset by an augmentation process that simultaneously increases the size of the training dataset. Each individual spectrum is treated by (i) introducing random noise across the spectrum to generate an SNR randomly between 3
and 15 for the strongest peak, then (ii) normalizing the spectrum such that the maximum intensity is between 0.3 and 1.0. This process is repeated \( n \) times to introduce randomized variations in SNR and peak intensity for each individual sample within the training dataset. The models trained here use an \( n \) of 20, effectively converting the 186 unique spectra and 40 baseline spectra into a final training dataset that consists of 4520 spectra.

**Classification Model Training.** A significant portion of the normalized Raman scattering intensity data exists in regions where no peaks reside and therefore carry no useful information. The efficiency of model training and application can be increased by applying a feature selection protocol to select only the most informative features. We employ the `SelectKBest` algorithm using the `Mutual Information (Classification)` scoring function from `sklearn` to select the most informative features within the dataset. Application of this algorithmic approach to the 2 cm\(^{-1}\) spacing dataset highlights the utility of this approach (Figure 2A): reduction of the initial 541 datapoints to the 190 of which are deemed most informative results in consideration of only datapoints that are associated with peaks in one or more of the spectra within the training dataset. The number of discrete datapoints \( (K_{\text{best}}) \) being considered is a user-selected hyperparameter that is optimized during model training.

**Figure 2.** Sample selection of data points and algorithm hyperparameters for training machine learning models. (A) The Raman scattering intensity at individual wavenumbers serve as features in the models. The training and application of the model is expedited by using only a
subset of features. The mutual information algorithm in *sci-kit learn* selects the most informative points (solid circles) from the full spectrum (faded lines). (B) Model hyperparameters are optimized by monitoring classification accuracy in a grid search spanning the number of KNN neighbors ($K_N$) and the number of features selected ($K_{\text{best}}$). Color scheme is to enhance visibility of the performance gradient.

The KNN, RF and multi-layer perceptor (MLP) algorithms were optimized for classification of plastic samples. Hyperparameters for each algorithm were optimized by systematically training and testing ML models using a stratified shuffle-split process with 5 splits. A uniform grid was used for all hyperparameters, which included the $K_{\text{best}}$ parameter introduced above and the quantile cut-off parameter for all models, alongside algorithm-specific hyperparameters (Table 1). The optimization process was repeated for datasets using Raman shift spacings of 1, 2, 4 and 8 cm$^{-1}$. A sample optimization grid showing classification accuracy against $K_{\text{best}}$ and $K_N$ for KNN classification with the 2 cm$^{-1}$ spacing data demonstrates the process (Figure 2B) and the optimized values (Table 1); all other optimization grids are available (Figures S1-S3). Final classification models were trained for each combination of classification algorithm and Raman shift spacing using the hyperparameters that yielded the highest classification accuracy.

**Table 1.** Hyperparameters for ML models and their optimized values for 2 cm$^{-1}$ dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Step Size</th>
<th>Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>$K_{\text{best}}$</td>
<td>10</td>
<td>200</td>
<td>10</td>
<td>120 (KNN) 190 (MLP &amp; RF)</td>
</tr>
<tr>
<td></td>
<td>Quantile cut-off</td>
<td>2.5%</td>
<td>7.5%</td>
<td>2.5%</td>
<td>7.5% (KNN) 2.5% (MLP &amp; RF)</td>
</tr>
<tr>
<td>KNN</td>
<td>$K_N$ (neighbors)</td>
<td>5</td>
<td>21</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>RF</td>
<td>$N$ (estimators)</td>
<td>10</td>
<td>200</td>
<td>10</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>$D$ (depth)</td>
<td>10</td>
<td>200</td>
<td>10</td>
<td>190</td>
</tr>
<tr>
<td>MLP</td>
<td>Neurons</td>
<td>10</td>
<td>1000</td>
<td>20</td>
<td>30</td>
</tr>
</tbody>
</table>

Strengths and weaknesses of models based on each classification algorithm can be identified through inspection of confusion matrices and classification metrics. Each of the three classification models correctly identifies the majority of plastics (ie, true positive classifications) with over 90% consistency (Figure S4, Tables 2, S1, and S2). Errors appear across all models to induce a decrease in both precision and sensitivity of the models, with the dominant error being the assignment of ABS to PS (Figure S4). This error arises due to the truncated
spectroscopic window and the similarity in chemistry of these two plastics – the nitrile vibrational peak that is the key differentiator between these two plastics and is located at a higher frequency than the window maximum. Resolution of these two plastics would require expansion of the window to ca. 2200 cm\(^{-1}\), but this would negatively impact identification of all other plastics by truncating the information-rich fingerprint region of the spectrum. Low sensitivity also appears in several models due to assignment of PVC as PC, POM as PTFE, and POM as a “blank” (Figure S4; Tables 2, S1 and S2). It is expected that these errors will be minimized as the size of the spectroscopic database grows. Beyond these significant errors, the classification models show unique combinations of strengths and weaknesses that are visible as varied patterns of errors in the confusion matrices.

**Table 2.** Classification metrics obtained while training a model using the KNN algorithm.

<table>
<thead>
<tr>
<th>Plastic</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>0.994</td>
<td>0.929</td>
<td>0.325</td>
<td>1.000</td>
</tr>
<tr>
<td>blank</td>
<td>0.987</td>
<td>0.972</td>
<td>0.956</td>
<td>0.994</td>
</tr>
<tr>
<td>nylon</td>
<td>0.995</td>
<td>0.998</td>
<td>0.952</td>
<td>1.000</td>
</tr>
<tr>
<td>PMMA</td>
<td>0.999</td>
<td>0.994</td>
<td>0.988</td>
<td>1.000</td>
</tr>
<tr>
<td>PC</td>
<td>0.997</td>
<td>0.841</td>
<td>0.967</td>
<td>0.998</td>
</tr>
<tr>
<td>PEs</td>
<td>0.999</td>
<td>1.000</td>
<td>0.925</td>
<td>1.000</td>
</tr>
<tr>
<td>PE</td>
<td>0.993</td>
<td>0.981</td>
<td>0.981</td>
<td>0.996</td>
</tr>
<tr>
<td>PET</td>
<td>0.994</td>
<td>0.832</td>
<td>0.992</td>
<td>0.995</td>
</tr>
<tr>
<td>POM</td>
<td>0.988</td>
<td>0.656</td>
<td>0.738</td>
<td>0.993</td>
</tr>
<tr>
<td>PP</td>
<td>0.991</td>
<td>0.940</td>
<td>0.989</td>
<td>0.991</td>
</tr>
<tr>
<td>PS</td>
<td>0.994</td>
<td>0.912</td>
<td>0.996</td>
<td>0.994</td>
</tr>
<tr>
<td>PTFE</td>
<td>0.990</td>
<td>0.976</td>
<td>0.933</td>
<td>0.997</td>
</tr>
<tr>
<td>PU</td>
<td>0.998</td>
<td>0.971</td>
<td>0.990</td>
<td>0.999</td>
</tr>
<tr>
<td>PVC</td>
<td>0.996</td>
<td>0.942</td>
<td>0.812</td>
<td>0.999</td>
</tr>
<tr>
<td>silicone</td>
<td>0.997</td>
<td>0.977</td>
<td>0.950</td>
<td>0.999</td>
</tr>
</tbody>
</table>

A vote-based strategy was introduced as a fourth approach to classification of spectra. Spectra for unknown samples were first classified using each of the KNN, MLP and RF models. The results were subsequently tallied and compared to each other. Classification as a plastic type was committed to a spectrum only if two or three models agreed on the classification; the
spectrum was otherwise assigned as a “blank.” This fourth approach explores whether the three unique algorithms may have complementary properties that can improve accuracy and consistency when classifying unknown spectra.

**Raman Microscopic Mapping.** The accuracy of classification models was tested on Raman microscopic maps of blended microplastics. Spectroscopic maps of an area containing a mix of PS, PMMA and PE serve as the first test case (Figure 3). The map consists of 4131 spectra acquired over a 400 x 250 \( \mu \)m area in 5 \( \mu \)m steps in each direction. Individual spectra were acquired for 100 ms at full laser power and were processed and classified in an automated process. All spectra were prepared for classification by (i) asymmetric least squares baseline subtraction,44 (ii) spectrum normalization, and (iii) truncation of the data to the datapoints with Raman shifts closest to those used as features in the respective ML models. Normalization of spectra by the maximum of the baseline-subtracted data is straightforward in map pixels where plastics exist, but the exaggeration of noise caused by applying this approach to “blank” pixels invariably leads to assignments of random plastics in these pixels. Screening of strategies to identify such “blank” spectra such that a secondary normalization protocol can be applied led us to institute an approximated SNR check on all spectra. The SNR check compared the maximum of a baseline-subtracted spectrum, which provides a measure of signal intensity, to the minimum, which provides an approximation of noise. Any spectrum with an SNR ratio below 1.5 was designated as a likely “blank” pixel and divided by the global maximum intensity of the spectroscopic map. The SNR cutoff value was empirically chosen based on its ability to yield consistent, high-quality classifications with each individual algorithm. This value also lies significantly below the SNR threshold of 3 that is conventionally considered for analytical purposes, meaning that it should not introduce excessive bias into the outcomes.

Spectroscopic maps created by applying the KNN (Figure 3A), MLP (Figure 3B) and RF (Figure 3C) models to the data show general agreement in assignments. All major particles that reside within the focal plane of the laser are successfully identified – this includes PMMA spheres, a PE shard, and PS fragments. The maps deviate from one another in regions where low-quality spectra exist, however, such as at the edges of particles and where particles are outside the focal plane of the laser. Such errors include the incorrect assignment of a PP particle where one doesn’t exist in the KNN map, PVC particles in the MLP map, and a scattering of pixels in isolated regions to a variety of plastics for all three algorithms. The
combination of all three classification maps through the voting protocol removed most of these errors from the spectroscopic maps (Figure 3D). This automated classification process was repeated with different blends of microplastic particles to test the limits of this approach. Good performance was obtained for most samples (Figures S5-S6), but the classic limitations of Raman spectroscopy were observed. For example, the 2cm⁻¹ KNN model successfully identified PS in mixtures of PS and PET at 1000 ms and 100 ms spectroscopic acquisition times, but the fluorescence originating from PET led to its incorrect assignment as nylon at 1000 ms acquisition times and to a “blank” at 100 ms (Figure S7). Microparticles of PS were also observed to be somewhat problematic in that spectra were occasionally misidentified as the related ABS plastic (Figure S8) – as noted above, the distinguishing feature between these two plastics is a nitrile vibration that lies outside of the window used by the classification models. Each of the individual classification models is therefore capable of accurate identification of microplastics, and the combination of multiple ML algorithms can be a useful strategy in minimizing errors in challenging situations.
Figure 3. Comparison of optimized model performance in identifying microplastics in Raman microscopic mapping experiments. The (A) KNN, (B) MLP, and (C) RF models all show reasonable accuracy, but each exhibits unique inaccuracies. (D) Combination of the three models in a voting algorithm overcomes the inaccuracies inherent in each individual model. Maps consist of 4131 spectra acquired with 100 ms spectroscopic acquisition times with 5 μm x 5 μm grid size. Images show white light image with assignments overlaid with 50% transparency.

High Sampling Frequency. The dilute concentrations and physical size of microparticles in environmental samples tends to greatly increase the experimental times necessary to make confident classifications of particles. The ability to make confident assignments using rapid spectroscopic measurements would help to decrease time commitments, thereby increasing the rate of quality data acquisition. The ability of classification models to assign spectra acquired at high sampling rates, and therefore with very low SNR ratios, was tested by mapping the same area of maps with varied spectroscopic acquisition times. A spectroscopic acquisition of 1000 ms yields high SNR ratios that yield perfect assignments from all three
models (Figures 4 and S9). When particles are within the focal plane of the laser, all models continue to perform very well as the spectroscopic acquisition time decreases through 10 and 1 ms. There is an increase, however, in the number of incorrectly assigned pixels as the SNR ratio decreases. The RF model yields the worst performance in these high acquisition rate tests (Figure 4A-C), while the KNN (Figure S9A-9C) and MLP models (Figure S9D-9F) continue to perform remarkably well even for 1 ms spectroscopic acquisition times. In line with the limitations of Raman spectroscopy, classification accuracy begins to suffer when particles are outside of the laser focal plane. Under optimal conditions, the ML models trained here can accurately assignment spectra even when acquired as fast as 1000 spectra per second; sampling at 10-100 spectra per second is feasible even under non-ideal conditions.

**Accuracy for Out-of-Focus Microparticles.** Acquisition of optimal Raman spectra requires that the focal plane of the laser to be well positioned relative to surface of the object being analyzed. This poses a challenge for 2-dimensional mapping or attempts to rapidly target individual microplastics because the particles often move out of focus. The classification models trained here accurately classify Raman maps acquired on odd-shaped particles that are out of focus, such as the polypropylene particle in Figure 5. This capability does begin to break down as spectrum quality further decreases at millisecond spectroscopic acquisition times.
Figure 4. Comparison of classifications as a function of spectroscopic acquisition time. Classifications made using optimized RF classification model with (A) 1000 ms, (B) 10 ms, and (C) 1 ms spectroscopic acquisition times. Classifications made using the combination of all three models with (D) 1000 ms, (E) 10 ms, and (F) 1 ms spectroscopic acquisition times. Images show white light image with assignments overlaid with 50% transparency. Insets show sample spectrum to demonstrate approximate SNR in spectra. Data from the RF and MLP models are available Figure S9. Each map contains 2555 spectra, acquired in 5 μm steps in x and y dimensions.
Figure 5. Influence of microscope focus on the accuracy of classification models. (A) White light image of an irregularly shaped polypropylene particle. (B) Spectroscopic map assigned using a KNN model with 2 cm\(^{-1}\) spacing. Spectroscopic acquisition time was 1 second for individual pixels. Raman map contains 2891 spectra, acquired in 5 \(\mu\)m steps in x and y dimensions.

**Application to External Data.** The ML models and deployment strategy developed here maintain their performance when tested against real-world spectra acquired from open databases. A study comparing Raman to FTIR spectroscopy by Cabernard et al. included publication of 1,199 Raman spectra from 237 unique plastic samples.\(^{45}\) These spectra are labeled and have data spacing of 0.8 cm\(^{-1}\). Removal of spectra for samples that were not present in our training data, such as polybutadiene, petroleum jelly and silk, left 324 spectra that are compatible with our models. The SLoPP and SLoPP-E databases contain a total of 261 labeled spectra with data spacing of ca. 3 cm\(^{-1}\), of which 187 spectra are compatible with the models trained here.\(^{33}\) Performance metrics were calculated following application of the combined approach using the 2 cm\(^{-1}\) (Cabernard et al. database) or 4 cm\(^{-1}\) (SLoPP and SLoPP-E databases) ML models here (Tables S3-S4). Metrics from each database are comparable with each other and to those obtained during model training (Table 2), with high classification accuracy on all plastics. The fundamental issues associated with ABS and POM continue to yield the largest issues; PEs exhibits problems arising from false negatives for both databases, which is likely associated with the small number of Pes spectra integrated into the training data. Comparisons of classifications by each model to sample identity are available.
Outlook. The strategy behind the Raman spectroscopy database created here provides significant experimental flexibility to ensure that it can adapt to evolution of the rapidly expanding study of environmental microplastics. The data structure, where all spectra are high resolution and span the full molecular vibration frequency range, enables ML models to be tailored to any variation of instrumentation. The classification models created by downgrading Raman shift spacings to 1, 2, 4 and 8 cm\(^{-1}\) show that the KNN, MLP and RF classification algorithms can provide excellent accuracy for each of these options (Figures 2, S1-S3). Models can therefore be optimized for a low-cost, low-resolution system suitable for portability and field research, all the way up to research grade instrument capable of high spatial resolution mapping. The approach can be tailored for development of flow cells and real-time analysis of microplastics,\(^{46-48}\) analytical mapping of surfaces or filtered samples,\(^{21}\) or to support the development of algorithms and techniques to automate the counting and measurement of microparticles.

Problems associated with unpredictable background signals and potential contributions from fluorescence and contaminants have led to development of strategies to improve the quality of spectra prior to use in fingerprinting or ML analysis.\(^{42}\) The training and application approaches used here successfully remove much of these concerns. The models themselves are trained using baseline-corrected spectra with a range of artificially installed noise such that noisy real-world data can be analyzed with no smoothing. The datapoints are ranked in terms of information content such that the most useful datapoints can be selected and used; this minimizes worries about contaminants but also prevents their analysis. Finally, an automated asymmetric least squares baseline subtraction algorithm was found to be applicable to a wide range of spectra without a need to tweak parameters, which greatly simplifies data preparation. The ML classification models created here are both simple to apply and amenable to automated analysis.

Each of the KNN, MLP and RF algorithms yield high accuracy classification even for spectra with low signal-to-noise ratios. Quality Raman spectra can often be acquired on plastics with spectroscopic acquisition times on the seconds timescale. Such high-quality spectra (e.g., Figure 4A) are easily analyzed and all models here are capable of >96% classification accuracy even for complex mixtures of plastics (Figure 3). This accuracy is maintained for most plastics even when increasing the sampling frequency by three orders of magnitude.
(Figure 4), or when samples are outside of the focal plane of the laser (Figure 5). We note that weakly scattering samples such as PTFE are challenging to classify from low quality spectra, such as those acquired using low spectroscopic acquisition times or when samples are outside of the focal plane of the laser. The fluorescence from PET and the structural similarity between PS and ABS also pose classic problems for Raman analysis. The ability to analyze such challenging samples with spectroscopic acquisition times on the order of 100 ms nonetheless shows the remarkable robustness of the classification strategy used here.

The strengths of the ML models created here are remarkable considering the moderate sized spectroscopic database used to generate them. Future expansion of the size and diversity of the plastics in the database will expand the capabilities and reliability of classification models created with it. Microplastics collected from the environment are often contaminated by biofilms, inorganic materials, and organic molecules such as pesticides; determining the impact of such contaminants on the accuracy of the classification models marks the next step in which development must proceed.

CONCLUSIONS

A database containing 108 high resolution Raman spectra was shown to be effective at creating machine learning classification models for microplastic analysis. Random forest, K-nearest neighbors, and multi-layer perceptron algorithms in the scikit-learn python package were shown to be capable of producing classification models that yield >95% classification accuracy. Plastic samples that produce strong peaks in Raman spectra could be accurately assigned even at spectroscopic sampling rates of 1 kHz. This feature may make the models suitable for real-time monitoring applications – especially considering that similar performance can be obtained when downgrading the spectroscopic data to Raman spacings up to 8 cm\(^{-1}\). More challenging plastic samples required sampling rates to be decreased towards 1-100 Hz to maintain high accuracy. These results demonstrate the value of creating databases using only consistent, complete, high-quality spectroscopic data. It is anticipated that this database will continue to grow in both size and diversity, providing the community with a valuable tool to advance microplastics research.
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