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Abstract

Complex problems and interprofessional work require more resources to be involved, which
has been possible through collaboration. Collaborative work is evolving from physical collabo-
ration to more virtual forms through digital media over time. The evolution of collaboration is
not just about how and where it is conducted. With the improvements in artificial intelligence,
computers are moving towards playing a collaborative role instead of just supporting human-
human collaboration. Empowering collaboration with computer systems can result in effective
collaboration. In this thesis, we design intelligent systems to elevate the workspace collaboration
in two different dimensions, time and space.

We introduce a collaborative visual analytics tool, CoUX, to facilitate UX evaluators col-
lectively reviewing and discussing think-aloud usability test videos of digital interfaces. We
designed CoUX based on a formative study with two UX experts and insights from the literature.
CoUX enables collaboration amongst UX evaluators for logging, commenting, and consolidating
the discovered problems with a chatbox-like user interface in order to reduce bias and errors.
Furthermore, CoUX is the first system in this thesis to integrate synchronous and asynchronous
collaboration in the think-aloud review workflow.

We implement IVA, an intelligent virtual assistant that automatically provides tools and ser-
vices to meeting attendees based on their conversations to facilitate collaboration and multitasking
amongst them. To design IVA, we conducted a formative study to investigate users’ current
practices and concerns for online meetings and how an AI assistant can facilitate collaboration and
multitasking. IVA features a set of components, such as a customizable infinite environment where
users can add and manipulate any applications besides the main meeting session. To validate
our assumptions and design, we evaluated our design by mocking collaborative meetings with
our participants using a Wizard-of-Oz implementation. In general, participants found IVA less
distracting and more efficient compared to existing online meeting platforms.
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Chapter 1

Introduction

1.1 Overview

Collaboration is the ”mutual engagement of participants in a coordinated effort to solve a problem
together.” Human beings have been collaborating to solve complex problems for a long time.
This collaboration has evolved over time into new forms, such as e-collaboration, which encom-
passes various digital means of collaboration, such as telephones, teleconferencing suits, and
computers [56]. Computers have been a tremendous medium for collaboration, both in facilitating
collaboration between groups and as a collaborator itself.

Previous work has studied the impact of collaboration in many different domains, like health,
learning and education, and research [37]. Generally, when a task is completed collaboratively, all
parties achieve better results than if completed individually. For example, in health care, collabora-
tion will lead to better results [115] as a result of a superior mix of skills and greater creativity [12].
The benefits of collaboration have also been studied in business, where collaboration leads to
sharing costs and benefits, resulting in reduced risk [85, 118]. Research is another venue that
thrives on collaboration where complex and interdisciplinary issues are to be solved. Laal et al.
investigate the benefits of collaborative learning in their paper [60]. Although collaboration has
been advantageous in numerous domains, there are many domains where it has yet to be applied
or has yet to be supported by computers to meet the needs of recent years.

Ongoing improvements and advancements in artificial intelligence (AI) create an excellent
opportunity to integrate AI-based support into different domains, like health care, where it can
improve accuracy and decision-making. Wang et al., for example, looked at how AutoAI fits
into the data science workflow and how professionals feel about working with AI [120]. On the
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other hand, AI could also be applied to cancer detection tasks, helping physicians, especially
less experienced individuals, achieve better results than a physician or AI making the decision
alone [115]. There is no constraint on where AI can be beneficial; Rezwana et al. introduce a
framework for human-AI co-creativity, explaining the design space for collaboration on creating
products and art [88]. However, it is essential to note that for a well-constructed computer
supported collaboration it is necessary to integrate the AI support in day-to-day workflows.

This thesis focuses on augmenting workspace collaboration through the integration of intel-
ligent systems in order to improve and empower collaboration. Situated in the domain of UX
evaluation, we first propose a system to facilitate human-human collaboration in reviewing think-
aloud videos. We tackle the evaluator effect by letting multiple evaluators synchronously and
asynchronously collaborate, discuss, and consolidate their results [105]. Afterward, we investigate
and design an intelligent virtual assistant (IVA) for general meetings, where collaboration and
multitasking happen naturally, to play as a moderator and help meeting attendees manage their
meetings. The rationale behind both systems will be introduced in the following sections.

1.2 Activities and Collaboration in User Experience Evalua-
tion

Digital products have become increasingly feature-rich and often require users to navigate through
an ever-growing number of onscreen elements, such as pressing a sequence of buttons to place an
order on a smartphone. The increasing complexity of digital interfaces makes it challenging to
achieve compelling user experience (UX). UX professionals often need to work collaboratively to
identify and resolve UX problems via in-depth user evaluations. Of many evaluation approaches,
usability testing with think-aloud protocol is widely used [26, 68] and considered as the single
most useful method [76]. When using think-aloud protocols, participants verbalize their thoughts
while performing actions. This allows UX evaluators to gain insights into their thought processes
that is inaccessible to mere observations [61].

Despite being useful, analyzing recorded think-aloud videos is tedious, challenging, and time-
consuming [16, 26, 30, 78]. First, UX evaluators need to make decisions by attending to multiple
behavioral signals in both the visual and audio channels and conducting multiple tasks simulta-
neously in a fast pace [16], such as observing participants’ actions, listening to their verbalized
thoughts, inferring usability problems, and taking notes. Moreover, to increase the reliability and
completeness of the analysis, UX evaluators are recommended to work collaboratively [30, 31] to
overcome the evaluator effect [45]—the fact that different UX evaluators may uncover or interpret
usability problems differently. Unfortunately, fewer than 30% of UX evaluators have a chance to
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collaboratively analyze the same usability test session due to practical constraints (e.g., limited
company resources [16, 30]).

1.3 Activities and Collaboration in General Workplace Meet-
ings

Online remote meetings have become one of the most common components of people’s routines
due to the global COVID-19 pandemic, and the number of people using video-communication
tools (e.g., Zoom, Google Meet, and MS Teams) is increasing significantly [1]. For example, the
number of daily Zoom meetings increased from 10 million in Dec 2019 to 350 million in July
2022 [23]. In addition, many companies and educational institutes, including universities, are
planning to continue their remote workflow, even after the global pandemic.

People use Video-conferencing tools for different purposes, including meeting for tutorials
and learning [18], work (e.g., managers and employees), conducting research [107], collaborative
writing [80], and entertainment [40]. Prior work showed that doing different tasks and activities
during an online meeting is very common and can potentially increase people’s productivity during
online meetings, especially in a remote work environment [14]. Previous research showed that
people tend to use a wide range of tools, such as emailing [14], searching [110], and note-taking
applications [66] during their online meetings.

Although multitasking can increase individuals’ productivity, its effectiveness depends on
how the user executes it. A poor multitasking execution can negatively impact users’ performance
[14, 58]. For instance, if the user keeps minimizing a Zoom meeting to be able to take notes on a
word document and then switch back to the Zoom meeting to see the presentation, this is a poor
execution of multitasking. However, if the user has access to both the meeting and the document
simultaneously (e.g., split screen), this would be a better multitasking execution. This means that
for tasks such as note-taking, browsing, and searching (secondary task) during an online meeting
(primary task), having an arrangement of the online meeting as well as the required applications
might be an advantage. This may also increase the performance and grab the user’s attention to
the main content in the meeting.

Besides multitasking, collaboration is another key factor in online meetings. For example,
classmates developing a prototype for a team project, researchers working on writing a research
paper [108], UX designers conducting brainstorming sessions, and manager/employee(s) meetings
to discuss the project task assignment, are just a few common examples of collaboration between
attendees of virtual meetings. It is common in virtual meetings that one of the attendees acts as
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the meeting moderator [95]. One of the primary responsibilities of the moderator is to facilitate
the process of collaboration [3, 95].

As an example, the moderator starts creating the shared documents (e.g., google Docs, overleaf
link, and Miro board) and shares the necessary documents (e.g., pdf files) among other attendees in
a meeting. Depending on the context of the meeting, other typical responsibilities of a moderator
are scheduling dates (e.g., following meetings and task deadlines), assigning tasks to others,
tracking the meeting/presentation time, recording the meeting, monitoring the chat-box, and
searching, finding and sharing materials with others (e.g., files, or links). Such amount of
responsibilities and effort during an online meeting can be annoying, bothersome, and tedious for
the moderator and other attendees.
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Chapter 2

Background & Related Work

Preface - In Chapter 1, we discussed the evolution of collaboration and the challenges of
integrating it into daily workflows. An overview of essential topics in the collaboration field will
help us better understand these challenges. In this chapter, we provide the relevant technical
background and discuss the previous work in this area. To avoid repetition, the related work
sections of both chapters 3 & 4 are moved to this chapter.
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2.1 Overview

Our work is inspired and informed by related work in three areas: usability testing analysis,
machine learning for user experience research, collaborative visual analysis, virtual meetings
tools, and interactions, AI assistants, and multitasking & collaboration.

2.2 Collaboration

Collaboration has been adopted in numerous domains like health care, business, education, and
research. Collaboration happens when a group works together towards the same goal. There are
no boundaries on where and how this act can happen, which is why it is evolving and covering the
digital and virtual worlds [56]. Various studies have been conducted on integrating collaborative
workflows in different domains, leading to computer-supported cooperative work [11]. Previous
work investigated the benefits and shortcomings of collaboration in health care [83], specifically in
cancer recognition [115], bioinformatics research [94], and animal health [62]. Multidisciplinary
research collaboration is also studied extensively in past work. Nomaler et al., in their paper,
investigate the possible impact of distant collaboration on the paper citation [131]. Another
work by Harsanyi et al. covers credit allocation for multi-author works [43]. Collaboration has
shown promising results in venues like education [41, 60], business [5, 35], and data science
& analytical tasks [120, 125]. Informed and inspired by the previous work, we designed and
implemented CoUX, a collaborative tool for think-aloud analysis, facilitating UX evaluators’
collaboration [105].

A more recent form of collaboration forms when AI plays as a collaborator to guide humans in
different contexts to make better decisions, perform tasks more accurately, and increase efficiency.
The research on this part is also similar to the previous part, where researchers apply the concept to
various domains to measure the impact and Discover the design space. Health care is one of the top
domains that benefit from AI collaboration. Park et al. discover the challenges and opportunities
in adding collaborative AI to health care [83]. Similar work focused on the human side of this
collaboration and what they need from AI in order to communicate and collaborate effectively [12].
A segment of previous work has been shaped around meetings and teamwork, where AI can help
handle cumbersome tasks and lead discussions to achieve greater efficiency [109, 112, 116]. AI
can move further and help humans create products, a form of human-AI partnership [55, 88].
For example, letting people collaborate in their neighborhoods by creating street art is one good
example of humans and AI co-creating their environments [63]. We applied all the information
from the previous works and our formative study to create an integrated meeting system hosting
an intelligent virtual assistant to improve collaboration and multitasking during meetings.
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2.3 Usability Test Analysis Tools

Numerous commercial tools have been developed to support UX evaluators with conducting
usability test and reviewing test session data. The first category is offline tools that need to be
installed on local machines, such as Morae [113], Noldus Viso [77], and Silverback [102]. These
tools allow UX evaluators to review sessions with functionalities like note-taking and marking
events on the video progress bar, on top of basic usability test support such as screen recording,
survey administration, and results exporting. However, many offline applications have been retired
due to the emerging trend of remote and online user testing platforms [72]. These online platforms
allow for more flexible collaboration, such as UserTesting.com [117] and FullStory [32]. While
these tools support a range of user testing and analysis functions, their data analysis capabilities
are limited to session playback, note-taking, tagging, and mouse point clouds. In contrast, we
design CoUX to meet the increasing demand for online, remote, and collaborative tools that
support usability test session review with advanced analysis support.

In the research community, several prototypes have been developed to facilitate UX problem
identification. Usability Problem Inspector [4] was designed for UX evaluators to inspect a test
session on the fly and was shown to be effective at helping evaluators find important usability
problems in an interface design. However, to better understand the user’s behavior and interactions,
UX evaluators often have to repeatedly review the usability test recording to pinpoint the problems.
Skov and Stage conducted an empirical study of a conceptual tool to demonstrate its usefulness
for problem identification with a group of usability evaluators [103]. VA2 [8] supports evaluation
session analysis by combining multiple sources of information including interaction logs, think-
aloud speech, and eye-tracking data. However, unlike CoUX, collaborative features and online
remote access are not explored. Several other visual analytics tools support better understanding
of users’ behaviors based on large interaction logs [22, 89]. However, none of them focus on
reviewing think-aloud recordings.

In sum, the above tools primarily provide basic functions for analyzing the content of a test
session, such as playback, note-taking, tagging, and some user interaction visualization (e.g., click
heatmap), and offer limited collaborative features, such as sharing notes or clips. In contrast,
CoUX adopts computational methods to extract rich features from the audio, transcript, and video
content of the test session and visualizes these features as auxiliary information to better inform
the analysis process. Additionally, CoUX considers the specific collaboration needs among UX
evaluators such as discussing and resolving conflicts in detecting UX problems and rating the
problem severity.
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2.4 AI-Assisted UX Data Analysis

Recently, researchers began to leverage artificial intelligence (AI) to assess the usability of digital
interfaces [82] and detect UX problems [38, 42, 54, 84]. For example, user interaction events were
utilized to create machine learning (ML) classifiers to detect usability issues of websites [38, 84]
and virtual reality applications [42]. In addition, user interaction paths were compared to construct
graph-based AI models to detect potential UX problems [54]. Although these automatic methods
were promising, they were primarily based on users’ interaction logs, which only indirectly reflect
some aspects of UX problems and lack a true understanding of the UX problems. In contrast, UX
evaluators tend to use multi-modal information from both the acoustic and visual channels of a
test session to pinpoint and interpret problems [16].

To address the limitations of AI, VisTA is equipped with AI as an assistant by detecting and
highlighting video segments containing potential UX problems [27]. It extracts features such
as negative segments and abnormal pitches, which are indicators of UX problems [25, 29]. We
employ a similar philosophy to overcome the constraints of AI. We further extract the speech,
textual, and visual features from think-aloud usability test recordings and present them to UX
evaluators to assist with their analysis in CoUX. Moreover, we take a step further to extract
additional features from the video such as scrolling speed.

Unlike VisTA that is designed to support a single UX evaluator, CoUX is able to support both
individual analysis and collaboration among UX evaluators.

2.5 Collaborative Visual Analysis Tools

One critical challenge for UX problem detection is the vague evaluation procedures, which
can lead to bias or unclear problem criteria [45]. Thus, different UX evaluators could detect
different sets of problems when assessing the same interface, known as the evaluator effect [45].
Most evaluators perceive this effect when merging their individual findings with teams [46].
Thus, collaboration and involvement amongst UX evaluators are integral to both increasing
the reliability [45] and improving completeness of the problems identified [100]. However, few
systems have been developed to adequately support collaborative analysis of usability test sessions.
When designing CoUX, we strive to support UX evaluators’ collaboration for detecting problems,
annotating or assessing problem severity using usability heuristics [75], and initiating discussion
in one integrated environment.

Moreover, the design of CoUX draws on insights from both co-located (e.g., [52, 65]) and
distributed (e.g., [44, 98, 119, 121, 124, 128]) collaborative visualization tools, while these tools do
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not focus on analyzing think-aloud sessions. In particular, we are inspired by prior work on the
support of coordination and synthesis in collaborative analysis activities. Robinson explored the
co-located synthesis of findings from paired participants after each had completed an asynchronous
individual analysis phase [92]. They found that establishing common ground and role assignment
are critical aspects of collaborative synthesis. Mahyar and Tory extended this concept to link
common work within a visualization tool to support collaborative sensemaking of documents [65].
CoUX follows these principles by employing both an individual and a collaborative analysis
modes, further with the ability to merge problem annotations and severity ratings, helping establish
common ground.

Visualizing the analysis history is another strategy for coordination and synthesis, especially
in asynchronous collaboration. Sarvghad et al. found that collaborative data analysis can benefit
from displaying data dimension coverage of history [98, 99]. Similarly, KTGraph highlights
of previously investigated data in a graph visualization to support collaboration [128]. CoUX
supports coordination by showing previously annotated UX problems on a video timeline. Also,
visual cues of segments of the video timeline are changed based on the state of the problems
identified, such as in the uninitiated or in-progress phases.

Furthermore, allowing analysts to use tags and links to organize their comments and identify
others’ contributions improves final analytic results [124, 127]. Accordingly, CoUX enables
user-generated comments and tags for identified problems to explicitly communicate the intent,
uncertainty, and progress of their discussion via conversational threads.

2.6 Tools for Virtual Meetings

Meetings were an essential part of everyday workflows in most places, and it is no different
when the work is remote, the online meetings play a significant role in synchronizing colleagues
and tasks. Previous work investigated virtual meetings’ possible positive or negative impacts in
different domains. For example, Correia et al. evaluated the quality of education through video
conferencing [19]. A branch of research in this field discusses the tools that emerged from the
participants’ needs during the meetings to shape future meeting platforms. Marlow et .al [66], in
their paper, reports information about users sharing habits in meetings and reveal that participants
in their study mentioned the need for an improved share screen experience, where two or more
share screens can happen in parallel.

The tools for the virtual meeting are either used directly to run the meeting or as a tool used
in conjunction with the meeting. Zoom, Microsoft Teams, Google Meet, Skype, and BlueJeans
are some of the online meeting platforms. On the other hand, Google docs, Slack, Email clients,
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Miro, and Calendar are the tools used for note taking, whiteboard collaboration, and scheduling
with any of the previously mentioned meeting platforms. Previous work investigated the use of
accompanying tools in real-world scenarios like supporting collaboration in the science lab for
students [93], group model building (GMB) workshops [123], and documentation [64]. Miro,
email, chat application, Google docs, and Google Drive were just a few tools reported in the
previous studies in conjunction with virtual meeting apps.

Moreover, previous work worked on habits like multitasking in online meetings and its possible
negative or positive impact [14]. Previous work mentions external distractions as a reason for
multitasking and suggests that meeting tools should be designed to promote attendees’ active
contribution. However, focus changing between tools can act against positive multitasking. We
take a step further to conduct a formative study to understand users’ practices, their challenges,
and possible solutions for online meetings. Additionally, the designed system, IVA, supports most
of the functionalities and tools discussed in previous work, and all different tools are integrated
into the system as components with interfaces similar to users’ day-to-day applications.

2.7 Studies about Smart Assistants

AI assistants have been designed and developed for different domains such as home usage, and
education [114,130]. They are widely used as voice assistants or agents in chatbots [13] mostly in
a form of Human-AI collaboration [28]. However, in the context of meetings, they are mainly
studied as robots being impactful during in-person meetings. Previous research has shown that
assistants can positively contribute by providing topics to facilitate the discussion [47, 51, 57].
Hohenstein et al. also talk about adding AI assistants to Human-Human interactions instead
of Human-assistant interactions [48]. Besides, previous work focused on the use cases of AI
assistants in different domains and their potential impact to play a role beyond their everyday life
use cases, like whether they can be effective in education and self regulated learning scenarios or
not [97, 114].

On the other hand, a group of papers investigated possible features of assistants, like whether it
is active or passive [73], assistant response length [39], built to be proactive [70]. As an example,
Rienks et al. investigates the proper form that a an assistant can operate through a set of WOZ
experiments [91]. McGregor et al. investigated challenges in adding speech-based technology as
is to the group meetings, and reported the shortcomings of these systems for the group meeting
setup [69]. However, the previous works have not covered the possibility of adding an assistants,
specifically designed for meetings, to modern video conferencing platforms, which motivated our
investigation of AI assistants in online meeting scenarios. Apart from that, previous assistants
offer limited functionality, like proposing topics during meetings. With the advantages of WOZ
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implementation, IVA provides a wider range of actions to cover the tasks of a meeting moderator
including tool recommendation, scheduling meetings, note taking, and task management. This
serves as a vehicle for us to study users’ perceptions and behaviors with smart assistants for
meetings.

2.8 Multitasking and Collaboration in Meetings

With the Covid 19 pandemic, virtual meetings are considered an essential part of any remote work.
In-meeting multitasking is a part of all virtual meetings, where attendees need to perform tasks
simultaneously with their meeting [20, 96, 122]. It is also important to remember that meetings
are naturally collaborative processes, so multitasking in the meetings impacts self and all other
participants [50]. Marlow et al. have shown that to prevent attention drift in the main conversation,
multitasking could be more acceptable on a single screen than having multiple screens [66]. Thus,
if an online meeting system is correctly implemented, it can support positive multitasking in
remote meetings [14] and provide different levels of engagement to its users [59]. However,
little research has been done on designing and experimenting with intelligent systems that offer
multitasking for online meetings.

On the other hand, meetings are generally collaborative. Previous work focused on making
interfaces to help smoother interactions in different domains such as data analysis and knowledge
work [7, 10]. Past studies aimed to improve and expand the available resources like screens [7],
multiple computing surfaces [10] or simulate the real world experience in the digital world [2].
Numerous tools are built based on extending the screen to help users freely collaborate and use the
space they desire. For example, Figma provides an infinite canvas and a collaborative environment
for designers to work on design projects together, and Miro provides the same infinite canvas
to let users collaborate and share ideas. Thus, it is evident that infinite canvas is being accepted
as a collaborative environment. SAGE2 [67] is another tool implemented based on the positive
influence of large displays to improve the collaboration between groups of users [111]. Therefore,
IVA uses the same infinite canvas to facilitate collaboration through a familiar approach and as an
excellent solution to extend the screen space on a limited monitor.
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Chapter 3

CoUX: Collaborative Visual Analysis of
Think-Aloud Usability Test Videos for
Digital Interfaces

Preface - Our first step towards applying collaboration to a different domain was to develop
an integrated tool for think-aloud analysis sessions, where the results of these sessions were
highly pruned to the evaluator effect. The solution to this problem is collaboration, and we
took the first step to facilitate this collaboration through an integrated system synchronously and
asynchronously. This chapter comprises the system design and implementation of the published
paper.
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Figure 3.1: CoUX is a collaborative visual analytics tool to support multiple UX evaluators with
analyzing think-aloud usability test recordings. From an input video, a video analysis engine
extracts various types of features, which are stored on a back-end and presented on a front-
end visual interface to facilitate the identification of usability problems among UX evaluators.
Moreover, the front-end, consisting of three interactively coordinated panels, communicates
with the back-end to support individual problem logging and annotation as well as collaboration
amongst a team of UX evaluators.

As mentioned in Chapter 1, reviewing think-aloud sessions is a demanding task, and challenges
arise when UX professionals must work collaboratively to reduce the evaluator effect. With the
pandemic hit, synchronized collaboration is also challenging to conduct.

To mitigate these challenges, we propose a collaborative visual analytics tool, CoUX, to assist
a team of UX evaluators with identifying, discussing and consolidating usability problems in
think-aloud usability test videos for digital products. Our approach is partially inspired by recent
studies extracting acoustic and textual features (e.g., loudness, pitches, and sentiment) from a
video to help identify usability problems [24, 25, 27, 29]. We further leverage various machine
learning techniques to detect acoustic and textual features directly from the audio (without
manual transcripts), as well as user interactions (e.g., scrolling speed and scene breaks) from the
video frames. To better support UX evaluators’ decision making, CoUX segments a video into
meaningful chunks based on the semantics exhibited in the think-aloud audio, extracts various
visual, acoustic, and textual features, and visualizes the information collectively on multiple
synchronized timelines. This design allows UX evaluators to easily attend to multiple streams of
information likely indicating problems, to discover problems that might be otherwise overlooked,
and make informed decisions about the occurrence and severity of the problems.

More importantly, CoUX is empowered with a collaborative decision support for discussing
and consolidating analysis results among multiple UX evaluators. We draw on insights from
studies of collaboration amongst UX evaluators and collaborative visualization (e.g., [30, 44,
119, 121, 124, 128]). CoUX allows UX evaluators to analyze a video independently, and then
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enter a collaborative mode to discuss and summarize their analyses, minimizing the evaluator
effect [45]. In independent analysis, detected usability problems and their severity levels, as well
as UX evaluators’ reasoning, are automatically organized in a chat box like interface. During
collaboration, UX evaluators are enabled with interactive and visual support from CoUX to make
decisions collaboratively by discussing their findings in structured conversational threads and
consolidating the results, synchronously or asynchronously.

Our design of CoUX is grounded in design considerations derived from the literature and
our interviews with two UX professionals. For evaluation, we conducted a user study with six
pairs of UX practitioners on collaborative think-aloud video analysis tasks. The results indicate
that CoUX helped improve the completeness and reliability of their analyses with an effective
support for discovering, discussing, and consolidating UX problems. CoUX allowed them to spot
problems that they might otherwise have neglected, and encouraged focused conversations to seek
clarification from and respond to their partners.

In summary, we make the following contributions: (1) a video analysis pipeline that extracts
multiple acoustic, textual, and visual features from a think-aloud recording to facilitate UX
problem identification; (2) a visual analytics tool, CoUX, that supports problem identification,
annotation, and collaboration for UX evaluators in an integrated environment; (3) Insights into
the results of a user study with six pairs of UX practitioners on collaborative think-aloud video
analysis tasks.

3.1 Design of CoUX

Our main goal is to support UX evaluators in making decisions of usability problems and
generating reliable annotations via collaboration. Towards this, we conducted 30-minute semi-
structured interviews with two experts (E1 and E2) who are experienced in UX research. E1
is an assistant professor in information science at a university, whose research applies mainly
qualitative methods. They complete the majority of their data analysis through Google Sheets [36].
E2 is a UX researcher at a start-up company with over four years of experience practicing UX. As
part of his daily job, he uses Zoom [129] and Gong.io [34] to conduct and analyze user evaluation
sessions. The goal of these interviews was to understand the current practices and challenges of
UX evaluators in analyzing video-recorded usability test sessions and assess their needs for a new
collaborative decision making and video analysis tool.
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3.1.1 Design Considerations

Based on our interview findings and prior work, we derived the design considerations for CoUX.

D1: Leverage various information about the video to enhance the robustness of problem
identification. Research has indicated that users tend to verbalize their thoughts with abnormal
speech features (e.g., abnormal loudness, pitch, and speech rate) when they encounter prob-
lems [25, 29]; Their verbalizations also contain more negative sentiments, questions, and verbal
fillers [25,29]. Moreover, UX evaluators can identify more usability problems when these features
are presented during analysis [27]. When discussing her video analysis strategies, E1 said: “I do
analyze the speech features but I don’t have a good automatic tool to do so.” E2 also mentioned
that he observes “hesitation and pauses in users’ speech” to decide whether they encounter a
usability problem. Furthermore, UX evaluators also correlate these verbalizations with the visual
content of the recordings. In an international survey of UX professionals, 95% of them believed
that the user’s actions (e.g. scrolling on the interface, pressing the wrong button) were helpful in
identifying usability problems [26]. CoUX supports these needs for determining UX problems by
employing machine learning to automatically extract acoustic, textual, and visual features from
the recording, which are then presented collectively on its interface.

D2: Provide an integrated environment for both video review and problem logging to
ease the problem annotation. In addition to displaying useful information, it is critical to provide
a seamless user interface for both video review and problem annotation. Previous studies have
shown that UX evaluators often have to review recordings and take notes in separate applications,
such as spreadsheets, text editors, and presentation tools [30]. This finding was echoed by E1 who
usually stores all the videos in a separate folder while all the analysis and coding is done on a
spreadsheet. As a result, she finds that “organizing and sorting through the files has been tricky.”
E2 experiences a similar problem as he reviews the videos on Zoom cloud recordings but keeps
his annotations in a separate document. Using separate applications leads to difficulty when trying
to pinpoint specific problems during discussions. E1 said that “we don’t have a way to solve
timestamps so we just have to manually track it down and put it on a cell and then when we want
to review it, we have to retreat to that specific segment in the video.” E2 mentioned “sometimes
the design lead wants to see exactly how the user reacted so I need an easier way to show her the
snippet of the recording.” To address these challenges, CoUX provides an integrated environment
with both video reviewing and problem logging functions, allowing UX evaluators to become
more organized and efficient during usability test video analysis.

D3: Support collaboration between UX evaluators with both individual and collaborative
modes. UX evaluators may have their own biases and limitations when analyzing usability
problems, which is known as the “evaluator effect” [45]. Thus, it is important to have multiple
evaluators collaborate with each other. Indeed, collaboration amongst evaluators has been found
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to enhance both the reliability [45] and thoroughness [100] of the problems identified. To serve
this purpose, collaboration typically happens among two or more evaluators who first perform
independent analysis of the same data [30, 45]. E1 stated that she and at least one other coder
would annotate the same video individually by hiding the columns on a spreadsheet. E2 also
described reviewing the video individually at first before sharing results with colleagues, which is
in line with this best practices process. We aim to design CoUX by following this workflow with
two modes: an individual mode for independent problem identification and a collaborative mode
for problem merging, decision making, and discussion. This mitigates the confirmation bias since
evaluators rely on their own judgment for initial assessments and decisions before seeing others’
results.

D4: Allow for both synchronous and asynchronous communication between UX evalua-
tors. Maintaining effective communication between UX evaluators is critical to achieve successful
collaboration during the analysis of usability problems. Research has shown that the most frequent
form of collaboration is short discussions at the outset of analysis [30]. This was reiterated by
E1: “after we finished coding, we’ll highlight the disagreements and then during our meeting
time we’ll discuss and resolve those highlights.” E2 also mentioned that he discusses the results
with the team in short meetings after the session. This type of synchronous communication
should be supported by CoUX, e.g., with an instant messaging feature. Further, in the event that
a synchronous meeting is not possible, which is not uncommon in practice, E1 and her collabo-
rators would leave comments on the spreadsheet and tag the other person. Thus, asynchronous
communication should also be supported to allow the messages to be viewed and discussed at
a later time. Thus, we aim to adopt a similar workflow where UX evaluators can discuss and
decide both synchronously and asynchronously using comments in a thread and consolidate their
opinions using interactive visual support from CoUX.

3.2 CoUX System

3.2.1 System Overview

We developed the CoUX system based on the aforementioned design considerations. As shown in
Figure 3.1, CoUX consists of a back-end storage & processing and a front-end visual interface,
both of which require data extracted from a video analysis engine.

The video analysis engine contains three modules for extracting different types of features
from the session recording, including the Acoustic, Textual, and Visual Analyzers (D1). The
outputs of the video analysis engine are uploaded into the Session Data & Features storage
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hosted in the back-end. The back-end also contains the Problem Annotations and Interaction &
Collaboration storage. The Problem Annotations storage saves all the inputs from UX evaluators
regarding the usability problems, while the Interaction & Collaboration storage supports all the
actions that the UX evaluators perform in the front-end.

The front-end is composed of three interactively coordinated views: the Video Player, Feature
Panel, and Problem Panel. The Video Player allows UX evaluators to play, pause, and rewind
the session recording, as well as view a timeline of their annotations above the video progress
bar. The Feature Panel presents all the extracted features and highlights the ones that correspond
to the current timestamp of the video. Lastly, the Problem Panel allows UX evaluators to enter
descriptions of problems that they identified, the design heuristics or principles violated (e.g.,
Nielsen’s heuristics [74], Norman’s principles [79]), custom tags, and their severity ratings [75].
The interface includes a toggle for UX evaluators to switch between individual and collaboration
modes (D3). In the individual mode, the Problem Panel displays the comments entered by a single
UX evaluator. In the collaboration mode, the Problem Panel also displays the comments of other
UX evaluators and allows for both synchronous and asynchronous communication through the
chat functionality (D4). The three above views together are shown on the same CoUX interface,
which provides UX evaluators an integrated environment for both video review and problem
annotations (D2).

3.2.2 Video Analysis and User Feature Extraction

To assist UX evaluators with thorough identification of usability problems, CoUX analyzes think-
aloud videos by segmenting them into small meaningful chunks and extracting various features
related to the user in the video (D1). The video segments are automatically detected using the
Auditok library [101] at periods of silence characterized by the lack of acoustic activity. By doing
so, the entire long video is cut into small “bite-size” portions to facilitate UX evaluators’ analysis,
each of which may correspond to one or few usability problems. Each segment is then transcribed
using the Google Speech Recognition API [126]. The audio, transcript, and video of the segments
are used to extract three main categories of user features: acoustic, textual, and visual.

• Pitch: Users tend to change their pitch when they encounter a problem while thinking aloud [25,
29]. For the corresponding audio of each segment, we computed the frequency of the speech
using the “sound to speech function” in the Praat-Parselmouth library [53]. Based on the mean
and the standard deviation of the pitch over the entire session, a segment is categorized as
containing abnormal pitch if at least 10% of the values are over two standard deviations away
from the mean. Thus, it is given one of the three values: 1 for abnormally high, 0 for normal,
and -1 for abnormally low.
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• Loudness: Loudness has been shown as another useful speech feature for analyzing usability
test sessions [17]. We utilized the “sound to intensity” function in Praat-Parselmouth [53] to
extract the intensity of the sound (in dB). The detection of abnormalities and assigned values
are the same as the pitch feature.

• Speech Rate: We computed the speech rate by dividing the number of words spoken in a
segment by its duration, where the number of words was counted based on the transcript. Only
abnormally slow speech is detected based on prior research showing that users slow down when
encountering an issue [25, 29]. Thus, each segment is labelled 1 for abnormally slow or 0 for
normal.

• Negations: Negations in users’ think-aloud verbalizations may indicate that they encounter
a usability problem [25, 29]. To determine if users said a negation, we applied a keyword-
matching to the transcripts to detect the following words: no, not, don’t, doesn’t, didn’t, can’t
and never [24, 25].

• Questions: Questions are another type of indicator for usability problems, indicating a user
may be in doubt. Similar to negations, we utilized a keyword-matching algorithm containing
the following words: what, which, why, how, and where [24, 25, 29].

• Verbal Fillers: Verbal fillers indicate hesitations in the user’s speech, which may suggest
a problem. We utilized a keyword-matching algorithm containing the words: um, uh, and
like [24, 25, 29].

• Sentiment: The sentiment of a user’s speech (e.g., positive, neutral, or negative) is another
source of useful information for problem identification [25, 29, 33, 106]. We used the Valence
Aware Dictionary and Sentiment Reasoner library [49] to detect the sentiment based on the
transcripts for each video segment. Based on the compound score (between −1 and 1), a
segment is labelled as positive ((0.2,1]), negative ([−1,−0.2)), or neutral ([−0.2,0.2]).

• Scrolling Speed: When using a digital product, the amount of scrolling may reflect a user’s
confusion. For example, frequently scrolling back and forth on a webpage could indicate that a
user has difficulty in understanding the interface [6]. Thus, we extracted the scrolling speed
(in the amount of pixel movement per second) for each segment using the dense optical flow
algorithm from OpenCV [81], resulting in a continuous time-series.

• Scene Break: Frequent switching of views may also indicate that the user has difficulty locating
the desired item on a digital interface [6, 38]. We used the OpenCV-based video scene detection
library [15], which performs a comparison of sequential frames in a video and detects substantial
changes in content. This results in a series of timestamps of these scene breaks.

These features are meant to provide extra information to help UX evaluators review think-
aloud sessions of digital products and make decisions regarding usability problems. The features
are selected based on our interviews and the literature as mentioned above. However, it remains
an open question of whether this feature set is complete.
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Figure 3.2: The CoUX user interface, showing a realistic study session of two UX evaluators (see
section 3.3) analyzing a think-aloud video recording of a food delivery mobile app: (A) a Video
Player for viewing the video; (B) a Feature Panel for displaying various extracted features to assist
the analysis; and (C) a Problem Panel for logging discovered usability problems and discussion.
(D) Problem annotation via a dropdown for common heuristics tags (e.g., Nielsen heuristics [74]
and Norman principles [79]) and a slider for problem severity rating [75]. (E) A popup panel for
adding custom tags.

3.2.3 CoUX User Interface

For better work organization, CoUX features a project management page showing all the videos
that need to be analyzed upon logging into the system. Clicking on any video opens the main
CoUX interface. This interface consists of three key components (Figure 3.2): (a) a Video Player
for viewing the recorded think-aloud sessions, (b) a Feature Panel for displaying various extracted
features based on the analysis in subsection 3.2.2, and (c) a Problem Panel for logging discovered
usability problems and discussing them with other UX evaluators.

Problem Identification

Effectively identifying potential UX problems is the key objective of reviewing a think-aloud video.
On the left, CoUX comprises all necessary elements for problem identification based on various
information extracted from the video (D1). First of all, an integrated video player (Figure 3.2-A)
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is provided to prevent any switching between different tools, which is the largest element on the
screen to facilitate the video browsing. The player supports all regular functionalities like play,
pause, forward, and rewind. Further, similar to the YouTube chaptered design, the player progress
bar shows the automatically-generated segments (Figure 3.2-a1) that split the video
into “bite sizes” (see subsection 3.2.2).

Below the player, visualizations are placed on the Feature Panel (Figure 3.2-B) to facilitate
the use of all the extracted features while reviewing the video. CoUX distinguishes discrete and
continuous features, and displays them on two sub-panels. First, discrete features (i.e., all the
acoustic and textual features) are visualized in the Feature Matrix (Figure 3.2-b1), where rows
indicate the features and columns represent the video segments. All values in the matrix are
shown as icons and colors instead of text to allow UX evaluators to quickly scan and recognize
the feature values that could signify a problem. For example, represent neutral,
negative, and positive sentiments; represent filler words (e.g., um, uh), negations,
and questions; and represent high and low anomalies. Second, continuous features (i.e.,
the visual features) are shown in a Feature Chart (Figure 3.2-b2), where the scrolling speed is
implemented as a line chart and the scene breaks are represented as vertical green lines.

These features serve as auxiliary data for the video to enhance the thoroughness of problem
identification by UX evaluators. While the video is playing, CoUX dynamically highlights
the corresponding segments in both the Feature Matrix and Feature Chart, with a lighter blue
background. In addition, a red vertical line representing the playhead moves on the Feature Chart
while the video is playing. In contrast, the column width of the Feature Matrix does not reflect the
time length of each segment (instead, a fixed width). Thus, a Sankey visualization [90] (Figure 3.2-
b3) is placed between the player progress bar and the matrix to indicate the correspondence.
Similarly, a red curve is shown on the Sankey to indicate the playhead. This design
increases the readability and scalability; if each column width of the Feature Matrix maps exactly
to the segment length, some columns could be too narrow to display any readable features whereas
others could be very wide, wasting the space. Lastly, all the above visualizations are clickable,
which facilitates navigation to different parts of the video.

Problem Annotation

Once an evaluator identifies a UX problem, they can log the problem with the Problem Panel
(Figure 3.2-C), integrated seamlessly within CoUX (D2). When an evaluator starts to type in the
chatbox-like interface at the bottom of the panel (Figure 3.2-c1), the video automatically pauses
so that they do not need to manually click the video controls. Annotations can be bound to video
playtime by checking the time check box . Evaluators can add comments or descriptions
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Figure 3.3: CoUX supports the collaboration among UX evaluators via a chat thread design: (A)
merging two Annotation Cards, (B) merged results, (C) showing the conversation between a pair
of UX evaluators, and (B) the Discussion Panel of the selected card.

for the identified problem, and select predefined heuristic tags from a grouped dropdown list and
a severity level (0–4, where 4 indicates the highest severity) [75] with a slider (Figure 3.2-D).
CoUX supports common tags including Nielsen’s heuristics [74] and Norman’s principles [79].
Moreover, evaluators can add their custom tags via a popup panel (Figure 3.2-E). These tags can
be created within custom groups and set to either applicable to a specific video or all videos in a
project.

After an annotation is submitted, CoUX adds an Annotation Card (Figure 3.2-c2) to the
Problem Panel, which displays all the cards bound to the active video segment. Each Annotation
Card shows the problem tags, severity, comments/descriptions, and corresponding evaluators.
Moreover, the Annotation Timeline (Figure 3.2-a2) updates with a new solid Annotation Square

pinned onto the video progress bar, which shows an overview of all problems with colors
indicating their creators.

Problem Discussion and Collaboration

CoUX supports an individual mode and a collaborative mode to mitigate the “evaluator effect”
(D3). In the individual mode, an evaluator can oversee their own Annotation Cards and Squares.
When switching to the collaborative mode with the mode button on the top, evaluators
can navigate to each other’s identified problems by simply clicking the corresponding elements
and start a discussion to consolidate their annotations. Evaluators can still create new problem
annotations in this collaborative mode. The discussion/consolidation is moderated via chat threads,
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similar to Slack [104], to support both synchronous and asynchronous collaboration (D4).

As it is possible that evaluators created different annotations about the same underlying
problem during the individual mode, CoUX allows them to merge the Annotation Cards. To do
so, an evaluator first clicks a card and then three buttons pop up: discuss , merge , and
delete (Figure 3.3-A). When the “merge” button is clicked, a shaking animation highlights
mergeable cards. In addition to a merged Annotation Card (Figure 3.3-B), a new Annotation
Square is added on the Annotation Timeline while the previous squares become hollow .
Currently, merging is only allowed for problems in the same video segment, but more than two
cards can be merged.

Moreover, clicking the “discuss” button enters an in-situ Discussion Panel (Figure 3.3-
D) of this Annotation Card (Figure 3.3-C). They can then add new comments and propose a
different severity rating for the problem, or discuss the merging if applicable. New and existing
comments are displayed based on their timestamps. Evaluators can also pin important comments.
A thread visualization helps evaluators review all the proposed severity ratings (Figure 3.3-D).
If an annotation has a conflict in the severity rating (i.e., more than one severity ratings are
proposed), evaluators are asked to determine the final severity for the annotation; otherwise, this
problem remains unresolved, with a warning icon associated with the Annotation
Card. Evaluators can also add or remove heuristics by clicking on the edit button
on the top of the panel. These Annotation Cards on the Problem Panel provide an informative
summary about a problem. Each card shows all the tags, severity ratings, participating evaluators,
and pinned comments in a carousel view (Figure 3.3-C). For merged cards, evaluators can also
unmerge them through a button .

3.3 User Study

We conducted a user study to assess the usefulness and effectiveness of CoUX in think-aloud video
analysis. Specifically, our exploration was guided by: RQ1 - How does CoUX support evaluators
in analyzing think-aloud sessions? RQ2 - How do teams work together and communicate during
their analysis through CoUX? RQ3 - What are the general challenges in collaborative UX video
analysis?

3.3.1 Participants and Apparatus

We recruited 12 participants (two males, nine females, and one not disclosed, aged 23–32) via
social media and mailing lists. They were UX designers (N = 4), UX researchers (N = 4), and
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UX/HCI graduate students (N = 4). On average, they had three years of experience in UX (SD =
2.2). Eleven (91.7%) self-reported being very familiar or extremely familiar with identifying
usability problems, with one participant being moderately familiar (M = 4.17,SD = 0.55). The
participants were recruited in pairs. They had all collaborated with their partners before on at least
one project. Seven (58.3%) were very or extremely familiar with their partner, with the rest being
moderately familiar (M = 3.83,SD = 0.80).

Participants completed the study remotely with their own computers while communicating
with the moderator through video-conferencing software. Participants were asked to make the
application window full screen throughout the study. Participants used the largest screen available.
The average display size was 20 inches (SD = 7.12).

3.3.2 Study Videos

We collected two recorded usability test sessions in which users were instructed to use digital
products with the think-aloud protocol. In the practice video (length: 3 minutes 34 seconds), a
user was asked to find a photo of an instruction manual for an early telescope on a Science and
Technology Museum’s website. In the study video (length: 11 minutes 15 seconds), a user was
asked to complete three tasks on a Food Delivery Mobile App, including: (1) find the Wegmans
store on Amherst St.; (2) buy 10 bottles of classic Coke and 10 bottles of Sprite, and some full
sheet pizzas with any topping while staying under a budget of $100; and (3) change the pick
up order to delivery instead. These videos were chosen since they are representative of digital
interfaces: one for a desktop website and the other for a smartphone application. There were also
numerous usability issues in both videos which promoted discussions between the participants
and their partners.

3.3.3 Task and Design

Each pair of participants conducted the study together and was asked to review the study videos
and identify usability problems using CoUX. There were two phases in the study session: (1) an
Individual phase and (2) a Collaborative phase. In the individual phase, participants identified
usability problems and submitted the annotations of these problems independently. In the CoUX
interface, they could only see the problem cards that they had inputted. In the collaborative phase,
the problem annotations of both partners were revealed to each other. Then, they were asked to
review each other’s annotations, merge cards as desired, and discuss the problems before reaching
a final decision. Splitting the session into two phases was based on the recommendation that
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to serve the purpose of improving reliability, collaboration should happen among two or more
usability practitioners who first perform independent analysis of the same dataset [30].

3.3.4 Procedure

To begin, each pair was given a short video tutorial about CoUX. Participants were able to ask
any questions about the study and the system. They were then introduced to the usability test
video review task, and instructed to assume that developers of the products will have limited
time to address the problems identified in the session. This assumption resembled the fact that
UX practitioners often have limited time to analyze test sessions [26, 78] and allowed for a more
realistic evaluation of the extracted features and collaboration support in CoUX.

After the tutorial, the participants completed a practice trial by first analyzing the museum
video individually for five minutes, then collaborating with their partner for another five minutes.
This allowed them to become familiar with the system and the full procedure of the two-phase
task. In the study session, participants were first asked to identify usability problems with the
food delivery app individually for 25 minutes and then filled out a short survey based on the
5-point Likert Scale, which sought to understand the usefulness of each feature and the ease of
use of the annotation functionality in CoUX. After a short break, they had 15 minutes for the
Collaboration phase where they discussed each other’s problems and tried to consolidate them
into a final set. At the end, each pair of participants independently completed another short survey
about their collaboration experiences. These survey questions were based on previous findings
about collaborative analysis [45, 100]. When performing both the individual and collaborative
tasks, participants were asked to communicate only within CoUX. This would allow them to fully
explore and use CoUX during the study. We then conducted a semi-structured group interview
to collect their feedback about the system. All the interview sessions were video-recorded, and
participants’ interactions with the system (e.g., clicks, video-playing behaviors) were logged. The
study lasted about 90–100 minutes and participants received $25.

3.4 Results

We first present participants’ general user experience of CoUX (Sec. 3.4.1) and then how they used
the features during their individual analysis (Sec. 3.4.2) and collaboration (Sec. 3.4.3) respectively,
based on our RQs. Participant x in the study pair n is labeled as Pn-x.
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1 - Strongly Disagree  5 - Strongly Agree

Figure 3.4: Participants’ questionnaire ratings (Likert 1-5) after the individual phase (Q1-14) and
after the collaboration phase (Q15-Q20).

Table 3.1: Usage statistics of various functions in CoUX.
Function Usage Mean (SD)

Clicks on Feature Matrix (Fig. 3.2-b1) 7.6 (7.1)
Clicks on Feature Chart (Fig. 3.2-b2) 1.2 (2.2)
Number of problem annotations (Fig. 3.2-c1) 18.3 (7.0)
Number of problem merges (Fig. 3.3-A) 1.9 (1.7)
Number of comments per chat thread (Fig. 3.3-D) 2.8 (0.7)
Number of discussed problem annotations 6 (3.6)
Number of additional problems found after collaboration 4.2 (2.7)

3.4.1 General User Experience

Participants found CoUX to be a useful tool for analyzing think-aloud video recordings. They were
able to easily find and use all of the functions, including extracted features, problem annotations,
and chat threads (Table 3.1). They appreciated that CoUX integrated analytics, collaboration,
and communication features in one environment and found it easier to use than previous tools
they had used. Most of the participants agreed or strongly agreed to recommend CoUX to others
(Figure 3.4).

“Usually we were using Google sheets [36] to coordinate and it was getting quite difficult,
because we had to follow up with another person... it was messy and difficult but right now, it
seems quite easy [with CoUX].”-P2-1.
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3.4.2 Individual Analysis (RQ1)

Problem Identification: Feature Panel

The Feature Panel in CoUX was used by participants as hints or warnings to alert them to potential
problems while reviewing a video, as anticipations of problems to help them skip ahead under
time pressure, and as checks or anchors to identify areas to revisit in a second pass.

“When I heard... 10 minutes left, for the video that I haven’t watched, I picked the more
highlighted ones to directly find any problems so that’s when I found those markers to be helpful.”-
P4-1

“The reason I looked at those is more as a hint or warning to see what is coming up. I paid
more attention to that segment if there’s a red face.”-P4-2

Sentiment was rated as the most useful feature, as it was perceived to be accurate and easy to
understand. UX keywords were rated as the second-most useful feature and were also perceived
to be accurate. Speech features, including loudness, pitch, and speech rate, were rated as less
reliable, but participants thought they could be improved with more context and explanation of
how they were determined.

“I feel like this is providing useful insight and... the sentiment easily got me to the areas in the
video where the user was confused.”-P5-1

“The UX keywords matched up with what my impression was while watching the video.”-P5-1

“The pitch was interesting, but I feel like I still have to listen to a combination of their tone
and the context.”-P6-2

Scrolling speed and scene breaks were appreciated by some participants as indicators of
confusion or task changes, but were less used because they were difficult to see while watching
the video. Some participants felt that the placement of the features on the screen was not ideal
and that it was difficult to switch between features while watching the video.

“I actually almost paid all of my attention on the scrolling speed. Compared to the icons, I
definitely prefer to look at the visualizations.”-P1-2

“I think including this definitely good but... I would like to see the numbers actually I think it
will be easier for me to read it”-P3-1

Problem Annotation: Problem Panel

The problem annotation function was particularly popular, with participants entering an average of
18.3 problems (Table 3.1). Participants also appreciated the ability to attach heuristics and severity
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ratings to each problem description. Some participants had mixed feelings about the requirement
to attach a heuristic to every annotation, and suggested that this could be made optional.

“The chat box... is really useful because it’s very clear and very easy to use.”-P1-1

“I think the heuristics are great, but I don’t think it should be mandatory. I usually make notes
of activities and those aren’t things that I would tie to a heuristic.”-P6-2

Participants used the custom tagging function, adding tags that were relevant to their specific
experiences and expertise. Overall, the integrated platform provided by CoUX was seen as helpful
in assisting with problem annotation and analysis.

“like here there is the older adult and accessibility issues that are more specific than
Nielsen’s.”-P2-1

“We can finish the analysis and make the comments in one screen instead of using lots of
applications.”-P2-2

3.4.3 Collaborative Analysis (RQ2)

Effects of Collaboration

Overall, collaborative session was perceived as beneficial by the participants. They felt that it
helped them make decisions more easily, quickly, fairly, and comfortably. The collaboration also
helped improve the completeness and reliability of their results by allowing them to identify more
problems and explore different perspectives on the issues (Table 3.1).

“I really like the collaboration part, especially seeing my partner’s notes was very helpful.”-
P3-2

“After I reviewed her opinion and I do think there is a problem, so this collaboration helped
us find more problems.”-P2-2

Additionally, the collaboration provided a sense of confidence in their ratings and helped
ensure unbiased feedback and unique ideas. It appears that the collaborative session was successful
in supporting collaboration between UX evaluators and improving the completeness and reliability
of their analysis.

“It is good for reducing evaluator bias since we have two people review the same video.”-P4-2

“We actually noticed that the same area in the video has problems, but we focused on different
aspects of the problem.”-P3-2

27



Usage of Collaboration Support

The Annotation Timeline is a tool that allows participants to view and discuss annotations of
usability problems in a collaborative manner. Participants appreciated seeing the annotations of
their partners and used the annotation timeline extensively to navigate to each annotation.

“I noticed that... the little blocks were flashing and that meant some changes happened.”-P4-1

“In terms of the flashing squares, I would go through and check them for new changes.”-P6-2

The merging function was used to have a focused conversation about a certain problem in
one place. Participants used the chat threads to document their discussions, seek clarification
on problem descriptions, consolidate heuristics and severity ratings, and prepare for video-call
or in-person meetings. Participants suggested additional features such as the ability to see the
revision history and e-mail notifications of new comments.

“At the three-minute timestamp, there were two cards where we were exactly talking about
the same issue of the [user] tapping on ‘My Cart’ and it was not responsive, so I merged them
together.”-P6-1

“We can see the process of what we discussed and what we talked about so we won’t forget
what we say and review the video at the same time.”-P1-1

“This is good for me to quickly see what my partner and I agreed on and then we can skip
those in the meeting.”-P4-2

3.4.4 Session Review Strategies

To understand how the participants reviewed the study video, we adopted a similar approach
proposed by Fan et al. [27] to analyzed the pairs of timestamps (SessionTime, VideoTime). The
typical strategies were categorized by the number of passes on the video recording and their
playback behaviors while going through the pass. Figure 3.5 shows the typical session review
strategies.

In general, most participants adopted a One-pass: Pause-then-Write strategy. In this case,
participants paused the video while entering the problem annotations. This was the most common
since we implemented the automatic timestamp functionality where each annotation is associated
with a specific timestamp. Thus, participants usually paused the video to type in their annotations
so that it will be shown in the segment that contained the problem. Furthermore, the functionality
for automatic pausing once participants allowed them to avoid moving their mouse back to
the play/pause button. The “pause-and-write” strategy suggests that participants tended to note
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Figure 3.5: The think-aloud video time visualized over the individual session timeline. The blue
dots represent annotations & comments.

down their thoughts immediately when they found hints of usability problems. The “one-pass”
strategy was partially because some participants did not have enough time to go through the video
the second time. Another strategy was the Two-pass: Pause-then-Write strategy. In this case,
participants went through the entire video and wrote down their annotations. In their second pass,
they clicked on their prior annotations using the Annotation Timeline (Fig. 3.2-a2) to add more
notes to specific problem descriptions to make sure they didn’t miss anything. P6-2 mentioned
that in real life, she would usually “play it at two times the speed to watch it through once, and
then go back to tag and everything”.

We were interested in understanding how CoUX supports UX evaluators for problem identifi-
cation and annotation in the individual phase, and how it helps them consolidate their findings in
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the collaborative phase.

3.4.5 Challenges (RQ3)

Participants highlighted potential challenges in collaborative think-aloud video analysis that could
inform future research. These challenges included managing disagreements about the presence
and severity of usability problems. Workspace awareness can be an issue when evaluators are
working on different parts of the video simultaneously.

“[P4-1] just put she thought that this app is too much trouble, but from my understanding, it’s
because maybe she’s not familiar with the iOS keyboard.”-P4-2

“So we disagreed on what the user was trying to do but agreed it is the efficiency of use
problem.”-P1-1

“It feels like we’re not on the same page, because when I work on the first card, she is probably
working on the second card, so we cannot get the real-time feedback [on the same card].”-P1-1

Participants suggested that discussions in chat threads could lead to more robust analysis, but
also mentioned that video or voice calls could be more efficient for resolving disagreements. In
future research, the trade-offs between chat threads and conference calls for communication in
collaborative interfaces should be further explored.

“I think communicating via the chat is totally fine, I would rather have a new thread for every
issue.”-P5-2

“I think it would only be useful to have a call if we actually really disagreed about something
and we couldn’t come to a consensus in the chat.”-P5-2
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Figure 3.6: The think-aloud video time visualized over the collaborative session timeline. The
blue dots represent annotations & comments. The orange dots represent merging two annotations.
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Chapter 4

IVA: An Empirical Investigation and Design
of Intelligent Virtual Assistant for Online
Meetings

Preface - In chapter 3 we discussed the CoUX system and how it helps the collaboration of
multiple UX evaluators. In this chapter, we apply collaboration to meetings, where people
collaborate naturally. However, we move a step forward and investigate the impact of having an
intelligent virtual assistant as a collaborator in the meetings. We use our learned lessons from
the previous paper and integrate the previous works in the online meeting domain alongside a
formative study to design a complete system to facilitate meetings of small size. We then explain
the implementation and all the design considerations, followed by the results of a study conducted
to test the system’s usability. Finally, we reflect on the results and the opportunities for future
improvements. The background and related work for this chapter has been presented in chapter 2.
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Figure 4.1: IVA is an intelligent virtual assistant helping meeting attendees perform multitasking
and collaborate during online meetings. The system provides an Infinite canvas and a set of
interactions and components as an environment for multitasking and collaboration. All actions in
the system are synchronized through the back-end. The WOZ administrative panel simulates the
recommendation of components quickly and accurately.

To address collaboration and multitasking challenges in meetings as discussed in Chapter 1, we
propose IVA, an online intelligent meeting assistant capable of automatically providing additional
tools and services to the meeting attendance based on the context and content of the online
meeting. The IVA system contains two main components. The first component is a customizable
infinite canvas where the user can add, relocate, and adjust the arrangement and size of any
additional applications, in addition to the main meeting session (e.g., Zoom meeting). This helps
the attendees to have an overview of all necessary applications and the meeting simultaneously,
which results in improved multitasking performance. The second component is an intelligent
assistant ‘Iva’ that can automatically provide tools and services during online meetings acting as
the meeting moderator. Our designed assistant is capable of handling most of the responsibilities
of a moderator, which results in increasing the efficiency of the virtual meeting. The assistant is
implemented as Wizard-of-OZ (WOZ) for the ”best” user experience. The assistant is managed
through the WOZ administration panel, which is designed with the accuracy of recommendation,
immediateness of action, and easiness of operation in mind.

To design our system, we first conducted a formative study to explore how people attend
virtual meetings, the tools and applications they use, and the challenges they may have while
attending an online meeting. Understanding when, how, and why people utilize and arrange
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their tools during an online meeting provides us with deep insights regarding the requirements of
our system. We also asked our participants about how an intelligent online assistant can resolve
these issues with minimum distraction to enhance the efficiency and performance of meeting
attendees. We then designed our system based on the collected data from the formative study. To
evaluate IVA, we conducted a user study with twelve users who frequently attend online meetings.
They were asked to explore IVA, through a mock up one-on-one virtual meeting with one of the
researchers of this paper. The results of this study show that the participants found IVA a practical,
helpful, and enjoyable platform that can improve multitasking and collaboration during an online
meeting.

Our contributions in this paper are threefold:

• Empirical findings from the formative study regarding the tools people use in an online
meeting, challenges they face and possible solutions to these challenges.

• Designing a Wizard-of-Oz-based AI assistant, as a proof of concept, to improve users’
performance and efficiency during online meetings by automatically providing tools and
services depending on the content of the meeting.

• Insights into the usefulness and design guidelines of AI-based virtual meeting platforms.

4.1 Study I: Investigating the Practices and Needs for Virtual
Meetings

Designing our system begins with understanding how people attend virtual meetings, how they
use their tools, and what concerns and issues they may experience. We, therefore, conducted a
formative study, interviewing people who frequently attend remote meetings as part of their daily
routine. The results of this study provide us with a deep understanding of the current concerns
of online meeting attendees and the tools they require on such remote platforms. Secondly, this
study aims to investigate how deploying an intelligent assistant can enhance meeting attendees’
performance and efficiency and solve their concerns.

4.1.1 Interview Design

To achieve our goal, we decided to conduct semi-structured one-on-one online interviews with
our participants. Each interview session had three sections. In the first section, we asked general
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questions about participants’ current routines and their online meeting tools. The second section
was about multitasking and collaboration and how people use multiple tools in addition to meetings.
The last set of questions was about participants’ concerns and potential improvements in virtual
meeting platforms by designing an intelligent assistant to resolve these concerns by automatically
providing tools and services.

We designed a set of mainly open-ended questions for each section to encourage our partici-
pants to discuss the details and their thoughts. During the remote interview, the researcher (one
side of the interview) asked the designed questions. Based on the answers of participants, they
could ask further follow-up side questions related to the primary question to clarify participants’
responses, as well as get into more details and examples. The three sets of questions are described
in (Table 4.1) in details.

The first set of questions were general questions about participants’ meetings. The goal of
the second set of questions was about the tools that users utilize during their meetings, mainly
for collaboration with other attendees and performing multitasking. Understanding the tools and
how people use them helps us consider these tools as complementary components of our virtual
meeting platform with an embedded intelligent assistant. The last set of questions was related
to the design, implementation and requested features and suggestions in our intelligent meeting
assistant platform from the participants’ point of view. To answer these questions, we asked our
participants to be creative and think out of the box, as there was no such platform for virtual
meetings.

4.1.2 Participants

We recruited 12 participants (4 females and 8 males; aged 30.3) who had at least three virtual
meetings per week for the past four weeks. We added this condition as a pre-screening interview
question to ensure our participants have had enough experience with virtual meetings. Our
participants contained six students, three UX/UI designers, two university professors, and one
software manager. They have a variety of technical backgrounds such as computer science,
engineering, design, etc. We compensated our participants with a $15 gift card for their time.

4.1.3 Procedure

Due to the COVID-19 pandemic, we decided to have remote interview sessions with our partic-
ipants. Participants were asked to pick a quiet place to avoid distractions. Before starting the
interview, we explained the objectives of our research and asked our participants to read through
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Figure 4.2: Window arrangement for three of participants in response to ”Q8.2: Assume you have
your online meeting, note taking, drawing applications and your browser. How would you arrange
these four windows on one display? Why?”. The Zoom window is minimized to get more screen
real estate for other tasks.

the consent form. We informed our participants that the interview would be recorded for further
analysis by the researchers of this paper.

As described earlier, each interview session had three sections. The goal of the first section
was to get insights into the current tools participants use, the challenges they face during virtual
meetings, and potential solutions to the proposed difficulties. We also asked more general
questions about their current meeting routine (e.g., meeting time, topics, number of sessions per
week, number of attendees, etc.). The second part of the interview focused on collaboration and
multitasking, including questions about how they arrange their tools during an online meeting.
For inquiries related to multitasking and windows arrangement, we asked our participants to show
us a simple sketch of how they arrange (size and location) their applications while attending
virtual meetings. For the last section, the questions were about designing an intelligent assistant
embedded into virtual meetings and how it can help users in their meetings. We provided two
examples at the beginning of this section to ensure they understood the general idea behind such a
system. We asked our participants to think out of the box and be creative. They were also asked
to be specific and detailed about scenarios in which an AI assistant can be helpful during virtual
meetings.

A thematic analysis was conducted to identify patterns in the interviews. Two researchers
coded the interviews independently and then consolidated the themes through a meeting.
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4.1.4 Results

In this section, we will report the results of our formative study. First, we will discuss general
insights into users’ meeting routines. Then, we will report how people perform multitasking,
collaborate and how they arrange their tools during their online meetings. Lastly, we will report
the result of our users’ perspectives regarding the design and functionalities of a meeting-dedicated
online assistant.

General Insights into Users’ Meeting Routine

Our results show that, on average, our participants attend approximately seven weekly meetings,
with a maximum of 15 and a minimum of 3 meetings per week. Most of these meetings are group
meetings with more than two attendees. Only two participants reported attending one-on-one
meetings more often than group meetings. People who participate in these meetings are primarily
researchers (60%), including students, supervisors and research collaborators, and project team
members (30%), including software developers, designers, and product managers). In addition,
60% of reported meetings happen in the morning, 30% in the afternoon, and 10% in the evening.
No virtual meetings were reported at night or noon.

The majority of participants’ meetings are scheduled meetings. Only two out of 12 (16%)
participants mentioned that their meetings are primarily unscheduled. This is important as many
of our participants commented that attending a regular meeting is more effortless than attending
an unscheduled one as they are familiar with the meeting’s attendees and the main topic and know
what to expect. In this regard, two of our participants mentioned how they prepare their material
before scheduled meetings as they know what they may need in the meeting. For instance, P4
said, before my scheduled meetings, I’m going to prepare what I want to do, and P8 commented, I
always prepare the questions that I want to ask or the topics I want to discuss before the meetings.

Multitasking, Collaboration, and Tools Arrangement

The results of our study show that all twelve participants perform at least one other task besides
their virtual meeting. Note-taking (12/12), online searching and browsing (11/12), checking
calendar and tasks (9/12), checking documents (9/12) and checking emails (4/12) are among the
top tasks people perform during their online meetings. In the following few sections, we will
focus on the most commonly used tasks reported by our participants.

T1. Note Taking: Of all 12 participants, nine actively take digital notes in almost every
meeting. Three of twelve participants mentioned using a physical form of note taking (e.g., on
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paper or using sticky notes). These participants argue that taking notes on paper can be quicker,
more convenient, and more free-formed, as both writing and sketching are available easily. For
instance, P8 mentioned, I’m really comfortable with the old-fashioned pen and paper, mostly, as it
is faster than opening a word document and start writing and P2 stated, I really like the feeling of
a physical sticky note to write things down. However, organizing and using these physical notes
could be challenging, making physical notes less efficient than flexible digital note-taking tools.
P8 addressed this by saying, I’m always struggling to organize my [physical] notes and structure
them properly. Some participants pointed out pen and paper might not be available during a
meeting, so they use digital note-taking tools on their computer, P7 addressed this by I typically
don’t have like a pen and paper nearby so I use google doc which is available at any time.

T2. Online Searching and Browsing: Using a browser for online searching was a second
common task our participants reported. They perform the searching task mostly when they need
further information about something new discussed in the meeting (e.g., the definition of new
terminology and finding a new research paper). We realized that our participants tend to search if
they know they can get the information in a short period of time, in order to be connected with
the meeting and not be distracted. Hence, to minimize getting distracted from the meeting, it is
crucial to perform this task as quickly as possible.

T3. Calendar Checking: Of all participants, 75% of them actively use their calendars in the
meetings. The main reason to check a calendar is to set up deadlines for the assigned tasks and
their availability for follow-up meetings. The Calendar is commonly used at the end of the meeting
and mostly in conjunction with a task manager or email client. Helping with either of the tasks
reduces one extra focus switch from the users’ side. Thus, the system should remove unnecessary
switching to Calendar or its side applications by showing hints or running the corresponding task.

T4. Collaboration: Most participants (11/12) pointed out that the majority of their meetings
involve a great amount of collaboration with other meeting attendees. The collaboration involved
working on shared documents (e.g., Google Docs and Overleaf documents), brainstorming,
designing a product, debugging and deploying software, and working on presentations (e.g.,
google slides).

T5. Tool Arrangement: Our analysis showed that 11 out of 12 participants used a second
monitor to arrange their tools (e.g., a laptop and an external monitor). They mostly use the primary
monitor (the monitor in front of the user) for the meeting platform, as it shows their attention to
the meeting, and the external monitor for multitasking (e.g., taking notes and browsing).

For further investigation and to identify how participants arrange their tools, we asked our
participants to assume there is only a monitor and they need to place four different applications.
These applications are the meeting application (assuming no screen sharing), their note-taking
software, an application to draw a diagram, and a browser. (Figure 4.2) shows a summary of the
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result.

The minimum space was allocated to the meeting platform among all four windows. Partici-
pants’ comments indicate that as long as there is no screen sharing, which requires more attention,
they did want to minimize the allocated space to the meeting window. More space was allocated
to the drawing component, making the drawing task easier. Drawing on smaller spaces using a
computer mouse and trackpad, could be a challenging task for the users. Participants preferred
to allocate narrow vertical spaces for both the searching and text components. This shows that
participants follow a narrow linear top-to-bottom flow to take notes in text-based tools.

Smart Assistant

In this section, we will discuss about the potential applications and functionalities of an intelligent
assistant in an online meeting platform suggested by our participants. We will focus on how such
an intelligent assistant may improve attendees’ efficiency and performance.

Suggested Features: We realized that the main focus of our participants was to take advantage
of the intelligent assistant to automate the procedures that could be done automatically with no
or least interaction with them to minimize the distraction from the meeting. The following
requirements were discussed.

F1. Smart Task Integration: One of the most commonly suggested features was task
integration with the assistant, such as calendars. Many of our participants (10/12) suggested
having an assistant that can extract date-related information from the conversation in a meeting
and check if the user is available or not. If the user is available, the assistant could add such an
event to their calendar with a confirmation from the user. One participant took a step further and
suggested an integration of all users’ calendars with the system so the system could offer the best
date and time that works for all attendees (similar to a voting system). In this regard, P4 suggested
that Intelligent assistant can be used to pick the best date and time [for the next meeting], as it
knows all the availabilities of people in the meeting.

F2. Intelligent Information Seeking: Another commonly requested feature was triggering a
space-efficient intelligent search tool, integrated with the virtual meeting platform, to detect the
keywords from attendees’ conversations that the users might want to search further and get more
information. This minimizes the distraction as the search process can be done automatically, and
the result is integrated with the meeting platform preventing the user from entirely switching to
their browser to perform the search task.

F3. Adaptive Conversation: Selecting, copying, and pasting live transcript and using it in
their notes, and saving the transcript of the entire meeting were two features our participants
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suggested in the system. With such a tool, important content can be easily extracted from speech
and used in users’ notes, making the note-taking process a more efficient procedure with less
distraction. P8 stated, It saves my time if I use the transcript while taking notes.

Implementation and Privacy: Our analysis showed that our participants had a number of
critical concerns about the system implementation. The first concern was about triggering the
smart assistant. If the assistant keeps listening to the discussion between the attendees, it may
activate a command that was not the user’s intention. For instance, if the user is talking about a
date and time, that does not necessarily mean they want to set up a deadline or next meeting.

Privacy was another issue raised by the participants. Although seven participants had no
problem with the assistant listening to their conversation, the rest had concerns about the assistant
proactively listening to their conversation. This is why some of the participants proposed using a
wake word to activate the assistant and then giving a direct command to the assistant, similar to
Google Assistant and Amazon Alexa. However, this method to activate the assistant could be an
awkward situation and is not a practical implementation in the online meeting context.

4.2 IVA System

Informed by the literature [14, 67, 91] and our formative study, we designed and developed IVA.
Due to the current limitation of AI technologies, it is not possible to develop a reliable back-end
that can accurately detect the timing and assist with the tasks we identified. Therefore, we chose
to implement our system via WOZ so that users can receive a nearly-perfect experience. This also
facilitates us with empirically investigating users’ opinions towards AI assistants during online
meetings.

4.2.1 System Overview

As shown in (Figure 4.1), the system consists of three modules: (a) a back-end and data storage
platform, (b) a front-end visual interface packed with valuable features and interactions, and
(c) a WOZ administrative interface to facilitate the simulation of an AI assistant. Based on the
formative study, we encapsulate the tools and services for online meetings into a set of interactive,
modularized components in IVA, which is also extensible in the future.

The front-end consists of three main views: an Infinite Canvas, an Assistant Interface, and a
Component Toolbar (Figure 4.3). The Infinite Canvas is designed and implemented to maximize
the screen’s real estate, no matter the monitor size [67, 71, 111]. It allows users to freely move
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Figure 4.3: The IVA user interface shows all the different modules of the system: (A) the
component toolbar button, which opens the toolbar shown with the label C, (B) the Infinite Canvas
supports zooming and panning interactions for better multitasking and collaboration, (C) the
Component Toolbar has a set of tools mainly used for multitasking, and (D) the Assistant IVA,
showing temporarily the shipped Suggested Islands and groups of components in them.

any components in order to focus on their work or collaborate with others in the same area. The
Assistant Interface hosts suggested components from the WOZ admin panel, placed in a less
distracting part of the screen to help users manage the meetings without causing much attention
drift [69, 73]. Finally, the Component Toolbar hosts various developed components to allow users
to easily add and interact with them on the Infinite Canvas.

The WOZ administrative interface contains three modules: a JSON Editor, a Component
Toolbar, and a Quick Suggestion List (Figure 4.4). The Component Toolbar is developed with the
same look as the one on the client side, removing any extra learning steps for the administrator.
The JSON Editor gives the administrator complete control of the data passed to each component,
allowing for prefilled component suggestions. Lastly, the Quick Suggestion List allows the
administrator to add a list of components that can be suggested as quickly as one click.
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The front-end interface and the WOZ interface communicate through the back-end, which
stores all the information regarding users, the infinite canvas, and recommendations in the
PostgreSQL database. For a seamless collaboration on the users’ side, the back-end also provides
a web socket connection for both interfaces, which allows every system module to get all updates
in real-time.

4.2.2 Implemented Components for Tools and Services

In this section, we will go through all the components used in the IVA. Based on the formative
study and the previous research, IVA includes a set of best-suited tools that users regularly
reported using them, both on the formative study and the previous work, in conjunction with
online meeting platforms [14, 93, 123]. Each component can be added to the canvas directly
from the Component Toolbar (Figure 4.3-C), and it will be located in the middle of the viewport.
There is no limitation on the number of components a user can add to the canvas. The data in all
components is synchronized with all users of the system. Therefore, any change on a component
will result in immediate change for all users, facilitating collaboration. Selecting a component
will indicate an active state using a blue border (Figure 4.3-c2). The active component will
automatically come to the top, letting users combine and overlap components to fulfill different
purposes. For example, drawing circles for important information on a component can happen
using a drawing canvas component on top of any other component.

Notepad. The notepad component helps users to write down key points during their discus-
sions in the meetings (Figure 4.3-c1) (T1). To keep note-taking simple, we use the <textarea>
tag for multi-line input. The component mimics the same interaction as a notepad. However,
note-taking components do not offer any rich text editor functionalities. Users can either use the
editor to take notes linearly, similar to all other tools or use multiple note-taking components to
make a non-linear note.

Drawing Canvas. The drawing canvas component helps with both sketching and annotating
tasks (Figure 4.3-c2) (T1). The component is built using <svg> and <path> tags which results
in sharp output. The canvas is transparent so that users can easily overlap it on top of other
components to annotate and highlight information. The pen colour for each user is generated
based on their email and is unique to them, so that each user’s contribution is obvious on the
canvas (T4). Right now in our implementation, users cannot choose the colour or erase what they
draw on the canvas.

Calendar. The calendar component supports any scheduling tasks in general, such as adding,
removing, and updating events (Figure 4.3-c9). The react-big-calendar plugin [87] is the
backbone of this component which looks similar to generic calendar applications such as Google
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Calendar to avoid any learning curve, considering that users mentioned using calendar actively in
their meetings (T3, F1).

Todo List. IVA offers a to-do list component in conjunction with calendar component to
keep track of actionable (T3) in each meeting (Figure 4.3-c4). The component allows users to
add, remove, or toggle task items. Completed tasks will be faded, and the text is crossed over to
indicate the status change.

Transcripts. This component provides transcripts of the meeting session in real-time to let
users keep informed about what is happening (Figure 4.3-c7) (F3). The react-speech-recognition
plugin [9] provides real-time meeting transcripts using the Web Speech API. The process happens
on the front-end side and synchronizes on all devices. Users can easily copy and paste text from
the transcripts to their notepad components.

Video Conferencing. IVA currently supports the most used online meeting platform, Zoom,
integrated as a component on the Infinite Canvas (Figure 4.3-c7). This video conferencing
component uses the official Zoom Meeting Web SDK. It looks and behaves the same as the
Zoom client, which allows users to interact naturally with the component. Based on the results
of the formative study (Figure 4.2), the Zoom component is minimized so that users can use the
remaining space for other components.

Search and Web. Many of the participants in the formative study mentioned searching and
surfing while they were in meetings (T2, F2), and thus IVA offers search (Figure 4.3-c3) and
web (Figure 4.3-c5) components. However, they prevent any focus change, like changing tabs or
opening other windows. The search component uses the Google Search API, and results directly
come from Google. When users click on a result shown in the list, the website will open in a web
component. IVA uses the <object> tag to embed external websites into the application so that
users interact with them directly inside of it.

Component Capture. To enable users to save their work or keep information accessible and
easy to recall (T2), IVA allows users to take snapshots of any component (Figure 4.3-c8). On the
left side of some of the components: Notepad, Drawing Canvas, Video Conferencing, Search, and
Web , there is a camera button to take a capture from that component. Then, the snapshot will be
added to the canvas as an image, which is another component.

Containers. All the components in IVA are wrapped in containers upon adding them to the
canvas. The container handles all the interactions regarding moving, removing, and resizing
the component inside (Figure 4.3-c2). It also hosts helper items such as a snapshot button for
each component. The container uses the React dnd-kit plugin [21], which provides an API for
dragging & dropping components in the application. IVA uses browser events for container resize
handling.
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4.2.3 Infinite Canvas for Collaboration and Multitasking

The most prominent building block of the IVA is the infinite canvas, which hosts all the components
and enables users to expand their screen real-estate freely (Figure 4.3-B). The canvas supports
numerous of interactions such as zoom, pan, and pinch, letting users navigate their workspace
easily. It uses the react-zoom-pan-pinch plugin [86] to provide all these interactions in a
cross-platform manner. All the newly-added components will be at the center of the user’s
viewport. The components initially get arranged in a sense to prevent overlapping (T5), but users
can overlay them. Also, the components have an initial size based on their use cases. For example,
the drawing canvas is relatively larger to allow users to collaborate easily (T5). The canvas persists
all the information on it, so users can come back to what they did afterwards.

To promote collaboration and awareness (T4), users can see the mouse cursors for all active
users in a session, along with their emails by the cursors (Figure 4.3-b1). The information gets
synchronized through the web socket. The colour is unique to each user and is also used on the
drawing canvas to facilitate collaboration (T4).

The infinite canvas provides infinite space for the users, but they may get lost in the workspace.
There are three mechanisms implemented in IVA to help mitigate this problem. First, the reset
transform button brings the user back to the center of the screen (Figure 4.3-b3). Second, there
is a tiny dot in the center of the canvas, which is a simple visual cue for the users to let them
know how far they are from the center (Figure 4.3-b2). Finally, a minimap at the corner of the
screen shows all the components within and beyond the viewport, indicating how components are
positioned on the infinite canvas (Figure 4.3-b4). The same small red dot is also shown to help
them locate themselves on the canvas (Figure 4.3-b2).

4.2.4 Smart Assistant for Component Recommendations

Within our system, we designed a smart assistant using WOZ to study how an AI assistant can
work with users to facilitate their collaboration and multitasking during online meetings. The
main function of the assistant for the users is to suggest tasks based on their conversation with
unobtrusive recommendations (F1). It is always the user’s choice whether to use the recommended
components (tools and services) or not.

Assistant “Iva”

The assistant, with a person’s name Iva, is placed at the bottom left corner of the screen, to avoid
big distractions (Figure 4.3-D). Initially, a badge is displayed showing where recommendations
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can be expected from the assistant (Figure 4.3-D). During the conversation, Suggestion Islands
will appear and disappear, indicating groups of recommendations (Figure 4.3-d1). The assistant
can suggest more than one component at a time. For example, during a task of scheduling the next
meeting, typically a user opens the calendar, email, and todo list applications, in order to add the
next meeting to the calendar, inform everyone, and write down all actionable for the next meeting.

The Suggestion Islands have a blue background to grab attention, and all the suggested
components look the same as how they look in the Component Toolbar for consistency (Figure 4.3-
d1). The Suggestion Islands are temporary and only on the screen for ten seconds. This ten-
second window helps prevent having a long list of suggestions from distracting users. The blue
background can change to red or green for some of the suggested components indicating the
availability or possibility of acting using that component (Figure 4.3-d2). For example, in case of
a scheduling conflict, the suggested calendar component will have a red background indicating
that it is impossible to schedule a meeting on the discussed date. Otherwise, it will be indicated as
a green background. All in all, the assistant is designed to play a moderator’s role in meetings,
reminding people of what they have and what to do.

WOZ Administration

As mentioned earlier, the smart assistant in our system is implemented using WOZ. To provide
the “best” experience with the assistant, we consider three criteria during our design of the WOZ
interface, including: the accuracy of recommendation, immediateness of action, and easiness of
operation. To fulfill these criteria, we implemented three modules: a JSON Editor, a Component
Toolbar, and a Quick Suggestion List.

The JSON Editor helps with prefilling data (F3) into each component, which is represented as
a JSON object (Figure 4.4-B). The administrator can interact with the suggestion object directly
by attaching component data. The component data translates to what the component will show
when the user selects it. The data can vary from a simple string to complex objects to pre-load a
drawing on the Drawing Canvas.

The Component Toolbar, similar to that of the visual interface, is provided, allowing the
administrator to have a better feeling and understanding of what is being recommended to the
user (Figure 4.4-C). The difference is that the buttons have three states: inactive, active, and
selected, and the administrator can easily switch between all these three states. At a time, only
one component is active and can be edited on the JSON Editor. But multiple components can be
selected as a suggestion group. After the preparation, clicking on the send button ships all the
recommendations grouped as a Suggestion Island to the users in the meeting (F1, F2). This will
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Figure 4.4: The WOZ administrative panel user interface includes: (A) the Quick Suggestion List
to help administrator provide predefined recommendations as quick as a computer would, (B) the
JSON Editor, which lets administrators customize their suggestions and ship them with prefilled
information, (C) the Component Toolbar hosts all the components shown as buttons with three
different states: inactive, active, and selected, easily switchable, and (D) the component shown to
user after clicking on the recommendation.

also reset the states of all the buttons to inactive, so the administrator can quickly start preparing
the next batch of recommendations.

The Quick Suggestion List is designed to help quickly ship a set of predefined recommenda-
tions to users (Figure 4.4-A). This is useful for supporting studies that have certain procedures.
In execution, The administration can prepare all possible suggestions for the study and load the
recommendations beforehand to the system. The suggestions will be shipped as soon as clicking
on any of the list buttons. This feature reduces the recommendation delay to almost zero, which
makes the WOZ assistant feel the same as being driven by a computer.

46



4.3 Study II: Understanding the Effectiveness and Values of
IVA

This evaluation study aims to assess how end users interact with our virtual meeting platform,
IVA. The findings of this study reveal how practical and valuable an AI-based meeting assistant
can be to meeting attendees and whether it impacts the users’ efficiency and performance during a
remote meeting. It will also lead us to the design considerations we need to take into account in
developing virtual meeting platforms to support interactive collaboration and multitasking.

4.3.1 Experimental Design

To evaluate IVA, we designed a mockup one-to-one online meeting with our participants, using
IVA as our meeting platform, which was implemented using the Wizard-of-Oz prototyping, as a
proof of concept. To achieve our goal, we developed a virtual meeting scenario where we could
prompt all IVA’s integrated tools and services to our participants, based on the discussed topics in
different parts of the scenario. The mockup meeting involves one researcher and one participant
having a brainstorming session to solve a well-defined problem. During the meeting, one other
researcher would act as the AI assistant by listening to the conversation between two attendees, in
the background, based on our WOZ implementation. Participants were not informed of the third
researcher ( the wizard).

The topic we picked for our brainstorming session was “design a platform to support remote
presentations” ( online tutoring or conference presentations). We chose this topic as it does not
require additional background knowledge, and is simple and easy to understand. We also decided
to conduct a brainstorming session as our participants reported brainstorming as one of their
common tasks during their meetings, involving interaction, collaboration and multitasking. As
summarized in the following, the scenario consists of four main phases, each consisting of a
theme guided by several prompt questions or discussion points.

Warm Up. In the beginning of the brainstorming session with our participants, we explained
the general objective of this brainstorming session and what are the issues we wanted to solve.
We let them know that we would list the basic general features of the system [IVA: suggesting an
empty note-taking component, in case they wanted to take note of the features the researcher, was
about to list]. For all the suggestions, our participants could click on the assistant icon to fully
open the suggested component and start interacting with it, or they could ignore it for 10 seconds,
and the suggestion would disappear.

Feature Proposal. We then proposed and explained the three primary features necessary
in an online presentation system [IVA: suggesting a note-taking component containing a list of
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features explained to the participant in real time]. These three criteria were 1) there are one to
three presenters, and they should be able to present at the same time (e.g., co-presentation at a
conference), 2) There is a group of audience (maximum of 50 individuals), and 3) there should be
a communication channel between presenters and the audience. We picked these criteria as we
wanted them to be simple and high-level so our participants could propose their questions and
ideas through interactive communication with the researcher. In the next step, our participants
were asked to list five essential features they wanted to see in such a system [IVE: proposing an
empty note-taking component so they can list the features and share their ideas]. Throughout the
experiment, we made sure that there was an interaction between the researcher and the participant
discussing participants’ suggestions.

Interface Design. As a follow-up, we asked our participants to describe the system’s user
interface, considering the proposed features discussed in the previous step [IVA: prompting an
empty drawing component and the note-taking component containing the list of features discussed
in the previous step as a reminder]. For more inspiration and to see how the users use the search
component, we named one other similar existing platform, Axure, so our participants could use
the search component to check the features and UI [IVA: suggesting a search component. By
clicking on the suggestion, participants could see the result of a google search]

Wrap up. To see how our participants use IVA’s calendar component, we informed our
participants that we needed to finalize the design on another specific day, in the following week, at
a particular time [IVA: shows that the date and time are unavailable, it also suggests the calendar
component for further details if needed]. To check their availability, our participants could check
IVA’s prompt at the bottom of the screen or directly open and check the integrated calendar
component. We also assigned them five tasks they needed to finish before the next meeting [IVA:
prompting a task component with all the assigned tasks in real time]

Although the scenario was made to ensure we could suggest all the designed components of
IVA to our participants, to explore how the users would utilize these tools, we let them know that
it was fine if they wanted to skip using the suggested prompts from IVA (e.g., memorizing items
and describing the ideas orally as opposed to using the note-taking and drawing tools). To see
how false activation may affect the users and make the experiment more realistic, we randomly
prompted one of the tools every 8 minutes.

4.3.2 Participants

For this experiment, twelve new participants were recruited, from a local university campus from
various fields (3 females and 9 males; average age 25.1, 2.3). Similar to the first interview, we
ensured our participants were familiar with virtual meetings (at least three weekly meetings for
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Figure 4.5: The final canvases after two of the studies. Each color represents one type of
component used on the canvas, and some components are used several times.

the past four weeks). The entire experiment took 45 minutes, and participants were compensated
with a $15 gift card for their time.

4.3.3 Procedure

To explain the experiment’s objectives and instructions, we first set up a virtual meeting with
our participants using the Zoom platform. After reading and signing the consent form by our
participant, a link to our virtual meeting platform was provided to the participants. One of the
researchers spent approximately ten minutes introducing our virtual meeting platform and showing
how the intelligent assistant can automatically provide the tools and services designed in our
system based on the discussion between the two sides of the meeting. When we ensured our
participants knew how to use the system, we started the brainstorming session following the
scenario explained earlier. At the end of the experiment, we asked our participants to fill out a
questionnaire to assess the effectiveness and usefulness and conducted a semi-structured interview
to explore how participants used the tools and services of the system. (Table 4.2) shows the details
of these questions.

4.3.4 Results

In this section, we report the results of the second experiment broken down into the following
themes. Overall, the results of our study show that IVA could be a suitable alternative to current
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1 2 3 4 5

Q1:Use system frequently

2 9 1

1 2 3 4 5

Q6:Inconsistent system

8 4

1 2 3 4 5

Q11:Find features quickly

6 6

1 2 3 4 5

Q2:System is complex

9 1 1 1

1 2 3 4 5

Q7:Easy to learn

1 2 3 6

1 2 3 4 5

Q12:Infinite canvas is useful

2 1 4 5

1 2 3 4 5

Q3:Easy to use system

8 4

1 2 3 4 5

Q8:System is cumbersome/awkward

9 2 1

1 2 3 4 5

Q13:Suggested tools are useful

1 1 4 6

1 2 3 4 5

Q4:Support of tech person needed

6 4 1 1

1 2 3 4 5

Q9:Felt confident using the system

1 2 3 6

1 2 3 4 5

Q5:Find system functions easily

2 5 5

1 2 3 4 5

Q10:Need to learn before start

10 2

Median IQR IVA

Figure 4.6: Participants’ questionnaire ratings on a 5-point Likert scale (1 = “strongly disagree”
and 5 = “strongly agree”).

virtual meeting platforms by automating some of the common tasks people perform during their
meetings. As shown in (Figure 4.6), for Q1 regarding the willingness to use the system, the
median was 4, with only two participants with a minimum score of 3 (neutral), indicating our
participants see themselves using IVA as their daily virtual meeting platform. In general, the
answers to the usability-related questions show that our platform was not complex (Q2, 1), was
easy to use (Q3, 4) and easy to learn (Q7, 4). In the following sections, we will report the results
focusing on specific features of IVA.

Collaboration and Multitasking

Participants’ responses show that the infinite canvas can support collaborative tasks and mul-
titasking (Q12, 4). The floating adjustable windows for components played a significant role
in facilitating multitasking and collaboration. Many participants commented on the dynamic
location of tools on the platform as an advantage, as all the users’ required tools are located beside
each other, integrated into the infinite canvas, which makes the transition between tools faster
and easier with less distraction. For example, P8 mentioned, I could easily search inside the
meeting which I preferred rather than searching on my browser changing my focus. P6 and P11
also mentioned Current tools including Zoom would not allow for a smooth transition between
applications during a meeting and It would reduce the time of meeting spent outside of the virtual
meeting for searching and collaborative editing. These comments show how presenting and
arranging multiple tools can improve the efficiency and performance of the users. P5 and P12
confirmed this by saying, having all the components being accessible at once is very nice, and
there is no need to jump through several windows to search for something during meetings!

Although we designed a simple algorithm to arrange the floating windows, to ensure there is
no overlap between them, one of the participants re-arranged the suggested layout as they needed
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more space for the search component. However, this shows that our system is a customizable
tool which can be personalized based on the user’s preference. In addition, P5 mentioned that a
fixed location for each system component would be more accessible for the user to locate these
components the arrangement of components gets challenging as their number increases.

The screen-sharing components of existing virtual meeting platforms are not designed to
support collaborative tasks. In many of these commercial platforms (e.g., Zoom or MS Teams), it
is very common that one person is responsible for sharing the screen and working on the document
while discussing with other attendees. P7 addressed by the problem with screen-share is that only
one person can make changes, and sharing docs is distracting as you need to work on two separate
platforms. However, there are cases where screen sharing is necessary. For instance, if the user
wants to show how an application or code works on their computer, for instance, P10 mentioned
sharing screen might still be a good idea if you want to show a picture or system behaviour.

Integrated Tools and Services

All participants found IVA’s suggested tools and services helpful and related to what they needed
during the virtual meeting (Q13, 4.5). The integrated note-taking component was the most used in
the meetings. Out of 48 prompts for the note-taking component, by the meeting assistant, across
all participants, 43 of them were directly used by our participants. Among all the note-taking
suggestions, 24 had some pre-defined text suggested to the users (items and features discussed
with the participants explained in the scenario section). Our participants found the proposed
text valuable and relevant, making the note-taking process easier and faster. In this regard, P8
mentioned, It was faster to take notes as the assistant suggested relevant notes several times.

The integrated search feature was the second most helpful component of the infinite canvas.
Our participants liked the idea of suggesting a google search and showing the result when there is
a discussion they need further information to engage with other attendees.

Although we dedicated a tiny portion of the display to the assistant, to minimize the distraction
with the users during the meeting, some participants suggested more noticeable prompts from the
assistant. For instance, P1 suggested making a bigger popup, make the assistant button bigger
to increase its visibility indicating that the assistant prompt should be noticeable and glanceable.
However, only one of the participants reported that they were distracted a few times during the
meeting session, especially when they were typing to take notes I was surprised by how good it
works, but it was distracting for me while I was taking notes.

One of the features not addressed by participants in the formative study and found useful in
this study was the save option, the capability to screenshot all the components on canvas (including
note-taking, drawing, calendar, and tasks components). P5 mentioned, the fact that I could have
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various canvases and take screenshots to save them was cool. This feature could be utilized as
the summary of the meeting for the next follow-up meetings or as a report of what was discussed
in the meeting. P1 addressed this by saying, It [Saving option] can keep a record of everything
which sometimes I personally forget to write down.

The transcript feature of the platform was not used during our sessions with the participants;
however, the users suggested potential use cases for the transcript component. Some participants
suggested that the transcript can be used for people who joined the meeting later to keep track
of what happened in the meeting before they joined the meeting; P2 addressed The transcript
option helps participants keep track of the session. In addition, the users can take advantage of the
co-existing live transcript along with the note-taking feature to take note of critical points of the
conversions in the meeting. For example, exporting part of the transcript into the notes.

Intelligent Assistant

The assistant was the most used component of the entire system. All participants found it a
valuable and practical tool to mitigate the existing concerns with commercial meeting platforms.
P3 addressed this by It’s very useful! When you talk about a calendar, a web search, a drawing,
etc., it suggests you the required component automatically.

The intelligent assistant was also helpful in simplifying many of the functionalities of virtual
meeting platforms. Five participants addressed that they felt the assistant simplified many of the
tasks for them and reduced the complexity of the platform by performing the tasks and services
automatically, causing them to pay attention to the meeting rather than configuring tools and
configurations during the meeting. P4 commented They [existing commercial virtual meeting
platforms] are so complicated with too many features that make me confused. This one is light
and more user-friendly, and P12 mentioned, My current virtual platform is more complicated to
use!

Two participants provided suggestions for further potential improvement in IVA. In general,
they asked for more advanced automated services that could facilitate performing various tasks
without direct interaction with the users (e.g., the AI shows if the user is available on a specific
day and time without opening the calendar) P5 commented It was nice, but it was just a shortcut
(except for the calendar). So, maybe if it was a bit more advanced I would like it more. However,
our participants addressed that IVA was beneficial just to remind them of the tools and services of
the system that could be potentially useful for them. I forgot that there is a feature for a matter,
but the assistant suggested it anyway, was explained by P10. A similar point was also addressed
by our participants in the formative study. Many participants pointed out that the assistant could

52



be used as a reminder about the features they can use during the meeting (e.g., recording the
meeting).

Privacy

Six of our participants did not have any privacy concerns with IVA. However, some participants
had concerns about sharing their calendars and private events with others using the calendar
component. P5 mentioned, I might prefer it [calendar] not be visible to everyone in the meeting as
there might be some private events on my calendar. One of the participants, p8, proposed adding
a new feature to IVA so that the user could configure their tools (e.g., notes, drawings, and/or
calendars) in a private space, without fully or partially sharing them with others. In this regard, P4
mentioned, Makes some privacy for the users to write down their own notes without revealing
to other people. In addition, P2 commented, I always google things during meetings but if other
people aren’t able to see that I would be happier.

Confirming the results we collected from the interview session, many participants were worried
about the location of collected data, whether it was collected and processed on the local machine
or a cloud server. Almost all participants were fine with the data collected and processed on their
local computers.

Comparing with Existing Virtual Meeting Platforms

Eleven out of twelve participants preferred our virtual meeting platform over current tools. A
significant portion of the participants liked the idea of integrating tools such as note-taking,
drawing, search and calendar with virtual meeting platforms. P2 commented, The current system
is by far more useful platform that I’m using these days due to having integrated features such as
integrated writing, task management, and search feature.

Eight participants found more interactivity in IVA, compared to their current tools, the system
is definitely more interactive, as mentioned by P9. One of the main reasons IVA supports
collaborative interaction between users is the integration of sharing and using various tools across
attendees, working together to achieve their goals. They also mentioned that there is no need to
switch their entire attention from their meeting to other tools for collaboration or multitasking
(e.g., using multiple monitors or minimizing/maximizing applications during meetings). All the
tools could be available and present simultaneously beside each other, resulting in minimum
distraction. In this regard, P4 mentioned, [In current platforms] you have to swipe between apps
and click on them to choose, but in your platform everything is ready to use by dragging.
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4.4 Discussion

The feedback collected from our participants shows that IVA, our virtual meeting platform with an
embedded intelligent assistant, has the potential to become an alternative to current commercial
remote meeting platforms, supporting interactive collaboration and multitasking during an online
meeting.

4.4.1 Overall Findings

Part of the participants’ feedback was about the low-level details of the implementation of IVA’s
components. For instance, although we provided some basic editing options in the note-taking
component, three participants asked to see more advanced text customization options. In a similar
comment, two participants suggested predefined basic shapes in the drawing component. In
addition, we received a few comments about the actual integration of our system with their
personal calendar. Although these minor improvements that could make our prototype as close as
possible to the final product and more realistic, we did not add these details to our system in the
first place, to make the system easy to use, understand and practice for the experiment. However,
we implemented all essential tools and services for each of the components of IVA for the sake of
the experiment’s simplicity.

Although some of our participants did not have any privacy concerns with IVA, it was the
main concern of many participants in this experiment. However almost all of the participants
were fine if they knew the data was collected and processed on their local computer. In general,
from participants’ comments we can come to the conclusion that there are potential benefits and
advantages of using IVA, as a virtual meeting platform, to perform collaborative, and interactive
tasks. As multi tasking is common during virtual meetings [14, 66], confirmed by the result of the
formative study, our platform were designed to support multitasking during an online meeting.
The infinite canvas feature was designed in our platform to provide a dynamic space to our users
so they could use multiple system integrated tools at the same time without being disconnected
from the meeting. Our evaluation showed that participants used the infinite canvas to work with
multiple components of the system (e.g., task management, and calendar components).

The first interview revealed that note-taking, searching, drawing, task-management, and
calendar are among the common tools users need during their meetings. The collected data from
this interview also showed many use cases of an AI-based assistant that can help the users using
these tools in a more productive and efficient way. Therefore we integrated these tools into IVA,
based on participants’ comments from the interview session. Tested by our participants, the
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integration of tools with the infinite canvas was the most helpful component of our system to
support multitasking and simultaneous collaboration.

Privacy was a major concern of our participants in both studies. Many of participants men-
tioned that the privacy could be an issues depending on the meeting topic as well as other attendees.
Some of the participants did not want to use assistant during their personal meetings. However,
almost all of the participants in both experiments were fine with having the intelligent assis-
tant listening to their conversions beyond personal meetings (e.g., work- or education-related
meetings).

4.4.2 Take Away Lessons

Based on the result of our studies, we propose the following key take aways:

• Multitasking and collaboration are very common in online meetings. Switching the attention
between the meeting platform and other applications results in users’ distraction from
the meeting. It would be advantageous to design virtual meeting platforms to support
collaboration and multitasking, with minimal user distraction.

• Many of the tasks users perform during online meetings can be done automatically without
requiring users’ attention, meaning less distraction.

• An AI-based assistant integrated with the virtual meeting platform can be designed to
automate users’ tasks, enhancing users’ performance and efficiency.

• Privacy is a concern, especially in personal meetings, but people will accept the trade-off if
a system provides adequate value and control. Besides, running all the process that deals
with sensitive data locally can help address privacy concerns.

4.4.3 Limitations and Future Work

We implemented all the essential tools and services addressed by our participants in the formative
study. However, a number of subtle tools were not added to the system to prevent adding
unnecessary complexity and making it hard and time consuming process to learn for the evaluation
experiment. For instance, adding more editing tools in the text editor component or predefined
shapes in the drawing component were asked from our participants in the second experiment.
However, as the main focus of our experiment was to see if such system, as whole, can be
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beneficial in users workflow using virtual meetings, such detailed customization was not added to
IVA.

The other limitation of our experiment was using the Wizard-of-Oz methodology to test and
evaluate our system. Although implementing the whole system using different computer science
techniques, for instance natural language processing and text analysing, could be closer to our
primary goal, which is fully functional autonomous intelligent assistant, this was not necessary
for two reasons. The first reason is that our participants did not know we were using WOZ
implementation in our virtual meeting platform. So they though the suggested suggestions by the
assistant were proposed by an actual AI. Implementing IVA with real AI and more customization
capabilities will be our future work.

Although, in the formative study, most of our participants reported that they have meetings
with more than two persons in their virtual meetings, we decided to evaluate our system with only
two persons in our mock-up meeting. Having more than one participant means less control over
the experimental design and scenario, which can be translated to more complexity. Hence, we
decided to pick only one participant per meeting to evaluate our system. Also, To ensure a smooth
and controlled meeting, we needed a researcher present, especially since the study and session
were conducted online. Having the researcher join the online meeting was the best solution
considering that participants could not join two meetings simultaneously. However, the scenario
for the evaluation study was a highly collaborative interactive scenario between the participant
and the researcher, which introduces biases for sure.
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Table 4.1: Formative study interview questions.
Part 1

Q1: How do your online meetings look like?
Q2: What are the main objectives of your meetings? (e.g., manager/employee talking about a project,
student/supervisor talking about a research paper, etc.)
Q3: How many meetings have you had in the previous week?
Q4: How many of these meetings are scheduled meetings?
Q5: What proportion of your meetings is one-to-one, and how many attendees attend the group meetings?

Part 2

Q6: Do you take notes or draw (of any form - physical or digital) during virtual meetings?
Q6.1: What are the tools you use to take notes (and/or draw)?
Q6.2: What triggers you to take notes (and/or draw)?
Q6.3: Could you explain at least two scenarios?

Q7: What other tools are you using during online meetings? (e.g., browser, calendar, task management
application, presentation, PDF, etc.)

Q7.1: Could you explain some examples for each tool?
Q7.2 What triggers you to take notes (and/or What triggers you to use these tools?

Q8: Do you multitask in your meetings? (if yes, at least two scenarios)
Q8.1: What are the tools and how you arrange these tools while multitasking?
Q8.2: Assume you have the online meeting, note taking, drawing applications and browser. How would

you arrange these windows on one display? Why?
Q9: What proportion of your meetings are collaborative meetings?

Q9.1: How do you communicate with your collaborators in your online meetings?
Q9.2: What are the tools you are using for collaboration.

Part 3

Q10: What are your current problems and concerns with existing online meeting platforms?
Q11: How a smart assistant can help you resolve your concerns during virtual meetings? (at least five
different examples)
Q12: What are the tasks and services a smart assistant can do automatically? (at least five examples)
Q13: How would you want to trigger this assistant? (at least five examples)

Q13.1: Actively listening to the content of the meeting and proposing suggestions automatically?
Q13.2: Using button or wake word to trigger the assistant?
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Table 4.2: Evaluation study questionnaire and interview questions.

Likert Scale Questions

Q1: I think that I would like to use this system
frequently.
Q2: I found the system unnecessarily complex.
Q3: I thought the system was easy to use.
Q4: I think that I would need the support of a
technical person to be able to use this system.
Q5: I found the various functions in this system
were well integrated.
Q6: I thought there was too much inconsistency
in this system.
Q7: I would imagine that most people would
learn to use this system very quickly.
Q8: I found the system very cumber-
some/awkward to use.
Q9: I felt very confident using the system.
Q10: I needed to learn a lot of things before I
could get going with this system.
Q11: I could find the features that I was looking
for quickly in the interface.
Q12: I found the infinite canvas useful during
the meeting.
Q13: I found suggested tools useful during the
meeting.

Interview Questions

Q14: What are the pros and cons of IVA?
Q15: How would you improve IVA?
Q16: How IVA can help you in your virtual
meetings?
Q17: Explain if you have privacy concerns.
Q18: Which one of the features of the system
do you think would be the most useful feature
for you? why?
Q19: How would you compare our System with
your current virtual meeting platform?
Q20: Did you use the suggested tools from the
assistant? How would you describe your experi-
ence with the assistant?
Q21: Did you find the suggestions from the assis-
tant disturbing? If yes, how would you improve
it? If no, please elaborate on the experience.
Q22: How would you compare our system with
your current virtual meeting platform in terms
of multi-tasking and collaboration?
Q23: How would you compare your perfor-
mance and efficiency compared to existing on-
line meeting platforms?
Q24: How did you find our system distracting
compared to doing
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Chapter 5

Conclusion

Informed by the literature and a formative study with UX experts, we designed a visual analytics
tool, CoUX, to support UX practitioners in both independently analyzing a usability test video and
collaborating. CoUX extracts acoustic, textual, and visual features from think-aloud videos using
machine learning and includes a chatbox-like interface for problem annotation and discussion,
among others. We conducted an exploratory user study with six pairs of UX practitioners
in collaborative video analysis tasks. The results show that CoUX helped them improve the
completeness and reliability of their analyses. The results also show that different features allowed
them to spot problems they might otherwise have neglected and to have focused conversations to
seek clarification from and respond to their partners. In sum, our work has taken the first step to
create an integrated environment to support the analysis and collaboration of usability test videos
among UX practitioners and highlighted further research directions.

For the second system to better support collaboration in meetings, we presented IVA, an
intelligent assistant designed for virtual meetings that can automatically suggest tools and services
during an online meeting, to enhance the efficiency and performance of the meeting attendees. We
first conducted an exploratory formative study to learn users’ practices and challenges in online
meetings. The results reveal that users struggle with multitasking and collaboration while they
are in the meeting switching their focus between different independent applications. The results
also allow us to identify users’ tasks, which could be done automatically (fully or partially) by
an intelligent assistant during remote meetings. We thus considered how an AI-based assistant
could improve users’ performance and efficiency and designed IVA. Moreover, our second study
evaluated IVA using a WOZ implementation. The results show that our participants found the
suggested tools and services relevant, useful, easy-to-use, and time-saving by preventing the users
from spending too much time outside the meeting and performing various tasks using different
tools.
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