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Abstract 

 

Terahertz (THz) quantum cascade laser (QCL) is the most promising THz light 

source for the next-generation THz technologies of imaging, spectroscopy, and wireless 

communication. However, room-temperature operation of THz QCLs, which is necessary for 

these applications, has yet been demonstrated, and the record value of the highest operation 

temperature of THz QCLs remains 250K. Thus, this issue has been tackled theoretically and 

experimentally by many researchers and institutions around the world nowadays. In this 

thesis, three theoretical research topics related to device design guideline for high-

performance devices are presented. (1) development of fast and accurate device simulator, 

(2) investigation of the influence of impurity doping on device performance, and (3) 

investigation of the influence of barrier height on device performance. 

 First, a fast and accurate device simulator is developed based on a rate equation 

model introduced by Razavipour. This development implements speed-up of the calculation 

of electron-electron scattering rate, careful selection of a screening effect model, introduction 

of theoretical models of pure dephasing time, optical linewidth, and a leakage current. In 

calculation, the developed device simulator can reproduce the device characteristics of 

previously published devices accurately, and the simulated highest operation temperature of 

previously published devices are reasonable compared to the experimental values. 

 Second, the influence of ionized impurities on device performance is investigated 

based on a two-well resonant-phonon THz QCL designed by Khalatpour et al. Seven doping 

conditions determined by doping positions and distributions and an undoped condition are 
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simulated over a range of sheet doping density from 1.0×1010 to 1.0×1012cm-2 for a single 

module. By this simulation, optical linewidth is found to be small in the undoped condition 

due to absence of ionized-impurity scattering, resulting in the highest optical gain among all 

doping patterns. Among doped conditions, wide doping in a phonon-well shows the highest 

optical gain, and this is attributed to mitigation of band-bending effect. Based on these results, 

a modulation doping scheme is proposed. 

 Lastly, the influence of barrier height on device performance of two-well resonant-

phonon THz QCLs is investigated through two steps of research, and a series of 

comprehensive research discovers a new device design concept featured by a thick radiation 

barrier which is around 40Å (Type-B). Furthermore, around 15% of Al-composition is found 

to provide the optimal barrier height conditions for two-well resonant-phonon structures 

under both the conventional design (Type-A) and Type-B concepts in device structure 

exploration. The reason for this feature is clarified by careful analysis of calculation data, and 

the optimal conditions are found to happen by complex behavior of componential parameters 

of optical gain, which varys with barrier height.   
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When life seems hard, the courageous do not lie down and accept defeat; 

instead, they are all the more determined to struggle for a better future. 
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Chapter 1  Introduction                        
 
 

1.1 Background 

 

The goal of this study — room-temperature operation of terahertz (THz) quantum 

cascade lasers (QCLs) — is one of the many research topics in development of terahertz light 

sources and advancement of quantum optoelectronics. To clarify the position of this work in 

such a large stream of research and development, the backgrounds behind this work in our 

society and technical fields of electromagnetic (EM) waves will be briefly introduced in this 

section. Following that, previous studies, fundamental physics, and device driving 

mechanisms of general QCLs are presented in Section 1.2. Based on previous THz QCL 

research, a two-well resonant-phonon device is selected as a base device structure for the 

works in Chapter 3~5. In Section 1.3, the progress of THz research and technical issues 

required to be resolved for room-temperature operation are described. Finally, the outline of 

this thesis is explained in Section 1.4 with objectives and summaries of each chapter. 

 

 

1.1.1 Electromagnetic Wave and Our Society 
 

 It is no exaggeration that our society has been advanced by development of the EM 

wave technologies. The EM wave was theoretically proposed by Maxwell in 1864 and 

demonstrated by Hertz in 1888. After that, during approximately 130 years – when the human 
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society experienced rapid industrialization and two World Wars – academic fields of optics, 

electromagnetics, and quantum physics established the EM wave theories independently or 

mutually. Simultaneously, applied techniques were developed and commercialized in 

industry. Thanks to profits of such technological advancement, our life has become 

drastically enriched [1, 2]. 

 Even though ‘the EM wave technique’ often means the information-and-

communication technologies nowadays, this technology basically includes many kinds of 

electrical and/or optical products exploiting unique features of the EM waves to frequency 

or wavelength. On the one hand, for example, radio wave whose frequency is relatively low 

is advantageous for long-distance communication such as cell phones, TVs, radios, and so 

on because radio wave is less likely absorbed by the atmosphere (especially water vapor), 

and it is able to propagate diffractively even with obstacles. On the other hand, light wave 

whose frequency is high is not suitable for long-distance communication because it is 

attenuated by vapor and cannot divert obstacles. Despite such drawbacks, light has an 

advantage in sending a large amount of data rapidly in direct-and-short-distance 

communication. Rather high energy of light is also used for natural or industrial chemical 

reaction, infrared heaters, and ultraviolet disinfection systems. Furthermore, medical and 

security inspections exploits the X-rays or Γ-rays that can penetrate most substances due to 

high energy. 

 As described in Figure 1.1, around 100GHz to 10THz of the EM field frequency is 

called THz wave/light (GHz = 109Hz, and THz = 1012Hz). THz light has been known well to 

have unique characteristics which are different from radio waves or light, and THz 



 3 

applications such as transmissive imaging, spectroscopy, and wireless communication 

techniques has been expected to benefit many technical fields for advancement [3-8]. 

However, THz technologies has yet been prevailed in our society currently because of 

developmental delay of THz emission or detection devices. Therefore, THz light and the 

frequency range of it are also called ‘unexplored EM wave’ and ‘THz gap’, respectively [9]. 

The characteristics of THz light and THz applications will be introduced in the next 

subsection. 

  

 

 

Figure. 1.1 Electromagnetic wave and applications in our society. All pictures are 
downloaded from web sites for free images or taken by the author.   
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1.1.2 Terahertz Applications 
 

THz technologies have been expected to apply to transmissive imaging, 

spectroscopy, and wireless communication. Currently, these techniques using microwave or 

infrared light have already been prevailed in wide technical fields: arts, medical and 

pharmaceutical research, biotechnology, industry, architecture, agriculture, food, 

environment, communication and information, security/safety, space development, military 

defense, fundamental science, and engineering. Introduction of terahertz technologies is 

expected to evolve these existing techniques and enable more advanced development or a 

variety of inspection [3-39]. Not only these three THz applications but also other reported 

examples will be introduced in this subsection, and fundamental characteristics of THz light 

will also be explained together. 

First of all, THz transmissive imaging will be introduced [10-15]. One of the unique 

characteristics of THz light is permeability to substances. As a natural feature, THz light can 

penetrate non-metal materials such as fabric, leather, wood, plastic, ceramics, and so on but 

is reflected by metal. So, THz transmissive imaging is suitable for non-contact and non-

destructive inspection. For example, metal weapons concealed in leather or fabric bags, metal 

contamination in manufactured food, and electrical circuit in a plastic card [10, 11, 13, 15]. 

Even though such inspection is available even with the X-ray, the advantage of using THz 

light is safety for human body (non-invasiveness) because the energy of THz light is lower 

than the one of the X-ray. In addition, THz transmissive imaging is superior to the one using 

microwave in terms of spatial resolution. This is because spatial resolution is proportional to 

wavelength of light sources [9, 12]. Considering that special resolution of THz imaging is 
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around ten μm-order, we cannot use it for inspecting nano structures, but things in mm-order 

can be inspected with high quality by it. One of the demerits of THz light, easily absorbed 

by water vapor, turns to be an advantage for crop inspection in agriculture [9]. Non-

destructive inspection of cultural assets such as paintings was also reported [14]. 

 

 

 
Figure. 1.2 THz transmissive imaging examples. (a) A railway payment card [13]. (b) A dried 
shrimp [10]. (c) A leather suitcase including a knife and pens [15]. (d) A shoe [15]. (e) A 
stainless-steel plate (upper figures) and a rubber band, a plastic button, a clip, and a cutter 
knife blade in envelopes (bottom figures) [12].   

(a) (b) (c)

(d) (e)
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 THz spectroscopy is another important THz technology. Spectroscopy is a technique 

to measure unique optical responses of substances such as emission or absorption, and 

spectrum analysis assists to identify molecular structures because spectra reflect intra-

molecular and/or inter-molecular vibration. Currently, Fourier transform infrared 

spectroscopy (FT-IR), a prevailing technique using infrared light, has contributed to scientific 

or engineering research. However, identification of complicated molecular structures is 

difficult for FT-IR because the FT-IR spectra comes from chemical bonds amongst rather 

light chemical functional groups. On the other hand, a single THz spectrum can identify 

molecules solely, thus THz spectrum is called ‘fingerprint spectrum’ [16]. THz spectroscopy 

can be a powerful tool especially for organic molecule inspection because FT-IR cannot reach 

the THz frequency region where many organic molecules have absorption peaks. 

Furthermore, spectroscopic images, two-dimensional spatial plots of spectrum intensities for 

a specific frequency, are also available to recognize spatial distribution of substances [16]. 

 Such strength of THz spectroscopy is suitable for inspection of many kinds of 

materials such as explosives, inflammables, medicine, saccharides, and so on [17-23]. It is 

also a merit that THz spectroscopy is able to evaluate wrapped targets by paper of plastic in 

non-destructive and non-contact inspections [19, 23]. Furthermore, THz spectroscopy can 

also detect subtle difference in molecular structures. For example, distinguishment of the 

difference in spectra between anhydrate and hydrate of trehalose has been reported [16]. In 

clinical research, detection of cancer or malignant tumors by THz spectroscopy have been 

reported, and application of it has been expected [24-27]. Inspection by THz spectroscopy is 

also useful in food mass manufacturing [28]. 
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Figure. 1.3 THz spectroscopy examples. (a) A spectrum from an explosive (tri-nitro toluene) 
[17]. (b) A spectrum from inflammable liquids [23]. (c) A spectrum from saccharides [20]. 
(d) MDMA (left), aspirin (center), and methamphetamine (right) [19]. (e) Cancer tissues [24]. 
(f) Porcine tissues. An optical image (up-left) and a spectroscopic image (bottom-right) [28].   

(a) (b) (c)

(d)

(e) (f)
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 The third anticipating terahertz technology is terahertz wireless communication. 

Even though telecommunication is imperative in our society, spectrum crunch – scarcity of 

the available EM frequency ranges for wireless communication – is an apprehensive social 

issue due to current drastic increase of mobile terminals [29-31]. To resolve this issue, 

application of THz light to wireless communication is proposed as well as frequency sharing 

and efficient frequency allowance [32]. One of the reasons why THz light was not applied to 

wireless communication is developmental delay of THz light sources or detectors. In addition, 

atmospheric absorption is also a critical issue for it. Permittivity of the EM wave to 

atmosphere is unique depending on the EM wave frequency, and certain ranges of the EM 

waves: visible light, near-infrared light, and parts of radio waves are less likely absorbed by 

the atmosphere, but THz light is more likely absorbed (Atmospheric window [33]). Therefore, 

realization of THz telecommunications is challenging. 

 

 

 
Figure. 1.4 Atmospheric window [33]. 
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 Having said that, rapid and large-volume data transferability of THz light is 

attractive for wireless communication. (In accordance with the Shannon-Hartley theorem.) 

In particular, high attenuation of THz light in atmosphere is considered to be suitable for 

localized and secret communication. To exploit such advantages, applied research of THz 

wireless communication for rather short-distance communication (shorter than 10m) have 

been developed [32]. In research for THz wireless communication, transfer frequency up to 

around 700GHz and data rate surpassing 200Gbit/s have been demonstrated [32, 34, 35], and 

some applications of THz communications have also been proposed: very short-distance 

communication between IC chips or printed wiring boards, short-distance communication 

for synchronism of the cloud service with mobile contents, inter-server communication in 

data centers, and indoor non-compression and high-quality video distribution [31]. 

Furthermore, THz long-distance wireless communication is available in the extraterrestrial 

space due to absence of the atmosphere. Where, down-sizing of antenna is also available [32]. 

 

 

 
Figure. 1.5 Conceptual illustration of future networks with THz link in the space [32]. 
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 Lastly, other THz techniques except for transmissive imaging, spectroscopy, and 

wireless communications are briefly introduced. One of the THz sensing examples is defect 

detection of gallium nitride substrates by observation of a yellow band in photoluminescence 

which bases lattice defects in substrates and has a spectrum over THz frequency range [36]. 

Detection of electrical failure in integrated circuits (ICs) is also proposed by using the laser 

terahertz emission microscope (LTEM) as described in Figure 1.6(a). In this method, change 

of THz light amplitudes due to local electrical field is detected, and even very small structures 

of circuits can be observed without contact [37]. Furthermore, chemical structure 

deformation of materials by THz light is rather new and intriguing topics. Phase transition of 

vanadium dioxide from insulator to metal is reported, and conformational change of one type 

of polymers, poly(3-hydroxybutylate), is also demonstrated without chemical compositional 

change as depicted in Figure 1.6 (b) [38, 39]. These new features are anticipated to connect 

development of new functional materials. 

 

 

 

Figure. 1.6 (a) THz emission from an LSI 8-bit microprocessor (red and blue indicate positive 
and negative amplitudes of THz light) [37]. (b) Transmission microscope images of a 
polymer. (b-1) without THz irradiation, (b-2) with THz irradiation [39].  

(a) (b-1) (b-2)
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1.1.3 Terahertz Light Sources 

 

 As mentioned in the previous subsection, THz light has high anticipation to bring 

much benefit to many scientific and engineering fields due to its unique characteristics. 

However, development of THz light sources is a prolonged challenge, and a variety of 

methods for THz light generation have been attempted. Those methods fall into three 

categories: optical generation, solid-state devices, and lasers. [5, 40] 

 Due to directional propagation, terahertz light can be dealt with in optical 

measurement systems. Optical generation utilizes such characteristics of THz light. In the 

optical generation, two types of methods are known well. The one is optical parametric 

generation. In this method, excited laser light (e.g. generated by YAG laser) is radiated into 

the third-order nonlinear crystals and interacts with the dispersion and absorption of TO-

phonon in the crystals, resulting in idler light and THz light, so that the energy conservation 

and momentum conservation laws are restored. The second-order materials are also used for 

difference-frequency generation (DFG) and four-wave-mixing. [41, 42] Another method is 

multiple photo-mixing, in which an optical beat composed of two componential frequencies 

is received by a photo-conductive antenna and is converted to electrical signal. So, when this 

frequency difference is designed to be THz frequency, THz signals can be obtained. These 

optical methods are applicable to a wide frequency range and can generate rather strong THz 

light depending on the intensity of the excited light. However, low power efficiency due to 

frequency conversion and bulky systems are bottlenecked [43]. 

 Solid state devices can also generate THz signals which is dealt with as the EM 



 12 

waves. Depending on photo-generation phenomena, many types of devices have been 

proposed so far. For instance, uni-travelling-carrier photodiodes (UTC-PDs) generate THz 

signals from input optical beats by photodiodes instead of antennas in optical generation 

[44,45]. Other electrical devices, Gunn diodes [46-48], tunnel injection transit time diodes 

(TUNNETs) [49, 50], impact ionization avalanche transit-time diodes (IMPATTs) [51], and 

resonant tunneling diodes (RTDs) [52, 53], commonly utilize the negative differential 

resistance (NDR) to generate THz waves. In terms of fabrication of these devices, 

conventional semiconductor device processes or facilities are available, so these devices are 

suitable for inexpensive mass production. However, operative frequency range of these 

devices are from about 100Hz to 300GHz, and the output power easily dwindles when the 

oscillation frequency gets close to the THz range as shown in Figure 1.7. 

 Lastly, some sorts of semiconductor lasers have also demonstrated THz radiation. 

p-type germanium (p-Ge) lasers can generate THz light from hole transitions amongst 

valence bands, and high output power has been reported although very low temperature 

(~20K) and strong magnetic field are necessary for operation [54, 55]. On the other hand, 

another applicant device, quantum cascade lasers (QCLs), utilize electrons transition 

amongst subbands in a conduction band for lasing. Details of QCLs will be explained in the 

next section. 

 As described above, many THz light sources have been demonstrated and improved 

to fulfill THz gap. However, all types of devices have pros and cons for THz applications and 

also have not satisfied enough level of requirements: high output power, high efficiency, 

compactness, room-temperature operation, wavelength tunability, narrow spectra, 
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inexpensiveness, needlessness of magnetic field, and so on [56]. Amongst these devices, THz 

QCL, that satisfies most requirements except for room-temperature operation due to its 

principle, have thought to be the most prospective THz light source and have attracted a great 

attention. 

 

 

 

Figure. 1.7 THz-emission power and frequency of reported THz light sources [53]  
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1.2 Quantum Cascade Laser 

 

 The main research topic in this study, Terahertz (THz) quantum cascade laser (QCL), 

is one type of QCL devices, and most driving mechanisms and device structures are common 

to other QCL devices. Before explanation about THz QCLs in Section 1.3, fundamentals of 

QCL devices: classification, history, main carrier transports, device structures, research 

methods, and developmental progress will be explained in this section. 

 

1.2.1 Overview 

 

 Quantum cascade laser device, one kind of semiconductor lasers, is featured by 

multiple quantum well structures composed of dissimilar semiconductor materials (double-

hetero junction) and optical intersubband transition and are classified into several types 

depending on physical characteristics [57, 58]. First, quantum cascade lasers are divided into 

Type-I and Type-II depending on heterojunction [59]. On the one hand, Type-I devices, 

generally called ‘quantum cascade laser’, generate light by electrons’ intersubband transition 

in conduction band. On the other hand, Type-II devices use recombination of electrons and 

holes for radiation and are called interband cascade lasers (ICLs) [60]. In the early day, these 

two types of devices have been studied for mid-infrared radiation. Next, Type-I QCL devices 

are divided into MIR-QCLs and THz QCLs depending on lasing frequency [61]. Lastly, THz 

radiation can be obtained by combining MIR radiation and differential frequency generation 

(DFG) in an active core. This method is called DFG THz QCL [62]. 
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Figure. 1.8 Classification of quantum cascade laser devices. 

 

 

 The origin of QCLs stretches back to about fifty years ago. The first idea of optical 

transition by tunneling carrier transport was proposed by R. F. Kazarinov and R. A. Suris in 

1971 [63]. However, the first MIR QCL could not be demonstrated until mature techniques 

of crystal growth for superlattice (SL) such as molecular beam epitaxy (MBE) and metal 

organic chemical vapor deposition (MOCVD) were invented [57]. Even though the first MIR 

QCL demonstrated by J. Faist et al. lased up to 90K with 4.3μm of lasing frequency in 1994, 

a great progress enabled MIR QCLs to lase over the room-temperature in 1996 [64] and at a 

wide range of lasing frequency from 2.7μm to 22.4μm [65-68]. In 1997, the first interband 

cascade laser was also demonstrated [60, 69]. Compared to MIR QCLs, development of THz 

QCLs is more challenging. The first THz QCL was demonstrated by R. Köhler et al. in 2002 
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[61], but the highest operation temperature remains at 261K instead of many challenges about 

device structure, material, and so on [70]. The lasing was reported from 1.2THz to 5.4THz 

[71, 72], and high-power operation is also studied. During stagnant development of THz 

QCLs, M. A. Belkin et al. demonstrated THz radiation by combing high power MIR QCLs 

and DFG phenomenon in 2007 [62]. In DFG THz QCLs, the room-temperature operation 

was demonstrated one year after the first demonstration, and the Cherenkov phase matching 

technique improves output power [73, 74]. However, due to low energy conversion efficiency, 

the reported highest power has not surpassed around 2mW since 2016 [75,76]. 

 Crystal growth of stacked quantum well structures composed of III-V compound 

semiconductor materials are implemented by MBE or MOCVD with group-III material 

sources: aluminum, gallium, and/or indium and group-V material sources: nitrogen, arsenide, 

and/or antimonide. The advantage of MBE is sensitive control of layer thicknesses in the 

level of mono layer. On the other hand, MOCVD is suitable for mass production. As shown 

in Figure 1.9, high-performance MIR-QCLs were demonstrated with lattice-matched 

InGaAs/AlInAs system, which enable rather deep quantum wells, and most THz QCLs were 

demonstrated with GaAs/AlGaAs system which can change barrier height flexibly by Al-

composition. Material systems with smaller effective mass is considered to be advantageous 

because optical gain is inversely proportional to effective mass. In THz QCLs, however, 

high-performance was obtained only with the GaAs material system (which has rather large 

effective mass). GaAs/AlGaAs system is not suitable for lasing at 5 to 10THz due to 

Reststrahlen band. So, gallium nitride, which has Reststrahlen band in a different range, has 

also been studied for THz QCLs [77, 78]. 
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Figure. 1.9 A relation between the highest operation temperature and lasing frequency of 
MIR and THz QCLs. 

 

 
Figure. 1.10 Progress of DFG THz QCLs in output power. (a wiggly line is a trend curve.)  
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1.2.2 Principle 

 

 A quantum cascade laser is composed of an active core and a waveguide. An active 

core is comprised of stacked multiple layers by heterojunction with dissimilar semiconductor 

materials. Due to unique bandgaps of these materials, quantum wells appear in conduction 

band (C.B.) and valence band (V.B.), and electrons and holes are confined in quantum states 

happened in quantum wells as depicted in Figure 1.11. Quantum states, wavefunction and 

subband energy, can influence on electrical and optical characteristics of quantum well 

devices and are adjustable by tuning well or barrier thickness and materials. 

 

 

 

Figure. 1.11 A band diagram and its E-k dispersion of heterojunction and different types of 
carrier transports.  
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In QCLs, two types of carrier transition; carrier scattering and resonant tunneling 

are combined to establish population inversion between lasing states enabling stimulated 

emission. Incoherent/random carrier scattering happens inside a subband (intra-subband 

scattering) or between subbands (inter-subband scattering) even without subband alignment. 

Scattering rate is determined by an overlap of wavefunctions in the initial and final states and 

scattering phenomena [59]. Coherent resonant tunneling happens when two subbands are 

aligned, and electrical current tends to peak at the alignment condition resulting in negative 

differential resistance (NDR) [79-81]. After demonstration of sequential resonant tunneling 

described in Figure 1.12, research for quantum well devices such as RTDs or QCLs was 

accelerated [82]. 

 

 

 
Figure. 1.12 Band diagrams for sequential resonant tunneling (a, b) and photocurrent and 
voltage characteristics (c) [82]. In this experiment, carriers are optically injected. (a) 
Resonant tunneling between a ground state (E1) and a first excited state (E2). (b) Resonant 
tunneling between a ground state and a second excited state (E3). (c) Photocurrent -voltage 
characteristics.  

(a)

(b)
(c)
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 Based on carrier transport mechanisms described above, active cores of QCLs are 

designed with repeated quantum well structures. One period/module is composed of an active 

region and an injection region separated by a thick injection barrier as described in Figure 

1.13, and devices are designed on assumptions that inter-module carrier transport is resonant 

tunneling, and intra-module transport is carrier scattering [59]. In design, two lasing states, 

carrier injection to the upper lasing state (ULS), and carrier abstraction from the lower lasing 

state (LLS) are important for population inversion, which is a condition that carrier density 

of ULS is greater than the one of LLS. First, carrier injection to an active region from an 

injection region is often designed so that carriers are selectively injected to a specific subband 

by resonant tunneling. Where, there are two ways: direct injection to ULS by resonant 

tunneling and indirect one via LO-phonon scattering [84]. Instead of a bound state for 

injection, a mini band (a bundle of bound states) can also be used [85]. Large injection rate 

is required for high carrier density of ULS. Next, the energy difference between lasing states 

is designed to correspond to a target frequency of light. Where, an overlap of wave functions, 

determining radiative and non-radiative carrier transitions between lasing states, is important 

because a balance of these two types of carrier transition determines population inversion. 

Lastly, in order to create strong population inversion, scarcity of carriers in LLS is necessary. 

Carriers are designed to be abstracted rapidly from LLS by a mini-band or LO-phonon 

scattering [86]. In injection region, abstracted carriers from LLS are transferred. Besides, 

impurities are also doped to supply carriers. In MIR QCLs, an active region and an injection 

region are separated far enough, but these regions are close in THz QCLs, so ionized-impurity 

scattering is considered more likely to influence on device characteristics.  
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Figure. 1.13 band diagram of the first MIR QCL [57]. ‘Digitally graded alloy’ is an injection 
region in this figure. 

 

 

 On the one hand, QCLs are unipolar devices based on only electrons’ transport. (p-

type QCLs have never been demonstrated due to complex valence bands.) On the other hand, 

conventional diode lasers are bipolar devices which use both electrons and holes for radiative 

recombination. Due to such difference, QCLs have unique characteristics as described below 

[83]. One of such characteristics is lasing frequency turnability. The lasing in diode lasers 

comes from recombination in band gap, which is a unique parameter of semiconductor 

materials. Thus, lasing frequency cannot flexibly be tuned. On the other hand, lasing 

frequency of QCLs is designable by adjusting device structures as far as conduction band 

difference allows. Technically, QCLs can cover a wide frequency range by different material 
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systems; GaAs-, InGaAs-, InAs, GaN-, and so on. The second feature is carrier recycling. In 

recombination process of diode lasers, electrons and holes annihilate each other after 

radiation. On the other hand, electrons in QCLs are recycled after radiation. Therefore, 

improvement of quantum efficiency is anticipated. In practice, undesirable carrier leakage 

between bound states or between a bound state and a continuum state can degrade quantum 

efficiency, so impurities are doped in every module in conventional device designs. Sharp 

optical linewidth is also expected in QCLs. Optical linewidth is dependent on curvature of 

the E-k dispersion curves, and optical transition can happen not only between the bottom of 

conduction band and the top of valence band but also between any other points of momentum. 

In diode lasers, curvatures of conduction and valence bands are opposite, so the range of 

optical transition energy can be wider as described in Figure 1.14, resulting in broad optical 

linewidth. On the other hand, in QCLs, subbands in conduction band have similar curvature. 

This can limit the optical transition energy range, resulting in sharp optical linewidth. 

 

 

 
Figure. 1.14 Optical transition of quantum cascade laser (left) and semiconductor laser 
(right) [83]. 
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 Another important component is a waveguide. As described in Figure 1.13, optical 

transition in an active core is polarized to the crystal growth direction. So, metal or high-

doped semiconductor layers stacked over and under an active core work as plasma to confine 

and amplify generated TM-polarized light inside the active core [58]. (An active core is 

sandwiched by waveguide materials. as depicted in Figure 1.15) 

In QCLs, capability of lasing is judged by whether or not optical gain calculated 

from active core designs can surpass threshold gain, and threshold gain is calculated based 

on three design parameters: waveguide loss 𝛼!, mirror loss 𝛼", and optical confinement 

factor Γ. Waveguide loss and confinement factor are estimated by using three-dimensional 

EM simulators [87]. Mirror loss is inversely proportional to a length of an active core 𝐿 and 

calculated by Equation (1.1) with reflectivity of two facets, 𝑅# and 𝑅$. 

 

𝛼" =	−
1
2𝐿 ln

(𝑅#𝑅$) (1.1) 

 

Threshold gain is calculated by Equation (1.2). 

 

𝑔%& =	
𝛼! + 𝛼"

Γ
(1.2) 

 

As shown in Equation (1.2), three parameters are necessary for calculating threshold gain 

precisely, but mirror loss is much smaller than waveguide loss, so threshold gain is almost 

determined by the other two parameters in most cases. Kohen et al. showed that thicker and 

wider active cores are advantageous for low waveguide loss and threshold gain [87].  
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 In recent THz QCL research, two types of waveguides have often been used: a semi-

insulating single-plasmon (SISP) waveguide and a metal-metal (MM) waveguide. In terms 

of the confinement factor, the MM waveguide design are preferable because its confinement 

factor is almost unity (Γ~1 → 𝑔%&~𝛼!) [87-92], but high-power devices have been reported 

by using the SISP waveguide design [93-95]. As for materials, theoretical and experimental 

studies have revealed that copper is advantageous for low waveguide loss instead of gold, 

and the highest operation temperature can be improved by 20~40K [91,92,96]. Waveguide 

loss can vary depending on waveguide geometry, the net doping density of waveguides, and 

lasing frequency, and around 20~30cm-1 of threshold gain is used as an indicating value for 

active core design of THz QCLs. In addition to a basic Fabry–Pérot resonator, distributed 

feedback (DFB) and external cavity (EC) resonators, and surface-emitting (SE) devices by 

photonic crystal (PhC) have also been applied to QCLs [97-101]. In this study, a Fabry–Pérot 

resonator is assumed for theoretical research shown in the following chapters. 

 

 

 
Figure. 1.15 Waveguide structures of QCLs. (a) SISP waveguide, and (b) MM waveguide.  

Active core

n+-GaAs

High doped layer

SI-GaAs

Top contact

Bottom contact

(a) (b)

L

W



 25 

1.3 Terahertz Quantum Cascade Laser 

 

 Details about THz QCL studies will be explained in this section. In general, the study 

of THz QCL is composed of simulation development, device design, crystal growth, device 

fabrication, characterization, and analysis, and many researchers have reported their 

theoretical and/or experimental works. In this section, background and previous research 

about simulation development and active core design will be introduced as a prologue of our 

research in Chapter 2 to 5. Research for waveguide, fabrication, and DFG THz QCLs are out 

of focus in this work. 

 

1.3.1 Overview 

 

 THz QCLs have been expected to be applied to many THz applications, but the 

development of THz QCLs is rather challenging compared to MIR QCLs. In the past, it took 

several years to demonstrate the first THz QCL by Köhler et al. after MIR QCLs, and room-

temperature operation has never been accomplished even though around twenty years have 

already passed since its first demonstration [61]. 

 One of the reasons why THz QCL research is stagnant is efficient selective carrier 

injection to ULS [58]. As depicted in Figure 1.16, MIR QCLs have large energy difference 

between ULS and LLS. So, most carriers from an injection region are injected to ULS for 

large population inversion. On the other hand, the energy difference of lasing states needs to 

be designed much smaller in THz QCLs because the target frequency is 1~5THz (4~20meV). 
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In this case, carriers can be injected into LLS undesirably. Furthermore, carrier abstraction 

can happen not only from LLS but also from ULS. Usually, the energy difference between 

LLS and abstraction state (in most cases, a ground state) is designed to match LO-phonon 

vibration energy of materials. However, due to small energy difference between ULS and 

LLS, LO-phonon scattering rate between ULS and abstraction state can also be fast. 

Compared with MIR QCLs, therefore, THz QCLs are more difficult to create population 

inversion 

 Another issue is high waveguide loss. Waveguide loss is related to free carrier 

absorption which is determined by optical parameters of materials and lasing frequency or 

wavelength. Free carrier absorption increases with wavelength of light, so THz QCLs, whose 

wavelength is longer than the one of MIR QCL, have higher waveguide loss [102, 103]. Due 

to these two drawbacks, THz QCLs are more difficult to obtain high optical gain and low 

threshold gain. 

 

 

 
Figure. 1.16 The difference of carrier transition mechanisms between MIR and THz QCLs.  
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 Instead of aforementioned technical difficulties, THz QCLs have had a great 

progress since the first demonstration by many researchers’ theoretical and/or experimental 

approaches, and 250K of the highest operation temperature, 2.4W of the highest output power 

under low temperature and pulsation conditions, and from 1.2THz to 5.4THz of lasing 

frequency have been demonstrated until today (Figure 1.17).  

 Research for improving operation temperature has been most intensively 

implemented as shown in Figure 1.17(a). Even though the highest operation temperature of 

the first THz QCL, demonstrated with chirped-superlattice (Chirped-SL) structure by Köhler 

et al., is just 50K [61], a four-well resonant-phonon structure (RP-4QW) and Cu-Cu 

waveguide were introduced in the year after [104, 105], and 164K of the highest operation 

temperature was achieve in 2005 [106]. After 2007, a three-well resonant-phonon (RP-3QW) 

structure has more likely been studied [107], and 199.5K of operation was reported by 

Fathololoumi et al. in 2012 [108]. In the same period, 225K of the highest operation 

temperature under magnetic field [109] and stacked active core devices were also 

demonstrated [110]. Although the progress was stagnant for a while, the highest temperature 

has started to be renewed after Bosco et al. discovered advantage of a two-well resonant-

phonon (RP-2QW) structure in 2018 [111], and the current highest operation temperature is 

261K achieved by Khalatpour et al. in 2020 [70]. 

 As for lasing frequency, lasing at 3~4THz has frequently been reported, but a wide 

range of radiation, from 1.2THz to 5.4THz, has also been achieved [71, 72] as in Figure 

1.17(b). THz QCLs have lasing frequency limits in low and high frequency regions. In low 

frequency region, selective injection to ULS limits the operation. The energy difference 
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between lasing states is very narrow in THz QCLs, so lasing under 2THz would be 

technically difficult, and the other THz light sources such as RTDs would be more 

advantageous in this region. The Reststrahlen band is also a limit in another end. GaAs and 

InGaAs, conventional materials for THz QCLs, has the Reststrahlen band approximately 

from 5THz to 10THz, and light is strongly absorbed in this frequency region. This issue has 

been approached by using GaN which has the Reststrahlen band in a different frequency 

region [78]. In the past, an empirical temperature limit (𝑇 = 	 ℏ(
)7

) was also postulated, but 

many devices work over this limit [112]. 

 Instead of resonant-phonon devices accelerating the research for high temperature 

operation, bound-to-continuum (B-to-C) and hybrid type devices combining B-to-C and LO-

phonon abstraction (Hybrid) have often been studied for high output power, and three 

research have reported over 1W of output power under low temperature below 10K [93-95] 

as in Figure 1.17(c). A research group in Leeds University reported 1.01W and 2.4W of 

output power in 2014 and 2017, respectively [93, 94]. Lin et al. in RIKEN also demonstrated 

1.31W by using a four-well resonant-phonon device [95]. 

 As for threshold current, it is observed from Figure 1.17 (d) that device structures 

which use mini-band for carrier abstraction form LLS and need lower alignment field are 

advantageous. When LO-phonon scattering is used, voltage drop per module increases, 

resulting in higher threshold current. 

 As described above, development of THz QCLs has mostly been attributed to 

proposal or improvement of active core designs. On the other hand, device simulators play 

an important role for high-performance device design and has also been improved in the 
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calculation precision and speed. This study, aiming theoretical studies, develops a device 

simulator, so a background of simulation research and previous studies of active core designs 

will be explained in the next subsection. 

 

 

 
Figure. 1.17 Progress of THz QCL research. (a) Chronological improvement of the highest 
operation temperature. (b) Lasing frequency vs the highest operation temperature. (c) Lasing 
frequency vs output power (under low temperature and pulsation condition). (d) Lasing 
frequency vs threshold current.  
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1.3.2 Simulation Method 

 

 QCLs drive based on combination of many quantum physical phenomena, which 

cannot be observed directly by experiment, so it is very challenging to design device 

structures and analyze behaviors of devices intuitively or qualitatively. Thus, device 

simulators are indispensable to predict electrical and optical characteristics from device 

structures, material parameters, and driving conditions [113]. Such calculation has been 

studied long and is classified into four methods: the rate equation (RE) method [58, 59, 113-

116], the density matrix (DM) method [113, 117-122], the Monte-Carlo (MC) method [113, 

123-129], and the non-equilibrium green function (NEGF) method [113, 130-138]. Each 

method has advantages and disadvantages with respect to the calculation accuracy and speed. 

 The rate equation is a set of simultaneous differential equations to describe transient 

change of subband carrier density by carrier inflow and outflow rates, and the advantages of 

it are ease of understanding phenomena such as carrier transports inside devices, introducing 

new models of phenomena, and rapid calculation. Usually, carriers in subbands distributes 

complying with Fermi-Dirac distribution, and carrier scattering rate depends on kinetic 

energy (or momentum) as described in Figure 1.11. In rate equation, carrier scattering rate is 

thermally averaged, and a hopping model – carriers move between quantized sates instead of 

the E-k dispersion – is used for establishing the equations. In the early QCL works, only 

incoherent carrier scattering was considered in the rate equation, and such models were 

successful in MIR QCL works, to some extent, but it cannot describe electrical characteristics 

of THz QCLs properly [59]. This issue was resolved by introducing the tunneling time model 
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in the rate equation. The tunneling time model, which describes coherent transport, was 

derived by Scalari, et al. who applied the Liouville equation to the two-level problem in 2007 

[139]. Despite simplicity, the rate equation is a little apprehensive in the accuracy because 

some parameters are calculated based on simplification or assumptions of complex quantum 

effects (e.g. quantum state broadening). 

 The density matrix method, developed based on the Liouville equation, is a quantum 

mechanical calculation method standardly considering coherence between subbands. Like 

the rate equation, assumptions and phenomenological parameters are used for this method 

[59]. From 2009 to 2011, the simplified density matrix method, which consider coherence 

between a ground state of a previous module and others of the next module, was frequently 

reported [117-120]. For precise description of inter-module carrier transport, however, 

coherence between all subbands are necessary, and the generalized density matrix method 

resolving this issue was published in 2012[121, 122]. In the generalized DM, calculation can 

be heavy when device structures are large because a considered matrix is a 𝑁*+,+*- × 𝑁*+,+*-  

(𝑁*+,+* denotes the subband number per module.). 

 The Monte-Carlo method considers spatial and energetic distribution of carriers for 

the calculation precision unlike the rate equation and density matrix using thermally averaged 

carrier scattering rate [123-128]. This semi-classical method was often used for MIR QCL 

research but cannot deal with coherent transport solely. So, combination with the density 

matrix method was applied to THz studies [129]. 

 The NEGF method, which is the most quantum mechanical and has been used in 

most recent research, bases the first principle calculation and is considered to be most reliable 
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in THz QCL study [130-138]. This is because the NEGF method can treat coherent and 

incoherent transport without the assumptions used in the rate equation and density matrix 

methods and with consideration of spatial and energetic carrier distribution like the Monte-

Carlo method. On the other hand, the complexity of this method increases calculation time 

and makes it difficult for us to intuitively understand carrier dynamics. Furthermore, it is 

apprehensive if the NEGF can deal with semi-classical phenomena such as leakage current 

from bound states to continuums. 

 As described above, each calculation method has advantages and disadvantages in 

terms of calculation accuracy and speed. So, efficient choice of methods is required 

depending on purposes of research. For example, the rate equation or density matrix is 

suitable for rough comparison of many applicant device structures in short time. On the other 

hand, the NEGF method can be used to determine the best device structure or to analyze 

high-performance devices with detail. Generally, the rate equation is advantageous in 

calculation speed. However, this is dependent of considered physical phenomena. If the rate 

equation includes electron-electron or ionized-impurity scattering calculation, which is 

computationally heavy, total calculation time increases. On the other hand, development of 

computers assists more rapid calculation in the Monte-Carlo or NEGF method. As for the 

accuracy in calculation, many publication states that the NEGF is the most reliable. However, 

around 100K of difference in the highest operation temperature between simulation and 

experiment has also been reported [138]. In conclusion, simulation development still has 

room for improvement.  
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1.3.3 Active Core Study 

 

 Active cores of THz QCLs have been most intensively studied because the designs 

of active core directly influence on device characteristics. The study of active cores is roughly 

divided into two classifications: (1) Structure design, and (2) analysis of degradation 

mechanisms in high temperature conditions. Previous studies will be summarized below. 

 

1.3.3.1 Active Core Design 

 

 Quantum well structures of active cores, determining electrical and optical 

characteristics of devices, have several design components and have been studied for high 

temperature or high output power operation [140, 141]. The design components are 

[A]carrier transport methods, [B] material systems, [C] impurity doping, [D] barrier height, 

[E] structural complexity, [F] alignment field and layer thicknesses. Devices need to be 

designed carefully because these design components can interfere each other depending on 

driving conditions. 

 

[A] Carrier transport method 

 

 In the beginning of THz QCL research, many carrier transport methods used in MIR 

QCLs have been applied to THz QCLs, and device performance has been improved. Later, 

meeting with driving conditions or degradation mechanisms of THz QCLs, new carrier 
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transport methods have also been demonstrated. 

 

Chirped-superlattice In 2002, Köhler et al. demonstrated the first THz QCL by adopting 

the chirped-superlattice (Chirped-SL) carrier transport, featured by lasing from optical 

transport between mini-bands as shown in Figure 1.18 (a) [61, 142-147]. A mini-band is 

composed of several bound states, and electrons in the top of a mini-band are quickly drained 

to the bottom via each state. The advantage of using a mini-band for carrier extraction form 

LLS is capability of designing alignment field to be low, resulting in low threshold current. 

On the other hand, device structures are long, compared to other carrier transport methods. 

The highest operation temperature of the first devices by Köhler et al. is just 50K, but the 

interlaced structure (Figure 1.18 (b)), combining the chirped-superlattice method and carrier 

extraction by LO-phonon scattering, recorded 95K of the highest operation temperature in 

2004 [147]. Thermal backfilling and rather weak population inversion seem to be limitations 

for enhancement of device characteristics. 4~4.5THz of lasing frequency range and several 

ten mW of output power have been reported in the chirped-superlattice structures. 

 

Bound-to-Continuum Another carrier transport method used in the early work of THz 

QCLs is the bound-to-continuum (B-to-C) carrier transport (Figure 1.18 (c)) [71, 72, 148-

158]. Like Chirped-SL devices, B-to-C devices also use mini-bands, but an isolated bound 

state inside a miniband is used as ULS for population inversion. Diagonal optical transition 

of the B-to-C method, compared to Chirped-SL method, can reduce the non-radiative 

transport rate between lasing subbands, resulting in longer carrier lifetime of ULS and 
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enhancement of temperature characteristics. The highest operating temperature of B-to-C 

devices was recorded to be 122K by an InGaAs-based device [72], and the lasing frequency 

range is 1.2~3.5THz. Output power of B-to-C devices reported so far is under 100mW. 

 

Hybrid  Depopulation of LLS is enforced by adding LO-phonon carrier scattering 

into the lower mini-band of the B-to-C carrier transport method, and this is called hybrid 

(Hybrid) method as shown in Figure 1.18 (d) [93, 94, 139, 159-164]. In terms of the highest 

operation temperature, lasing up to 160K was achieved by this method [161], and this method 

is often used for high output power device research. 2.4W of the highest power has been 

reported under the low temperature conditions. Lasing frequency ranges from 3.0 to 4.5THz. 

 

Resonant-phonon A carrier transport method most frequently reported, is the 

resonant-phonon (RP) transport method (Figure 1.18 (e) and (f)) [70, 90-92, 95, 96, 105- 107, 

110, 111, 165-190]. Where, carriers transfer between subbands, and LLS is depopulated by 

LO-phonon scattering solely. One module is composed of two to five quantum wells, and the 

number of subband relating to optical transition is three to six. Because carriers are injected 

into ULS by resonant tunneling, the theoretical limit of carrier occupancy of ULS is 50%. 

However, the record highest operation has been renewed by this method: 164K by Williams 

et al. with a four-well device [106], 199.5K by Fathololoumi et al. with a three-well device 

[92], and 261K by Khalatpour with a two-well device [70]. High output power of 1.3W is 

also reported [95]. Reported lasing frequency of RP devices is from 2 to 4.5THz. 
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Double resonant-phonon The double resonant-phonon (Double RP) scheme was 

introduced to suppress carrier back-filling from an injection state to LLS by using LO-phonon 

scattering twice subsequently (Figure 1.18 (g)) [191, 192]. However, the highest operation 

temperature of the double RP method was not improved and remains 172K. 

 

Indirectly-pumped Another method using LO-phonon scattering is the indirectly-

pumped (IDP) or scattering assisted (SA) method (Figure 1.18 (h)) [112, 116, 136, 193-201]. 

In this method, carriers are first injected from the adjacent module to an injection state and 

are extracted by LO-phonon scattering to ULS. By this method, the injection limitation of 

the RP scheme is resolved. Furthermore, LO-phonon scattering can be used for carrier 

extraction from LLS of IDP devices, as described in Figure 1.18 (i). This method is called 

Phonon-Photon-Phonon (3P) scheme and is similar to the double RP scheme in a point of 

using LO-phonon carrier abstraction twice. In the recent research, carriers not only in an 

injection state but also in LLS are also proposed to be withdrawn by resonant tunneling [198, 

199]. The highest operation temperature of IDP devices is 163K [112], and lasing frequency 

is 2~3THz. 

 

Ground state In 2012, Chan et al. demonstrated the ground state (GS) scheme [203]. The 

carrier transport of this method is very similar to the one of RP devices but is established by 

only ground states in quantum wells as depicted in Figure 1.18 (j). Excited states, happen in 

high energy region, often align with other subbands in the adjacent modules, resulting in 

parallel leakage paths. The highest operation temperature demonstrated by Chan et al. is 71K. 
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Figure. 1.18 Carrier transport methods. (a) Chirped superlattice [61], (b) Interlaced [147], (c) 
Bound-to-Continuum [141], (d) Hybrid [162], (e) Five-well resonant-phonon [165], (f) 
Three-well resonant-phonon [107], (g) Double resonant-phonon [192], (h) Scattering assisted 
[112], (i) Phonon-Photon-Phonon [200], and (j) Ground state structure [203]. 

 

 

 Since the first demonstration, development of THz QCLs had been continued 

without confirmed assurance about the best carrier transport scheme though the record 

highest operation temperature had been renewed by the RP scheme. An answer for this 

question was indicated by Bosco et al.[111]. In their paper, they showed that the carrier use 

efficiency (a ratio of carrier density of ULS to total) is improved when the number of 

subbands per module is fewer, resulting in higher operation temperature. For example, the 

carrier use efficiency of B-to-C devices is 21%, and the highest operation temperature is 

116K. In SA or RP scheme, these parameters increase to 30% and 199.5K. Ultimately, two-

well resonant-phonon scheme has 37% of efficiency and 210.5K of the highest temperature 

as shown in Figure 1.19. Due to this discovery, two-well resonant-phonon scheme has been 

intensively investigated these days. 

(i) (j)
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Figure. 1.19 The number of subbands per module vs carrier use efficiency. [111] 

 

 

[B] Material System 

 

 In previous studies, THz QCLs are mostly fabricated with the GaAs/AlGaAs 

material system which has a small lattice constant mismatch between GaAs and AlGaAs and 

is suitable for lower barrier devices required for THz QCLs. On the other hand, other material 

systems have also been investigated: InGaAs/AlInAs, InGaAs/GaAsSb, InGaAs/AlInGaAs, 

GaSb/AlGaSb, and InAs/AlAsSb [77, 157, 158, 164, 176, 185-187, 200, 204-206]. Because 

optical gain is inversely proportional to the effective mass in theory, these material systems 

which have the smaller effective mass than the one of GaAs-based material systems are 

expected to improve the optical gain and the highest operation temperature. In contrast with 
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such expectation, the demonstrated operation temperatures of these devices have not been so 

high as the one of GaAs-based material system. Even though worse interface-roughness or 

inferior quality of crystals are pointed out as the reasons, this explanation would be 

inadequate because MIR QCLs have been successfully demonstrated and commercialized 

with these material systems, and clearer explanation is required. Material systems influence 

on barrier height (conduction band-offset), and Barrier height study of this work showed an 

idea relating to a relation between material systems and device characteristics in Chapter 4. 

 The other reason for using different material systems from GaAs-based system is to 

avoid the Reststrahlen band. As described above, devices composed of the III-V group 

materials which have zincblende crystal structures tend to have the Reststrahlen band over a 

range of 5 to 10THz and are considered to lase in this frequency range. To resolve this issue, 

GaN-based THz QCLs have already started to be investigated [78, 190]. 

 

 

Material system (Effective mass ratio) Conduction band 

offset ∆𝐸! [meV] 

Highest operation 

temperature [K] Well Barrier 

GaAs (0.067) AlxGa1-xAs (0.079~0.104) 136.2 ~ 363.9 250 

In0.53Ga0.47As (0.043) Al0.48In0.52As (0.075) 520 155 

In0.53Ga0.47As (0.043) GaAs0.51Sb0.49 (0.045) 360 142 

In0.53Ga0.47As (0.043) Al0.17InGa0.83As (0.057) 140 130 

InAs (0.023) AlAs0.16Sb0.84 (0.120) 2210 Low temperature 

Table.1.1 Comparison of different material systems in conduction band offset and the highest 
operation temperature.  
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[C] Impurity Doping 

 

 Impurities need to be doped in an injection region of QCLs to supply carriers for 

optical carrier transport, and a certain level of doping (carrier) density is necessary for high 

optical gain or output power. (Output power is proportional to electrical current, and current 

is also proportional to carrier density.) However, too high doping density can increase non-

radiative carrier transition between lasing subbands, optical linewidth broadening, band-

bending, and waveguide loss, which are disadvantageous for lasing. These degradations are 

not so remarkable in MIR QCL or early THz QCL structures which separate doping and 

radiation regions far enough in a large structure, but recent THz QCLs such as RP devices 

have a doping region near a radiation region, so more attention is necessary for device design. 

In recent RP or other recent THz QCLs have a narrow-doped region in the center of a phonon-

well. 

 Research for the influence of impurity doing is one of the main topics in this work 

(Doping study), and the details about background, simulation results, and discussion will be 

described in Chapter 3. 

 

[D] Barrier Height 

 

 Most of recent THz QCLs, including the ones that have renewed the highest 

operation temperature, are composed of GaAs/AlGaAs material system with 15~30% of Al-

composition. However, the influence of barrier height has yet been cleared enough because 
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many physical phenomena inside device can vary due to barrier height, and device 

characteristics are determined by complicated interaction of such phenomena. In 2018, Kainz 

et al. varied Al-composition from 12% to 24% of a three-well resonant-phonon THz QCLs 

experimentally and found that 20% of Al-composition provided the highest operation 

temperature [182]. However, in 2020, Khalatpour et al. demonstrated the higher operation 

temperature with 30% of Al-composition with a two-well resonant-phonon device [224]. As 

one of the clarified things, interface-roughness scattering is proportional to barrier height. So, 

if high barrier is used for a radiation barrier, increased interface-roughness scattering can 

enhance non-radiative transition and reduce carrier lifetime of ULS. On another front, when 

barrier is too low, carrier confinement becomes weak, which can increase leakage current 

from bound states to continuums as shown in Figure 1.20. 

 

 

 
Figure. 1.20 The influence of barrier height [182]. 
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 Research for the influence of barrier height is also one of the main topics in this 

work (Barrier height study), and the details about background, simulation results, and 

discussion will be described in Chapter 4 and 5. 

 

[E] Structural complexity 

 

 In THz QCL design, wavefunction and subband energy are basically designed by 

tuning barrier height, layer thickness, alignment field conditions, and so on, for high optical 

gain. In addition to simple device designs, structural complexities such as different barrier 

height or well depth and step-well structure enable more scrupulous tuning (Figure 1.21) [95, 

188, 207-213]. For example, injection and radiation barriers can be designed with different 

Al-composition because these two barriers have different roles for carrier transport. On the 

one hand, an injection barrier can affect resonant tunneling rate. On the other hand, radiation 

barrier is a key to the balance between radiative and non-radiative transitions. Therefore, 

different barrier height is a reasonable design scheme. As another example, a split-well 

structure, where a very thin barrier is inserted in the middle of a well, is demonstrated by 

Albo et al. in 2019 [210, 211]. Split-well structures are useful to adjust the excited state which 

can be a leakage path from ULS. Structural complexities are introduced depending on 

focusing design parameters of standard structures, so various ideas are expected to be 

proposed in the future. 
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Figure. 1.21 Examples of structural complexity. (a) A stepped-well [212] (b) A split-well 
structure [210, 211]. (c) Different height of barriers [208]. 

 

 

[F] Others 

 

 Finally, device structures are determined by adjusting layer thicknesses and 

alignment field. Layer thickness affects spreading of wavefunction and carrier transition rate, 

so careful tuning is necessary. Too thick barrier may impede carrier transition, on the other 

hand, too thin barrier would deteriorate injection selectivity or impair thickness control by 

MBE. Alignment field is related to power consumption of devices and self-heating effect. 

(a) (b)

(c)
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Electrical current tends to increase under high field, so output power can be enhanced as well.  

 Except for these design components, we can design devices based on some device 

parameters such as oscillator strength, coupling strength, LO-phonon scattering rate, and so 

on. 

 This work investigates the influence of layer thickness and alignment field, and the 

results will be described in Chapter 5. 

 

1.3.3.2 Degradation Mechanism Analysis 

 

 Analysis of degradation mechanisms of THz QCLs under high temperature 

conditions has also been intensively examined because room-temperature operation, which 

is necessary for anticipated THz applications, is very challenging. So far, four degradation 

mechanisms have been studied: thermally activated LO-phonon scattering, thermal 

backfilling, carrier leakage to bound/continuum states, and optical linewidth broadening. 

Depending on carrier transport methods, some of these degradation mechanisms can be 

influential, and a consensus about dominant mechanisms is also not gained among 

researchers. Besides, waveguide loss, increases with temperature, is also considered as one 

of the temperature degradation mechanisms of THz QCLs. 

 

Thermally activated LO-phonon scattering Among several degradation 

mechanisms of THz QCLs, thermally activated LO-phonon scattering is mostly accepted by 

many researchers [214-216]. Under high temperature, LO-phonon scattering between lasing 
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states increases, resulting in degradation of lifetime of ULS and population inversion. 

Because there is a trade-off between thermally activated LO-phonon scattering and radiative 

transition between lasing states, thermally activated LO-phonon scattering cannot completely 

suppressed even if other design components are carefully adjusted. 

 

Thermal backfilling Population inversion can degrade by thermally agitated carriers 

into LLS from the lower state, and this mechanism is called thermal backfilling [217, 218]. 

This phenomenon is considered as the main degradation mechanism in Chirped-SL and B-

to-C devices which include mini-bands. Although thermal backfilling can be considered to 

be the main degradation mechanism in other types of devices, it is also difficult to distinguish 

the effect of thermally activated LO-phonon scattering and thermal backfilling because both 

degradation mechanisms can increase carrier density of LLS. In RP devices, it is considered 

that thermal backfilling is not the main degradation factor based on a fact that the energy 

difference between LLS and injection state is wide enough compared to Chirped-SL and B-

to-C devices and that the temperature characteristics are not improved in double-RP and IDP 

devices, which adopt two times of LO-phonon depopulation per module. 

 

Carrier leakage from ULS Carrier leakage from ULS can also degrade population 

inversion, and two leakage paths have been studied: ULS to continuums, and ULS to high 

energy bound states of an adjacent module [179, 181, 219, 220]. For example, Albo et al. 

demonstrated that devices composed of 30% of Al-composition can supress carrier leakage 

into continuums instead of 15% devices. In a different study implemented by Lin et al. they 
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avoided subband alignment between ULS and a high energy state in an adjacent module by 

adjusting device structures, and successfully enhanced device performance. 

 

Optical linewidth broadening In addition to population inversion, optical linewidth is 

also one of the componential parameters of optical gain, and optical gain is inversely 

proportional to optical linewidth in theory. Optical linewidth is determined by several 

scattering phenomena, so temperature-sensitive scattering phenomena can broaden optical 

linewidth under high temperature conditions. So far, the influence of ionized-impurity and 

interface-roughness scatterings have been reported [221-223]. 

 

 

 
Figure. 1.22 Thermal-degradation processes in THz QCLs. ①Thermally activated LO-
phonon scattering, ②Thermal backfilling, ③Leakage to high energy states, and ④Leakage 
to continuum states.  
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1.4 Research Objective and Thesis Organization 

 

 The objective of this work is to establish device design guidelines for high-

performance THz QCLs. QCLs are designed by considering a balance of design components: 

carrier transport methods, material systems, impurity doping, barrier height, structural 

complexity, layer thickness, and alignment field. Among these design components, Bosco et 

al. demonstrated that carrier transport methods with fewer number of subbands are 

advantageous for high temperature operation, but preferable design ideas about other 

components remain unclear. 

 Thus, this work bases two-well resonant-phonon devices to thoroughly investigate 

the influence of impurity doping and barrier height on device characteristics theoretically and 

find optimal design conditions. Although the best conditions of aforementioned components 

could vary depending on carrier transport methods, the two-well resonant-phonon scheme is 

selected for this work due to some advantages of it: ease of observing and understanding 

essential impacts of design components on device characteristics due to structural simplicity, 

and possibility to use obtained results in research on more complicated structures such as 

several-well RP or IDP devices. Even though the focus of this work is ionized-impurity and 

barrier height, the influence of other components: material system, alignment field, and layer 

thickness are also investigated as side-topics and discussed as much as possible. Through this 

work, GaAs/AlGaAs material system is consistently used. 

 A device simulator is developed in this work based on a rate equation model 

proposed by Razavipour. The simulator developed by Razavipour is able to reproduce 



 49 

characteristics of IDP devices well, but calculation errors are observed in simulation for RP 

devices in terms of current density and highest operation temperature. This would be 

attributed not to fundamental limitation of the rate equation but to lack of some important 

physical phenomena. So, this work improves the calculation accuracy by introducing such 

models of physical phenomena. As for physical phenomena which have several mathematical 

models, this work traces the derivation process and incorporates ones considered optimal in 

simulation. 

These objectives in this thesis are organized as follows. 

 

Chapter 2 A device simulator is developed for this work based on the rate equation. 

In development, several models of physical phenomena are incorporated. Electron-electron 

scattering model is modified by using Fourier transform for speed-up of calculation. As for 

the screening effect, several models are compared in terms of versatility, and reasonable one 

is selected. Optical linewidth and pure dephasing time, which are assumed to be constant in 

the base simulation method, are modeled based on Ando’s theory and incorporated in the 

developed simulator. Leakage current to continuum and its influence on subband carrier 

density are described by the third-order tunneling current theory and reflects the influence of 

barrier height. The lattice temperature is also modeled for a mesa structure of waveguides. 

Lastly, example calculation for previously published devices is demonstrated. 

 

Chapter 3 Based on a high-performance two-well resonant-phonon THz QCL 

structure published by Khalatpour et al., the influence of impurity doping (the amount, 



 50 

position, and distribution) on device characteristics is investigated. Sheet doping density 

varys from 1.0×1010 to 1.0×1012 cm-2, and optical gain is calculated as a figure-of-merit. 

Seven doping profiles are composed of doping position and distribution and are simulated to 

investigate the influence of doping. An undoped condition, considering only natural doping, 

is also calculated. From the results, effective doping methods for a single module and for an 

active core are proposed. 

 

Chapter 4 The influence of barrier height, determined by Al-composition, on two-well 

resonant-phonon THz QCLs is investigated. In the first half part, leakage current of different 

devices published in the past is estimated by introducing the third-order tunneling current 

theory. Later, based on the high-performance device designed by Khalatpour, only barrier 

height is changed from 12.5% to 45% of Al-composition with fixed layer thicknesses to 

investigate the influence of barrier height on device characteristics. Based on the calculation 

results, the influence of material systems which can also influence barrier height, is discussed. 

 

Chapter 5 Following Chapter 4, discussion over the optimal barrier height for two-

well resonant-phonon devices continues. Device structure exploration is implemented over a 

range of Al-composition from 5% to 45%, and high-performance devices are sought by 

changing layer thickness and alignment field flexibly. In exploration, optical gain is used as 

a figure-of-merit, and optical gain maps which visualize the relation between the optical gain 

and design parameters is introduced. Structural tolerance against difference between design 

and demonstration is also discussed. A new design concept is also discovered and 
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investigated by simulaiton. 

 

Chapter 6 Lastly, conclusion from Chapter 2 to 5 is summarized. 

 

 

 

 
Figure. 1.23 Outline of this thesis  
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When one’s expectations are reduced to zero, one really appreciates everything 

one does have. 

 

– Stephen William Hawking 
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Chapter 2  Theory and Modeling                          
 

 

 A device simulator developed in this study will be described in this Chapter. The 

device simulator adopts the rate equation, which is advantageous in terms of simplicity and 

speed in calculation, is developed by adding some physical phenomena to a base model 

introduced by Razavipour for expansion and further accuracy [225]. This calculation, Rate 

equation – Full model, is used in our theoretical works shown in Chapter 3 to 5, and a 

modified model is also used to enhance calculation speed by omitting a couple of phenomena 

in the first half part of Chapter 5 as Rate equation – Limited model. 

 

2.1 Overview 

 

 First of all, the background and calculation flow of the developed device simulator 

will be explained. The rate equation method, adopted in this work, has often been used for 

the research on semiconductor lasers by many researchers since olden days and has 

contributed to advancement of research and development of semiconductor lasers [58]. The 

rate equation, which is a semi-classical calculation, is advantageous in terms of clear 

description of physical phenomena and calculation speed. Even though resonant-tunneling 

carrier transport between modules cannot be described by Fermi’s golden rule in the rate 

equation, this issue was resolved by Scalari et al. introducing a tunneling time model derived 

from the Liouville equation [59,139]. 
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 The rate equation is a set of simultaneous differential equations to calculate subband 

carrier density, and inflow and outflow of carriers in subbands are described by coherent and 

incoherent carrier transport rates. On the one hand, coherent carrier transport means resonant 

tunneling which happens when subbands are aligned. On the other hand, incoherent carrier 

transport means carrier scattering which is a random move of carriers due to the 

environmental factors in QCLs. There is a precondition in Razavipour’s model. Where intra-

module carrier transport is described by incoherent transport, and the one between modules 

is described by coherent transport as described in Figure 2.1. This precondition is considered 

to be determined on an assumption that incoherent carrier transport can happen between 

modules in reality but do not happen in simulation due to thick barrier defining a single 

module (in most cases, injection barrier). 

 

 

 
Figure. 2.1 Carrier transport considered in the rate equation model.  
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 The structure of the device simulator is composed of two steps: (1) building and 

solving the rate equation, and (2) calculating device parameters such as current density and 

optical gain by using obtained subband carrier density. Each step is also established by 

several theories and device parameters, which makes the whole calculation very complicated. 

Furthermore, self-consistent loop calculation is preferred for some device parameters. For 

example, band-bending effect is calculated based on localized carriers and ionized dopants. 

The electron temperature is also calculated by using subband carrier density. However, in 

order to obtain spatial carrier distribution or subband carrier density, the rate equation needs 

to be solved with assumed values of band-bending or the electron temperature. So, the rate 

equation itself is very simple, but a series of device simulation can be complicated as 

described in Figure 2.2. In Figure 2.2, the calculation procedure for device characteristics 

with main device parameters is briefly described although parts of relation between device 

parameters are omitted. 

 In calculation of device parameters shown in Figure 2.2, there are several 

approaches for some parameters even though others are calculated by steady ways. So, details 

about the theories and calculation methods used in this work are described from Section 2.2 

~ 2.8. The calculation procedure coded by using MATLAB is also explained in Section 2.9. 

Self-consistent loop calculation suggested in Figure 2.2 is altered by different ways. Finally, 

an example of two-well resonant-phonon device designed by Khalatpour et al. is also 

calculated and detailed data is described in Section 2.10 [224]. 
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Figure. 2.2 Device parameters and a brief calculation procedure of the rate equation. For 
Hartree potential, electron temperature, and lattice temperature, iterative calculation is 
necessary.  
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2.2 Schrödinger Equation 

 

 Wavefunction and subbands are indispensable to calculate other device parameters 

of QCLs and are calculated by solving the Schrödinger equation. Due to different 

mathematical views, there are several solutions for the Schrödinger equation: the transfer 

matrix method (TMM), shooting method, finite difference method (FDM), and so on [59,113]. 

Furthermore, the band non-parabolicity effect, a phenomenon that the E-k dispersion relation 

has difference from a quadratic function for high-energy electrons, also needs to be 

considered in calculation [59]. In addition to several solutions for the Schrödinger equation, 

different methods for introducing the band non-parabolicity effect are also proposed. So, a 

variety of calculation methods for the Schrödinger equation are considered. In this study, a 

finite different calculation proposed by Cooper et al. is adopted in the simulation due to less 

phenomenological parameters [226], and several calculation methods are compared. 

 The calculation starts with the one-dimensional time-independent Schrödinger 

equation. In double-hetero junctions, the effective mass of well material and barrier material 

is different, so the effective mass is dealt with as a function of the position. In here, ℏ is the 

reduced Plank constant, 𝑚∗ is the electrons’ effective mass at the bottom of the conduction 

band, 𝜓 is a wave function, 𝑉 is the potential profile of the conduction band, and 𝐸 is the 

eigen-energy. 

 

−
ℏ𝟐

𝟐 ?
𝝏
𝝏𝒛

𝟏
𝒎∗(𝒛, 𝑬)

𝝏𝝍
𝝏𝒛G + 𝑽

(𝒛)𝝍(𝒛) = 𝑬𝝍(𝒛) (𝟐. 𝟏) 
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2.2.1 Finite Difference Method 

 

 The finite difference method is one of the most popular approximations to solve 

differential equations numerically, and there are several variations depending on the accuracy. 

For example, the simplest method considers only difference between two terms based on the 

definition of differentiation and is described with discretization number 𝑛. 

 

𝑑𝑓
𝑑𝑧

≡ lim
01→3

𝑓(𝑧 + 	𝛿𝑧) 	− 	𝑓(𝑧)
(𝑧 + 	𝛿𝑧) − 𝑧

→ 	
𝑓45# −	𝑓4

∆𝑧
(2.2)	

 

This approximation is effective for many differential equations but can lead calculation errors 

in the Schrödinger equation. Thus, the second-order approximation using half-integers is 

applied in this work. 

 

𝑑𝑓
𝑑𝑧 ≡ lim

01
$ →3

𝑓 S𝑧 +	𝛿𝑧2 T 	− 	𝑓 S𝑧 −	
𝛿𝑧
2 T

S𝑧 +	𝛿𝑧2 T − S𝑧 −	
𝛿𝑧
2 T

→ 	
𝑓
45#$

−	𝑓
46#$

∆𝑧
(2.3)	

 

Using Eq. (2.3), the Schrödinger equation is solved without band non-parabolicity effect. 

First, only second-order differential term is modified. Here, the energy-dependence of 

effective mass is ignored. 

 

𝜕 W 1
𝑚∗(𝑧, 𝐸)

𝜕𝜓
𝜕𝑧X

𝜕𝑧 	→ 	

1
𝑚∗(𝑧 +	∆𝑧) ?

𝜕𝜓
𝜕𝑧G15∆1

	− 	 1
𝑚∗(𝑧 −	∆𝑧) ?

𝜕𝜓
𝜕𝑧G16∆1

2∆𝑧  
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=	

1
𝑚∗(𝑧 +	∆𝑧) ∙

𝜓(𝑧 + 	2∆𝑧) − 	𝜓(𝑧)	
2∆𝑧 	−	 1

𝑚∗(𝑧 −	∆𝑧) ∙
𝜓(𝑧) − 	𝜓(𝑧 − 	2∆𝑧)	

2∆𝑧
2∆𝑧  

=	
1

(2∆𝑧)$ Z
𝜓(𝑧 + 	2∆𝑧) − 	𝜓(𝑧)	

𝑚∗(𝑧 +	∆𝑧) 	−	
𝜓(𝑧) − 	𝜓(𝑧 − 	2∆𝑧)

𝑚∗(𝑧 −	∆𝑧) [ 

 

Now, 2∆𝑧	 → 	𝛿𝑧. 

 

→	
1

(𝛿𝑧)$ \
𝜓(𝑧 + 	𝛿𝑧) − 	𝜓(𝑧)	

𝑚∗ S𝑧 +	𝛿𝑧2 T
	−	

𝜓(𝑧) − 	𝜓(𝑧 − 	𝛿𝑧)

𝑚∗ S𝑧 −	𝛿𝑧2 T
] 

 

𝛿𝑧	 → 	∆𝑧. 

 

→	
1

(∆𝑧)$ \
𝜓45# −	𝜓4	

𝑚
45#$

∗ 	− 	
𝜓4 −	𝜓46#	

𝑚
46#$

∗ ] 

=	
1

(∆𝑧)$ \
	1

𝑚
45#$

∗ 𝜓45# −	^
	1

𝑚
45#$

∗ +	
	1

𝑚
46#$

∗ _𝜓4 +	
1	

𝑚
46#$

∗ 𝜓46#] 

 

Plug this relation into Eq. (2.1). 

 

−
ℏ$

2
1

(∆𝑧)$ \
	1

𝑚
45#$

∗ 𝜓45# −	^
	1

𝑚
45#$

∗ +	
	1

𝑚
46#$

∗ _𝜓4 +	
1	

𝑚
46#$

∗ 𝜓46#] +	𝑉4𝜓4 = 𝐸𝜓4 

−
ℏ$

2(∆𝑧)$
	1

𝑚
45#$

∗ 𝜓45# 	+ 	\
ℏ$

2(∆𝑧)$ ^
	1

𝑚
45#$

∗ +	
	1

𝑚
46#$

∗ _ +	𝑉4] 𝜓4 −
ℏ$

2(∆𝑧)$
1	

𝑚
46#$

∗ 𝜓46# = 𝐸𝜓4 
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Using a relation 𝑚4589

∗ =	 #
$
(𝑚45#

∗ +	𝑚4
∗ ). 

 

−
ℏ$

(∆𝑧)$
	1

(𝑚45#
∗ +	𝑚4

∗ ) 𝜓45# 	+ 	 Z
ℏ$

(∆𝑧)$ `
	1

𝑚45#
∗ +	𝑚4

∗ +	
	1

𝑚4
∗ +	𝑚46#

∗ a +	𝑉4[ 𝜓4

−
ℏ$

(∆𝑧)$
1	

(𝑚4
∗ +	𝑚46#

∗ )𝜓46# = 𝐸𝜓4

	

 

∴ 	−𝑠45#𝜓45# 	+ 	𝑑4𝜓4 − 𝑠4𝜓46# = 𝐸𝜓4 (2.4)	

 

In Eq. (2.4), 

 

⎩
⎪
⎨

⎪
⎧ 𝑠4 =	

ℏ$

(∆𝑧)$
	1

(𝑚4
∗ +	𝑚46#

∗ )

𝑑4 =	
ℏ$

(∆𝑧)$ `
	1

𝑚45#
∗ +	𝑚4

∗ +	
	1

𝑚4
∗ +	𝑚46#

∗ a +	𝑉4
 

 

When the position discretization is 𝑛 =	1	~	𝑁, Equation (2.4) is written as below. 

 

⎩
⎪⎪
⎨

⎪⎪
⎧

−𝑠#𝜓3 			+ 			𝑑#𝜓# 		− 		𝑠$𝜓$ 		= 		𝐸𝜓#
−𝑠$𝜓# 			+ 			𝑑$𝜓$ 		− 		𝑠-𝜓- 		= 		𝐸𝜓$
−𝑠-𝜓$ 			+ 			𝑑-𝜓- 		− 		𝑠8𝜓8 		= 		𝐸𝜓-

⋮
−𝑠96#𝜓96$ 	+ 	𝑑96#𝜓96# − 𝑠9𝜓9 = 𝐸𝜓96#
−𝑠9𝜓96# 	+ 	𝑑9𝜓9 − 𝑠95#𝜓95# = 𝐸𝜓9

	

 

Wavefunction is assumed to be converged in the end of the structure. So, 𝜓3 = 𝜓95# = 	0. 

A set of these equations are summed as an eigenvalue-eigenvector problem. 
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∴ 𝑯𝜓 = 𝐸𝜓 (2.5) 

 

In Eq. (2.5), 

 

𝑯	 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝑑# −𝑠$
−𝑠$ 𝑑$

0 0
−𝑠- 0

… 0
… 0

0 −𝑠-
⋮ ⋮

𝑑- −𝑠8
⋱ ⋱

… 0
⋱ ⋮

0 0
0 0

… −𝑠96#
… 0

𝑑96# −𝑠9
−𝑠9 𝑑9 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝝍	 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝜓#
𝜓$
𝜓-
⋮

𝜓96#
𝜓9 ⎦

⎥
⎥
⎥
⎥
⎤

 

 

Eq. (2.5) can be solved very rapidly by using eigenvalue-eigenvector solver of MATLAB. 

 

2.2.2 Band Non-Parabolicity Effect 

 

 The E-k dispersion of an electron, which describes a relation between electron’s 

kinetics energy 𝐸: and momentum 𝑘, is derived from the Schrödinger equation under the 

effective mass approximation and is described by Equation (2.6). 

 

𝐸: =	
ℏ$𝑘$

2𝑚∗ (2.6)	

 

Although this relation can be available for explaining many physical phenomena, it is known 

well that this relation is collapsed for high-energy electrons because the effective mass is 

influenced by electrons’ energy. For high-energy electrons, the kinetic energy of electrons 

become lower than the one of Equation (2.6), and this phenomenon is called band non-
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parabolicity. There are several ways to described band non-parabolicity effect by 

mathematical forms, and the single band approximation method (1BM) is chosen in this work 

[59, 224, 226-230]. The energy dependent effective mass of the 1BM is described by 

Equation (2.7). Where, 𝐸;(𝑧) denotes energy gap. 

 

𝑚∗(𝑧, 𝐸) = 	𝑚∗(𝑧) Z1	 +	
𝐸 − 𝑉(𝑧)
𝐸;(𝑧)

[ (2.7)	

 

Other methods, two-band method (2BM) [228], three-band method (3BM) [224, 229], and 

eight-band method (8BM) [230], base the k•p theory to include the band non-parabolicity 

effect, and input parameters are different from the ones in the 1BM. In these k•p-based 

methods, a phenomenological parameter, Kane’s energy, is necessary. However, compared to 

effective mass (in the bottom of the conduction band) and band gap which are necessary for 

the 1BM, the reports for Kane’s energy are few and the reported values shows difference 

among the information sources. 

 To solve the Schrödinger equation including the band non-parabolicity effect, 

Equation (2.7) is discretized and incorporated into Equation (2.1), then the equation become 

non-linear. So, this study uses the solution for a non-linear finite difference method proposed 

by Cooper et al. [226]. 
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2.2.3 Non-Linear Finite Difference Method 

 

 Equation (2.7) is discretized as below. 

 

𝑚4
∗ 	→ 	𝑚4

∗ [1	 +	𝛼4(𝐸 −	𝑉4)] (2.8)	

 

In Equation (2.8), 𝛼4 is a band non-parabolicity parameter and is described in Equation 

(2.9) 

 

𝛼4 =	
1
𝐸;4

(2.9)	

 

In addition, all half-integer terms are described below. 

 

𝑚
45#$

∗ =	
1
2
(𝑚45#

∗ +	𝑚4
∗ ), 𝑉

45#$
=	
1
2
(𝑉45# +	𝑉4), 𝛼

45#$
=	
1
2
(𝛼45# +	𝛼4) 

 

Applying these relations to Eq. (2.1), Eq (2.10) is obtained. 

 

𝐴3 +	𝐴#𝐸 +	𝐴$𝐸$ +	𝐴-𝐸- = 0 (2.10)	

 

In Eq. (2.10), 

 

𝐴3 =	𝑎4𝜓46# +	𝑏4𝜓4 +	𝑐4𝜓45# 𝐴# =	𝑑4𝜓46# +	𝑒4𝜓4 +	𝑓4𝜓45# 
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𝐴$ =	𝑔4𝜓4 𝐴- =	ℎ4𝜓4 

 

Furthermore, 𝑎4 ~ ℎ4 in 𝐴3 ~ 𝐴- are described below. 

 

𝑎4 =	−
ℏ$

2∆𝑧$ ∙
1 −	𝛼

45#$
𝑉
45#$

𝑚
46#$

∗  

𝑏4 =	
ℏ$

2∆𝑧$ ^
1 −	𝛼

46#$
𝑉
46#$

𝑚
45#$

∗ +	
1 −	𝛼

45#$
𝑉
45#$

𝑚
46#$

∗ _ 

𝑐4 =	−
ℏ$

2∆𝑧$ ∙
1 −	𝛼

46#$
𝑉
46#$

𝑚
45#$

∗  𝑑4 =	−
ℏ$

2∆𝑧$ ∙
𝛼
45#$

𝑚
46#$

∗  

𝑒4 =	
ℏ$

2∆𝑧$ ^
𝛼
46#$

𝑚
45#$

∗ +	
𝛼
45#$

𝑚
46#$

∗ _+	W?1 −	𝛼
45#$

𝑉
45#$

G 𝛼
46#$

+	?1 −	𝛼
46#$

𝑉
46#$

G 𝛼
45#$

X 𝑉4 

−	?1 −	𝛼
46#$

𝑉
46#$

G ?1 −	𝛼
45#$

𝑉
45#$

G 

𝑓4 =	−
ℏ$

2∆𝑧$ ∙
𝛼
46#$

𝑚
45#$

∗  

𝑔4 =	𝛼46#$
𝛼
45#$

𝑉4 −	?1 −	𝛼45#$
𝑉
45#$

G𝛼
46#$

+	?1 −	𝛼
46#$

𝑉
46#$

G𝛼
45#$

 

ℎ4 =	−𝛼46#$
𝛼
45#$

 

When the position discretization is 	𝑛	 = 	1	~	𝑁 , Equation (2.10) is described by N×N-

matrice, A0 ~ A3. 

 

(𝑨3 + 𝐸𝑨# + 𝐸$𝑨$	+	𝐸-𝑨-)𝝍 = 𝟎 (2.11)	
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In Equation (2.11), A0 ~ A3 are described as below. 

 

𝑨𝟎 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝑏# 𝑐#
𝑎$ 𝑏$

0 0
𝑐$ 0

⋯ 0
⋯ 0

0 𝑎-
⋮ ⋮

𝑏- 𝑐-
⋮ ⋱

⋯ 0
⋱ ⋮

0 0
0 0

0 ⋯
0 ⋯

𝑏96# 𝑐96#
𝑎9 𝑏9 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝑨𝟏 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝑒# 𝑓#
𝑑$ 𝑒$

0 0
𝑓$ 0

⋯ 0
⋯ 0

0 𝑑-
⋮ ⋮

𝑒- 𝑓-
⋮ ⋱

⋯ 0
⋱ ⋮

0 0
0 0

0 ⋯
0 ⋯

𝑒96# 𝑓96#
𝑑9 𝑒9 ⎦

⎥
⎥
⎥
⎥
⎤

 

𝑨𝟐 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝑔# 0
0 𝑔$

0 0
0 0

⋯ 0
⋯ 0

0 0
⋮ ⋮

𝑔- 0
⋮ ⋱

⋯ 0
⋱ ⋮

0 0
0 0

0 ⋯
0 ⋯

𝑔96# 0
0 𝑔9⎦

⎥
⎥
⎥
⎥
⎤

, 𝑨𝟑 =	

⎣
⎢
⎢
⎢
⎢
⎡
ℎ# 0
0 ℎ$

0 0
0 0

⋯ 0
⋯ 0

0 0
⋮ ⋮

ℎ- 0
⋮ ⋱

⋯ 0
⋱ ⋮

0 0
0 0

0 ⋯
0 ⋯

ℎ96# 0
0 ℎ9⎦

⎥
⎥
⎥
⎥
⎤

 

 

Equation (2.11) is modified, and an expansive matrix is formed. 

 

(𝑨3 + 𝐸𝑨# + 𝐸$𝑨$)𝝍 = −	𝐸-𝑨-𝝍 

 

⟺ �
𝑶𝑵 𝑰𝑵 𝑶𝑵
𝑶𝑵 𝑶𝑵 𝑰𝑵
𝑨𝟎 𝑨𝟏 𝑨𝟐

� \
𝝍
𝐸𝝍
𝐸$𝝍

] = 𝐸 �
𝑰𝑵 𝑶𝑵 𝑶𝑵
𝑶𝑵 𝑰𝑵 𝑶𝑵
𝑶𝑵 𝑶𝑵 −𝑨𝟑

� \
𝝍
𝐸𝝍
𝐸$𝝍

] 

 

∴ \
𝑶𝑵 𝑰𝑵 𝑶𝑵
𝑶𝑵 𝑶𝑵 𝑰𝑵

−𝑨𝟑6𝟏𝑨𝟎 −𝑨𝟑6𝟏𝑨𝟏 −𝑨𝟑6𝟏𝑨𝟐
] \

𝝍
𝐸𝝍
𝐸$𝝍

] = 𝐸 \
𝝍
𝐸𝝍
𝐸$𝝍

] (2.12) 

 

This linearized equation, Equation (2.12), can be solved by the eigenvalue - eigenvector 

solver of MATLAB. Even though this method requires a very large PC memory due to a 

3𝑁 × 3𝑁 matrix, the calculation time is very short compared to the transfer matrix method.  
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2.2.4 Comparison of Numerical Calculations 

 

 In this subsection, several methods for solving the Schrödinger equation are 

compared in terms of eigen energy and calculation time. Calculation methods are determined 

by several factors, and the major difference is whether it is transfer matrix method (TMM) 

or finite difference method (FDM). Both TMM and FDM have variations. For example, in 

TMM, band non-parabolicity or self-consistent loop calculation are optional, and different 

solution basis, exponential (EXP) and triagonal (TRI) functions, gives a variety in calculation. 

 To compare these calculation methods, a single quantum well structure composed 

of a 200Å GaAs-well with Al0.3Ga0.7As-barriers are calculated by these methods under no 

electrical field. As a result, it turns out that the FDM-based calculation is advantageous 

compared to the TMM-based ones. In comparison, there is no significant difference in eigen 

energies between the FDM- and TMM-based methods. However, the FDM-based 

calculations are much faster than the ones of the TMM-based methods. In the TMM-based 

methods, it is found that the influence of the solution basis (EXP or TRI) is not so impactful 

on the calculation results, but the calculation speed is faster with the EXP. In addition, the 

self-consistent loop, which increases calculation time, also does not give so large difference 

in eigen energy. The 1BM without self-consistent loop can give similar results to the ones 

calculated with self-consistent loop. (TMM-based calculations could become faster when a 

parallel computation technique is used.) In the FDM-based methods (1BM, 2BM, and 3BM), 

there is negligible difference in eigen energy. Among them, the two-band model is the fastest. 

In all cases, when band non-parabolicity is considered, calculated eigen energy becomes 
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lower than the ones calculated without band non-parabolicity. 

 

 

Model # 0 1 2 3 4 5 6 7 8 9 

Method Transfer Matrix Method Finite Difference Method 

BNP w/o BNP 

1BM (Single band model) 
w/o 

BNP 
1BM 2BM 3BM No self-

consistent loop 

Self-consistent 

loop 

Basis EXP TRI EXP TRI EXP TRI - - - - 

Time [s] 28 53 32 51 803 1615 2 15 4 5 

Table. 2.1 Calculation models for Schrödinger equation and calculation speed. 

 

 

Figure. 2.3 Comparison of calculated eigen-energy  
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2.3 Incoherent Carrier Transport 

 

Carrier transport in QCLs falls into two types: coherent and incoherent transports, 

and both types are mathematically described and incorporated in the rate equation. In this 

section, incoherent carrier transport is explained. Incoherent carrier transport is carrier 

scattering between subbands, which randomly occurs due to several environmental cause 

factors, and affects not only subband carrier density but also optical linewidth.  

Carrier scattering rate and optical linewidth are calculated by applying the 

perturbation potential of scattering phenomena to Fermi’s golden rule and Ando’s theory, 

respectively [59, 231-234]. This work includes theoretical models of five scattering 

phenomena: LO-phonon (LO) scattering, electron-electron (EE) scattering, ionized-impurity 

(IMP) scattering, alloy-disorder (AD) scattering, and interface-roughness (IFR) scattering. In 

other work, acoustic-phonon (AP) scattering and radiative transition rate are also often 

included, but these phenomena are not included in the device simulator developed in this 

work because of its ignorable influence compared to other scattering phenomena. 

Furthermore, the screening effect is also considered in LO-phonon and Coulomb scatterings. 

These phenomena are influenced by the Coulomb force from the external components (e.g. 

other electrons or dopants). The screening effect model has been discussed for long years and 

has several variations, so the validity of these models is also considered in the later subsection. 

Based on scattering rate and optical linewidth, carrier lifetime in subbands and pure-

dephasing time (or energy blurring) are calculated. 

Several factors relating incoherent transport, which are not included the base model 
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by Razavipour, are considered in this work. First, although the original model of electron-

electron scattering rate takes a lot of calculation time, this model is modified by the Fourier 

transform and successfully reduces calculation time by reducing the number of variables. 

Optical linewidth and pure dephasing time, not dealt with in many previous studies, are also 

modeled and incorporated in the rate equation. 

 

 

 
Figure. 2.4 Incoherent carrier transport and related device parameters.  
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2.3.1 Fermi’s Golden Rule 

 

 Fermi’s golden rule describes carrier transition rate between two subbands and is 

originally derived from the time-dependent Schrödinger equation by applying a scattering 

potential as a perturbation Hamiltonian. When an electron transfers from subband |𝑖⟩ to |𝑓⟩ 

due to a cause scattering phenomenon 𝑋 (LO, EE, IMP, AD, or IFR), its scattering rate 

𝑊@A
(C) is described in Equation (2.13) [59]. 

 

𝑊@A
(C)(𝑘@) = 	

1
𝜏@A
(C) 	= 	

2𝜋
ℏ
�〈𝑓�𝐻�E

(C)�𝑖〉�
$
𝛿�𝐸@F 	− 	𝐸AF� (2.13) 

 

In Equation (2.13), 𝐻�E
(C)  denotes a scattering potential due to a cause scattering 

phenomenon 𝑋, and 𝐸@F and 𝐸AF are total energy (a sum of kinetic and potential energies) 

of electrons in the initial and final states, respectively. From this equation, it is confirmed that 

scattering happens only when electrons’ energy is conserved before and after scattering 

(Energy conservation law), and scattering rate is roughly predicted to be large when a spatial 

overlap of two wavefunctions 𝜓@  and 𝜓A  and a cause scattering phenomenon is wide 

(Scattering matrix element) as described in Figure 2.5. In order to obtain the final form of 

carrier scattering rate from Equation (2.13), several approximations or simplifications are 

necessary, and the detail of derivation is described in a reference book [59]. 
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Figure. 2.5 A brief idea of a relation between scattering rate and componential parameters. 
(a) A large overlap between a large wavefunction overlap and a cause phenomenon. (b) A 
large overlap between a small wavefunction overlap and a cause phenomenon. (c) A large 
overlap between an almost zero wavefunction overlap and a cause phenomenon. (d) A small 
overlap between a large wavefunction overlap and a cause phenomenon.  

 

 

 The carrier scattering rates calculated by Fermi’s golden rule is a function of the 

kinetic energy of the initial state. This form is directly used for the Monte-Carlo method, but 

thermally averaged values are used for the rate equation and density matrix methods. 

Electrons distribute energetically following the Fermi-Dirac distribution function 𝑓@GH(𝑘@), 

so the effective scattering rate is averaged by the kinetic energy, and the carrier occupying 

rate in the final state is also considered (the final-state-blocking). 
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𝑊IA
(C)������� 	= 	

∫𝑊@A
(C)(𝑘@)𝑓@GH(𝑘@)�1 − 𝑓AGH�𝑘A�� 𝑘@𝑑𝑘@

∫ 𝑓@GH(𝑘@) 𝑘@𝑑𝑘@
(2.14) 

 

After calculating the individual scattering rates caused by different phenomena, the net 

scattering rate 𝑊@A is calculated as below. 

 

𝑊@A 	= 	�𝑊IA
(C)�������

C

	= 	𝑊IA
(JK)�������� +	𝑊IA

(LGM)��������� 	+	𝑊IA
(L"N)��������� 	+	𝑊IA

(OH)�������� 	+𝑊IA
(PP)�������� = 	

1
𝜏@A

(2.15) 

 

In Equation (2.15), 𝜏@A  denotes the net scattering time. Lastly, the carrier lifetime of a 

subband |𝑖⟩ is a sum of the times for carriers to transfer |𝑖⟩ to other subbands. 

 
1
𝜏@
=	�

1
𝜏@AAQ@

(2.16) 

 

In the latter sections, the net carrier scattering rate 𝑊@A is described by just 𝑊@A. Effective 

mass also varys depending on subbands, but this work uses the value at the bottom of the 

conduction band (𝑚@ 	≈ 	𝑚A 	≈ 	𝑚∗). 
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2.3.1.1 LO-phonon scattering rate 

 

 The LO-phonon scattering (Longitudinal optical phonon scattering), occurred due 

to lattice vibration, is a dominant carrier transport in QCLs and always needs to be considered 

in device design. When the energy difference between two subbands 𝐸@A corresponds to the 

LO-phonon vibration energy of materials, the LO-phonon scattering rate is maximized due 

to energy resonance, and the LO-phonon scattering rate is fast (ps order) compared to other 

scattering mechanisms and is often used for carrier abstraction from LLS. However, the LO-

phonon scattering rate greatly increases under high temperature conditions, and the increase 

of scattering rate in radiation path causes degradation of device performance [188]. To 

calculate the LO-phonon scattering rate by Fermi’s golden rule, the energy conservation law 

needs to be rewritten with the LO-phonon vibration energy of material 𝐸JK  as below 

because the LO-phonon scattering is an elastic phenomenon. 

 

𝐸A +	
ℏ$𝑘A$

2𝑚A
∗ −	𝐸@ −	

ℏ$𝑘@$

2𝑚@
∗ 	→ 	𝐸A +	

ℏ$𝑘A$

2𝑚A
∗ −	𝐸@ −	

ℏ$𝑘@$

2𝑚@
∗ ± 𝐸JK 

(- = emission, + = absorption) 

 

The scattering Hamiltonian of the LO-phonon scattering is given in Equation (2.17). 

 

𝐻�E
(JK) =	𝑞3�� 

(ℏ𝜔) S 1𝜀R
− 1
𝜀E
T S𝑁3 +

1
2 ±

1
2T

2 S£𝑲𝒙𝒚£
$ + |𝐾1|$T

¦

#
$

::𝑲𝒙𝒚

𝑒6@𝑲𝒙𝒚∙𝒓𝒙𝒚

𝐴
#
$

𝑒6@𝑲𝒛1

𝐿
#
$

(2.17) 
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In Equation (2.17), the upper sign (+) means LO-phonon emission, and the lower sign (-) 

means absorption, and both cases need to be solved. By applying Equation (2.17) to (2.13), 

the non-averaged scattering rate is derived in Equation (2.18). 

 

𝑊@A
(JK)(𝑘@) = 	

𝜋𝑚∗𝑞3$(ℏ𝜔)
(2𝜋)$ℏ- ?

1
𝜀R

−
1
𝜀E
G ?𝑁3 +

1
2
±
1
2G
Θ?𝑘@$ −	

2𝑚∗∆
ℏ$ G  

×¨
£𝐺@A(𝐾1)£

$
𝑑𝐾1

ª𝐾18 + 2𝐾1$ S2𝑘@$ −
2𝑚∗∆
ℏ$ T + S2𝑚

∗∆
ℏ$ T

$

R

6R
(2.18) 

(+ = emission, - = absorption) 

 

In Equation (2.18), some parameters are calculated as below. 

 

𝑁3 =	
1

exp(ℏ𝜔 𝑘X𝑇J⁄ ) − 1 

∆	= 	𝐸A −	𝐸@ 	∓ 	𝐸JK 

𝐺@A(𝐾1) = 	¨𝜓A∗(𝑧)𝑒6@::1𝜓@(𝑧)𝑑𝑧 

(-=emission, +=absorption) 

 

In the above equations, 𝜀R  is the high-frequency permittivity, 𝜀E  is the low-frequency 

(static) permittivity, 𝑁3 is the phonon density of the crystal, 𝐺@A is the form factor, 𝐾1 is 

the z-direction wave vector, and ∆ is the electron energy difference between the bottom of 

the initial state and the bottom of the final state. 
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2.3.1.2 Electron-electron scattering rate 

 

 The electron-electron scattering is caused by the conflict of two electrons, and this 

process is similar to the ionized-impurity scattering in terms of the influence of the Coulomb 

force. The scattering Hamiltonian of the electron-electron scattering is described below [59]. 

Where, 𝑹 denotes the three-dimensional position of carriers (𝑹 = (𝑥, 𝑦, 𝑧)F). 

 

𝐻�E
(PP) =	

𝑞3$

4𝜋𝜀E³|𝑹 − 𝑹Y|$
(2.19) 

 

However, unlike the ionized-impurity scattering, the quantum conditions of the two electrons 

can change, so the four total quantum conditions, two initial conditions (|𝑖⟩ and |𝑗⟩) and two 

final conditions (|𝑓⟩ and |𝑔⟩), need to be considered in Fermi’s golden rule. So, when the 

number of subbands per module is 𝑁*+,+*, 𝑁*+,+*8 of the number of scattering paths exist. (In 

other scattering phenomena, the number of scattering paths is 𝑁*+,+*$ .) The scattering rate of 

the electron-electron scattering is obtained by applying Equation (2.19) to (2.13). 

 

𝑊@ZA;
(PP)(𝑘@) = 	

𝑚∗𝑞38

64𝜋-ℏ-𝜀E$
¨ 𝑓ZGH�𝑘Z�
R

3
¨ ¨

£𝐴@ZA;�𝐾[\�£
$

𝐾[\$
$]

3
𝑑𝜃𝑑𝛼𝑘Z𝑑𝑘Z

$]

3
(2.20) 

 

In Equation (2.20), the momentum conservation law is described by 𝐾[\, but the derivation 

is a little complicated. In the below equations, 𝑘@,	𝑘Z,	𝑘A, and 𝑘; are the absolute values of 

wave vectors of electrons in the subbands, |𝑖⟩, |𝑗⟩, |𝑓⟩, and |𝑔⟩, respectively, and the angles, 
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𝛼 and 𝛽 are made by the vectors, 𝒌𝒊 and 𝒌𝒋, and 𝒌𝒇 and 𝒌𝒈, respectively. 

 

𝑘@Z$ =	𝑘@$ + 𝑘Z$ − 2𝑘@𝑘Z cos(𝛼) 

𝑘A;$ =	𝑘A$ + 𝑘;$ − 2𝑘A𝑘; cos(𝛽) 

�2𝐾[\�
$ = 𝑘@Z$ +	𝑘A;$ − 2𝑘@Z𝑘A;𝑐𝑜𝑠𝜃 

 

𝐴@ZA;  is the form factor of the electron-electron scattering. Using these parameters, the 

electron-electron scattering rate can be calculated. However, this calculation is time-

consuming and not practical with usual spec of computers. This issue is resolved by using 

Fourier transform. 𝑧 and 𝑧’ denote positions for carriers transporting from |𝑖⟩ to |𝑓⟩ and 

from |𝑗⟩ to |𝑔⟩, respectively. 

 

𝐴@ZA;�𝐾[\� = 	¨ ¨ 𝜓@(𝑧)𝜓Z(𝑧Y)𝜓A∗(𝑧)𝜓;∗(𝑧Y)𝑒6:>?b161
@b𝑑𝑧𝑑𝑧Y

R

6R

R

6R
(2.21) 

 

 

 
Figure. 2.6 Quantum states before and after the electron-electron scattering. 
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 Due to the six variables in Equation (2.20) and (2.21), the calculation of the electron-

electron scattering rate is a lengthy process. However, this issue is mitigated by applying the 

discretized Fourier transform proposed by Bonno, et al. [235]. In their work, integration 

range of the form factor is limited to one period of a device. Based on their methods, this 

work takes advantage of the wavefunction’s characteristics that wavefunction converges at 

infinity, the integration range is expanded as in Equation (2.21) to derive the Fourier form of 

the form factor. Firstly, the following wave function products need to be introduced.  

 

½
𝜓4
@A =	𝜓@(𝑧4)𝜓A∗(𝑧4)

𝜓c
Z; =	𝜓Z(𝑧c)𝜓;∗(𝑧c)

 

 

𝜓4
@A  and 𝜓c

Z; , and the corresponding Fourier coefficients, Ψd
@A  and Ψe

Z; , are written as 

below by applying the discretized Fourier transform and the inverse Fourier transform.	𝑧 and 

𝑧Y are also replaced by 𝑧4 and 𝑧c. 

 

⎩
⎪⎪
⎨

⎪⎪
⎧
Ψd
@A =	 � 𝜓4

@A

9A

4f	69A

𝑒6@
$]d4
9

Ψe
Z; =	 � 𝜓c

Z;

9A

cf	69A

𝑒6@
$]ec
9

 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝜓4
@A =	

1
𝑁

� Ψd
@A𝑒@

$]d4
9

9A

df69A

𝜓c
Z; =	

1
𝑁

� Ψe
Z;𝑒@

$]ec
9

9A

ef69A

 

 

𝑎, 𝑏 = 	−𝑁A , −�𝑁A − 1�,⋯	, �𝑁A − 1�, 𝑁A 

𝑁 = 2𝑁A + 1 
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Then, Equation (2.21) is modified as below. 

 

𝐴@ZA;�𝐾[\� = 	
1
𝑁$ � � Ψd

@A

9A

ef69A

9A

df69A

Ψe
Z;¨ ¨ 𝑒@

$]d4
9 𝑒@

$]ec
9 𝑒6:>?b161@b𝑑𝑧𝑑𝑧Y

R

6R

R

6R
 

 

where 𝑛 and 𝑚 are expressed by discretized positions 𝑧4 and 𝑧c, respectively, then they 

are returned to the corresponding continuous positions, 𝑧  and 𝑧Y . Furthermore, these 

positions are respectively replaced with 𝑢 and 𝑣. 

 

⎩
⎨

⎧ 𝑛 = 	
𝑧4 −	𝑧69A − 𝑁A∆𝑧	

∆𝑧 → 	
𝑧 −	𝑧69A − 𝑁A∆𝑧	

∆𝑧 =
𝑢	
∆𝑧	

𝑚 = 	
𝑧c −	𝑧69A − 𝑁A∆𝑧	

∆𝑧
→ 	

𝑧Y −	𝑧69A − 𝑁A∆𝑧	
∆𝑧

=
𝑣	
∆𝑧

 

 

Then, the form factor is modified as below. 

 

𝐴@ZA;�𝐾[\� = 	
1
𝑁$ � � Ψd

@A

9A

ef69A

9A

df69A

Ψe
Z;¨ ¨ 𝑒@

$]d
9∆1h𝑒@

$]e
9∆1,𝑒6:>?|h6,|𝑑𝑢𝑑𝑣

R

6R

R

6R
 

 

Finally, 𝑣 is replaced by 𝑤 (𝑤 = 	𝑢 − 𝑣) for variable separation, and the Fourier transform 

is used to obtain Equation (2.22). 
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𝐴@ZA;�𝐾[\� = 	
1
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9A

ef69A
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df69A
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1
𝑁$ � � Ψd

@A

9A

ef69A

9A

df69A

Ψe
Z;¨ 𝑒@

$](d5e)
9∆1 h𝑑𝑢¨ 𝑒6:>?|j|𝑒6@

$]e
9∆1j𝑑𝑤

R

6R

R
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∴ 	𝐴@ZA;�𝐾[\� 	= 	2𝑁𝐾[\∆𝑧- �
Ψk
@AΨ6k

Z;

�𝐾[\𝑁∆𝑧�
$
+ (2𝜋𝑐)$

9A

kf69A

(2.22) 

 

By this method, the calculation time is reduced by three orders and the electron-electron 

scattering model becomes more practical [236]. At last, the net electron-electron scattering 

rate between two subbands is calculated by the below equation. 

 

𝑊IA����� = 𝑊IIAA������� −𝑊IAAI������� +�𝑊IlA;�������
Z,;

(2.23) 

 

 To verify the calculation accuracy and speed, a 400Å-wide infinite square quantum 

well is simulated as an example. In this simulation, inter-subband scattering rate 𝑊$$##
(PP) is 

calculated by the original and Fourier models and compared in Figure 2.7. The data points 

for the calculation are determined by a product of discretization points of 𝑘@, 𝑘Z, 𝛼, and 𝜃 

in Equation (2.20). The subband carrier density is assumed to be 1.0×1010cm-2 in each 

subband. As shown in Figure 2.7(a), the calculation results with the original form and the 

DFT form match well. In Figure 2.7(b), on the other hand, the calculation time with the DFT 

form is almost three orders shorter. It changes from 1.08×104 s to 30s when the data points 

are 1.14×106. This result demonstrates the superiority of the DFT calculation. 
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Figure. 2.7 Calculation results for the electron-electron scattering rate in an infinite square 
quantum well. (a) Inter-subband scattering rate 𝑊$$##, and (b) Calculation time. 

 

2.3.1.3 Ionized-impurity scattering rate 

 

 The ionized-impurity scattering happens between an electron and ionized dopant 

atom. Even though the quantum conditions of two particles can change due to this scattering 

process like the electron-electron scattering, the change of quantum condition of the ionized 

atom is ignored due to its large mass compared to the one of electrons in theory. In order to 

calculate the scattering rate, the scattering Hamiltonian of the ionized-impurity scattering is 

described as the Coulomb potential [59]. 𝑹𝟎  denotes the position of ionized impurities 

(𝑹𝟎 = (𝑥3, 𝑦3, 𝑧3)). 

 

𝐻�E
(L"N) =	−	

𝑞3$

4𝜋𝜀E³|𝑹 − 𝑹𝟎|$
(2.24) 

 

The scattering rate is calculated by using Fermi’s golden rule. 

2.0

2.2

2.4

2.6

2.8

3.0

!"#$%#& !"#$%#' !"#$%#( !"#$%#)
Data points

Original form
DFT form

105 106 107 108

Sc
at

te
rin

g 
ra

te
 ×

10
10

[1
/s

]

(a)

C
al

cu
la

tio
n 

tim
e 

[s
]

Data points

Original form
DFT form

106

105

104

103

102

101

100105 106 107 108

(b)



 81 

 

𝑊@A
(L"N)(𝑘@) = 	

𝑚∗𝑞38

4𝜋ℏ-
Θ�𝑘A$�¨

𝐽@A�𝐾[\�
𝐾[\$

𝑑𝜃
]

3
(2.25) 

 

𝐽@A and 𝐾[\ are the form factor and the scattering momentum exchange, as described below. 

 

𝐾[\$ =	𝑘A$ +	𝑘@$ −	2𝑘@𝑘A𝑐𝑜𝑠𝜃 

𝐽@A�𝐾[\� = 	¨𝑁-H(𝑧3) Ã¨
𝜓A∗(𝑧)𝜓@(𝑧)𝑒6:>?|161B|

𝜀E(𝑧)
𝑑𝑧Ã

$

𝑑𝑧3 

 

2.3.1.4 Alloy-disorder scattering rate 

 

 The alloy-disorder scattering, happens due to inhomogeneity of compounds, needs 

to be considered when alloy crystals (ternary or quaternary) are used. In theory, the scattering 

rate of the alloy-disorder scattering is maximized when the alloy composition is 50% but is 

not so significant in most GaAs-based THz QCLs. The scattering Hamiltonian of the alloy-

disorder scattering is derived based on the virtual crystal approximation by dealing with the 

real (random) and virtual (ideal) crystal potentials for a ternary material 𝐴[𝐵#6[𝐶 [59]. 

 

𝐻�E
(OH)(𝑹) = 	𝛺𝛥𝑉dn \ � (1 − 𝑥)𝛿(𝑹 − 𝑹𝒊)

𝑹𝒊∈MD

− � 𝑥𝛿(𝑹 − 𝑹𝒊)
𝑹𝒊∈M7

] (2.26) 

 

In Equation (2.26), 𝛺 and ∆𝑉dn denotes the volume of a unit-cell and the spatial average 
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of the potential difference between the two materials. The volume of a unit-cell is defined as 

below with a lattice constant 𝑎 [59]. 

 

⎩
⎨

⎧Ω(zinc	blende) = 	
𝑎-

4

Ω(diamond) = 	
𝑎-

8

 

 

As for the spatially-averaged potential difference, there are two definitions [59, 237], and this 

work selects the one proposed by Harrison et al. with the conduction band offset ∆𝐸q  [59]. 

 

𝛥𝑉dn 	~	∆𝐸q  

 

By plugging these material parameters and Equation (2.26) into Fermi’s golden rule, the 

alloy-disorder scattering rate is derived as in Equation (2.27). 

 

𝑊@A
(OH)(𝑘@) = 	

𝑚∗Ω∆𝑉dn$

ℏ- Θ�𝑘A$�¨£𝜓A(𝑧)£
$𝑥(𝑧)[1 − 𝑥(𝑧)]|𝜓@(𝑧)|$𝑑𝑧 (2.27) 

 

2.3.1.5 Interface-roughness scattering rate 

 

 The interface-roughness scattering originates from the inhomogeneity of the hetero-

junction interfaces, and this phenomenon can be influential depending on device conditions 

such as barrier height, surface-roughness parameters (roughness height and correlation 
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length), and the driving temperature. 

 The scattering Hamiltonian of the interface-roughness scattering is defined as the 

potential difference at the interface whose range is defined as 𝑧LJ 	≤ 𝑧	 ≤ 	 𝑧Lr. 𝐼 denotes the 

number of interfaces. 

 

𝐻�E
(LGM)(𝑹) = 	−	∆1(𝒓)

𝑑𝑉(𝑧)
𝑑𝑧 rect `

𝑧 − 𝑧L
𝑧Lr − 𝑧LJ

a (2.28) 

 

Where,	∆1(𝒓) is the fluctuation of the interface (𝒓 = (𝑥, 𝑦)𝑻), and the Gaussian shaped self-

correlation function is assumed with the roughness height ∆ and correlation length Λ [59]. 

In the simulation in this work, ∆	= 2Å  and Λ = 100Å  are used. As for the self-

correlation function, the other variations are also proposed [238, 239]. 

 

〈∆1(𝒓)∆1(𝒓Y)〉 = 	∆$𝑒𝑥𝑝 `−
|𝒓 − 𝒓Y|$

Λ$ a 

 

For the net scattering rate, each rate at the interfaces per module is summed up. 𝐼 =

1	~	𝐴𝑙𝑙	𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒𝑠. In Equation (2.29), 𝑉3 denotes the potential drop (barrier height) over 

a range of 𝑧LJ 	≤ 𝑧	 ≤ 	 𝑧Lr. 

 

𝑊@A
(LGM)(𝑘@) = 	

c∗(∆t)9

ℏF
Θ�𝑘A$�𝑒

6G
9

H u)I
95	)A

9v ∫ 𝑒
G9

9 )I)AkwEx𝑑𝜃]
3 ∑ S𝜓A∗(𝑧L)𝑉3𝜓@(𝑧L)T

$
L (2.29)  
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2.3.2 Ando’s Theory 

 

 One more important theory about incoherent carrier transport is Ando’s theory, and 

optical linewidth (FWHM) is calculated by this theory. The theoretical form of optical 

linewidth for optical transition from |𝑖⟩ to |𝑓⟩, derived from the first principal calculation 

by Ando, is described in Equation (2.30) [231, 232]. Instead of the total energy 𝐸@F and 𝐸AF 

in Fermi’s golden rule, the kinetic energies 𝐸@: and 𝐸A: are used in the delta function. By 

applying the same Hamiltonian potential corresponding to each scattering phenomenon to 

Ando’s theory, optical linewidth is calculated.  

 

Γ@A
(C)(𝑘@) 	= 	2𝜋�〈�〈𝑖𝒌𝒇�𝐻�E

(C)�𝑖𝒌𝒊〉 −	〈𝑓𝒌𝒇�𝐻�E
(C)�𝑓𝒌𝒊〉�

$
〉d,; 𝛿�𝐸A: − 𝐸@:�

𝒌𝒇

(2.30) 

 

Like scattering rate, optical linewidth is also thermally averaged by using the Fermi-Dirac 

distribution function 𝑓@GH(𝑘@). 

 

ΓIA
(C)����� 	= 	

∫ Γ@A
(C)(𝑘@)£𝑓@GH(𝑘@) − 𝑓AGH(𝑘@)£ 𝑘@𝑑𝑘@
∫£𝑓@GH(𝑘@) − 𝑓AGH(𝑘@)£ 𝑘@𝑑𝑘@

(2.31) 

 

The total linewidth Γ@A∗  is a sum of linewidths due to each scattering phenomenon. 

 

Γ@A∗ 	= 	�ΓIA
(C)�����

C

	= 	
2ℏ
𝜏@A∗

(2.32) 
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A device parameter related to optical linewidth is dephasing time. Dephasing is a 

mechanism that recovers classical behavior from a quantum system. When coherence decays 

by perturbation over time, the system returns to the state before perturbation. The time that 

it takes for the conducting electrons to lose their quantum behavior is dephasing time [240], 

and usually an experimental equation below is used for transition from |𝑖⟩ to |𝑓⟩ [241]. 

 

1
𝜏@A
∥ =	

1
2 `

1
𝜏@
+	

1
𝜏A
a +	

1
𝜏@A∗

(2.33) 

 

In Equation (2.33), 𝜏@A
∥  denotes the total dephasing time, and 𝜏@ and 𝜏A are carrier lifetime 

calculated from intersubband scattering rate in Equation (2.16). 𝜏@A∗  in Equation (2.32) and 

(2.33) denotes the pure dephasing time [242, 243]. In the previous studies, phenomenological 

values are used for the pure dephasing time [118, 119, 129, 207, 244]. However, this method 

is a little cautious. Usually, phenomenological values are experimentally obtained from 

optical measurement, so using such values to simulate optical linewidth would not have so 

critical problems. On the other hand, pure dephasing time is also used for coherent transport 

between modules. In this case, phenomenological values would cause significant errors 

because wavefunction distribution inside a module and between modules are very different. 

Between carrier lifetime and band broadening due to inter-subband scattering, the uncertainty 

principle (Γ4 ∙ 𝜏4	~	ℏ) can be used. Then, the total optical linewidth is described as in 

Equation (2.34). 

 

Γ@A =	Γ@ +	ΓA +	Γ@A∗ (2.34) 
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 In this work, optical linewidth due to the LO-phonon, ionized-impurity, alloy-

disorder, and interface-roughness scatterings is calculated by using Ando’s theory and the 

almost same mathematical procedure with Fermi’s golden rule, and theoretical forms of them 

are introduced below. The optical linewidth due to the electron-electron scattering is not 

included in this work. 

 

2.3.2.1 Optical linewidth by LO-phonon scattering 

 

 The optical linewidth due to the LO-phonon scattering is derived by applying 

Equation (2.17) to Ando’s theory. 

 

Γ@A
(JK)(𝑘@) = 	

𝜋𝑚∗𝑞3$(ℏ𝜔)
(2𝜋)$ℏ$ ?

1
𝜀R

−
1
𝜀E
G ?𝑁3 +

1
2 ±

1
2GΘ ?𝑘@

$ ∓	
2𝑚∗𝐸JK
ℏ$ G 

× ¨
£𝐻@A(𝐾1)£

$
𝑑𝐾1

ª𝐾18 + 2𝐾1$ S2𝑘@$ ∓
2𝑚∗𝐸JK
ℏ$ T + S2𝑚

∗𝐸JK
ℏ$ T

$

R

6R
(2.35) 

(The upper sign = emission, the lower sign = absorption) 

 

In Equation (2.35), the Heaviside function can be omitted for absorption because the inside 

of a parentheses is always plus, and the form factor is described below. 

 

𝐻@A(𝐾1) = 	¨ S|𝜓@(𝑧)|$ − £𝜓A(𝑧)£
$T 𝑒6@::1𝑑𝑧 
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2.3.2.2 Optical linewidth by ionized-impurity scattering 

 

 The optical linewidth due to the ionized-impurity scattering is often studied and is 

found to be influential on the optical gain [243, 245, 246]. The theoretical form is described 

in Equation (2.36). 𝐾[\ and 𝐼@A are also shown below. 

 

Γ@A
(L"N)(𝑘@) = 	

𝑚∗𝑞38

4𝜋ℏ$
¨

𝐼@A�𝐾[\�
𝐾[\$

𝑑𝜃
]

3
(2.36) 

 

𝐾[\$ 	= 2𝑘@$(1 − 	𝑐𝑜𝑠𝜃) 

𝐼@A�𝐾[\� 	= 	¨𝑁n-H(𝑧3) Ø¨
|𝜓@(𝑧)|$ − £𝜓A(𝑧)£

$

𝜀E(𝑧)
𝑒6:>?|16	1B|𝑑𝑧Ø

$

𝑑𝑧3 

 

A relation between optical linewidth and doping conditions is investigated in Chapter 3. 

 

2.3.2.3 Optical linewidth by alloy-disorder scattering 

 

 The optical linewidth due to the alloy-disorder scattering is also derived by the same 

way. Alloy-disorder scattering is not so influential on both scattering rate and optical 

linewidth [242]. 

 

Γ@A
(OH)(𝑘@) = 	

𝑚∗Ω∆𝑉dn$

ℏ$ ¨𝑥(𝑧)[1 − 𝑥(𝑧)] Ù|𝜓@(𝑧)|$ − £𝜓A(𝑧)£
$Ú
$
𝑑𝑧 (2.37) 
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2.3.2.4 Optical linewidth by interface-roughness scattering 

 

 Interface-roughness scattering is also considered to be influential on optical 

linewidth and has been often studied with the ionized-impurity scattering [242, 243, 245, 

247-250]. 

 

Γ@A
(LGM)(𝑘@) = 	

𝑚∗∆$Λ$

ℏ$ Û�𝐺L,@A$

L

Ü¨ 𝑒6
t9
$ )I

9kwEx𝑑𝜃
]

3
(2.38) 

 

The form factor 𝐺L,@A is given as below. 

 

𝐺L,@A =	¨ S|𝜓@(𝑧)|$ − £𝜓A(𝑧)£
$T ?

𝑑𝑉
𝑑𝑧G𝑑𝑧

1K
L

1K
M

 

 

2.3.3 Screening Effect 

 

In order to correctly calculate the carrier scattering rate of Coulomb scatterings (LO, 

IMP, and EE), it is vital to consider a screening effect model, without which the intra-subband 

scattering rate diverges at 𝐾 = 0. Existing screening effect theories have generally been 

derived from the random-phase-approximation (RPA) and can be divided into two main 

categories: Dyson equation and Lindhard theory [251]. The screened Coulomb potential can 

be calculated by using either theory, but it can be an exacting task to select an appropriate 
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model [246, 252-254]. 

 In the Dyson equation, the screened Coulomb potential is calculated from the RPA 

without any auxiliary assumptions, hence considered to have higher theoretical validity. 

However, this method leads to complicated simultaneous equations that can be 

computationally expensive. The Lindhard theory has the advantage of easy and swift 

calculation for the scattering rate by modifying the wave vector 𝐾[\  or 𝐾1  using the 

screened wave vector 𝐾Ek. 

 

𝐾	 → 	³𝐾$ +	𝐾Ek$ 	⋯ 	3𝐷	𝑡ℎ𝑒𝑜𝑟𝑦 

𝐾	 → 	𝐾	 +	𝐾Ek 	⋯ 	2𝐷	𝑡ℎ𝑒𝑜𝑟𝑦 

 

This modification of the wave vector varys according to the dimension being considered. As 

for the shortcomings of this theory, the accuracy of its calculation has been questioned 

because of the approximations being used to derive most of its models. 

 Even though the two-dimensional Lindhard theory has been widely used in previous 

works, this work adopts the three-dimensional theory because of the limitation in the 

application of the two-dimensional theory in device physics. Indeed, the Coulomb potential 

is defined in both two- and three-dimensions. In order to define the two-dimensional 

Coulomb potential, the carriers need to distribute homogeneously along the direction of 

current flow. Under this condition, the electrical field to the 𝑧-axis is canceled out, and the 

two-dimensional Coulomb potential can be defined (Figure 2.8). In QCLs, however, the 

spatial distribution of electrons is heterogeneous because it is determined by wave functions. 
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In this sense, the two-dimensional theory can be said to be plagued by contradiction.  

 

Figure. 2.8 Conditions for the two-dimensional Lindhard theories and three-dimensional 
theories. 
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A thorough search of the relevant literature yielded five three-dimensional screening 

models (Table 2.2). These models can be derived based on the definition of three-dimensional 

screened wave vector in Equation (2.39) [259], where 𝑁n-H  and 𝜇  denote the three-

dimensional carrier density and chemical potential, respectively. 

 

𝐾Ek$ 	= 	
𝑞3$

𝜀E
`
𝜕𝑁n-H

𝜕𝜇 a (2.39) 

 

 Among the five models, the one by Ezhov et al. appears to the authors to make the 

fewest auxiliary assumptions, and thus has a wider range of applicability [252]. Ezhov model 

describes the three-dimensional carrier density as in Equation (2.40), with the subband carrier 

density 𝑁@$H and the length of one period of devices 𝐿{. 

 

𝑁-H =	�
𝑁@$H

𝐿{@

(2.40) 

 

The subband carrier density is also described in Equation (2.41) with the subband effective 

mass 𝑚@ and eigen energy 𝐸@. 

 

𝑁@$H =	¨ 𝑓@GH(𝐸)
𝑚@

𝜋ℏ$
𝑑𝐸

R

PI
(2.41) 

 

From these equations, the three-dimensional carrier density is described as in Equation (2.42). 
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𝑁-H =	
1

𝜋ℏ$𝐿{
�𝑚@¨ 𝑓@GH(𝐸)𝑑𝐸

R

PI@

(2.42) 

 

Equation (2.41) is then plugged into Equation (2.39) to obtain Equation (2.43). 

 

𝐾Ek$ 	= 	
𝑞3$

𝜋ℏ$𝜀E𝐿{
�𝑚@¨ `

𝜕𝑓@GH(𝐸)
𝜕𝜇 a𝑑𝐸

R

PI@

=	
𝑞3$

𝜋ℏ$𝜀E𝐿{
�𝑚@¨ `−

𝜕𝑓@GH(𝐸)
𝜕𝐸 a 𝑑𝐸

R

PI@

 

=	
𝑞3$

𝜋ℏ$𝜀E𝐿{
�𝑚@[−𝑓@GH(𝐸)]PI

R

@

 

∴ 	𝐾Ek$ 	= 	
𝑞3$

𝜋ℏ$𝜀E𝐿{
�𝑚@𝑓@GH(𝐸@)
@

(2.43) 

 

 As for the other four models, the worrying thing is their inaccurate calculations due 

to approximations or simplifications. First, the Debye model approximates the Fermi-Dirac 

function by the Boltzmann distribution function, a condition that is not appropriate to high-

energy electrons. The modified Debye model [252] is kindred to the Debye model. Second, 

the Thomas-Fermi model [252, 260] is based on low temperature conditions. Third, the Asada 

model [59, 256, 261] is similar to the Ezhov model [252] in the derivation process but uses 

effective well widths instead of the one period length in Equation (2.40). As a result, the 

approximation is not appropriate for complicated device structures, such as those of QCLs. 
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2.4 Coherent Carrier Transport 

 

 In this section, the theories related to coherent carrier transport will be described. 

The inter-module carrier propagation in the rate equation of this work is assumed to be only 

coherent resonant tunneling, and this carrier transition is described by the tunneling time/rate 

derived by Scalari et al. [139]. Tunneling time, which is obtained in derivation of the 

tunneling current by quantum mechanical approach (The first-order tunneling current theory), 

is composed of coupling strength, detuning energy, and dephasing time, and the tight-binding 

theory describes coupling strength and detuning energy. These theories will be explained 

below. 

 

 

 
Figure. 2.9 An image of tight-binding condition (a) Delocalized condition, and (b) Tight-
binding condition.  
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2.4.1 Tight-Binding Theory 
 

 The detuning energy and coupling strength are described by considering the 

delocalized condition where two modules are connected and the tight-binding condition 

where two independent modules are superposed [225]. Detuning energy is the energy 

difference between two coupled quantum states, and coupling strength describes how 

strongly two subbands are related. In the alignment condition, detuning energy is close to 

zero, and coupling strength shows a large value. 

 To describe the detuning energy and coupling strength between two subbands |𝐿⟩ 

and |𝑅⟩, a delocalized condition and tight-binding condition are considered as depicted in 

Figure 2.9. Now, the wave function in the original condition is assumed to be written as a 

superposition of two basis in a tight-binding condition as in Equation (2.44). Where, 𝛼 and 

𝛽 are complexed binding coefficients and satisfy a relation (|𝛼|$ +	|𝛽|$ = 1). 

 

𝜓(𝑧) = 	𝛼𝜓J(𝑧) + 	𝛽𝜓M(𝑧) (2.44) 

 

In the tight-binding condition, Schrodinger equation can be applied into each quantum 

condition. 

 

⎩
⎪
⎨

⎪
⎧Z−

ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧)[ 𝜓J(𝑧) = 𝐸J𝜓J(𝑧)

Z−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$
+	𝑉M(𝑧)[ 𝜓M(𝑧) = 𝐸M𝜓M(𝑧)

(2.45) 
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The Schrodinger equation can also be applied to the original condition (Equation (2.44)). 

Then, the Hamiltonian is decomposed into the potential profiles in the tight-binding condition 

[262]. 

 

𝐻�𝜓(𝑧) = 𝐸𝜓(𝑧) (2.46) 

𝐻� = −
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$
+	𝑉J(𝑧) +	𝑉M(𝑧) −	𝑉3(𝑧) (2.47) 

 

Plug Equation (2.44) into (2.46). 

 

𝐻��𝛼𝜓J(𝑧) + 	𝛽𝜓M(𝑧)� = 𝐸�𝛼𝜓J(𝑧) + 	𝛽𝜓M(𝑧)� 

⟺ 	𝛼𝐻�𝜓J(𝑧) + 	𝛽𝐻�𝜓M(𝑧) = 𝛼𝐸𝜓J(𝑧) + 	𝛽𝐸𝜓M(𝑧) 

 

 

 
Figure. 2.10 Decomposition of potential 

!(#)

!!(#)

!"(#)
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Multiply 𝜓J∗(𝑧) from the left side, and integrate by 𝑧. 

 

𝛼"𝜓!∗(𝑧)𝐻(𝜓!(𝑧)𝑑𝑧 + 	𝛽"𝜓!∗(𝑧)𝐻(𝜓#(𝑧)𝑑𝑧 = 𝛼𝐸"𝜓!∗(𝑧)𝜓!(𝑧)𝑑𝑧 + 	𝛽𝐸"𝜓!∗(𝑧)𝜓#(𝑧)𝑑𝑧 

⟺	𝐻JJ𝛼 +	𝐻JM𝛽 = 𝐸(𝛼 +	𝑟JM𝛽) (2.48) 

 

Multiply 𝜓M∗ (𝑧) from the left side, and integrate by 𝑧. 

 

𝛼"𝜓#∗ (𝑧)𝐻(𝜓!(𝑧)𝑑𝑧 + 	𝛽"𝜓#∗ (𝑧)𝐻(𝜓#(𝑧)𝑑𝑧 = 𝛼𝐸"𝜓#∗ (𝑧) 𝜓!(𝑧)𝑑𝑧 + 	𝛽𝐸"𝜓#∗ (𝑧)𝜓#(𝑧)𝑑𝑧 

⟺	𝐻MJ𝛼 +	𝐻MM𝛽 = 𝐸(𝑟MJ𝛼 + 	𝛽) (2.49) 

 

In Equation (2.48) and (2.49), 

 

𝐻JJ =	¨𝜓J∗(𝑧)𝐻�𝜓J(𝑧)𝑑𝑧 = 	¨𝜓J∗(𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧) +	𝑉M(𝑧) −	𝑉3(𝑧)Ü𝜓J(𝑧)𝑑𝑧 

=	¨𝜓J∗(𝑧) Z−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧)[ 𝜓J(𝑧)𝑑𝑧 +	¨𝜓J∗(𝑧)�	𝑉M(𝑧) −	𝑉3(𝑧)�𝜓J(𝑧)𝑑𝑧 

=	𝐸J¨𝜓J∗(𝑧)𝜓J(𝑧)𝑑𝑧 +	¨𝜓J∗(𝑧)�	𝑉M(𝑧) −	𝑉3(𝑧)� 𝜓J(𝑧)𝑑𝑧 = 	𝐸J +	𝑠JMJ 

𝐻JM =	¨𝜓J∗(𝑧)𝐻�𝜓M(𝑧)𝑑𝑧 = 	¨𝜓J∗(𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧) +	𝑉M(𝑧) −	𝑉3(𝑧)Ü𝜓M(𝑧)𝑑𝑧 

=	¨𝜓J∗(𝑧) Z−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉M
(𝑧)[𝜓M(𝑧)𝑑𝑧 +	¨𝜓J∗(𝑧)�	𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧 

=	𝐸M¨𝜓J∗(𝑧)𝜓M(𝑧)𝑑𝑧 +	¨𝜓J∗(𝑧)�	𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧 = 	 𝑟JM𝐸M +	𝑡JJM 
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𝐻MJ =	¨𝜓M∗ (𝑧)𝐻�𝜓J(𝑧)𝑑𝑧 = 	¨𝜓M∗ (𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧) +	𝑉M(𝑧) −	𝑉3(𝑧)Ü𝜓J(𝑧)𝑑𝑧 

=	¨𝜓M∗ (𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧)Ü𝜓J(𝑧)𝑑𝑧 +	¨𝜓M∗ (𝑧)�𝑉M(𝑧) −	𝑉3(𝑧)�𝜓J(𝑧)𝑑𝑧 

=	𝐸J¨𝜓M∗ (𝑧)𝜓J(𝑧)𝑑𝑧 +	¨𝜓M∗ (𝑧)�𝑉M(𝑧) −	𝑉3(𝑧)�𝜓J(𝑧)𝑑𝑧	 = 	 𝑟MJ𝐸J +	𝑡MMJ 

𝐻MM =	¨𝜓M∗ (𝑧)𝐻�𝜓M(𝑧)𝑑𝑧 = ¨𝜓M∗ (𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉J
(𝑧) +	𝑉M(𝑧) −	𝑉3(𝑧)Ü𝜓M(𝑧)𝑑𝑧 

= ¨𝜓M∗ (𝑧) Û−
ℏ$

2𝑚∗
𝜕$

𝜕𝑧$ +	𝑉M
(𝑧)Ü𝜓M(𝑧)𝑑𝑧 +	¨𝜓M∗ (𝑧)�𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧 

= 𝐸M¨𝜓M∗ (𝑧)𝜓M(𝑧)𝑑𝑧 +	¨𝜓M∗ (𝑧)�𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧 = 	𝐸M +	𝑠MJM 

 

∴ 𝑯 =	 ß𝐻JJ 𝐻JM
𝐻MJ 𝐻MM

à = 	 ß 𝐸J +	𝑠JMJ 𝑟JM𝐸M +	𝑡JJM
𝑟MJ𝐸J +	𝑡MMJ 𝐸M +	𝑠MJM

à (2.50) 

																á
𝑟JM =	¨𝜓J∗(𝑧)𝜓M(𝑧)𝑑𝑧

𝑟MJ =	¨𝜓M∗ (𝑧) 𝜓J(𝑧)𝑑𝑧
 

																																																			á
𝑠JMJ =	 	¨𝜓J∗(𝑧)�	𝑉M(𝑧) −	𝑉3(𝑧)�𝜓J(𝑧)𝑑𝑧

𝑠MJM =	¨𝜓M∗ (𝑧)�𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧
 

																																																			á
𝑡JJM =	¨𝜓J∗(𝑧)�	𝑉J(𝑧) 	−	𝑉3(𝑧)�𝜓M(𝑧)𝑑𝑧

𝑡MMJ =	¨𝜓M∗ (𝑧)�𝑉M(𝑧) −	𝑉3(𝑧)�𝜓J(𝑧)𝑑𝑧
 

Overlap integral: 

Shift integral: 

Transfer integral: 
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Equation (2.48) and (2.49) can be written in a matrix form. 

 

ß𝐻JJ 𝐻JM
𝐻MJ 𝐻MM

à Ù
𝛼
𝛽Ú = 𝐸 ß 1 𝑟JM

𝑟MJ 1 à Ù
𝛼
𝛽Ú (2.51) 

 

Multiply ß 1 𝑟JM
𝑟MJ 1 à

6#
 from the left side of Equation (2.51). 

 

𝐿. 𝐻. 𝑆 = 	
1

1 −	𝑟JM𝑟MJ
ß𝐻JJ −	𝑟JM𝐻MJ 𝐻JM −	𝑟JM𝐻MM
𝐻MJ −	𝑟MJ𝐻JJ 𝐻MM −	𝑟MJ𝐻JM

à Ù
𝛼
𝛽Ú = 	 ß

𝐻JJY 𝐻JMY
𝐻MJY 𝐻MMY

à Ù
𝛼
𝛽Ú 

 

∴ ß𝐻JJ
Y − 𝐸 𝐻JMY
𝐻MJY 𝐻MMY − 𝐸à Ù

𝛼
𝛽Ú = 𝑶 (2.52) 

 

𝐻JJY =	
𝐻JJ −	𝑟JM𝐻MJ
1 −	𝑟JM𝑟MJ

𝐻JMY =	
𝐻JM −	𝑟JM𝐻MM
1 −	𝑟JM𝑟MJ

𝐻MJY =	
𝐻MJ −	𝑟MJ𝐻JJ
1 −	𝑟JM𝑟MJ

𝐻MMY =	
𝐻MM −	𝑟MJ𝐻JM
1 −	𝑟JM𝑟MJ

 

 

In order to satisfy Equation (2.52), 

 

𝑑𝑒𝑡 ß𝐻JJ
Y − 𝐸 𝐻JMY
𝐻MJY 𝐻MMY − 𝐸à = 	𝐸

$ − (𝐻JJY 	+ 	𝐻MMY )𝐸 +	𝐻JJY 𝐻MMY −	𝐻JMY 𝐻MJY = 0 

 

∴ á
𝐸5 =	

1
2 S
𝐻JJY 	+ 	𝐻MMY +	³(𝐻JJY −	𝐻MMY )$ + 4𝐻JMY 𝐻MJY T

𝐸6 =	
1
2 S
𝐻JJY 	+ 	𝐻MMY −	³(𝐻JJY −	𝐻MMY )$ + 4𝐻JMY 𝐻MJY T

 



 99 

By using these parameters, the detuning energy ℏ∆JM  and coupling strength ℏΩJM  are 

described below. These parameters are related to oscillation of carrier between the two states 

(Rabi oscillation). Rabi frequency and dephasing time are respectively related to frequency 

and dumping coefficient of attenuating oscillation of a quantum system. 

 

½
ℏ∆= 	𝐻JJY −	𝐻MMY

ℏΩ = 	³𝐻JMY 𝐻MJY 	= 	
1
2
³(𝐸5 − 𝐸6)$ − (ℏ∆JM)$

(2.53) 

 

2.4.2 First-Order Tunneling Current Theory 
 

 The tunneling time and the first-order tunneling current density are derived from a 

classic electrical current density model by a quantum mechanical approach [263]. In classical 

method, the current density 𝐽 is described with the sheet carrier density 𝑁E and the group 

velocity of electrons 𝑣, and the current density operator 𝐽ã is described as in Equation (2.54). 

 

𝐽 = 	𝑞3
𝑁E
𝐿{
𝑣	 ⟹	 𝐽ã = 	𝑞3

𝑁E
𝐿{
𝑣å (2.54) 

 

The expectation value of the current density is derived from Equation (2.54) with the density 

matrix operator 𝜌å. 

 

〈𝐽ã〉 	= 𝑞3
𝑁E
𝐿{
〈𝑣å〉 	= 𝑞3

𝑁E
𝐿{
〈
𝑑�̂�
𝑑𝑡
〉 = 	𝑞3

𝑁E
𝐿{
𝑇𝑟 ?𝜌å

𝑑�̂�
𝑑𝑡
G (2.55) 
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Use the Heisenberg’s equation of motion, 

 

𝑖ℏ
𝑑�̂�
𝑑𝑡

= 	 ��̂�, 𝐻è� = 	−�𝐻è, �̂�� 	⟺	
𝑑�̂�
𝑑𝑡

= 	
𝑖
ℏ
�𝐻è, �̂�� (2.56) 

 

Plug Equation (2.56) into (2.55). 

 

〈𝐽ã〉 	= 	 𝑞3
𝑁E
𝐿{
𝑇𝑟 ?𝜌å

𝑑�̂�
𝑑𝑡G 	= 	 𝑞3

𝑁E
𝐿{
𝑇𝑟 ?𝜌å

𝑖
ℏ �𝐻
è, �̂��G 	= 	𝑇𝑟 `𝜌å é𝑞3

𝑁E
𝐿{

𝑖
ℏ �𝐻
è, �̂��êa 	= 	𝑇𝑟�𝜌å𝐽ã� 

∴ 𝐽ã = 	𝑞3
𝑁E
𝐿{

𝑖
ℏ �𝐻
è, �̂�� 

 

In the matrix description, 

 

𝑱 = 	𝑞3
𝑁E
𝐿{

𝑖
ℏ
[𝑯, 𝒁] 	= 	 ß𝐽JJ 𝐽JM

𝐽MJ 𝐽MM
à (2.57) 

 

In Equation (2.57), 𝒁 is a transition dipole moment matrix, and [𝑯, 𝒁] is also calculated. 

 

𝒁 = 	 ß𝑍JJ 𝑍JM
𝑍MJ 𝑍MM

à = 	  
¨𝜓J∗(𝑧)𝑧𝜓J(𝑧)𝑑𝑧 ¨𝜓J∗(𝑧)𝑧𝜓M(𝑧)𝑑𝑧

¨𝜓M∗ (𝑧)𝑧𝜓J(𝑧)𝑑𝑧 ¨𝜓M∗ (𝑧)𝑧𝜓M(𝑧)𝑑𝑧
¦ 

[𝑯, 𝒁] = 𝑯𝒁 − 𝒁𝑯 =	 ß𝐻JJ 𝐻JM
𝐻MJ 𝐻MM

à ß𝑍JJ 𝑍JM
𝑍MJ 𝑍MM

à −	 ß𝑍JJ 𝑍JM
𝑍MJ 𝑍MM

à ß𝐻JJ 𝐻JM
𝐻MJ 𝐻MM

à 

= ß 𝐻JM𝑍MJ −	𝐻MJ𝑍JM (𝐻JJ −	𝐻MM)𝑍JM −	𝐻JM(𝑍JJ −	𝑍MM)
−(𝐻JJ −	𝐻MM)𝑍MJ +	𝐻MJ(𝑍JJ −	𝑍MM) 𝐻MJ𝑍JM −	𝐻JM𝑍MJ

à  
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𝝆𝑱 = 	 Ù
𝜌JJ 𝜌JM
𝜌MJ 𝜌MMÚ ß

𝐽JJ 𝐽JM
𝐽MJ 𝐽MM

à = ß𝜌JJ𝐽JJ + 𝜌JM𝐽MJ 𝜌JJ𝐽JM + 𝜌JM𝐽MM
𝜌MJ𝐽JJ + 𝜌MM𝐽MJ 𝜌MJ𝐽JM + 𝜌MM𝐽MM

à 

𝐽 = 𝑇𝑟(𝝆𝑱) = 		 𝜌JJ𝐽JJ + 𝜌JM𝐽MJ + 𝜌MJ𝐽JM + 𝜌MM𝐽MM = (𝜌JJ − 𝜌MM)𝐽JJ + 𝐽MJ𝜌JM + 𝐽JM𝜌MJ 

 

Due to the diagonal components of [𝑯, 𝒁], 𝐽MM = −𝐽JJ. 𝑍JM = 𝑍JM = 𝑍. 

 

𝐽 = 	𝑞3
𝑁E
𝐿{

𝑖
ℏ
[(𝐻JM − 𝐻MJ)𝑍(𝜌JJ − 𝜌MM) + (𝐻JJ − 𝐻MM)𝑍(𝜌MJ − 𝜌JM)  

+	(𝑍JJ − 𝑍MM)(𝐻MJ𝜌JM − 𝐻JM𝜌MJ)] (2.58) 

 

Use the Liouville equation, 

 

𝑑𝝆
𝑑𝑡 = 	−

𝑖
ℏ
[𝑯, 𝝆] 

=	−
𝑖
ℏ ß

𝐻JM𝜌MJ − 𝐻MJ𝜌JM (𝐻JJ − 𝐻MM)𝜌JM − 𝐻JM(𝜌JJ − 𝜌MM)
−(𝐻JJ − 𝐻MM)𝜌MJ + 𝐻MJ(𝜌JJ − 𝜌MM) 𝐻MJ𝜌JM − 𝐻JM𝜌MJ

à 

 

Consider the relaxation terms, 

 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

𝑑𝜌JJ
𝑑𝑡 	= 	−

𝑖
ℏ
(𝐻JM𝜌MJ − 𝐻MJ𝜌JM) +	?

𝑑𝜌JJ
𝑑𝑡 G|+*d[

𝑑𝜌JM
𝑑𝑡 	= 	−

𝑖
ℏ
[(𝐻JJ − 𝐻MM)𝜌JM − 𝐻JM(𝜌JJ − 𝜌MM)] −	

𝜌JM
𝜏∥

𝑑𝜌MJ
𝑑𝑡

	= 	
𝑖
ℏ
[(𝐻JJ − 𝐻MM)𝜌MJ − 𝐻MJ(𝜌JJ − 𝜌MM)] −	

𝜌MJ
𝜏∥

𝑑𝜌MM
𝑑𝑡 	= 	

𝑖
ℏ
(𝐻JM𝜌MJ − 𝐻MJ𝜌JM) +	?

𝑑𝜌MM
𝑑𝑡 G|+*d[

(2.59) 
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At the steady state, the second and third terms of Equation (2.59) give 𝜌JM and 𝜌MJ . 

 

𝜌JM =	
𝐻JM S𝐻JJ − 𝐻MM +

𝑖ℏ
𝜏∥T

(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
(𝜌JJ − 𝜌MM) 

𝜌MJ =	
𝐻MJ S𝐻JJ − 𝐻MM −

𝑖ℏ
𝜏∥T

(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
(𝜌JJ − 𝜌MM) 

By using these values, 

 

𝜌MJ − 𝜌JM =	
(𝐻JJ − 𝐻MM)(𝐻MJ − 𝐻JM) −

𝑖ℏ
𝜏∥ (𝐻MJ + 𝐻JM)

(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
(𝜌JJ − 𝜌MM) 

𝐻MJ𝜌JM − 𝐻JM𝜌MJ =
−2 𝑖ℏ𝜏∥ 𝐻JM𝐻MJ

(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
(𝜌JJ − 𝜌MM) 

 

Plug these terms into Equation (2.58). 

 

𝐽 = 	𝑞$
𝑁%
𝐿&

𝑖
ℏ

ℏ'

𝜏∥'
(𝐻)* −𝐻*))𝑍 −

𝑖ℏ
𝜏∥ [(𝐻)* +𝐻*))(𝐻)) −𝐻**)𝑍 − 2𝐻)*𝐻*)(𝑍)) − 𝑍**)]

(𝐻)) −𝐻**)' +
ℏ'

𝜏∥'
(𝜌)) − 𝜌**) 

 

𝑅𝑒(𝐽) = 	𝑞3
𝑁E
𝐿{

[(𝐻JM + 𝐻MJ)(𝐻JJ − 𝐻MM)𝑍 − 2𝐻JM𝐻MJ(𝑍JJ − 𝑍MM)]

𝜏∥ ß(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
à

(𝜌JJ − 𝜌MM) 

𝐼𝑚(𝐽) = 	𝑞3
𝑁E
𝐿{

ℏ
𝜏∥$

(𝐻JM − 𝐻MJ)𝑍

(𝐻JJ − 𝐻MM)$ +
ℏ$

𝜏∥$
(𝜌JJ − 𝜌MM) 
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Now, assume 𝐼𝑚(𝐽) = 0 , then 𝐻JM =	𝐻MJ . Furthermore, assume that 𝑟JM = 𝑟MJ~0 , 

𝑠JMJ = 𝑠MJM~0 in Equation (2.50), and Substitute 𝑍JJ − 𝑍MM with 𝑑JM (= 𝑍JJ − 𝑍MM). 

 

𝐻JM =	𝐻MJ = 𝑡JJM = 𝑡MMJ = ℏΩ 𝐻JJ − 𝐻MM =	𝐸J − 𝐸M = 	ℏ∆ 

𝐽 = 𝑅𝑒(𝐽) = 	𝑞3
𝑁E
𝐿{

[2(ℏΩ)(ℏ∆)𝑍 − 2(ℏΩ)$𝑑JM]

𝜏∥ ß(ℏ∆)$ + ℏ$

𝜏∥$
à

(𝜌JJ − 𝜌MM) 

=	𝑞3
𝑁E
𝐿{
(∆𝑍 + Ω𝑑JM)

2Ω𝜏∥

1 + ∆$𝜏∥$
(𝜌JJ − 𝜌MM) 

 

At the alignment conditions of |𝐿⟩ and 𝑅⟩, ℏ∆~0, and assume 𝑑JM~𝐿{ , the first-order 

current density is obtained. 

 

𝐽	~	𝑞3𝑁E
2Ω$𝜏∥

1 + ∆$𝜏∥$
(𝜌JJ − 𝜌MM)  

 

Where, the tunneling time 𝑇JM  and rate 𝑈JM  are defined in Equation (2.60). With the 

population fraction of |𝐿⟩  and |𝑅⟩ (𝜌J
(#)  and 𝜌M

(#) ), the first-order current density is 

rewritten. 

 

𝑇JM =	
1 + ∆$𝜏∥$

2Ω$𝜏∥
=	

1
𝑈JM

(2.60) 

 

𝐽JM
(#) =	𝑞3𝑁E

𝜌J
(#) − 𝜌M

(#)

𝑇JM
(2.61) 
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2.5 Rate Equation 

 

 The rate equation is described by using carrier scattering time 𝜏@A 	?= 	1 𝑊@A
ð G and 

tunneling rate 𝑇JM obtained in Section 2.3 and 2.4 [225]. Because the optical gain is used as 

a figure-of-merit in Chapter 3~5, the photon density and optical output power are ignored in 

the rate equation developed in this work, and only intra-module carrier transition and inter-

module transitions amongst adjacent modules are considered to describe the temporal change 

of the population fraction. In this section, the case when the number of subbands per module 

𝑁*+,+* is three is described, but it can be easily expanded for more subbands. 

 

2.5.1 Intra-Module Carrier Transport 
 

By, considering the income and outcome of carriers in subbands, the temporal 

change of the population fraction is described below. The sheet carrier density of a subband 

|𝑛⟩  is described as 𝑁4 =	𝑁E𝜌4  with the sheet carrier density 𝑁E  and the population 

fraction 𝜌4. 

 

?
𝑑𝜌#
𝑑𝑡 G@4%|d

=	
𝜌$
𝜏$#

	+ 	
𝜌-
𝜏-#

−	
𝜌#
𝜏#$

−	
𝜌#
𝜏#-

	= 	−
𝜌#
𝜏#
	+ 	

𝜌$
𝜏$#

	+ 	
𝜌-
𝜏-#

 

?
𝑑𝜌$
𝑑𝑡 G@4%|d

=	
𝜌#
𝜏#$

	+ 	
𝜌-
𝜏-$

−	
𝜌$
𝜏$#

−	
𝜌$
𝜏$-

	= 	
𝜌#
𝜏#$

	− 	
𝜌$
𝜏$
	+ 	

𝜌-
𝜏-#

 

?
𝑑𝜌-
𝑑𝑡 G@4%|d

=	
𝜌#
𝜏#-

	+ 	
𝜌$
𝜏$-

−	
𝜌-
𝜏-#

−	
𝜌-
𝜏-$

=	
𝜌#
𝜏#-

	+ 	
𝜌$
𝜏$-

	− 	
𝜌-
𝜏-
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Figure. 2.11 Intra-module carrier transition. Blue arrows describe income, and red arrows 
describe outcome for subband |1⟩. 

 

 

This series of equations can be written in the matrix form with 𝝆 = 	 [𝜌#, 𝜌$, 𝜌-]F. 

 

Û
𝑑
𝑑𝑡 �

𝜌#
𝜌$
𝜌-
�Ü

@4%|d

=	

⎣
⎢
⎢
⎢
⎢
⎢
⎡−

1
𝜏#

1
𝜏$#

1
𝜏-#

1
𝜏#$

−
1
𝜏$

1
𝜏-$

1
𝜏#-

1
𝜏$-

−
1
𝜏-⎦
⎥
⎥
⎥
⎥
⎥
⎤

�
𝜌#
𝜌$
𝜌-
� 

∴ ?
𝑑𝝆
𝑑𝑡G@4%|d

= 	𝑾 ∙ 𝝆 (2.62) 

 

2.5.2 Inter-Module Carrier Transport 
 

 In the inter-module transition, the temporal change of the population fractions is 

described by the tunneling time between the central module and two adjacent modules as 

!!

!"

!#|3⟩

|2⟩

|1⟩

'$%
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described in Figure 2.12. For example, the temporal change of population fraction of the 

subband |1⟩ is described as below. 

 

?
𝑑𝑁#
𝑑𝑡 G@4%+|

=	
𝜌Y#
𝑇#@#

−
𝜌#
𝑇##@

+
𝜌Y$
𝑇$@#

−
𝜌#
𝑇#$@

+
𝜌Y-
𝑇-@#

−
𝜌#
𝑇#-@

+
𝜌YY#
𝑇#@@#

−
𝜌#
𝑇##@@

 

+
𝜌YY$
𝑇$@@#

−
𝜌#
𝑇#$@@

+
𝜌YY-
𝑇-@@#

−
𝜌#
𝑇#-@@

 

 

Assume 𝑇#@@# = 𝑇##@ , 𝑇##@@ = 𝑇#@# , 𝑇$@@# = 𝑇$#@ , 	𝑇#$@@ = 𝑇#@$ , 	𝑇-@@# = 𝑇-#@ , 	𝑇#-@@ =

𝑇#@-, 𝜌Y# ≈ 𝜌YY# ≈ 𝜌#, 𝜌Y$ ≈ 𝜌YY$ ≈ 𝜌$, and 𝜌Y- ≈ 𝜌YY- ≈ 𝜌- at the steady-state. 

 

∴ 	 ?
𝑑𝑁#
𝑑𝑡 G@4%+|

=	−?
1
𝑇#$@

+
1
𝑇#-@

+
1
𝑇#@$

+
1
𝑇#@-

G 𝜌# + ?
1
𝑇$@#

+
1
𝑇$#@

G 𝜌$ + ?
1
𝑇-@#

+
1
𝑇-#@

G 𝜌- 

 

 

 

Figure. 2.12 Inter-module carrier transition. Blue arrows describe income, and red arrows 
describe outcome for subband |1⟩. 

|3′⟩ %!"

%#"

%$"
|2′⟩

|1′⟩ |3′′⟩
%!""

%#""

%$""
|2′′⟩

|1′′⟩

%$

%#

%! |3⟩

|2⟩

|1⟩(%!&

(&%!

(%→&!!

(&!!%



 107 

Sn99
n%
T
@4%+|

 and Sn9F
n%
T
@4%+|

 are also calculated, and the matrix form is Equation (2.63). 

 

?
𝑑𝝆
𝑑𝑡G@4%+|

= 	𝑼 ∙ 𝝆 (2.63) 

 

𝑼 =	

⎣
⎢
⎢
⎢
⎢
⎢
⎡− A

1
𝑇+'!

+
1
𝑇+,!

+
1
𝑇+!'

+
1
𝑇+!,

C
1
𝑇'!+

+
1
𝑇'+!

1
𝑇,!+

+
1
𝑇,+!

1
𝑇+!'

+
1
𝑇+'!

−A
1
𝑇'+!

+
1
𝑇',!

+
1
𝑇'!+

+
1
𝑇'!,

C
1
𝑇,!'

+
1
𝑇,'!

1
𝑇+!,

+
1
𝑇+,!

1
𝑇'!,

+
1
𝑇',!

−A
1
𝑇,+!

+
1
𝑇,'!

+
1
𝑇,!+

+
1
𝑇,!'

C⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

 

2.5.3 Solution of the Rate Equation 

 

 The net temporal change of the population fractions is the sum of the ones in 

Equation (2.62) and (2.63) and it is assumed to be zero at the steady state. 

 

𝑑𝝆
𝑑𝑡

= 	 ?
𝑑𝝆
𝑑𝑡G@4%|d

	+ ?
𝑑𝝆
𝑑𝑡G@4%+|

	= (𝑾 + 𝑼) ∙ 𝝆 = 𝟎 (2.64) 

 

This simultaneous equation can be solved by replacing one of the equations with the carrier 

conservation law as described below. 

 

�𝜌4
4

= 1 
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2.6 Electrical Current Theory 

 

 The electrical current density of QCLs is calculated with population fraction 

obtained from the rate equation and the electrical current density model. Even though the 

first-order current density model shown in Equation (2.61) can reproduce experimental 

values to some extent, this model can also show a large error sometimes due to ignoring 

carriers’ thermal distribution energy. Carrier leakage from bound states to continuum states 

is also not considered in this model. These phenomena are modeled in the second- [263,264] 

and third-order tunneling current models [265]. 

 

2.6.1 Second-Order Tunneling Current Theory 

 

 The second-order tunneling current model, considering carriers’ thermal distribution, 

is proposed by Terazzi et al. in 2008 [263,264]. As described in Equation (2.65), the 

fundamental equation is almost the same as the first-order model, but thermal distribution of 

carriers is reflected in population fraction 𝜌J
($) and 𝜌M

($). Carriers in a subband complies 

with the Fermi-Dirac function described in Equation (2.66). 

 

𝐽JM
($) =	𝑞3𝑁$H

𝜌J
($) −	𝜌M

($)

𝑇JM
(2.65) 

𝑓@GH(𝐸, 𝜇@) = 	
1

1 + 𝑒𝑥𝑝 ß𝐸 −	𝜇@𝑘X𝑇+@
à

(2.66) 
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In Equation (2.66), 𝜇@  is the two-dimensional chemical potential of a subband |𝑖⟩. The 

effective population fractions 𝜌J
($)  and 𝜌M

($)  are calculated considering the two cases 

depending on the subband energy shown in Figure 2.13. For example, in the case (a), all 

carriers in the left module contribute to the tunnel current. However, in the right module, only 

high energy carriers can affect. 𝐷(𝐸) denotes the two-dimensional density of state. 

 

(a) ℏΔJM ≥ 0 

 

𝜌J
($) =	𝜌J 

𝜌M
($) =	𝜌M

∫ 𝐷M(𝐸)𝑓MGH(𝐸, 𝜇M)𝑑𝐸
R
PM

∫ 𝐷M(𝐸)𝑓MGH(𝐸, 𝜇M)𝑑𝐸
R
3

 

𝐷M(𝐸) = 	
𝑚M
∗

𝜋ℏ$ Θ(𝐸 −	𝐸M) 

 

(b) ℏΔJM < 0 

 

𝜌J
($) =	𝜌J

∫ 𝐷J(𝐸)𝑓JGH(𝐸, 𝜇J)𝑑𝐸
R
PN

∫ 𝐷J(𝐸)𝑓JGH(𝐸, 𝜇J)𝑑𝐸
R
3

 

𝜌M
($) =	𝜌M 

𝐷J(𝐸) = 	
𝑚J
∗

𝜋ℏ$ Θ(𝐸 −	𝐸J) 
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Figure. 2.13 Thermal distribution of subband carriers in the second-order tunneling current 
theory. (a)ℏ∆JM≥ 0, and (b) ℏ∆JM< 0.  
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2.6.2 Third-Order Tunneling Current Theory 

 

 Derivation of the third-order tunneling current model is described below. Because 

the energy distribution of bounded carriers complies with the Fermi-Dirac distribution as 

shown in Figure 2.14, carriers having higher energy over a potential barrier can escape to 

continuum states (leak A) and contribute to leakage current. It is also intuitively understood 

that most carriers below a potential barrier remain inside wells and contribute to the tunneling 

current. However, in devices based on quantum-wells, it is known that carriers inside wells 

can partially contribute to the leakage current by tunneling effect, too (leak B), and subband 

population is also influenced. The new model is developed to deal with such effects 

quantitatively. 

 

 

 
Figure. 2.14 Carrier leakage and tunneling paths from one subband in a quantum well. 
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2.6.2.1 The third-order tunneling current density 

 

 First, electrons’ transmission coefficient toward a triangle barrier, often seen in 

quantum-well devices, is described by semi-classical Wentzel-Kramers-Brillouin (WKB) 

approximation [266]. When an electron injects into a potential barrier 𝑉3 located at 𝑧′ = 0 

as shown in Figure 2.15, the transmission coefficient 𝑃 is described by Equation (2.67), in 

which the elementary charge and the reduced Plank’s constant are denoted by 𝑞3 and ℏ, 

respectively, and the tunneling rate depends on the electrical field 𝐹 and effective mass of 

the barrier material 𝑚e, as well. 

 

𝑃 = 𝑒𝑥𝑝 �−2¨
³2𝑚e(𝑉3 	− 	𝑞3𝐹𝑧Y)

ℏ
𝑑𝑧Y

1O

3
� (2.67) 

 

 

 
Figure. 2.15 Electron tunneling to a triangle potential. 
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Due to the linearity of a potential barrier, 𝑧k, where potential becomes zero in 𝑧′-axis, is also 

described by Equation (2.68), and the integration in Equation (2.67) is calculated in (2.69). 

 

𝑧k =	
𝑉3
𝑞3𝐹

(2.68) 

𝑃 = 𝑒𝑥𝑝 \−
4³2𝑚e

3ℏ
𝑉3

-
$

𝑞3𝐹
] (2.69) 

 

When an electron has the total energy 𝐸 (= Potential energy + Kinetic energy), an efficient 

barrier height toward this electron 𝑉3 is described by 𝑉3 = 𝑉X − 𝐸 using a local potential 

barrier height 𝑉X. Therefore, the transmission coefficient is dependent on electrons’ energy. 

 

𝑃(𝐸) = 𝑒𝑥𝑝 \−
4³2𝑚e

3ℏ
(𝑉X − 𝐸)

-
$

𝑞3𝐹
] (2.70) 

 

 

 
Figure. 2.16 Local potential barrier for leakage carriers. 
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Furthermore, considering that 𝑉X  depends on position as described in Figure 2.16, the 

energy-and-position dependent transmission coefficient is derived. The coefficient for the 

leak A is assumed to be unity, and the one for the leak B is estimated by Equation (2.70). 

These relations are integrated and described by Equation (2.71) with a Heaviside function Θ. 

 

𝑃(𝑧, 𝐸) = 	Θ�𝐸 − 𝑉X(𝑧)� + 	Θ(𝑉X(𝑧) − 𝐸)𝑒𝑥𝑝 \−
4³2𝑚e

3ℏ
(𝑉X(𝑧) − 𝐸)

-
$

𝑞3𝐹
] (2.71) 

 

 Next, the population fraction contributing to the tunneling and leakage current will 

be described using Equation (2.71) and the total population fraction of a bound state |𝑖⟩, 

whose eigenenergy and wavefunction are denoted by 𝐸@  and 𝜓@ . Due to nature of the 

wavefunction, the spatial distribution of population fraction is described by Equation (2.72). 

 

𝜌@(𝑧) = 	𝜌@|𝜓@(𝑧)|$ (2.72) 

 

When Fermi-Dirac function for subband |𝑖⟩, given in Equation (2.66), is denoted by 𝑓@GH, 

the energy-dependent population fraction is described by Equation (2.73). 

 

𝜌@(𝑧, 𝐸) = 	𝜌@(𝑧)
𝑓@GH(𝐸)Θ(𝐸 −	𝐸@)

∫ 𝑓@GH(𝐸)Θ(𝐸 −	𝐸@)
R
3 𝑑𝐸

(2.73) 

 

Using Equation (2.71) and (2.73), the tunneling component of the population fraction is 

written by Equation (2.74). 
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𝜌@
(%h4)(𝑧, 𝐸) = 	𝜌@(𝑧, 𝐸)�1 − 	𝑃(𝑧, 𝐸)� (2.74) 

 

By integrating Equation (2.74) spatially, the energy-dependent electron distribution is 

obtained in (2.75), and the tunneling current and optical gain are calculated by using it. 

 

𝜌@
(%h4)(𝐸) 	= 	¨𝜌@

(%h4)(𝑧, 𝐸) 𝑑𝑧 (2.75) 

 

 

 
Figure. 2.17 Comparison of thermally distributed electrons used for different theories of 
tunneling current. (a) First-order tunneling theory, (b) Second-order tunneling theory, and (c) 
Third-order tunneling theory. The carriers’ thermal distribution shown in blue is applied to 
the tunneling current equation, and that shown in red contribute to the leakage current. 
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We call the tunneling current considering the influence of carrier leakage the third-order 

tunneling current. For calculating it, tunneling time 𝑇JM in Equation (2.60) and the first-

order tunneling current equation proposed by Scalari et al. [139] in Equation (2.61) are used 

adopting the concept of the second-order tunneling current theory proposed by Terazzi et al. 

[263, 264] and the theory described in Equation (2.75), resulting in Equation (2.76). Where,  

𝜌J
(-) and 𝜌M

(-) are population fractions of subbands |𝐿⟩ and |𝑅⟩ reflecting the influence of 

carrier leakage to continuum states depicted in Figure 2.17. 

 

𝐽JM
(-) =	𝑞3𝑁E

𝜌J
(-) −	𝜌M

(-)

𝑇JM
(2.76) 

 

2.6.2.2 Bound-to-Continuum Leakage Current 

 

 The leakage current, composed of leakage carriers into continuum states, is derived 

as the drift current in bulk crystal. The leakage component of the population fraction for 

subband |𝑖⟩ is described by Equation (2.77) using (2.71) and (2.73). 

 

𝜌@
(*+d))(𝑧, 𝐸) = 	𝜌@(𝑧, 𝐸)	𝑃(𝑧, 𝐸) (2.77) 

 

By integrating spatially and energetically, the total leakage population fraction per module is 

obtained as in Equation (2.78). 
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𝜌(*+d)) =	�ù𝜌@
(*+d))(𝑧, 𝐸)𝑑𝐸𝑑𝑧

@

(2.78) 

 

The volumetric leakage carrier density is calculated using Equation (2.78). 

 

𝑁-H
(*+d)) =	

𝑁E𝜌(*+d))

𝐿{
(2.79) 

 

The drift velocity, another important parameter for the drift current calculation, is determined 

by mobility 𝜇+ and saturated velocity 𝑣Ed% [267]. In terms of electron mobility, LO-phonon 

scattering, acoustic-phonon scattering (AP), piezo-electric scattering (PZ), ionized-impurity 

scattering, and interface-roughness scattering are considered, and the theoretical models for 

bulk crystal are applied to the calculation [268]. The effective mobility 𝜇+ is calculated by 

Matthiessen’s rule in Equation (2.80) [268]. Among these scattering phenomena, LO-phonon 

scattering is predominant beyond around 100K, and interface-roughness and ionized-

impurity scatterings become dominant at lower temperature conditions for GaAs. For thermal 

averaging, the electron temperature in continuums, explained in Section 2.8, is used. 

 

1
𝜇+
	= 	

1
𝜇(JK)

	+ 	
1

𝜇(ON)
	+ 	

1
𝜇(N})

	+ 	
1

𝜇(L"N)
	+ 	

1
𝜇(LGM)

(2.80) 

 

In the calculation for the drift velocity in Equation (2.81), a theoretically calculated saturated 

velocity is also used [269]. 
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𝑣n =	
𝜇+𝐹

ú1 +	S𝜇+𝐹𝑣Ed%
T
$

(2.81)
 

 

Finally, the leakage current is calculated by Equation (2.82). 

 

𝐽(*+d)) =	𝑞3𝑣n𝑁-H
(*+d)) (2.82) 

 

2.6.2.3 Electron mobility for leakage current 

 

The bound-to-continuum leakage current described in the previous subsection is 

defined as drift current in bulk crystal, so the electron’s mobility caused by scattering 

mechanisms is also modeled in the three-dimensional system [268]. The abstract of the 

derivation of the mobility is briefly introduced in this subsection. The mobility 𝜇(C) due to 

a scattering phenomenon 𝑋 is described in Equation (2.83) with a carrier relaxation time 

𝜏(C). 

 

𝜇(C) =	
𝑞3
𝑚∗ 𝜏

(C) (2.83) 

 

The energy-dependent carrier relaxation time 𝜏(C)(𝐸𝒌)  is described in Equation (2.84) 

obtained from a discussion about the distribution function in the Boltzmann equation with 

the carrier scattering rate 𝑊(C)(𝒌, 𝒌Y) described by Fermi’s golden rule as in Equation 
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(2.85). In these equations, 𝒌 and 𝒌Y respectively denotes three-dimensional momentums 

before and after scattering, and 𝜃𝒌,𝒌@ is an angle made by 𝒌 and 𝒌Y. 

 
1

𝜏(C)(𝐸𝒌)
= 	�𝑊(C)(𝒌, 𝒌Y)

𝒌@
�1 − 𝑐𝑜𝑠𝜃𝒌,𝒌@� (2.84) 

𝑊(C)(𝒌, 𝒌Y) = 	
2𝜋
ℏ
�û𝒌Y�𝐻�E

(C)�𝒌ü�
$
𝛿(𝐸𝒌 − 𝐸𝒌@) (2.85) 

 

The thermally averaged relaxation time 𝜏(C) is derived from a discussion about thermal 

averaging of group velocity and is described in Equation (2.86). 

 

𝜏(C) =	
∫ 𝜏(C)(𝐸𝒌)
R
3 𝑓-nGH(1 − 𝑓-nGH)𝐸𝒌

-
$𝑑𝐸𝒌

∫ 𝑓-nGH(1 − 𝑓-nGH)𝐸𝒌
-
$R

3 𝑑𝐸𝒌

(2.86) 

 

𝑓-nGH(𝐸𝒌) denotes the three-dimensional Fermi-Dirac function and is described in Equation 

(2.87). Where, 𝐸G is the Fermi level of bulk crystal, and 𝑇+,q  is the electron temperature of 

continuum states. 

 

𝑓-nGH(𝐸𝒌) = 	
1

1 + exp ?𝐸𝒌 − 𝐸G𝑘X𝑇+,q
G

(2.87) 

 

Carrier relaxation rate for each scattering mechanism is calculated based on these equations 

with the scattering Hamiltonian. In this work, LO-phonon, acoustic-phonon (AP), piezo-

electric (PZ), ionized-impurity, and interface-roughness scatterings are considered for the 
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three-dimensional carrier mobility, and the relaxation rate for these phenomena is listed 

below. The derivation process is shown in a reference [268]. 

 

Relaxation time due to LO-phonon scattering 

 

𝜏(JK)(𝐸𝒌) = 	
8𝜋ℏ$

√2𝑚∗𝑞w$𝐸JK
?
1
𝜀R

−
1
𝜀E
G
6#

Z(𝑁3 + 1)
³𝐸𝒌 − 𝐸JK

𝐸𝒌
Θ(𝐸𝒌 − 𝐸JK) +	𝑁3

³𝐸𝒌 + 𝐸JK
𝐸𝒌

[
6#

(2.88) 

 

Relaxation time due to Acoustic-phonon scattering 

 

𝜏(ON)(𝐸𝒌) = 	
2𝜋ℏ8𝑐@@

(2𝑚∗)
-
$𝐷O$𝑘X𝑇J

𝐸𝒌
6#$ (2.89) 

 

In Equation (2.89), 𝐷O denotes the acoustic-phonon potential deformation, and 𝑐@@ denotes 

the averaged longitudinal elastic constant. 

 

Relaxation time due to Piezo-electric scattering 

 

𝜏(N})(𝐸𝒌) = 	
5𝜋𝜀E$ℏ$𝑐@@

√2𝑚∗𝑞3$𝑒#8$ 𝑘X𝑇J
𝐸𝒌

6#$ (2.90) 

 

In Equation (2.90), 𝑒#8 denotes piezo-electric coefficient. 
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Relaxation time due to Ionized-impurity scattering 

 

𝜏(L"N)(𝐸𝒌) = 	
16√2𝜋𝜀E$√𝑚∗𝐸𝒌

-
$

𝑞38𝑛@
 𝑙𝑛 ?1 +

8𝑚∗𝐸𝒌
ℏ$𝐾Ek$

G −	
1

1 +	 ℏ
$𝐾Ek$

8𝑚∗𝐸𝒌

¦

6#

(2.91) 

 

In Equation (2.91), 𝑛@ is the three-dimensional driving carrier density. 

 

Relaxation time due to Interface-Roughness scattering 

 

𝜏(LGM)(𝐸𝒌) = 	
ℏ-

𝑚∗(𝑞3𝐹∆Λ)$
Z¨ �1 − 𝑐𝑜𝑠𝜃𝒌,𝒌@�𝑒𝑥𝑝 Z−

𝑚∗Λ$𝐸𝒌
ℏ$

�1 − 𝑐𝑜𝑠𝜃𝒌,𝒌@�[ 𝑑𝜃𝒌,𝒌@
]

3
[
6#

(2.92) 
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2.7 Optical Parameters 

 

 In this section, important design parameters, oscillator strength and optical gain, are 

explained. 

 

2.7.1 Oscillator Strength 

 

 Oscillator strength is an un-dimensional parameter to describe the strength of optical 

transition and is determined by the energy difference and the degree of wavefunction overlap 

between two subbands. Optical gain is linearly related to oscillator strength, so large 

oscillator strength is considered to be advantageous. However, non-radiative transition 

(scattering) rate, described by Fermi’s golden rule, is also dependent on wavefunction overlap, 

resulting in a trade-off. Therefore, THz QCLs are often designed so that the optical transition 

is diagonal, which means that oscillator strength is not so large. 

 Oscillator strength between subbands |𝑖⟩ and |𝑓⟩ is defined in Equation (2.93) 

with a momentum operator 𝑷 [59, 229]. 

 

𝑂@A =	
2
𝑚∗

£!𝜓@(𝑧)£𝑷£𝜓A(𝑧)"£
$

𝐸@ −	𝐸A
(2.93) 

 

Now, use Heisenberg equation of motion in Equation (2.93). 

 



 123 

𝑖ℏ
𝑑𝒁
𝑑𝑡

= 	 [𝒁,𝑯] = 𝒁𝑯 −𝑯𝒁 (2.94) 

 

From a classical theory, the momentum operator is related to the position operator. 

 

𝑷 =	𝑚∗ 𝑑𝒁
𝑑𝑡

(2.95) 

 

Combine Equations (2.94) and (2.95). 

 

𝑷 =	
𝑖𝑚∗

ℏ
(𝑯𝒁 − 𝒁𝑯) (2.96) 

 

By using Equation (2.96), Equation (2.93) is re-written as below. 

 

!𝜓@(𝑧)£𝑷£𝜓A(𝑧)" =	 û𝜓@(𝑧)�
𝑖𝑚∗

ℏ (𝑯𝒁 − 𝒁𝑯)�𝜓A(𝑧)ü 

=	
𝑖𝑚∗

ℏ �!𝜓@(𝑧)£𝑯𝒁£𝜓A(𝑧)"− !𝜓@(𝑧)£𝒁𝑯£𝜓A(𝑧)"� 

=	
𝑖𝑚∗

ℏ �!𝜓A(𝑧)£𝒁𝑯£𝜓@(𝑧)"
∗ − !𝜓@(𝑧)£𝒁𝑯£𝜓A(𝑧)"� 

=	
𝑖𝑚∗

ℏ �𝐸@!𝜓A(𝑧)£𝒁£𝜓@(𝑧)"
∗ − 𝐸A!𝜓@(𝑧)£𝒁£𝜓A(𝑧)"� = 	

𝑖𝑚∗

ℏ �𝐸@ − 𝐸A�!𝜓@(𝑧)£𝒁£𝜓A(𝑧)" 

 

Plug this relation into (2.93) to obtain Equation (2.97). 

 

𝑂@A =	
2𝑚∗

ℏ$
�𝐸@ −	𝐸A�£!𝜓@(𝑧)£𝒁£𝜓A(𝑧)"£

$ (2.97) 
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2.7.2 Optical Gain 

 

The optical gain is a parameter describing photon generation efficiency due to 

optical transition of carriers and is originally defined as a ratio of the number of photons 

generated per volume to the number of photons supplied to a surface.  

 

𝑔𝑎𝑖𝑛	 ≡ 	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝ℎ𝑜𝑡𝑜𝑛𝑠	𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑	𝑝𝑒𝑟	𝑣𝑜𝑙𝑢𝑚𝑒	[#/𝑐𝑚-]
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝ℎ𝑜𝑡𝑜𝑛𝑠	𝑠𝑢𝑝𝑝𝑙𝑖𝑒𝑑	𝑡𝑜	𝑎	𝑠𝑢𝑟𝑓𝑎𝑐𝑒	[#/𝑐𝑚$]  

 

The theoretical model is derived based on Fermi’s golden rule and Lambert-Beer’s 

law and is described in Equation (2.98) [59]. In this equation, 𝑁@  and 𝑁A  are subband 

carrier density (𝑁@ = 𝑁E∆𝜌@, 𝑁A = 𝑁E∆𝜌A), and ℒ�ℏ𝜔, ℏ𝜔@A� is a normalized Lorentzian 

function described below and Figure 2.18(a). 

 

𝑔@A =	
𝜋𝑞3$

𝑛|𝜀3𝑐ℏ𝐿{
�ℏ𝜔@A�£!𝜓@(𝑧)£𝒁£𝜓A(𝑧)"£

$ℒ�ℏ𝜔, ℏ𝜔@A��𝑁@ −	𝑁A� 

=
𝜋𝑞3$ℏ

2𝑚∗𝑛|𝜀3𝑐𝐿{
𝑂@Aℒ�ℏ𝜔, ℏ𝜔@A��𝑁@ −	𝑁A� (2.98) 

ℒ�ℏ𝜔, ℏ𝜔@A� =
Γ@A 2𝜋⁄

(ℏ𝜔 − ℏ𝜔3)$ + 	�Γ@A 2⁄ �$ ℏ(fℏ(B
&⎯⎯⎯⎯(

2
𝜋Γ@A

 

 

Optical gain peaks when ℏ𝜔 = ℏ𝜔3. Then, 

 

𝑔@A
{+d) =

𝑞3$ℏ
𝑚∗𝑛|𝜀3𝑐𝐿{

𝑂@A
𝑁@ −	𝑁A
Γ@A

=
𝑞3$ℏ

𝑚∗𝑛|𝜀3𝑐𝐿{
𝑁E𝑂@A

𝜌@ −	𝜌A
Γ@A

(2.99) 
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In Equation (2.99), the relation between the optical gain and some device parameters is 

important for device design: optical gain is proportional to oscillator strength and population 

inversion, and inversely proportional to optical linewidth and one period length. In device 

design, it is a key whether optical gain peak calculated in Equation can surpass threshold gain 

in Equation (1.2) as described in Figure 2.18 (b). 

 

 

 
Figure. 2.18 Images for device parameters for optical gain. (a) Lorentzian function, and (b) 
the dependence of optical gain on electrical field.  
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2.8 Auxiliary Physical Phenomena 

 

 QCLs can be designed by adjusting the essential device parameters explained in 

Section 2.1 ~ 2.7. However, other phenomena can also influence on the device parameters 

greatly depending on a driving condition. So, it is important to consider these parameters in 

device simulation to predict device performance more accurately. In this section, the below 

auxiliary physical phenomena are introduced with the models and theories of them: the lattice 

temperature, electron temperature in bound state and continuum state, band-bending effect, 

and dopant activation ratio. 

 

2.8.1 Self-Heating Theory 

 

 Even though the lattice temperature is often assumed to be the same as the heat-sink 

temperature in simulation, the lattice temperature can become higher than the heat-sink 

temperature due to self-heating effect in real devices, and an analytical model for it is 

preferred to be used [270, 271]. 

 In this work, a QCL is assumed as a mesa structure. Then, generated heat diffuses 

to six directions as depicted in Figure 2.19. In this setting, only the bottom of the device 

touches a GaAs substrate whose thermal conductivity is 𝜅Ehe = 55W/Km, and the air or 

vacuum encompassing it has 0.024 W/Km and 5× 10-4 W/Km thermal conductivity, 

respectively. Therefore, electrically generated heat is thought to flow mainly down to the 

substrate when it is not significant. (In Figure 2.19, heat flow in five directions: 𝑞5[,	 𝑞6[ ,	
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𝑞5\,	 𝑞6\ ,	and	 𝑞61	 are	ignored,	and	only	heat	transfer	 𝑞51	 is	considered.) The cross-

plane thermal transfer is also ignored in this work, but it is necessary for CW operation [285]. 

Then, a relation about the heat flow is described by Equation (2.100) using Fourier’s law. 

The effective thermal flux generated per time is denoted by 𝑄�, and 𝐿 and 𝑊 are a length 

and width of the mesa structure. 

 

−𝜅Ehe
𝜕𝑇
𝜕𝑧 = 	

𝑄�
𝐿𝑊

(2.100) 

 

Now, an axis 𝑧 is determined and the boundary between the device and substrate is set as 𝑧 

= 0. In addition, assuming that the device temperature is homogeneous and corresponding to 

the lattice temperature 𝑇J, and the temperature of the bottom of the device, whose thickness 

𝐻Ehe, matches the heat-sink temperature 𝑇~�, solution of Equation (2.100) gives (2.101). 

 

/
𝑇J =	𝑇~� +	∆𝑇

∆𝑇 = 	
𝐻Ehe

𝜅Ehe𝐿𝑊
𝑄� (2.101) 

 

The effective thermal flux is dependent on several device parameters such as electrical field, 

current density, pulsation period 𝑇{h*E+, and pulse width 𝜏{h*E+. Here, voltage applied in the 

device 𝑉 and electrical current 𝐼 are described in Equation (2.102). The total period of 

QCL structure is denoted by 𝑁{. 
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W
𝑉 = 	𝑁{𝐹𝐿{
𝐼 = 𝐽𝐿𝑊 (2.102) 

 

Using Equation (2.102), the effective thermal flux is described by (2.103), and the 

temperature difference between the heat-sink and lattice temperature ∆𝑇 is calculated by Eq. 

(2.104). 

 

𝑄� = 	𝑁{𝐿{𝐹𝐽(𝐿𝑊)`
𝜏{h*E+
𝑇{h*E+

a (2.103) 

∴ 	∆𝑇 = 	𝑁{𝐿{𝐹𝐽 ?
𝐻Ehe
𝜅Ehe

G `
𝜏{h*E+
𝑇{h*E+

a (2.104) 

 

As for the accuracy of these equations, caution would be necessary because when the 

generated heat becomes substantial, heat could dissipate into the air or vacuum, as well. 

 

 

 
Figure. 2.19 Heat flow from a QCL chip. A blue part is a QCL mesa structure, and a grey 
part is a GaAs-substrate.  
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2.8.2 Energy-Balance Theory 

 

Even though the electron temperature is important because it can influence thermal 

distribution of carriers as described in Fermi-Dirac function, it is often assumed to be the 

same value as the lattice temperature. Calculation for the electron temperature is proposed 

by Harrison et al., and this work also adopts their method, the energy-balance theory [59, 

272-274]. In this method, the electron temperature of all subbands is assumed to be the same 

value (The averaged electron temperature). Although alternative method has also been 

proposed to calculate the electron temperature for each subband, the work in Chapter 3~5 do 

not adopt this method because it does not always get converged in a loop calculation, or the 

electron temperature can abruptly vary to electrical field [275-278]. 

Now consider carrier scattering from subband |𝑖⟩  to |𝑓⟩  (Including the intra-

subband scattering). Then, the energy that an electron obtains or loses through this transition 

is written in Equation (2.105). 

 

∆𝐸@A =	𝐸@ −	𝐸A + 𝛿𝐸 (2.105) 

 

In Equation (2.105), 𝛿𝐸 is an additional energy depending on scattering phenomena and is 

described as below. 

 

𝛿𝐸 = 	/
−𝐸JK	(𝐿𝑂 − 𝑝ℎ𝑜𝑛𝑜𝑛	𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛)
𝐸JK	(𝐿𝑂 − 𝑝ℎ𝑜𝑛𝑜𝑛	𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛)

0	(𝑒𝑙𝑎𝑠𝑡𝑖𝑐	𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔)
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The net energy balance due to all carrier transition is described below. 

 

Δ = 	���
𝑁@
𝜏@A@AC

∆𝐸@A (2.106) 

 

In Equation (2.106), scattering time 𝜏@A is dependent on the electron temperature, and this 

energy balance needs to be zero (Δ = 0 ) at the steady state. So, the optimal electron 

temperature value is sought by changing 𝑇+ until it satisfies Δ~0 in a loop calculation. The 

calculation image and flow are described in Figure 2.20 and 2.21. Considering the influence 

of scattering rate on device performance, only LO-phonon and interface-roughness 

scatterings are included in the developed simulation in this work. 

 

 

 
Figure. 2.20 The self-consistent loop calculation for the electron temperature. 
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Figure. 2.21 Calculation flow for the electron temperature. 𝑇kw4,. Denotes a convergent 
temperature. 

 
  

!! =	!"
Initial condition

∆	> 0	?

Seek !!
for ∆	< 	0

Seek !! 
for ∆	> 	0

Seek !! for ∆	~	0
by bi-section loop.

!!(#$%) − !!(#) <	!'(#).?

Calculate Δ

!! = 
!!(#$%) + !!(#)

2



 132 

2.8.3 Electron Temperature in Continuum States 

 

 The electron temperature for the continuum states 𝑇+,q  is also necessary for 

calculating bound-to-continuum leakage current. The theoretical model for this parameter is 

derived based on a semiclassical theory of bulk crystal. 

 Under a certain voltage, electron’s kinetic energy is assumed to be a sum of thermal 

energy from lattice and kinetic energy due to electrical acceleration, and Equation (2.107) is 

obtained.  

 

3
2 𝑘X𝑇J +	

1
2𝑚

∗𝑣n$ =	
3
2 𝑘X𝑇+,q

(2.107) 

 

By solving Equation (2.107), the electron temperature is given as below. 

 

∴ 	𝑇+,q =	𝑇J +	
𝑚∗𝑣n$

3𝑘X
(2.108) 

 

  



 133 

2.8.4 Dopant Activation Rate 

 

 As is often the case with QCL simulation, carrier density is assumed to be the same 

as doping density. However, even at room-temperature, not all dopants are activated. So, a 

self-consistent calculation is necessary to estimate the net carrier density. In the case of n-

type semiconductor materials, the activated dopant density 𝑁n5 depends on the donor level 

𝐸H generated between the conduction band 𝐸q  and Fermi level 𝐸G due to impurity doping 

and is described by Equation (2.109). 

 

𝑁n5 =	
𝑁n

1 + 2 exp S𝐸G −	𝐸H𝑘X𝑇J
T

(2.109) 

 

In Equation (2.109), the three-dimensional doping density is denoted by 𝑁n, and 𝑘X is the 

Boltzmann constant. As seen in this equation, the dopant activation ratio is influenced by the 

lattice temperature 𝑇J. For the band diagram in Figure 2.22, the energy difference between 

the Fermi level and donor level is described by Equation (2.110). 

 

𝐸G −	𝐸H =	 (𝐸q −	𝐸H) −	(𝐸q −	𝐸G) (2.110) 

 

The ionization energy of doped Si in GaAs is described by 𝐸q −	𝐸H , and its value is 

5.85meV [267, 279]. 𝐸q −	𝐸G is the energy difference between the conduction band and 

Fermi level and is obtained in Equation (2.111) by using the effective density of state 𝑁q . 
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𝐸q −	𝐸G =	𝑘X𝑇J𝑙𝑛 ?
𝑁q
𝑛-HG

(2.111) 

𝑁q = 	2 ?
𝑚∗𝑘X𝑇J
2𝜋ℏ$ G

-
$

(2.112) 

 

Finally, the value of the net three-dimensional carrier density 𝑛-H is assumed to be the same 

as the calculated activated doping density described in Equation (2.113). 

 

𝑛-H ≈	𝑁n5 (2.113) 

 

Having said that, to calculate 𝑁n5 by Equation (2.113), 𝑛-H is required in Equation (2.111). 

Therefore, these calculations are self-consistently processed with an initial assumption of 

𝑛-H ≈	𝑁n. The dopant activation ratios of Si in GaAs at 200K and 300K are approximately 

84% and 91%, respectively [279]. 

 

 

 
Figure. 2.22 Band diagram of n-type semiconductor with the donor level. 
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2.8.5 Dopant Distribution Model 

 

 In this study, conventional rectangular doping and δ-dope distributions are examined 

considering the back-ground doping (1.0×1014cm-3), and these doping distributions are 

determined by simple theoretical models and the sheet doping density 𝑁n$H. In this section, 

the relation between the volumetric dopant distribution 𝑁n-H(𝑧)  and the sheet doping 

density is explained. In general, these two parameters have the relation described as below. 

 

𝑁n$H =	¨ 𝑁n-H(𝑧)𝑑𝑧
#{+|@wn

(2.114) 

 

In rectangular doping, dopants are doped homogeneously over a range of 𝐿nw{+ described 

in Figure 2.23(a), and the sheet doping density is calculated using a local doping density 

𝑁n,3-H. In actual situations, segregation happens as depicted by a wiggly line in Figure 2.23(a). 

 

𝑁n$H =	𝑁n,3-H𝐿nw{+ (2.115) 

 

For δ-doping, an experimental model considering dopant migration is adopted as 

described in Equation (2.116) [280, 281]. In Figure 2.23(b), 𝑁n,{+d)-H  is a peak of doping 

density and 𝑧{ is a position of the doping peak. Dumping coefficients of exponential curves 

are denoted by 𝛼  and 𝛽 . In this study, 𝛼 = 4Å  and 𝛽 = 24Å  are extracted from the 

reference data [281]. From Equation (2.116), the sheet doping density is calculated as in 

(2.117). 
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𝑁n-H(𝑧) = 	á
𝑁n,{+d)-H 𝑒𝑥𝑝 S

𝑧 − 𝑧{
𝛼 T �𝑧 < 𝑧{�

𝑁n,{+d)-H 𝑒𝑥𝑝 ?−
𝑧 − 𝑧{
𝛽 G �𝑧 ≥ 𝑧{�

(2.116) 

𝑁n$H =	𝑁n,{+d)-H (𝛼 + 𝛽) (2.117) 

 

 

 

 

Figure. 2.23 Doping distributions. (a) Rectangular doping. (b) δ-doping.  
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2.8.6 Schrödinger-Poisson Equation System 

 

 Quantum-well potential in QCLs are basically determined by the conduction band 

edge and heterojunction. However, an electron in QCLs is influenced by other electrons and 

ionized donors, and the actual potential can be different from the one defined by only 

materials. Such space-charge effect is incorporated in calculation by the Hartree 

approximation [59]. 

 Now, the potential made by surrounding electrons and ionized donors (the Hartree 

potential) is described by 𝑉~(𝑧) and is calculated by Poisson equation in Equation (2.118). 

 

𝜕$𝑉~(𝑧)
𝜕𝑧$ =	−

𝑞3
𝜀E
[𝑝(𝑧) − 𝑛(𝑧) +	𝑁n5(𝑧) −	𝑁d6(𝑧)] (2.118) 

 

In equation (2.118), 𝑝(𝑧) , 𝑛(𝑧), 𝑁n5(𝑧) , and 𝑁d6(𝑧) denote carrier densities of holes, 

electrons, ionized donors, and ionized acceptors. QCLs are basically n-type, so 𝑝(𝑧) = 0 

and 𝑁d6(𝑧) = 0. Electrons’ distribution is determined by wavefunction. 

 

𝑛(𝑧) = 	�𝑁@|𝜓@(𝑧)|$
@

=	�𝑁E𝜌@|𝜓@(𝑧)|$
@

(2.119) 

 

By using Equation (2.119), the sheet charge density 𝜎(𝑧) is described in Equation (2.120). 

 

𝜎(𝑧) = 	𝑞3 �𝑁E�𝜌@|𝜓@(𝑧)|$
@

−	𝑁n5(𝑧)� 𝛿𝑧 (2.120) 
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Consider the electrical field made by a sheet charge located at 𝑧. Using Gauss’ law, the 

electrical field is obtained. 

 

𝐸~(𝑧) = 	
𝜎(𝑧)
2𝜀E

(2.121) 

 

The net electrical field at 𝑧 is a sum of the individual discretized parts. 

 

𝐸(𝑧) = 	 � 𝐸~(𝑧)
R

1@f6R

𝑠𝑖𝑔𝑛(𝑧 − 𝑧Y) =
1
2𝜀E

� 𝜎(𝑧)
R

1@f6R

𝑠𝑖𝑔𝑛(𝑧 − 𝑧Y) (2.122) 

𝑠𝑖𝑔𝑛(𝑧 − 𝑧Y) = 	/
1	(𝑧 > 𝑧′)
0	(𝑧 = 𝑧′)
−1	(𝑧 < 𝑧′)

 

 

Due to 𝐸(𝑧) = 	− ��(1)
�1

, 

 

∴ 𝑉~(𝑧) = 	−¨ 𝐸(𝑧Y)𝑑𝑧Y
1

6R
(2.123) 

 

 By replacing 𝑉(𝑧)  in Equation (2.1) with 𝑉(𝑧) + 𝑉~(𝑧) , wavefunction and 

subband energy including band-bending effect are calculated from the Schrödinger equation. 

In THz QCLs, when doping density is not so high (~1010 cm-2), the influence of band-bending 

is negligible. However, high doping density (>1011 cm-2) induces remarkable band-bending 

and subband detuning.  
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2.9 Calculation Flow 

 

 In this section, a calculation flowchart of the developed rate equation model will be 

described. As described in Figure 2.2, the device simulator of this work bases some input 

parameters; electrical field, heat-sink temperature, and sheet doping density to calculate 

optical gain ultimately. Having said that, accurate calculation results require self-consistent 

loop calculation because the Hartree potential, subband carrier density (population fraction), 

lattice temperature, and electron temperature needs solutions of the rate equation, as 

described in the previous section and Figure 2.24. In the developed model, a single 

calculation for ionized-impurity and electron-electron scattering is a heavy task, so 

calculation time for even one electrical field conditions is time-consuming. 

 This work does not use self-consistent loop calculation to reduce calculation time 

and reuses the device parameters obtained in a previous calculation step of electrical field as 

described in Figure 2.25. If the initial values of the Hartree potential or temperatures are close 

to the true values (solutions of self-consistent loop calculation), the calculated results also 

tend to be close to the true values, too. This method, indeed, sacrifices the calculation 

accuracy, to some extent, but the difference from self-consistent loop is not so significant. As 

for dopant activation rate, self-consistent loop calculation is implemented because this 

parameter is independent of others which needs initial conditions. 
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Figure. 2.24 Calculation flowchart with self-consistent loop. 
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Figure. 2.25 Calculation flowchart without self-consistent loop (adopted in this work).  
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2.10 Calculation Examples 

 

 In this section, example calculation for previously published devices will be 

demonstrated. In 2.10.1, the high-performance two-well resonant-phonon THz QCL is 

calculated by the developed device simulator. In 2.10.2, the highest operation temperature of 

five devices is predicted. 

 

2.10.1 High-Performance Two-Well Resonant-Phonon THz QCL 

 

 Figure 2.26 describes a two-well resonant-phonon device designed by Khalatpour 

et al.(G652) [224] which recorded the highest operation temperature of 250K, and the 

calculation results of this device at 200K of the heat-sink temperature is shown in Figure 2.27 

and 2.28. This device is a standard in the research in Chapter 3 and 4. 

 A module of G652 is composed of GaAs/AlGaAs material system with 30% of Al-

composition and has six subbands. A rectangular-shaped impurity doping is implemented 

over 30Å in the center of a phonon-well with 4.5×1010cm-2 of sheet carrier density. The 

carrier transition for lasing occurs among the lowest three subbands. At an alignment 

condition between subband |1′⟩ and |3⟩, carriers are injected from subband |1′⟩ to |3⟩ 

(the upper lasing state ULS), and carriers in subband |2⟩ (the lower lasing state LLS) are 

also extracted down to subband |1⟩ by fast LO-phonon scattering, resulting in population 

inversion and stimulated emission between ULS and LLS. Other upper level subbands (|4⟩ 

~ |6⟩) work as parasite states.  
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Figure. 2.26 A two-well resonant-phonon structure (G652). 

 

 

 The calculated J-V curve of G652 matches well with the experimental results as 

described in Figure 2.27 (a). Where, two times of subband alignment appear as kinks around 
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negligible, so most subband carriers contributed to tunneling transport as described in Figure 

2.27 (b)~(d). Fractional population inversion reaches around 12% even at the alignment 

condition between |1⟩ and |3⟩. Lastly, calculated scattering rate of main three subbands is 

shown in Figure 2.28. At 200K of the heat-sink temperature, LO-phonon scattering is found 

to be the dominant factor in all inter-subband transition although Coulomb scatterings are 
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interface-roughness and ionized-impurity scattering become influential, so barrier height or 

impurity doping would need to be carefully designed depending on the conditions. 

 Due to structural simplicity, two-well resonant-phonon devices are considered to be 

suitable for investigating the impact of design parameters on performance. Therefore, further 

study would be implemented by using this type of structures. 

 

 

 
Figure. 2.27 Calculation results of G652. (a) J-V characteristics. Experimental data was taken 
at 10K. (b) Population fraction calculated by the rate equation. (c) Tunneling component of 
population fraction. (d) Leakage component of population fraction. 
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Figure. 2.28 Scattering rate between main subbands. In this calculation, electron temperature 
of each subband is individually calculated and shows abrupt change to electrical field. That 
change influence the current density and appears as small dents. 
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2.10.2 Prediction of the Highest Operation Temperature 

 

 The validity of the developed device simulator is implemented through a 

comparison in the highest operation temperature between simulation and experiment. In this 

investigation, five test devices which have already been published are simulated: an 

indirectly-pumped device (V843) [225], one three-well resonant-phonon device (F47) [282], 

and three two-well resonant-phonon devices (G652, EV2624, and TW246) [224, 283, 284], 

and the highest operation temperature is estimated as the one where the optical gain reaches 

the threshold gain set as 20cm-1. 

 In the comparison described in Figure 2.29, simulation results and experimental 

values of three devices (V843, F47, and G652) match with small errors. However, large 

difference is observed in the other devices (EV2624 and TW246). This error would come 

from the precision of the device simulator, experimental uncertain errors, and difference in 

waveguide structures. Especially, the size of active cores of these devices are not the same, 

which can affect the threshold gain. For example, active cores of the three devices (V843, 

F47, and G652) are designed to be 10μm-thick, but the ones of the other devices (EV2624 

and TW246) are different (12μm and 8μm, respectively). 

 As described in Figure 2.29, there is a room to improve the developed device 

simulator to predict the highest operation temperature very precisely. However, it is also a 

fact that this simulator can distinguish high-performance devices (F47, EV2624, G652) 

among the five samples even under a rough assumption (𝑔%& = 20cm-1). So, the author judges 

this simulator is enough for the investigation about the influence of design parameters on 
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device performance in Chapter 3 to 5. 

 

 

 

Figure. 2.29 Comparison in the highest operation temperature between simulation and 
experiment.  
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Even if 99 out of 100 people say otherwise, the remaining one may be right. 

 

– Masatoshi Koshiba 
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Chapter 3  Doping Study                        
 

 

3.1 Introduction 

 

 Doping studies have been reported for both MIR QCLs [286-292] and THz QCLs 

with roughly seven factors: ionized-impurity scattering [137,221,234,245,293,294], doping 

amount [151,170,286-288,295-299], doping position [289,290,300,301,309], doping 

distribution [280,281], device polarity [291,302,187], band-bending [292,303], and free-

carrier absorption [102,304,305]. 

 The impact of ionized-impurity scattering on carrier transition rate and optical 

linewidth is the most important feature in doping studies [137,221,234,245,293,294]. In 

terms of carrier transition rate, the ionized-impurity scattering is not a dominant phenomenon 

in THz QCLs compared to the LO-phonon and interface-roughness scattering. However, in 

accordance with Fermi’s golden rule, where scattering rate is determined by an overlap 

amongst wavefunctions of the initial and final states and dopants, when the doping position 

is close to the lasing sites, non-radiative scattering rate can increase due to the ionized-

impurity scattering [289]. This effect is less influential in MIR QCLs and early-stage THz 

QCLs. Because a doping region (injection region) and an active region are spatially separated 

in these devices, the carrier transition between lasing subbands is less likely to be exacerbated 

by the ionized-impurity scattering. In recent THz QCLs composed of fewer wells, on the 

other hand, donor impurities are doped very close to lasing sites. In this case, the degradation 
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of population inversion is inevitable. This issue is thus thought to be more critical in short 

two-well THz QCLs [202,224,283,310]. As for optical linewidths, the ionized-impurity 

scattering is one of the main causes of optical linewidth broadening [137,245]. Therefore, 

ionized-doping greatly influences the optical gain through optical linewidths. 

 Studies on the optimal doping amount have been the most frequently reported, and 

representative works for THz QCLs are listed in Table 3.1. In these previous works 

[137,151,170,211,295-299], resonant-phonon (RP), bound-to-continuum (B-to-C), and split-

well direct-phonon (SW-DP) structures are used with a different range of sheet doping 

densities from 4.3×109 to 3.5×1011 cm-2, and the highest operation temperature, optical gain, 

and output power are reported to have optimized values [170,295,299]. This fact is 

interpreted as that dopants are necessary to obtain a sufficient optical gain over the threshold 

gain; a too high impurity doping causes high free-carrier absorption [102,304,305] and band-

bending [292,303], resulting in increase of waveguide loss and undesirable misalignment of 

subbands, respectively. Free-carrier absorption must be suppressed in THz QCLs because it 

is proportional to the square of dopant density (𝑁n$) and wavelength to the power of three-

and-half (𝜆-.�) [102,304]. 

 Despite relatively few studies, the influence of doping position has also been 

investigated [289,300,301,309]. Previous research using MIR QCLs reveals that when 

dopants are injected in the vicinity of the upper lasing state (ULS), device performance 

degrades remarkably [289]. In THz QCL research, Wang et al. also examined the influence 

of doping positions on the highest operation temperatures, using three-well resonant-phonon 

devices [301]. In comparison between a phonon-well doped device and a radiation-barrier 
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doped one with a typical sheet doping density (3.0×1010cm-2), the demonstrated highest 

operation temperatures were almost the same. Demić et al. also theoretically confirmed that 

device performance is independent of doping position with 2.0×1010cm-2 of sheet doping 

density [309]. On the other hand, Grange demonstrates the possibility of improving device 

performance with different doping positions through his theoretical work [300]. Because this 

type of research is expected to be influenced by other components: doping amounts or 

distribution, more-detailed research is necessary. 

Lastly, a few studies on doping distribution have also been reported. The most 

frequently used doping method for recent resonant-phonon devices is narrow-rectangular 

doping in the center of phonon-wells [224,282,283]. On the other hand, δ-doping method, 

minimizing interactions between doping regions and wavefunctions, is also effective to 

enhance performance [280,281]. In experiments, furthermore, the influence of dopant 

migration is also considered. During epitaxial growth, dopants diffuse into more freshly 

grown layers. If these diffused dopants reach radiation areas, device performance is degraded 

[187,302]. To avoid this issue, the order of layer growth should be carefully considered. 

 This study aims to theoretically examine doping methods composed of doping 

amount, position, and distribution for two-well resonant-phonon THz QCLs and to provide 

doping design guidelines for high-temperature operation. In Section 3.2, the calculation for 

investigation of the influence of impurity doping will be explained. Along with it, the 

influence of doping on device parameters are also investigated to understand the calculation 

results shown in the later sections. In Section 3.3, the optical gain of eight doping patterns is 

calculated for a single module by using the device simulator developed in Chapter 2, and the 
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best doping pattern will be determined based on the optical gain. The calculation results will 

also be analyzed by investigating the componential device parameters of optical gain. Finally, 

an effective doping scheme is suggested and discussed in Section 3.4, including the same 

phenomena occurring in waveguides that are not dealt with in the device simulation. 

 

Year Researcher 
Sim. / 

Exp. 

Basic device structure Impurity doping method 

Carrier 

transport 

Material 

system 
Position Distribution 

Sheet doping 

density [cm-2] 

2005 
H. C. Liu / 

D. Ban 

Exp. 

RP 

(4QW) 

GaAs / 

Al0.15Ga0.85As 

Phonon-

well 
δ-doping 

3.2×1010 ~ 

4.8×1010 

2005 J. Alton B-to-C 
Two wide 

wells 

homogeneous 

1.6×1010 ~ 

5.8×1010 

2006 L. Ajili B-to-C 
One wide 

well 

3.3×1010 ~ 

8.8×1010 

2007 A. Benz 
RP 

(4QW) 

Phonon-

well 

5.4×109 ~ 

1.9×1010 

2008 
A. M. 

Andrews 

RP 

(4QW) 

4.3×109 ~ 

3.9×1010 

2015 T. Grange Sim. 
RP 

(3QW) narrow-

rectangular 

very low ~ 

1.0×1011 

2016 
C. W. I. 

Chen 
Exp. 

RP 

(3QW) 

3.0×1010 ~ 

2.4×1011 

2021 
N. L. 

Gower 
SW-DP* 

homogeneous 

3.0×1010 ~ 

6.0×1010 

2022 T.-T. Lin 
Sim. & 

Exp. 

RP 

(4QW) 

6.4×1010 ~ 

3.5×1011 

2022 This work Sim. 
RP 

(2QW) 

GaAs / 

Al0.30Ga0.70As 
Examined Examined 

1.0×1010 ~ 

1.0×1012 

Table. 3.1 Previous doping studies of THz QCLs. (*Injection barriers are composed of 
Al0.45Ga0.55As, and phonon-wells are split.)  
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3.2 Method 

 

 The influence of impurity doping on device performance of a two-well resonant-

phonon THz QCL is theoretically investigated in terms of doping density, position, and 

distribution. This section will explain the simulation conditions, and the advanced knowledge 

necessary for understanding the calculation results will also be described. 

 

3.2.1 The Influence of Impurity-Doping on Device Parameters 
 

The device simulator based on the rate equation has been developed in Chapter 2, 

and the relation between impurity doping and device parameters will be explained in Figure 

3.1. Device parameters directly influenced by impurity doping: current density, optical gain, 

carrier scattering rate, optical linewidth, and band-bending have often been discussed. In 

addition to these direct influence, indirect effects on some of these parameters caused by 

band-bending is also important to consider simulation and experimental results. For example, 

band-bending issues subband detuning at lasing alignment conditions [303]. Such potential 

distortion affects other device parameters such as oscillator strength and tight-binding 

parameters via wavefunction and eigen energy calculated by Schrödinger equation, resulting 

in change in current density and optical gain.  

In doping study, it is especially important to understand how the ionized-impurity 

scattering is influenced by impurity doping, and this effect is explained based on a simple 

double-quantum-well (DQW) structure. 
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Figure. 3.1 The influence of impurity doping on device parameters in theory. The parameters 
directly influenced by doping are described by red boxes. Indirect influence is described by 
blue boxes. Some parameters are affected both directly and indirectly. In calculation, three-
dimensional doping profiles are determined based on sheet doping density. 
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 Ionized impurity affects carrier scattering and radiation spectrum, and scattering rate 

and optical linewidth are calculated as described in Chapter 2. Although the rate due to 

ionized impurities has been often investigated, the theoretical study of optical linewidth is 

scarce and the behavior of it is a little difficult for us to imagine from the theoretical form. 

To obtain a crude sense of the relation between optical linewidth and other parameters such 

as wavefunction and doping, a series of example calculations is implemented based on a 

GaAs/AlxGa1-xAs-based double-quantum-well (70/20/140 in Å. Bold is the barrier. 𝑥 

denotes the Al-composition), and the results are summarized in Figure 3.2 where |𝑖⟩ and 

|𝑓⟩ denote the ground states in each well. Calculations are implemented with a sheet doping 

density 3.0×1010cm-2 and population fractions (𝜌@, 𝜌A) = (0.9, 0.1) under no electrical field 

and 200K of the heat-sink temperature conditions. Unlike the full rate equation model, some 

physical phenomena such as the Hartree potential and electron temperature model are ignored. 

In calculation, the wavefunctions of the initial and final states are fixed, and the 20Å-

rectangular doping region is shifted among four different positions as described in Figure 

3.2(a). 

 In the results, the scattering rate and optical linewidth take the highest values in 

Position C. In this condition, the wavefunction of the initial state peaks in the left well, and 

it has a marked overlap with the doping area. The scattering rate decreases as the doping 

position is further from the left well. The difference due to doping position becomes 

remarkable when barrier height lowers, and this would be attributed to wavefunction 

spreading. In Position B, the optical linewidth is one order smaller than the ones of other 

conditions. This is because the optical linewidth is mainly determined by an overlap of the 
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doping area and the probability density difference of the two wavefunctions as described in 

Equation (2.36). In radiative transition, optical gain can increase by small non-radiative 

scattering rate and optical linewidth. So, Position B is concluded to be the most advantageous 

doping position for the DQW structure. 

 Furthermore, the same tendency is observed even when population fractions and 

barrier height (Al-composition) are changed as in (𝜌@, 𝜌A) = (0.5, 0.5) and (0.2, 0.8), and the 

Al-composition changes from 15% to 30%. 

 

 

 

Figure. 3.2 The influence of doping position on the ionized-impurity scattering rate and 
optical linewidth in a double-quantum-well. (a) Different doping positions. (b) The ionized-
impurity scattering rate. (c) Optical linewidth due to ionized-impurity scattering. In all 
doping positions, 20Å-rectangular doping is assumed.  
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3.2.2 Examined Doing Patterns 
 

 Doping conditions examined in this study are divided into eight patterns depending 

on positions and distributions (bottom figures in Figure 3.3). To investigate the influence of 

doping positions, narrow-rectangular doping patterns in phonon-wells (A), radiation-barriers 

(B), injection-wells (C), and injection-barriers (D) are simulated. Following that, δ-doping in 

phonon-wells (E), homogeneous doping in phonon-wells (F), and all-layer doping (G) are 

examined to observe the influence of doping distributions. Furthermore, the undoped 

condition (H), where electrons are assumed to be injected from external modules, is also 

investigated. In the undoped condition, sheet doping density and (injected) sheet carrier 

density are separately defined without using the equations introduced in Chapter 2, and sheet 

carrier density is used as a variable. In any doping conditions, n-type natural doping is 

assumed to be 1.0×1014cm-3 over all regions. For comparison, optical gain is used as a figure-

of-merit, and sheet doping density 𝑁n$H  varys from 1.0×1010cm-2 to 1.0×1012cm-2. All 

calculations are implemented under the heat-sink temperature 𝑇~� = 200K. 
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Figure. 3.3 A two-well resonant-phonon structure in the tight-binding condition and eight 
examined doping patterns. The layer thicknesses of the simulated structure are fixed as 
33.5/72.0/18.5/145.0 in Å (Bold = barrier). Segregation is considered only in Pattern E. 
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3.3 Simulation 

 

3.3.1 Simulation Results 
 

 Simulation results for fundamental device parameters are described in Figure 3.4 ~ 

3.6. First, as shown in Figure 3.4, calculated optical gain increases with doping density, and 

the discrepancy amongst all doping patterns is small in the low doping conditions. In the high 

doping conditions, however, maxima of optical gain appear within a doping range 3.0×1010 

~ 4.5×1011cm-2 in any doping patterns. In addition, doping position and distribution greatly 

influence not only optical gain maxima but also the doping window (a range of sheet doping 

densities with which gain peaks appear). In a comparison of doping patterns, the undoped 

condition (H) demonstrates the highest optical gain 222.7cm-2 at 4.5×1011cm-2. Amongst the 

other conditions, homogeneous doping in phonon-wells (F) shows the second-highest value 

76.2 cm-1 at 3.0×1011cm-2. The influence of doping positions on gain is so significant that 

doping in layers except for phonon-wells (B, C, D, and G) deteriorates both gain maxima and 

the doping window. As for the influence of doping distributions, the optical gain of δ-doping 

device (E) is similar to that of the conventional narrow-rectangular doping device (A), but 

homogeneous doping (F) is effective for high optical gain and a wide doping window. 

 Next, current density and lasing frequency at gain peaks are described in Figure 3.5 

and 3.6, respectively. With sheet doping density increasing, current density rises linearly, and 

the discrepancy is negligible amongst doping conditions until around 7.0×1010cm-2. However, 

in high doping conditions, a discrepancy becomes larger, and the difference reaches several 
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kA/cm2. Despite a previous demonstration [292], the possibility of frequency tuning by 

doping position is shown in this calculation, too. When phonon-wells are doped (A, E, and 

F), lasing frequency blue-shifts with doping density. On the other hand, in other conditions, 

lasing frequency stays almost consistent (G) or red-shifts (B, C, D, and H). 

 In Subsection 3.3.2 and 3.3.3, doping position and doping distribution dependences 

are thoroughly investigated. In theory, optical gain peak is proportional to the sheet carrier 

density 𝑁E , oscillator strength 𝑂@A , and population inversion ∆𝜌@A , and is inversely 

proportional to optical linewidth Γ@A . To identify the major causal phenomena for the 

calculation results in Figure 3.4 ~ 3.6, the influence of doping conditions on these parameters 

is investigated. Furthermore, we also analyze three carrier transition rates determinative for 

the population inversion: tunneling injection to the upper-lasing state, the non-radiative 

transition between the lasing states, and carrier extraction from the lower-lasing state. 
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Figure. 3.4 The dependence of optical gain peak on sheet doping/carrier density. (a) Narrow-
rectangular doping patterns (A~D), (b) Other doping patterns (E~G), (c) Undoped pattern 
(H). The thick dots are optical gain peaks abstracted from the gain-filed characteristics for 
each sheet doping/carrier density, and wiggly lines are trend curves. In (c), the calculation 
result of pattern A is inserted as a reference with sheet doping density, and sheet carrier 
density, assumed to be injected from external modules, is swept as a variable for pattern H 
instead of constant sheet doping density (2.69×108 cm-2). 
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Figure. 3.5 The dependence of electrical current density on sheet doping/carrier density. (a) 
Narrow-rectangular doping patterns (A~D), (b) Other doping patterns (E~H). The plotted 
data are abstracted at the gain peak conditions. In (b), x-axis describes carrier density for 
pattern H and sheet doping density for others. 

 

 
Figure. 3.6 The dependence of lasing frequency on sheet doping/carrier density. (a) Narrow-
rectangular doping patterns (A~D), (b) Other doping patterns (E~H). The plotted data are 
abstracted at the gain peak conditions. In (b), x-axis describes carrier density for pattern H 
and sheet doping density for others. 
  

0

5

10

15

20

C
ur

re
nt

 d
en

si
ty

 [k
A

/c
m
2 ]

Sheet doping density [cm-2]
1010 1011 1012

● A. Phonon-well (rectangular)
● B. Radiation-barrier
● C. Collection-well
● D. Injection-barrier

(a)

0

5

10

15

20

C
ur

re
nt

 d
en

si
ty

 [k
A

/c
m
2 ]

Sheet doping/carrier density [cm-2]
1010 1011 1012

● E. Phonon-well (δ-dope)
● F. Phonon-well (homogeneous)
● G. All layers
● H. Undoped

(b)

0

1

2

3

4

5

6

7

Fr
eq

ue
nc

y 
[T

H
z]

Sheet doping density [cm-2]
1010 1011 1012

● A. Phonon-well (rectangular)
● B. Radiation-barrier
● C. Collection-well
● D. Injection-barrier

(a)

0

1

2

3

4

5

6

7

Fr
eq

ue
nc

y 
[T

H
z]

Sheet doping/carrier density [cm-2]
1010 1011 1012

● E. Phonon-well (δ-dope)
● F. Phonon-well (homogeneous)
● G. All layers
● H. Undoped

(b)



 163 

3.3.2 Doping Position Dependence 
 

The influence of doping positions on optical gain is studied by using narrow-

rectangular doping distributions (A~D). As described in Figure 3.4(a), optical gain peaks and 

doping windows are clearly dependent on doping positions. Among these four patterns, when 

phonon-wells are doped (A), optical gain takes the highest maximum 63.1cm-1, and gain 

peaks are observed up to around 1.0×1012cm-2. However, when doping positions get closer 

to collection-wells, device performance is exacerbated remarkably. Optical gain of radiation-

barrier doping (B) takes almost the same values as the ones for phonon-well doping (A) in 

low doping conditions. These calculation results, to some extent, support an experimental 

result implemented by Wang et al. [301] despite small structural differences between two-

well and three-well devices. However, the highest gain peak of this doping pattern is 43.0cm-

1 at 4.5×1010cm-2, and its doping window shrinks to 2.0×1011cm-2. As for other conditions (C 

and D), the device performance is inferior to these patterns. 

 To analyze this result, componential parameters of optical gain; oscillator strength 

𝑂-$ , population inversion ∆𝜌-$ , and optical linewidth Γ-$  are carefully investigated in 

Figure 3.7. All plotted data are abstracted at the fields when optical gain peaks (25~28kV/cm). 

As seen in Figure 3.7(a), oscillator strength increases when doping positions are proximate 

to collection-wells, and this behavior is effective to improve optical gain. However, the 

decrease of population inversion described in Figure 3.7(b) surpasses the increase of 

oscillator strength and determines the behavior of optical gain. Therefore, the simulation 

results described in Figure 3.4(a) are mainly attributed to the degradation of population 

inversion. In all doping conditions, population inversion for phonon-well doping takes the 
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largest values and gradually decreases from 15% at 1.0×1010cm-2 to below 5% at 7.0×1011cm-

2 with an increase of doping density. In other doping conditions, on the other hand, population 

inversion more rapidly decreases. For oscillator strength, the difference due to doping 

positions is thought to originate from band-bending. Even though band-bending is not so 

significant in lower doping conditions, wavefunction and eigen energies are very sensitive to 

potential profile deformation, and their change is reflected in oscillator strength. Optical 

linewidth increases with doping density except for radiation-barrier doping even though the 

change is not very impactful on optical gain. 

As for the behavior of population inversion, further detailed analysis is implemented. 

In Figure 3.7 (d)~(f), the calculated tunneling injection rate 𝑈#@-, non-radiative scattering 

rate between lasing subbands 𝑊-$, and carrier extraction rate 𝑊$# are described where non-

radiative scattering rates are the most susceptive to doping positions and determinative to 

population inversion. The non-radiative scattering rate of phonon-well doping (A) is around 

almost 1.0×1012 1/s over a whole doping density. However, when the doping position is closer 

to collection-wells, the non-radiative scattering drastically increases due to excessive 

ionized-impurity scattering. Moreover, a decrease of the carrier injection rate with doping 

density also determines the decrease of population inversion. This reduction in injection rate 

is considered attributable to subband detuning by band-bending effect. Carrier extraction 

rates are almost immune to these doping condition  
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Figure. 3.7 The dependence of componential parameters and carrier transition rates on sheet 
doping density (A~D). (a) Oscillator strength. (b) Population inversion. (c) Optical linewidth. 
(d) Tunneling injection rate. (e) Non-radiative scattering rate. (f) Carrier extraction rate. The 
plotted data are abstracted at the gain peak conditions.  
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3.3.3 Doping Distribution Dependence 
 

The influence of doping distributions is investigated by comparing the calculation 

results of the δ-doping (E), homogeneous-doping (F), and all layer doping (G) with those of 

conventional narrow-rectangular doping (A) as a reference. The reason for the highest optical 

gain under the undoped condition (H) is also analyzed in this section. 

 First, the δ-doping (E), and homogeneous-doping (F) in phonon-wells are compared 

with the rectangular-doping (A). As observed in Figure 3.4 ~ 3.6, doping distributions also 

influence electrical and optical characteristics greatly. In Figure 3.4(b), the optical gain of 

homogeneous-doping takes the second-highest value 76.2cm-1 at 3.0×1011cm-2, and the one 

of δ-doping takes almost similar values to the rectangular-doping. The doping window is 

observed to become wider when the doping region is wider. Furthermore, under the high 

doping conditions, a clear difference is seen in current density (Figure 3.5(b)) and lasing 

frequency (Figure 3.6(b)), as well. 

 To investigate such behavior in optical gain, the componential parameters are 

analyzed. In Figure 3.8, the difference in these componential parameters amongst the three 

doping distributions (A, E and F) is not so significant but is surely reflected in the calculation 

results in Figure 3.4(b). When a doping region is wider, higher oscillator strength and 

narrower optical linewidth are obtained. Thus, optical gain is also larger in the homogeneous-

doping than that in the δ-doping. In the population inversion in Figure 3.8(b), a cross-over is 

seen between the δ-doping and homogeneous-doping at around 2.5×1011cm-2. This result is 

explained by the carrier transition rates shown in Figure 3.8 (d) ~ (f). In the low doping 

conditions, non-radiative scattering rate of homogeneous-doping is higher, and the other two 
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transition rates do not have so large difference, resulting in a higher population fraction of 

ULS and population-inversion in δ-doping. In the high doping conditions, the carrier 

injection rate and extraction rate of the homogeneous-doping are also higher than the ones of 

δ-doping, so the ULS population fractions increases, and the one of LLS decreases, resulting 

in a higher population-inversion with homogeneous-doping where the non-radiative 

transition rate and carrier extraction rate are enhanced by higher ionized impurity scattering 

due to wider doping. 

 To analyze these results based on the behavior of wavefunctions, the band-bending 

effect induced by localized space charges (electrons and dopants) is observed. In Figure 3.9, 

calculated potential profiles of doping patterns A, F, and H with 2.0×1011cm-2 at 25kV/cm 

are described. The top and bottom figures describe the conduction band edges and the Hartree 

potentials, respectively where different potential shapes are seen depending on the doping 

distributions. In rectangular-doping (A), a concave potential appears in the center of a 

phonon-well. In homogeneous-doping (F), an almost flat/ideal potential is obtained. In 

undoped condition (H), where the potential is determined only by electrons, a large difference 

between the calculated potential and the flat one is seen. In two-well resonant-phonon devices, 

substantial numbers of electrons accumulate in phonon-wells, resulting in a convex potential 

as seen in Figure 3.9(c). On the other hand, ionized impurities cause a concave potential. 

Therefore, doping in phonon-wells cancels out the convex potential created by electrons, and 

the potential distortion in a whole structure is mitigated. 
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Figure. 3.8 The dependence of componential parameters and carrier transition rates on sheet 
doping/carrier density (E~H). (a) Oscillator strength. (b) Population inversion. (c) Optical 
linewidth. (d) Tunneling injection rate. (e) Non-radiative scattering rate. (f) Carrier extraction 
rate. The plotted data are abstracted at the gain peak conditions. The x-axis describes sheet 
carrier density for the condition (H).  
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Figure. 3.9 Potential profile including band-bending effect with 2.0×1011cm-2 at 25kV/cm. 
(a) Rectangular-doping. (b) Homogeneous-doping. (c) Undoped condition. Black dotted lines 
describe a flat potential (no band-bending), and colored solid lines describe the total potential. 
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the quantum states is minimized, and high injection and extraction rates are maintained, 

resulting in high optical gain even at high doping conditions. Practically, the band-bending 

effect becomes remarkable under high doping conditions, and designed alignment fields in 

simulation and actual ones confirmed in experiment are thought to make a large difference. 

Therefore, homogeneous-doping is expected to solve this problem. 

 Second, all layer doping (G) is not suitable for enhancing optical gain and the highest 

operation temperatures. Even though it is advantageous that lasing frequency is immune to 

doping amount, optical gain is also smaller than that of the reference conditions (A) due to 

population inversion degradation for the same reason as the doping patterns B~D. 

 Finally, the undoped condition (H) recorded the highest optical gain, as described in 

Figure 3.4(c), because a rather high oscillator strength and low optical linewidth are obtained 

even under the high doping condition (Figure 3.8). On the one hand, it is reasonable that the 

small optical linewidth is attributed to the absence of ionized-impurity scattering. On the 

other hand, the increase of oscillator strength is originally attributed to band-bending. With 

band-bending, a wavefunction overlap of ULS and LLS becomes greater, resulting in higher 

oscillator strength. The change of the non-radiative scattering rate and oscillator strength for 

doping pattern B~D is also explained by the same idea. The population inversion for the 

undoped condition is lower than that for the other three conditions (A, E, and F) because high 

tunneling injection works to increase ULS’s population but the increased non-radiative 

scattering rate reduces ULS’s population, and the lower carrier extraction rate increases 

LLS’s population. Therefore, population inversion of the undoped condition is degraded. 
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3.4 Discussion 

 

 From the simulation results in Section 3.3, the undoped condition is the most 

preferable setup for high optical gain and high operation temperature in two-well resonant-

phonon THz QCLs if only one module is doped. This setup is reasonable when we see that 

doping regions are separated from lasing regions in MIR QCLs. In reality, however, it is 

infeasible to drive THz QCLs completely without doping [298]. Therefore, homogeneous-

doping in phonon-wells is concluded to be the best method when all modules in an active 

core are doped. Furthermore, because dopants can migrate and intrude into other layers due 

to heat during epitaxial growth, it is preferable to avoid doping in the vicinities of interfaces 

between wells and barriers (Figure 3.10). 

 

 

 
Figure. 3.10 A proposed doping pattern for a single module. 
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 The knowledge obtained in the simulation is beneficial for expanding doping tactics. 

Conventionally, an active core of THz QCLs is composed of several hundred modules, and 

all modules are doped. Therefore, when an active core includes a great number of modules, 

the total impurity per active core increases simultaneously, resulting in high free-carrier 

absorption and threshold gain. Having said that, in principle, carriers of QCLs are recycled 

after radiation, so the authors think that not all modules need doping. A modulation doping 

scheme, with an active core that includes both doped and undoped modules, should be 

effective for simultaneously achieving high optical gain and low threshold gain (Figure 3.11). 

 In the recent design trend of THz-QCLs, devices composed of two wells have often 

been studied as a way to improve quantum efficiency by using fewer subbands. On the one 

hand, decreasing the number of quantum wells per module shortens the length of one module 

and is effective for high optical gain. On the other hand, it does not change that using an 

approximately 10-μm thick waveguide is preferable for low waveguide loss. Therefore, 

down-sizing of devices is expected to increase the net doping density in waveguides if all 

modules are equally doped. 

For example, a long device, designed by Williams et al. with a 539Å of four-well 

resonant-phonon structure, has 186 modules per 10μm active core [106]. On the other hand, 

a short device, designed by Khalatpour et al. with a 269.3Å of two-well resonant-phonon 

structure, has 371 modules in the same size of active core as the long device [224]. Therefore, 

if all modules are doped in the two devices with the same condition such as around 

4.5×1010cm-2 of sheet doping density over 30Å-wide near the center of phonon-wells, the net 

doping density in the short device is almost double that of the long device. Therefore, the 
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highest operation temperature of the short device is thought to be suppressed by high 

threshold gain due to high free carrier loss instead of high optical gain. One of the solutions 

for this issue is a modulation doping scheme, and if every two modules are doped, the net 

doping density can remain constant as described in Figure 3.11. Furthermore, undoped 

modules are realized in the active core, so a higher optical gain and improved temperature 

characteristics are also expected.  Although instability of the system due to the space charge 

effect by injection is also apprehensive [307,308], this issue would not be so serious unless 

the doping period is very long because Straub et al. already demonstrated an operational MIR 

QCL device by adopting a modulation doping scheme with longer than 100nm of doping 

period in the past [290]. Having said that, they did not discuss the influence of modulation 

doping on the temperature characteristics of QCLs. In THz QCLs, therefore, the validity of 

modulation doping schemes need to be confirmed experimentally. 

 

 

 
Figure. 3.11 The modulated doping scheme. The magnitude of doping period toward the 
structural period is described by 𝑁HN. For example, when all modules are doped, 𝑁HN = 1. 
When impurities are doped every two modules, it is described as 𝑁HN = 2. 
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•• •
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Finally, the duration of carrier recycling is also one of our great interests. The device 

designed by Straub et al. was already demonstrated to operate even if the doping period is 

longer than 100nm [290]. On the other hand, devices completely without doping have also 

been observed not to lase [298]. Thus, we predict that carrier recycling will have a limitation 

toward doping period, distance, or space charge effect, and the optimal modulation doping 

period needs to be adjusted by experiment. 

 

 

3.5 Summary and Conclusion 

 

 Through theoretical investigation, doping profiles (amount, position, and 

distribution) have been found to greatly influence the performance of a two-well resonant-

phonon THz QCL. In a comparison with a doped single module, it is concluded that wide-

doping in phonon-wells is the best method due to high population inversion and immunity to 

band-bending. On the other hand, an undoped condition showed the highest gain among all 

doping patterns, and modulation doping method is suggested to exploit the undoped 

conditions. Even though the detuning of aligned subbands greatly increases under high 

doping conditions, combining the doping scheme and structural adjustment [303] is expected 

to further improve device performance. 
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Wherever there is a will, there is a way. 
 

– Abraham Lincoln  



 177 

Chapter 4  Barrier Height Study - Part I            
 

 

4.1 Introduction 

 

 The influence of barrier height on device performance has also been investigated by 

many researchers like doping study [174,179,311-316]. In the research for improving highest 

operation temperature, the devices renewed the record temperature were fabricated with 15% 

~ 30% of Al-composition, and it has been unclear whether or not the optimal barrier height 

exists [106,224,282,283]. For example, two works, one by Kainz et al. and the other by 

Khalatpour et al., are introduced here. In 2018, Kainz et al. modified the barrier height of a 

three-well resonant-phonon device by changing the Al-composition from 12% to 24% with 

fixed-layer thicknesses in order to investigate this issue theoretically and experimentally 

[282,316]. They concluded that 20% Al-composition is the optimal condition for the highest 

performance due to a trade-off between carrier leakage with a low barrier and oscillator 

strength lowering with a high barrier. In 2021, however, Khalatpour et al. reported a higher-

performance device using a rather high Al-composition of 30% [224]. From these two 

attempts, the question of whether lower or higher barriers work better has yet to be settled, 

necessitating further investigation. 

 It is a little cumbersome to discuss the optimal barrier height. Wavefunction and 

subband energy are influenced by barrier height, and other device parameters calculated 

based on these components also change, resulting in different alignment conditions. Thus, 
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device structures need to be optimized. However, the design freedom is very large in QCLs 

composed of several layers, so determining the optimal barrier height requires comparison 

of many applicant devices. On the one hand, such investigation is not realistic by experiment 

due to very long time and effort. On the other hand, simulation also bears issues in the 

calculation accuracy and time. Delving deeply into this topic requires that one consider the 

influence of carrier leakage in simulations. In QCL studies, two types of carrier leakage are 

often discussed. One is leakage from bound states to other bound states, which mainly occurs 

due to thermally activated LO-phonon scattering [175,179,181] and is calculated by Fermi’s 

golden rule. The other is leakage from bound states to continuum states (B-to-C leakage) 

[219], but it has seldom been treated in QCL simulations. B-to-C leakage can not only 

increase electrical current but also undesirably diminish subband carrier density, resulting in 

the deterioration of the optical gain. Therefore, in theoretical work, it is preferable that B-to-

C leakage be dealt with, especially, in low barrier devices. 

 This study aims to develop a third-order tunneling current theory to demonstrate the 

influence of carrier leakage on subband carrier density by combining the second-order 

tunneling current model proposed by Terazzi et al. [264] and the leakage current model that 

is often used in studies for quantum-well infrared photodetectors [266]. In this new model, 

the total subband carrier density is divided into the components for bound states and for 

continuum states using a semi-classical tunneling coefficient theory. In the leakage current 

calculation, theoretically calculated mobility and drift velocity are used. The lattice 

temperature and electron temperature in the continuum states are also modeled. The 

developed theoretical models are incorporated in a simulation based on rate equation 
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introduced in Chapter 2, and three types of two-well resonant-phonon devices, designed and 

investigated in previous works, are selected to confirm the validity of the simulation. Using 

one of the examined device structures (G652), the influence of barrier height is also 

theoretically investigated by changing the Al-composition from 12.5% to 45%.  

 

 

 
Figure. 4.1 Band diagrams of two-well resonant-phonon THz QCLs in tight-binding 
condition. (a) Low-barrier device (TW246), (b) Middle-barrier device (EV2624), and (c) 
High-barrier device (G652).  
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4.2 Method and Simulation Results 

 

4.2.1 Validation of the Third-Order Tunneling Current Model 
 

Figure 4.1 and Table 4.1 describe three designs for two-well resonant-phonon 

devices selected to verify the developed simulation method in Chapter 2. In addition to their 

capability of enhancing the carrier-use efficiency to produce high performance, two-well 

resonant-phonon structures’ simplicity makes them suitable for investigating the impact of 

several design parameters on device performance. This advantage of this type of devices 

would be beneficial for research on other device design components. 

Even though the number of bound states in these devices varys depending on barrier 

height, the carrier transport mechanism is the same in all structures. In this scheme, the carrier 

transition for lasing occurs among the lowest three subbands. At an alignment condition 

between subband |1Y⟩ and |3⟩, carriers are injected from subband |1Y⟩ to |3⟩ (the upper 

lasing state ULS), and carriers in subband |2⟩ (the lower lasing state LLS) are also extracted 

down to subband |1⟩ by fast LO-phonon scattering, resulting in population inversion and 

stimulated emission between ULS and LLS. Other upper level subbands (|4⟩ ~ |6⟩) work as 

parasite states. 

 Selecting three devices for this work, composed of different Al-compositions 

between 15% and 30%, enables us to determine the influence of barrier height on device 

performance. The low-barrier device (TW246) with 15% Al-composition, designed by 

Kumar et al. in an early THz QCL study, lases up to 121K [284]. The middle-barrier device 
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(EV2624) designed by Bosco et al. has a 25% Al-composition and lases up to 210.5K [283]. 

The high-barrier device (G652) is designed by Khalatpour et al. with 30% Al-composition 

and relatively high impurity doping 4.5×1010 cm-2 in phonon-wells [224]. Although the 

waveguide designs and materials vary among these devices, their tendency is seen: when the 

barrier height is higher, the highest operation temperatures are also higher. The validity of 

our simulation is confirmed by comparing the theoretical and experimental results of J-V 

characteristics and the temperature dependence of optical gain. Except in calculations for 

temperature dependence, a heat-sink temperature 𝑇~�
(E@c) = 200K is used in the simulation. 

 

 

Device design 
Low-barrier device 

(TW246) 

Middle-barrier device 

(EV2624) 

High-barrier device 

(G652) 

Material system GaAs/Al0.15Ga0.85As GaAs/Al0.25Ga0.75As GaAs/Al0.30Ga0.70As 

Original structure [Å] 
(bold=barrier, 

underline=doping) 

56.0/71.0/31.0/167.0 32.6/79.9/19.0/164.6 33.7/72.0/18.7/144.9 

Simulated structure [Å] 56.0/71.0/31.0/167.0 32.5/80.0/19.0/164.5 33.5/72.0/18.5/145.0 

Doping profile 

2.17×1010 cm-2 

Uniform in collection-

wells 

4.5×1010 cm-2 

29Å in phonon-wells 

4.5×1010 cm-2 

30Å in the center of 

phonon-wells 

Lasing frequency 4.60 THz 3.89 THz 3.94 THz 

Alignment field 17.0 kV/cm 16.9 kV/cm 25.0 kV/cm* 

Active core thickness 8 μm 12 μm 10 μm 

Waveguide Au-Au Cu-Cu Au-Au 

Maximum operating 

temperature 
121 K 210.5 K 250 K 

Table. 4.1 Device information for examined two-well resonant-phonon THz QCLs. 
(*Estimated in this work.)  
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Figure. 4.2 J-V characteristics. (a) Low-barrier device (TW246). (b) Middle-barrier device 
(EV2624). (c) High-barrier device (G652). 

 

 

The calculated J-V curves at 200K and experimental data exploited at low and high 

temperatures for the three devices are described in Figure 4.2. For curve fitting, an offset 

voltage of 1.0 ~ 5.3V, corresponding to the voltage drop due to Schottky-barrier effect and/or 

outer circuit resistance, is assumed for the simulation data. Generally, current peaks or 

plateaus are known to appear twice in the J-V characteristics of two-well resonant-phonon 

devices because the injection state |1Y⟩ aligns with subbands |2⟩ and |3⟩ during voltage 
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increases. For example, in G652 (Figure 4.2(c)), after a current plateau due to the alignment 

between subbands |1Y⟩ and |2⟩ at around 23V, another alignment happens between |1Y⟩ 

and |3⟩ at around 31V. At the second alignment designed for lasing, the tunneling current 

between |1Y⟩ and |3⟩ becomes dominant due to the high tunneling rate	𝑈#@- = 1.07×1012 

1/s. On the other hand, the tunneling rate between |1Y⟩ and |2⟩ is 𝑈#@$ = 7.37×109 1/s, and 

this path no longer contributes to electrical conduction. This feature and the amount of current 

density are reproduced well in all devices. 

 Even though the simulation results match relatively well with the experimental 

results at low temperatures, discrepancies appear at high temperatures. One remarkable 

difference is that the experimental current density is higher than the calculated one over some 

of the voltage regions. For instance, this type of difference is seen beyond 16V in TW246 

and EV2624, and before and after the first current plateau in G652. Even with the leakage 

current model, this phenomenon cannot be reproduced. The simulation does not include 

stimulated emission, so the discrepancy in the high voltage region would be attributed to lack 

of optical current. The discrepancy in the middle voltage region is considered to be attributed 

to subband broadening. Subband broadening is known to happen in actual devices, and the 

NEGF calculation considers this effect, so current density increases smoothly with rising 

voltage (Figure 4.3). However, the rate equation model does not consider subband 

broadening in resonant tunneling. Therefore, such calculated current density is a little smaller 

than the experimental values. 
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Figure. 4.3 Difference in resonant tunneling transport model between the rate equation and 
actual devices or the NEGF calculation. (a) a condition in the rate equation, and (b) in actual 
devices or the NEGF. 

 

 

Figure. 4.4 Calculated temperature dependence. (a) Leakage current density. (b) Optical gain 
peak. The data are taken when optical gain peaks. 
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 In terms of the leakage current calculations in Figure 4.2 and 4.3 (a), barrier height 

dependence is observed clearly at high temperature conditions. Although the difference in 

leakage current is not so remarkable below 200K, at 300K, the leakage current density of the 

low-barrier device reaches 0.45kA/cm2 instead of below 0.2kA/cm2 for the high-barrier 

device. Because the sheet doping density of the low-barrier device is less than half of the 

others, this result implies that if doping density of all devices is the same, the leakage current 

of the low-barrier device will greatly surpass that of others. Although the contribution of 

leakage current to total current density is not very large at 200K, a high barrier would be 

preferable for circumventing the increase of leakage current at high temperatures. 

The results of calculating the temperature dependence of optical gain in Figure 4.4 

(b) reflect the highest experimental operation temperatures to some extent. The peak gain of 

the low-barrier device, on the one hand, reaches 61.0cm-1 at 100K. On the other hand, those 

for the middle- and high-barrier devices reach 107.0cm-1 and 80.6cm-1, respectively. As the 

highest operation temperature of the low-barrier device is 121K, and the ones for others are 

over 200K, these results are reasonable. Having said that, above 200K, the gain peak of the 

middle-barrier device is higher than that of the high-barrier device by 2 to 7cm-1, which is 

contrary to the experimental results in which the highest operation temperatures of the 

middle- and high-barrier devices are 200.5K and 250K, respectively. This error may be 

caused by the lack of a stimulated emission model in the simulation or by fabrication-method 

differences. The decrease of the optical gain in the low temperature region is due to the low 

dopant activation ratio. The developed simulation would be enough to investigate the major 

device characteristics. 
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 For the high-barrier device (G652), other calculated parameters whose theoretical 

models are introduced in this paper are mentioned below. Under a pulsing condition, 400ns 

at 500Hz [224], the calculated lattice temperature and continuum electron temperature at the 

alignment field are 201.5K and 211.9K, respectively, when the heat-sink temperature is 200K. 

There, a thickness of GaAs wafer 𝐻Ehe = 650μm and thermal conductivity  𝜅Ehe  = 

55W/mK are used. A calculated pure dephasing time for aligned subbands 𝜏#@-
∗  is 0.16ps. 
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4.2.2 The Influence of Barrier Height on Device Characteristics 

 

Next, the influence of barrier height on device characteristics is investigated by 

simulation at 200K heat-sink temperature. Based on the high-barrier device (G652), the 

barrier height is modified from 113.2meV to 363.9meV by changing the Al-composition from 

12.5% to 45% with a fixed-layer thickness (Figure 4.5). Due to this modification, the number 

of subbands per module increases from four to seven, and all subbands are considered in the 

calculation. In the simulation results described in Figure 4.6 and Table 4.2, calculated data is 

abstracted when the optical gain reaches a peak. 

 

 

 
Figure. 4.5 Two-well resonant-phonon structure for barrier height study (A phonon-well + 
one module). The layer thicknesses are fixed as 33.5/72.0/18.5/145.0 in Å. (Bold = barrier, 
underline = doping). 
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Figure. 4.6 Barrier height (Al-composition) dependence in simulation. (a) Electrical current 
density, (b) Optical gain peak and population inversion ∆𝜌-$, (c) Population fraction, (d) 
Scattering rate between lasing states, (e) Optical linewidth between lasing states. In (c), 
𝜌{d|dE@%+ is the sum of population fractions for all parasite subbands. In (d), Total = LO + 
IFR + IMP + AD + EE. Dot-lines indicate trend curves. 
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 As seen in Figure 4.6(a), the current density decreases with the Al-composition. The 

tunneling current dominates all Al-compositions, and the leakage current also rises 

remarkably below 25% Al-composition, occupying 29% of the total current at 15% Al-

composition. This tendency is attributed to the fact that more carriers can escape to 

continuum states due to lower barriers as depicted in Figure 4.6(c). The reduction of tunneling 

current in higher barrier conditions originates from weaker coupling strength ℏΩ#@- 

between the injection state |1Y⟩  and ULS |3⟩ . Because the tunneling rate 𝑈#@-  is 

proportional to a square of coupling strength, the tunneling current also concomitantly 

decreases [139]. 

The optical gain also decreases with Al-composition, and changes from 95.1cm-1 at 

12.5% of Al-composition to 23.2cm-1 at 45% (Figure 4.6(b)). As shown in the calculation 

results in Table. 4.2, this result is mainly attributable to oscillator strength lowering. When 

Al-composition increases, it drops from 0.40 to 0.10. On the other hand, the change in the 

population inversion and optical linewidth are rather small, and almost cancel out each other 

in the gain calculation. Despite the maximum population inversion at 35% of Al-composition, 

this feature is not reflected in the optical gain. 

 The calculation results for population fraction in Figure 4.6(c) show strong carrier 

confinement due to high barriers. With a higher barrier, the population fraction of the 

injection state |1⟩ becomes greater, and it increases from 36.7% to 68.7%. On the other hand, 

reduction of the population fraction is seen in other higher subbands, and the ones of ULS 

and LLS change from 23.9% and 14.8% to 21.5% and 8.7%. However, intriguingly, the 

population inversion does not change so remarkably, remaining at around 12%. In addition, 
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leakage carriers notably increase below 25% of Al-composition, reaching 23.8% at 12.5% of 

Al-composition. The total population fraction of parasite states is smaller than 4% even when 

the number of subbands increases. From these results, the number of carriers contributing to 

lasing is found to be suppressed by leakage to continuum states and strong confinement in 

the low and high barrier conditions, respectively. 

 

 

Al-composition 12.5% 15% 20% 25% 30% 35% 40% 45% 

Barrier height [meV] 113.2 136.2 182.7 229.9 277.8 326.5 352.8 363.9 

Number of subbands per module 4 4 5 5 6 6 7 7 

Field at optical gain peak 

[kA/cm] 
22.5 24.0 25.5 26.0 26.5 27.0 27.0 27.0 

Injection transport path |1P⟩ → |3⟩ 

Tunneling rate 𝑈"!*×1011 [1/s] 63.8 44.6 25.9 17.0 10.7 6.6 4.7 3.8 

Coupling strength ℏ𝑈"!* [meV] 3.38 2.96 2.24 1.70 1.30 1.01 0.86 0.77 

Optical transport path |3⟩ → |2⟩ 

Oscillator strength 𝑂*! 1.21 1.06 0.83 0.65 0.50 0.38 0.32 0.29 

Optical linewidth Γ*! [meV] 4.98 5.00 5.34 5.85 6.35 6.83 7.06 7.07 

Population inversion ∆𝜌*! [%] 9.1 9.8 9.8 11.3 12.7 13.9 13.2 12.8 

Extraction transport path |2⟩ → |1⟩ 

Scattering rate 𝑊!" ×1012 [1/s] 2.99 2.78 2.59 2.63 2.68 2.76 2.83 2.92 

Table. 4.2 Calculated device parameters at optical gain peak (𝑇~� = 200K). 
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The influence of barrier height on carrier scattering rates and optical linewidths for 

lasing states (𝑊-$ and Γ-$) are also investigated. Generally, it is problematic that interface-

roughness scattering worsens device performances such as population inversion and optical 

linewidth [184]. In the simulation results in this work, the total scattering rate is improved 

and the total optical linewidth deteriorates when a high barrier is used as described in Figure 

4.6(d) and (e). The former is attributed to reduction of the dominant LO-phonon scattering 

rate, and the latter deterioration is caused not only by interface-roughness scattering but also 

other scattering phenomena. Therefore, it is hard to say that interface-roughness scattering 

predominantly degrades the device performance of the THz QCLs examined in this study 

even though it is still the second dominant scattering phenomenon. 
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4.3 Discussion 

 

The calculation results described in the previous section are intuitively understood, but we 

can deepen our comprehension of them by considering more rudimentary phenomena such 

as the spreading/compression of the wavefunction and the change of carrier transport rates 

due to barrier height. 

 Lowering the non-radiative scattering rates between lasing subbands, shown in 

Figure 4.6(d), is thought to derive from the compression of wavefunction due to a high barrier. 

The inter-subband transition rate, calculated by Fermi’s golden rule, is dependent on the 

degree of overlap of the two wavefunctions [59]. Because wavefunction in a high barrier 

quantum well is less likely to intrude into barriers and tends to be compressed inside wells, 

the overlap of two wavefunctions separated by a barrier is also likely to be small, resulting 

in a decreased scattering rate, as seen in LO-phonon scattering in Figure 4.6(d). As for 

interface-roughness scattering, enhancement of the scattering strength and shrinking of the 

wavefunction overlap would happen simultaneously. Therefore, these effects would cancel 

each other out beyond 30% Al-composition, and the scattering rate reaches a constant. In 

terms of oscillator strength, its change in Table. 4.2 is explained by the same consideration. 

In device design, oscillator strength is adjustable by getting two wavefunctions closer using 

a thinner barrier. In that case, however, the barrier becomes very thin, requiring tight control 

of epitaxial growth 

 Next, the population fraction in Figure 4.6(c) can be explained based on the carrier 

transition rates of major inflow and outflow among subbands (Figure 4.7. A carrier income 
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rate from LLS |2⟩ to the injection state |1⟩ does not change drastically regardless of barrier 

height and takes 2.8~2.9× 10#$1/s. On the other hand, an outcome rate from the injection 

state |1Y⟩ to ULS |3⟩ differs greatly depending on barrier height and is 4.5 × 10#$1/s and 

0.4 × 10#$1/s for low and high barrier devices, respectively. Thus, carriers in a deeper well 

are more likely to accumulate in the injection state. In terms of electrical conduction, the 

transition paths with smaller rates limit the total current. 

 The authors wonder whether the strong confinement by high barriers, observed in 

this study, can explain a series of barrier height studies implemented previously. In the recent 

research for THz QCLs, a GaAs/AlGaAs material system has often been used, but other 

materials such as InGaAs/AlInAs, whose effective mass of electrons is smaller, have also 

been examined in THz QCLs [176,186,187,206]. In theory, the optical gain of QCLs is 

inversely proportional to an electron’s effective mass, so it is reasonable to apply such 

different material systems to improve device characteristics. Against our expectation, having 

said that, it is hard to say that the highest operation temperature is enhanced in these 

experiments, and the reasons for that has not been clarified. 

 As one of the reasons, the difference in crystal quality between binary and tertiary 

materials has been proposed to affect device performance [186]. However, this explanation 

seems contradictory when considering the success of the lattice-matched InGaAs/AlInAs 

material system in mid-infrared QCL studies. Therefore, the authors focus on strong electron 

confinement and wavefunction compression occurring with high barriers to explain these 

issues. 
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Figure. 4.7 Major carrier transition and population fraction. A unit of transition rate is 1/s. (a) 
Low barrier device (𝑥 = 15%), (b) High barrier device (𝑥 = 45%). The sum of population 
fraction of all parasite states is smaller than 1% in both cases, and their occupancy is not 
described. 

 

 

 Confinement effect by high barriers is estimated quantitatively by the simulation in 

this study, and it is observed to happen even in non-driving devices (Figure 4.8). So, if this 

phenomenon happens regardless of material systems, the lattice-matched InGaAs/AlInAs, 

whose band-offset is 520meV, could show stronger confinement of electrons in the ground 

state and wavefunction compression, and the experimental results shown in Table. 1.1 

(Chapter 1) are considered to be reasonable. In Table. 1.1, the results for an InAs-based 

device and the GaAsSb-barrier device can also be explained by the same consideration. In 

terms of the AlInGaAs-barrier device, the barrier height is relatively low, so degradation of 

device performance would be attributed to carrier leakage. 

 Lastly, instead of renewing the highest operation temperature with a high barrier 

device, investigating the optimal barrier height would require more inclusive research. As 

shown in Figure 4.6(b), higher optical gain is obtained even in lower barrier conditions 
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instead of the increase of leakage current. Low barrier devices have several clear merits such 

as a high oscillator strength due to wavefunction spreading and lower interface-roughness 

scattering. Thus, there is still room to investigate low barrier device structures, and the third-

order tunneling current theory, introduced in Chapter 2, will be important for predicting the 

device parameters of low barrier devices. Moreover, the quantum systems of QCLs have 

complicated variations not only due to barrier height but also other design components such 

as alignment field and layer thickness. Therefore, reaching a conclusion on the optimal 

barrier height will require further investigation considering the influence of these design 

parameters. 

 

 

 
Figure. 4.8 Population fraction without electrical field. 
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4.4 Summary and Conclusion 

 

 The third-order tunneling and leakage currents for QCLs are modeled and explain 

electrical and optical characteristics of two-well resonant-phonon THz QCLs well. In 

simulation, when Al-composition/barrier height decreases, a drastic increase of leakage 

current is observed below 25% Al-composition. In high barrier conditions, electrons 

accumulate in the ground state due to strong confinement effect, and the population fraction 

of lasing subbands also becomes lower. In the devices examined in this study, with a fixed-

layer thickness, interface-roughness scattering does not become so influential in terms of 

both scattering rate and optical linewidth even when a potential barrier becomes higher. It 

seems from Figure 4.4 that maintaining a high optical gain at elevated temperatures is the 

key to greatly enhancing the temperature performance of this type of THz QCLs, as it drops 

significantly as temperature increases. Otherwise, from this result, the leakage current 

essentially has to be completely suppressed in order to reach room temperature performance. 

Additionally, the suppression of carrier leakage by introducing high barriers would cause 

many practical issues in the material growth and device processing. Therefore, seeking 

prospective device designs using low barriers would still be necessary. To determine the 

optimal barrier height, more inclusive studies considering not only barrier height but also 

other quantum mechanical conditions will be required. 
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I do not compose with techniques. I weave melodies coming to me naturally. 

 

– Koichi Sugiyama  
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Chapter 5  Barrier Height Study - Part II           
 

 

5.1 Introduction 

 

 A comprehensive study about the influence of barrier height on device performance 

of two-well resonant-phonon devices (shown in Figure 5.1) is implemented in this chapter, 

aiming to seek effective device design concepts for high temperature operation. In Chapter 

4, a prestige barrier height study is implemented by using a standard device structure 

designed by Khalatpour et al. [224] without changing the layer thicknesses and shows a 

possibility of low barrier condition to be advantageous for high optical gain and high 

temperature operation [265,317]. Barrier height of quantum wells, however, affects 

fundamental parameters such as wavefunction and subband energy, and other componential 

parameters which determine QCL’s operation such as oscillator strength, subband carrier 

density (population fraction), optical linewidth, and so on can also be influenced. Thus, when 

only barrier height of an optimized device is changed without tuning layer thicknesses, the 

driving condition of the modified device can often become different from the one of the 

original structures. Therefore, in order to discuss the optimal barrier height conditions 

precisely, we need to optimize device structures totally by adjusting layer thicknesses and an 

alignment field as well as barrier height. Even if only one barrier height condition is focused, 

quite a few numbers of applicant device structures can be considered for high optical gain. 

So, the maximum optical gain for the barrier height and the optimized structure for it are 
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found from these applicants. A set of optical gain maxima are also obtained by the same way, 

and the dependence of optical gain maxima on barrier height which is necessary for the 

discussion for the optimal barrier height is finally obtained.  

 The purpose of this study is to determine the optimal barrier height for two-well 

resonant-phonon THz QCLs composed of GaAs and AlxGa1-xAs based on a relation between 

Al-composition and optical gain maxima, and to clarify the dynamic of barrier height on 

device characteristics. Two-well resonant-phonon devices can be designed with structural 

variation based on published research. For example, a device with different barrier heights 

(barrier heights of an injection-barrier and radiation-barrier are different) [188,208,209], with 

a stepped-well [207], and with a very thin AlAs barrier [210] have been proposed so far. 

Although these complexities would be necessary for high performance structures, that can 

complicate this research. Therefore, this work targets only most simple structure 

[111,138,224,284] designed with wells and barriers of GaAs and AlxGa1-xAs (AlGaAs 

composed of only one Al composition). Al-composition varys from 5% to 45%. 

 

Details of this work will be described form the next section. In Section 5.2, a device 

structure exploration procedure and an optical gain calculation specified to this research are 

explained. In Section 5.3, simulation results obtained from a series of calculation in Section 

5.2 are discussed. Finally, this work is summarized and concluded in Section 5.4. 



 201 

 
Figure. 5.1 A basic structure of a two-well resonant-phonon terahertz quantum cascade laser 
and design parameters. 

 

 

5.2 Method 

 

 A device structure exploration procedure and optical gain calculation method used 

in this work are described in this section. The focus of this research is a relation between Al-

composition and optical gain maxima. In order to obtain the optical gain maxima in the 

relation, an effective exploration tactics is necessary to compare numerous device structures 

designed by tuning design parameters such as an alignment field and layer thicknesses. 

 First, QCL device design is exploration of device structures by adjusting layer 

thicknesses and alignment electrical field which affect subband energies inside quantum 

wells. For exploration, optical gain is often chosen as a figure-of-merit. (Other device 

parameters may be focused depending on research purposes.) In the case of two-well 
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resonant-phonon device structures, in which carrier transport for lasing is implemented by 

three main subbands: a ground state |1⟩, a lower-lasing state |2⟩ (LLS), and an upper-lasing 

state |3⟩ (ULS), a set of the fundamental design rules described below need to be satisfied. 

 

・ A ground state of the adjacent module and ULS are aligned. 

・ An energy difference between ULS and LLS corresponds to the target/design 

lasing frequency. 

・ An energy difference between LLS and a ground state corresponds to the energy 

for high LO-phonon scattering rate. 

 

Optical gain is calculated based on three main componential parameters: oscillator strength, 

population inversion, and optical linewidth, and the fundamental design rules are a 

requirement for large population inversion. Where, optical gain can be large by an efficient 

carrier injection from a ground state of the adjacent module aligned with ULS and by an 

efficient carrier extraction from LLS to a ground state. However, Fundamental design rule 

does not necessarily guarantee large population inversion. Another determinative condition 

for population inversion is a non-radiative carrier transition rate between ULS and LLS, and 

when this value is small, population inversion tends to become larger. However, a trade-off 

happens between a non-radiative transition rate and oscillator strength because these 

parameters are both calculated based on an overlap of the same wavefunctions by using 

Fermi’s golden rule. Which means that if devices are designed for small non-radiative 

transition rate, oscillator strength can also become small, resulting in small optical gain. 

Therefore, we need to balance between oscillator strength and non-radiative transition rate in 
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design and cannot tell that applicant device structures can take high optical gain until 

calculation. 

 As depicted in Figure 5.1, a single module of a basic two-well resonant-phonon 

device is composed of four layers: an injection-barrier, collection-well, radiation-barrier, and 

phonon-well. So, even this simple structure, compared with other devices, has, totally, nine 

design parameters: Al-compositions of each layer (𝑥, 𝑦, 𝑧, and 𝑤), layer thicknesses (𝐿@4Z., 

𝐿|dn. , 𝐿kw*. , and 𝐿{&.), and an alignment electrical field 𝐹d*@;4 , which can give a lot of 

structure design variation as depicted in Figure 5.2. Due to this freedom of device design, 

tremendous numbers of applicant device structures satisfying the fundamental design rule 

can be found. When a design parameter of an optimized device changes, the optimization 

brakes. However, that brake can be compensated for by tuning the other parameters. So, a 

new optimization condition is found. Calculation time of optical gain for such number of 

devises also increases. In device structure exploration, therefore, exploration ranges of design 

parameters and a set of screening conditions for selecting structures matching design 

purposes are necessary. 

 In this study, only simple structures composed of GaAs wells and AlxGa1-xAs 

barriers (𝑦 = 𝑧 = 0, and 𝑧 = 𝑥  in Figure 5.1, and Regular structure in Figure 5.2) are 

targeted. For precise discussion about the optimal barrier height for two-well resonant-

phonon devices, all structural variations in Figure 5.2 should indeed be investigated and 

optical gain of these structures would be compared. (The research for other structural designs 

except for Regular structure in Figure 5.2 is called ‘structural study’ in this thesis.) Especially, 

investigation about the designs as 𝑧 ≠ 𝑥  is intriguing because an injection-barrier and 
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radiation-barrier take different roles in device operation. Having said that, such expansive 

research requires to deal with a massive volume of data. Besides, even research for Regular 

structures have never adequately been concluded theoretically and experimentally. Therefore, 

this work positions a barrier height study for Regular structure as the first step of structural 

studies that would be implemented in the future, and the influence of barrier height on 

characteristics of Regular structures is thoroughly investigated. 

 Calculation for optical gain in this exploration is developed as Rate equation – 

Limited model (Limited-RE) based on Rate equation – Full model (Full-RE) introduced in 

Chapter 2. Optical gain of quite a few device structures found in the structure exploration 

need to be calculated by Rate equation [59,224,236]. However, the calculation method, where 

optical gain peak is exactly estimated from the dependence of optical gain on electrical field 

as shown in Figure 2.18 or 2.27(a), is unrealistic to be applied. Therefore, the full model is 

modified for short calculation time. 

 In addition, optical gain map – a contour chart of optical gain versus two design 

parameters – is introduced [318]. Due to several design parameters and complexity of the 

theory, it is difficult to describe optical gain by an equation directly with these parameters. 

Instead, optical gain map can visualize the influence of design parameters on optical gain. In 

this study, the number of design parameters is reduced to four as described later, and the 

influence of all parameters is reflected in optical gain maps. Optical gain maxima obtained 

from gain maps for each Al-composition are focused in this study and are plotted to Al-

composition. The optimal barrier height for two-well resonant-phonon devices is determined 

based on the relation between Al-composition and optical gain. As for other analysis, a range 
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of design parameters for high optical gain can be considered as durability against the 

difference between design and actual driving conditions, so this range is called ‘structure 

tolerance’ and its dependence on Al-composition is investigated. The distribution of design 

parameters for high-performance devices is also investigated. 

 Finally, device structures recording optical gain maxima in Rate equation – Limited 

model are re-calculated by the full model, and componential parameters relating to optical 

gain and electrical current density are also analyzed for clarifying the dynamics of barrier 

height. As described in Chapter 2, the calculation reliability of the full model is not 

guaranteed for devices with too thin injection-barriers. So, analysis by the full-model is 

separated depending on injection-barrier thickness: thin and thick injection-barrier device 

conditions. 

 

 

 
Figure. 5.2 Variations of two-well resonant-phonon structures.  
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5.2.1 Methodology of Device Structure Exploration 
 

 In this subsection. Componential conditions for structure exploration are explained 

from 5.2.1.1 to 5.2.1.4, and the exploration flow is show in 5.2.1.5. 

 

5.2.1.1 Design Parameters 

 

Reduction of the number of design parameters is explained below. This work limits 

the examining device structures, and only simple structures composed of GaAs quantum 

wells and AlxGa1-xAs barriers are basically considered with six design parameters: Al-

composition of barrier 𝑥O*, alignment field 𝐹d*@;4, thicknesses of four layers 𝐿@4Z., 𝐿@4Z., 

𝐿@4Z., and 𝐿@4Z.. By considering a condition satisfying the fundamental design rules, one of 

the layer thicknesses is omitted by the relation established between these design parameters 

and subband energy differences calculated by Schrödinger equation. 

 Under a condition for subband alignment (𝐹 = 𝐹d*@;4), an electron radiatively or 

non-radiatively transfers from ULS to LLS and is subtracted from LLS to an injection state 

while moving through one module. So, an energy-drop per module 𝐿{ is a sum of the energy 

difference between ULS and LLS 𝐸-$ and the one between LLS and the injection state 𝐸$#. 

This relation is expressed by Equation (5.1). 

 

𝐹d*@;4𝐿{ = 𝐸-$ +	𝐸$# (5.1) 

 

The length of one module 𝐿{ is described by a sum of thicknesses of all layers inside a 
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module. 

 

𝐿{ =	𝐿@4Z. +	𝐿kw*. +	𝐿|dn. + 𝐿{&. (5.2) 

 

One of the design parameters can be reduced by combining the two equations. In this work, 

an injection-barrier thickness is expressed by the other design parameters in Equation (5.3), 

and this equation is applied to device structure exploration. 

 

𝐿@4Z. =	
𝐸-$ +	𝐸$#
𝐹d*@;4

− �𝐿kw*. +	𝐿|dn. +	𝐿{&.� (5.3) 

 

Excluding Al-composition 𝑥O*, determined in the beginning of the exploration, the other four 

design parameters – thicknesses of collection-well 𝐿kw*. , radiation-barrier 𝐿|dn. , and 

phonon-well, and 𝐿{&., and an alignment field 𝐹d*@;4	are dealt as variables in the device 

structure exploration. 
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5.2.1.2 Structure Screening Conditions 

 

Based on the fundamental design rules, screening conditions reflecting our purposes 

for devices are defined by adding a term about the number of subband, and applicant device 

structures for high optical gain are picked up from numerous ones that are randomly 

generated. 

 

① More than three subbands exist per module. 

② Under a designed alignment field, a ground state in the adjacent module (|1Y⟩) 

and ULS are aligned. 

③ Under a designed alignment field, the energy difference between ULS and LLS 

corresponds to an energy of the target frequency. 

④ Under a designed alignment field, the energy difference between LLS and a 

ground state corresponds to the one for high LO-phonon scattering rate.  

 

These conditions will be written by using design parameters. 

 First, when four design parameters 𝐹d*@;4, 𝐿kw*., 𝐿|dn., and 𝐿{&. are determined, 

a structure of one module is calculated by Schrödinger equation, and wave function and eigen 

energy (subband energy) are calculated. As described in the condition ①, a two-well 

resonant-phonon device needs, at least, three subbands per module for carrier transition. The 

first condition is described with the number of subbands 𝑁*+,+*  (𝑵𝒍𝒆𝒗𝒆𝒍 ≥ 𝟑 ). Under 

conditions with electrical field (𝐹	 ≠ 	0), eigen states can be detected in the continuums from 

Schrödinger equation. To count the number of subbands per module automatically, 

calculation in implemented under a non-field condition (𝐹 = 	0).  
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Next, a screening condition about an injection-barrier thickness 𝐿@4Z. is determined. 

An injection-barrier thickness is calculated by assigning values of other design parameters in 

Equation (5.3). However, the calculated injection-barrier thickness can be a negative or 

extremely large value because a set of these design parameters are randomly selected in the 

exploration program. Therefore, the lower limit of an injection-barrier thickness is 

determined as 5Å which is a controllable layer thickness by MBE, and the upper limit is 

determined to be 60Å based on a calculation in the past work so that a coupling strength of 

two subbands becomes higher than 1meV, which is required for high tunneling transition rate 

as shown in Figure 5.3 [263] (𝟓	 ≤ 	𝑳𝒊𝒏𝒋. 	≤ 𝟔𝟎	�Å�). 

 

 

 
Figure. 5.3 The coupling energy between the ground-states of two coupled quantum-wells. 
(Solid line = coupling energy, Dashed line = detuning energy) [263]. 
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 Lasing frequency is one of the important parameters and is described in Equation 

(5.4) by using the energy difference between ULS and LLS 𝐸-$. 

 

𝑓-$ =	
𝐸-$
2𝜋ℏ

(5.4) 

 

Usually, GaAs-based THz QCLs are designed to lase at 1~5THz, so a corresponding energy 

range is determined as a screening condition (𝟒.𝟓	 ≤ 	𝑬𝟑𝟐 	≤ 𝟐𝟎.𝟓	[𝒎𝒆𝑽]). In structure 

exploration, band-bending effect is not considered, so the energy difference of selected 

structures remains in this range. However, in optical gain calculation, band-bending effect 

can change the energy difference. As a results higher or lower energy difference than this 

energy range can be detected. 

 Lastly, a screening condition for the energy difference between LLS and an injection 

state 𝐸$# is determined. For large population inversion, not only efficient carrier injection 

to ULS but also carrier extraction from LLS is important, and the energy difference between 

LLS and an injection state is usually designed to be the same as the LO-phonon energy of the 

well material (In GaAs, 36.7meV) so that carriers in LLS are extracted by fast LO-phonon 

scattering. In this point, the screening condition for 𝐸$# is determined by a different way in 

this study. As described in Figure 5.4, LO-phonon scattering rate peaks when the energy 

difference between subbands corresponds to the LO-phonon energy of the well material 

regardless of the lattice temperature. So, the conventional determination method for 𝐸$# is 

thought to be reasonable. On the other hand, this study gives more freedom in designing the 

energy difference because LO-phonon scattering rate becomes high over a wide energy range 
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at high temperature conditions. As shown in the L-V characteristic of a two-well resonant-

phonon device designed by Khalatpour et al. in Chapter 2, around 1.0×1012 [1/s] of carrier 

transition rate between subbands is high enough. Based on this calculation, 2.0×1012 [1/s] of 

thermally averaged LO-phonon scattering rate is set as a screening condition (𝟐𝟎	 ≤ 	𝑬𝟐𝟏 	≤

𝟏𝟎𝟎	[𝒎𝒆𝑽]). 

 The aforementioned screening conditions are summarized below. In the structure 

exploration program coded by MATLAB, true-false tables are used for screening (Figure 5.5). 

 

① 𝑁*+,+* 	≥ 3 
② 5	 ≤ 	 𝐿@4Z. 	≤ 60	�Å� 
③ 4.5	 ≤ 	𝐸-$ 	≤ 20.5	[𝑚𝑒𝑉] 
④ 20	 ≤ 	𝐸$# 	≤ 100	[𝑚𝑒𝑉] 

 

 
Figure. 5.4 Thermally averaged LO-phonon scattering rate versus subband energy difference 
in a 200Å-wide single quantum well structure [59]. Subband number 1 and 2 in this figure 
corresponds to a ground state and the first excited state of the 200Å-wide single quantum 
well. 
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Figure. 5.5 An image picture of condition screening process by true-false tables in a 
MATLAB program. Images ②, ③, ④ correspond to the screening conditions shown in the 
previous page. 
 

 

5.2.1.3 Optical Gain Map 

 

In addition to the investigation for the optimal barrier height of two-well resonant-

phonon THz QCLs, common features or tendency for high-performance devices are also 

investigated. There are many design parameters in two-well resonant-phonon devices, and 

these parameters affect the componential parameters of optical gain. However, the precise 

investigation of the influence of these design parameters on device characteristics or the 

mutual influence of these parameters is not so easy because optical gain cannot be directly 

expressed by equations with these parameters. So, such investigation needs to rely on 

numerical calculation, and optical gain map is introduced for this purpose. 

 Optical gain maps in this work are made from a massive amount of calculation data 

based on four design parameters and optical gain taking two of design parameters for 𝑥- and 

𝑦- axes, and optical gain for 𝑧-axis, and optical gain can visualize relations amongst design 

parameters in a 3D-contour plot. Among four parameters dealt with in this study 𝐹d*@;4 and 
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𝐿|dn. are selected for the main analysis of optical gain because optical gain is susceptible to 

these two parameters. Although small change of 𝐿kw*. and 𝐿{&. do not affect optical gain, 

the influence of these parameters is also considered in calculation. 

 One of the two types of optical gain map is explained in Figure 5.6. The 𝐹d*@;4-

𝐿|dn. gain map described in the left is used in the main analysis later, every single point of 

optical gain at (𝐹d*@;4, 𝐿|dn.) is the maximum in the 𝐿kw*.-𝐿{&. gain map. So, the optical 

gain maximum of the 𝐹d*@;4-𝐿|dn. gain map is the one for one Al-composition conditions. 

Even though this method takes too much time, the accuracy in calculation is also important. 

So, two types of design parameter discretization steps are introduced to seek the gain peak 

maxima efficiently balancing between the calculation accuracy and speed. 

 

 

 
Figure. 5.6 How to make an optical gain map. Conditions in black parts do not have optical 
gain peaks. In other parts, thicker colors mean higher optical gain.  
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5.2.1.3 Rough and Fine Search 

 

The other types of optical gain map is defined by discretization steps of design 

parameters, and totally four types of optical gain maps made by combination of 𝐹d*@;4-𝐿|dn. 

gain map or 𝐿kw*.-𝐿{&. gain map and two more types depending on discretization steps are 

used for efficient device structure exploration. The other new types are explained below. 

 For the structure exploration, a set of exploration range is limited for four design 

parameters 𝐹d*@;4, 𝐿kw*., 𝐿|dn., and 𝐿{&. of two-well resonant-phonon devices. This range 

is determined based on the device structures published in the past. 

 

⎩
⎪
⎨

⎪
⎧
10	 ≤ 	𝐹d*@;4 	≤ 70	[kV cm⁄ ]
30	 ≤ 	 𝐿kw*. 	≤ 130	�Å�
10	 ≤ 	 𝐿|dn 	≤ 60	�Å�
80	 ≤ 	 𝐿{&. 	≤ 220	�Å�

 

 

A set of device parameters (𝐹d*@;4, 𝐿kw*., 𝐿|dn., 𝐿{&.) satisfying screening conditions are 

explored by changing these design parameters in this range. However, optical gain can 

greatly vary due to these parameters, so parameter discretization steps need to be selected 

carefully. For example, if the discretization is too large, optical gain maps may not show 

precise influence of design parameters. On the other hand, too small discretization steps can 

increase the number of calculation points, resulting in long calculation time. Considering the 

points above, this work uses Rough search using large discretization steps and Fine search 

using small ones for efficiency. These two searches are applied to all four design parameters, 

and the discretization steps below are used in the exploration. 
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・Rough search discretization steps 

⎩
⎪
⎨

⎪
⎧∆𝐹d*@;4

|wh;& = 5.0	[kV cm⁄ ]

∆𝐿kw*.
|wh;& = 5.0	�Å�

∆𝐿|dn.
|wh;& = 5.0	�Å�

∆𝐿{&.
|wh;& = 5.0	�Å�

 

・Fine search discretization steps 

⎩
⎪
⎨

⎪
⎧∆𝐹d*@;4

A@4+ = 1.0	[kV cm⁄ ]

∆𝐿kw*.
A@4+ = 0.5	�Å�

∆𝐿|dn.
A@4+ = 1.0	�Å�

∆𝐿{&.
A@4+ = 0.5	�Å�

 

 

These discretization steps are decided by several times of adjustment between the calculation 

amount and accuracy. In Fine search, 1.0 [Å] of discretization steps can also work for ∆𝐿kw*.
A@4+ 

and ∆𝐿{&.
A@4+. Example calculation data at 𝑥O* = 20% is described in Figure 5.7.  

 On the one hand, Rough search is applied to a whole exploration range. On the other 

hand, Fine search is implemented to a limited range close to the gain maximum in Rough 

search, determined by ±2.5kV/cm of the optimal field and ±2.5Å of layer thickness. For 

instance, the 𝐿kw*.-𝐿{&. gain map in Figure 5.6 is created through these two types of searches 

as depicted in Figure 5.8. The gain maximum is first calculated by Rough search, and more 

detailed value is sought by Fine search. 
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Figure. 5.7 The relation between optical gain and design parameters. (a) Collection-well 
thickness dependence, (b) radiation-barrier thickness dependence, and (c) phonon-well 
thickness dependence. 
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5.2.1.5 Device Structure Exploration Procedure for Optical Gain Map 

 

 A device structure exploration procedure constructed by combining essential 

exploration components described from 5.2.1.1 to 5.2.1.4 is described in Figure 5.9 and 5.10. 

In this study, 250K of the heat-sink temperature is consistently used for exploration.  

 

 

 
Figure. 5.8 A sketched image of Rough search and Fine search. 

!!"#.

!%&.

∆!!"#.'"()&

∆!%&.'"()&

Rough search

a gain peak for !!"#. −	!%&. optical gain map 

!!"#.

!%&.

∆!!"#.*+,-

∆!%&.*+,-

Fine search

Fine search area
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Figure. 5.9 Device structure exploration procedure – Part A. 

1. Decide one Al-composition !!".

2. Make a "#"$%&'()%* , $'#+.'()%* optical gain map by rough search.

2.1. List up all "#"$%&'()%* , $'#+.'()%* conditions.

2.2. Calculation optical gain maxima for all "#"$%&'()%* , $'#+.'()%* conditions.

(a) Pick up one "#"$%&'()%* , $'#+.'()%* condition.

(b) List up all $-(".'()%* , $.*.'()%* conditions.

(c) Solve Schrödinger equation for "#"$%&'()%* , $-(".'()%* , $'#+.'()%* , $.*.'()%*

(d) Calculate injection-barrier thickness

(e) Condition sereening

(f) Calculate optical gain by Rate equation - Limited model.

(g) Make a $-(".'()%* , $.*.'()%* optical gain map. → Optimal conditions

(h) List up all $-("./$&0 , $.*./$&0 conditions.

(i) Solve Schrödinger equation for "#"$%&'()%* , $-("./$&0 , $'#+.'()%* , $.*./$&0

(j) Calculate injection-barrier thickness

(k) Condition sereening

(l) Calculate optical gain by Rate equation - Limited model.

(o) Make a $-("./$&0 , $.*./$&0 optical gain map. → Optimal conditions

(p) Repeat (a) to (o) for all "#"$%&'()%* , $'#+.'()%* conditions

2.3. Make a "#"$%&'()%* , $'#+.'()%* optical gain map for rough search.

3. Pick up an optimal condition for fine search.



 219 

 
Figure. 5.10 Device structure exploration procedure – Part B. 

4. Make a !!"#$%&#%' , #(!).&#%' optical gain map by fine search.

4.1. List up all !!"#$%&#%' , #(!).&#%' conditions.

4.2. Calculation optical gain maxima for all !!"#$%&#%' , #(!).&#%' conditions.

(a) Pick up one !!"#$%&#%' , #(!).&#%' condition.

(b) List up all #+,".(,-$. , #/..(,-$. conditions.

(c) Solve Schrödinger equation for !!"#$%&#%' , #+,".(,-$. , #(!).&#%' , #/..(,-$.

(d) Calculate injection-barrier thickness

(e) Condition sereening

(f) Calculate optical gain by Rate equation - Limited model.

(g) Make a #+,".(,-$. , #/..(,-$. optical gain map. → Optimal conditions

(h) List up all #+,".&#%' , #/..&#%' conditions.

(i) Solve Schrödinger equation for !!"#$%(,-$. , #+,".&#%' , #(!).(,-$. , #/..&#%'

(j) Calculate injection-barrier thickness

(k) Condition sereening

(l) Calculate optical gain by Rate equation - Limited model.

(o) Make a #+,".&#%' , #/..&#%' optical gain map. → Optimal conditions

(p) Repeat (a) to (o) for all !!"#$%&#%' , #(!).&#%' conditions

4.3. Make a !!"#$%&#%' , #(!).&#%' optical gain map for rough search.

5. A gain maximum for Al-composition $0" is decided.

3. Pick up an optimal condition for fine search.
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5.2.2 Rate Equation – Limited Model 
 

 In device structure exploration, Rate equation – Limited model (Limited-RE) is used. 

The details and use of this model in exploration are explained in this subsection 

 

 

Device parameters 
Theory and considered phenomena 
Full-RE Limited-RE 

Subband number All 

Wave function / Eigen energy 
Finite difference method – single band model with band 

non-parabolicity 

Intra-module 

carrier transport 

Scattering rate 
Fermi’s golden rule 

LO* / IFR / IMP* / AD / EE* 
Fermi’s golden rule 

LO* / IFR / AD 

Optical linewidth 
Ando’s theory 

LO* / IFR / IMP* / AD 

Ando’s theory 

LO* / IFR / AD 

Inter-module 

carrier transport 

Coupling strength 

Detuning energy 
Tight-binding theory 

Dephasing time 
Ando’s theory 

LO* / IFR / IMP* / AD 

Ando’s theory 

LO* / IFR / AD 

Population fraction Rate equation without stimulated emission 

Current density 3rd-order tunneling current model 

Optical gain Fermi’s golden rule 

Lattice temperature Self-heating model 

Electron 

temperature 

Bound state Kinetic energy balance theory (LO* / IFR) 

Continuums Theoretical model 

Dopant activation Theoretical model 

Band-bending effect Schrödinger-Poisson system 

Table. 5.1 Comparison of the rate equation – Full model and – Limited model. *A screening 
effect model is considered.  
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As described in Chapter 2, Rate equation – Full model (Full-RE) can calculate device 

characteristics of two-well resonant-phonon devices with high accuracy. However, the 

demerit of this model is calculation time due to the ionized-impurity and electron-electron 

scattering. Thus, it is actually difficult to apply this model to all applicant structures found in 

the structure exploration to calculate optical gain. To resolve this issue, Rate equation – 

Limited model is developed by omitting calculation of ionized-impurity and electron-

electron scattering and used for structure selection. The difference between Full model and 

Limited model are described in Table 5.1. 

 Omission of the ionized-impurity and electron-electron scattering calculation can 

degrade the calculation accuracy instead of speed. In Full model, calculation for the ionized-

impurity scattering is included in intra-module carrier scattering rate and optical linewidth 

and inter-module pure dephasing time calculation. The electron-electron scattering is also 

considered in intra-module carrier scattering rate calculation. In carrier scattering rate, the 

LO-phonon scattering rate is the dominant parameter because 250K of the heat-sink 

temperature is used for calculation. The influence of the ionized-impurity and electron-

electron scattering rate is small enough, so elimination of these calculation does not affect 

the calculation results of subband carrier density or population inversion at all. However, 

omission of optical linewidth broadening calculation by the ionized-impurity scattering can 

increase optical gain greatly because optical linewidth broadening by the ionized-impurity 

scattering is comparable to the ones due to the LO-phonon and interface-roughness scattering. 

Temperature dependence of optical gain of a two-well resonant-phonon THz QCL designed 

by Khalatpour is calculated by Full and Limited models, and the results are compared in 
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Figure 5.11. In Figure 5.11, optical gain from 0 to 30kV/cm of electrical field is calculated, 

and the gain maxima are plotted to the heat-sink temperature in both models. From this results, 

optical gain calculated by Limited model almost doubles compared to the ones by Full model. 

Such difference would be attributed to wavefunction or subband energy, so the difference can 

vary even among two-well resonant-phonon devices, to some extent. 

 In Rate equation – Limited model, rules for impurity doping and electrical field 

conditions are commonly applied to all structures described as below. Impurities are assumed 

to be doped over 30Å-wide in the center of a phonon-well with 4.5×1010cm-2 of sheet doping 

density, which is a recent design trend (Figure 5.12). As for electrical field condition, optical 

gain is calculated twice at the same field condition 𝐹 = 	𝐹d*@;4 + 1 [kV/cm]. 

 

 

 
Figure. 5.11 Comparison between the rate equation – full model and – limited model in the 
dependence of optical gain on the heat-sink temperature. 
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Figure. 5.12 doping condition and electrical field conditions in device structure exploration. 

 

 

The reason why optical gain is calculated under the electrical field condition 𝐹 =

	𝐹d*@;4 + 1 kV/cm is because optical gain is observed to peak 1~2kV/cm higher electrical 

field conditions than design field conditions in several device structures. Two times of optical 

gain calculation at the same field condition are able to offer almost the same values of the 

solution by self-consistent loop calculation as accurately as possible. For example, subband 

carrier density and band-bending effect (the Hartree potential) for one electrical field 

condition are calculated by self-consistent loop calculation, but even single loop takes too 

much time due to complexity of the QCL theory (Figure 5.13). So, using self-consistent loop 

calculation is not efficient for device structure exploration. Thus, a compromising calculation 

method is used for the L-I-V characteristics in Full model. Where, subband carrier density 

and band-bending effect are calculated without self-consistent loop calculation by using these 

values in the previous electrical field condition for the initial parameters. (Only first condition 

Doping

!Nd
2D = 4.5 " 1010 [cm-2]
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is calculated twice.) In the Limited model of structure exploration, the same condition (𝐹 =

	𝐹d*@;4 + 1 kV/cm) is calculated twice to keep acceptable level of accuracy. 

 

 

 
Figure. 5.13 Difference of calculation procedures. 𝜌4 and 𝑉~ denote population fraction of 
a subband |𝑛⟩ and Hartree potential, respectively.   
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5.3 Results and Discussion 

 

 In this section, calculation results of optical gain maps explained in the previous 

section and analyzed date are shown from 5.3.1 to 5.3.3, and high-performance devices are 

thoroughly analyzed by using Rate equation – Full model in 5.3.4. 

 

5.3.1 Optical Gain Map 

 

 Optical gain maps of two-well resonant-phonon THz QCLs for 5~45% of Al-

composition are described in Figure 5.14. These 𝐹d*@;4 -𝐿|dn.  gain maps are created by 

Rough search shown in Figure 5.6 and 5.8. The evaluation points in these figures are the 

optical gain maxima, a set of design parameters for these maxima, ranges for high optical 

gain, and two types of gain peaks. 

 First, 182.5cm-1 of the maximum optical gain among all Al-composition conditions 

was recorded at 15%, and the maxima are found to decrease to around 100cm-1 in 5 or 15%. 

In the high barrier condition higher than 25% of Al-composition, the optical gain maxima 

decrease gradually. So, the optimal Al-composition for two-well resonant-phonon devices, 

the largest concern in this work, is determined as around 15%. 

 Next, a design parameter range (𝐹d*@;4, 𝐿|dn.) of high optical gain is called ‘structure 

tolerance’ in this work. Active cores of QCLs are composed of a stack of very thin layers in 

Å-order, so very sensitive layer control – in atomic layer level – is necessary for crystal 

growth. However, it takes around 20hours to pile up around 10μm thick of active cores, and 
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operation conditions of MBE such as temperature or ingredient gas flux can subtly vary 

during crystal growth. So, fabrication of several hundred repetitions of layers in the same 

quality is actually challenging, and thickness errors can normally happen between modules. 

Therefore, maintaining high optical gain even when layer thicknesses vary in optical gain 

map means the structure is durable to such design errors. 

Furthermore, electrical field domain effect in QCLs was experimentally 

demonstrated [319,320]. Electrical field domain (EFD) is a phenomenon that several 

regions/domains with different fields are created in an active core. Because there are several 

hundred modules in one active core of THz QCLs, when EFD happens, parts of regions of 

active core do not contribute to lasing, resulting in radiation efficiency degradation. 

Considering this phenomenon, a wide range of optical gain to alignment field is preferable 

for high-performance devices to suppress radiation efficiency degradation due to EFD. 

 Structure tolerance describes durability against the errors of the aforementioned 

parameters (radiation-barrier thickness and alignment field) between design and actual 

device driving conditions and is visualized in optical gain maps as a thick-color regions in 

Figure 5.14. Considering that the optical gain calculated by Limited model is approximately 

two times larger than the ones by Full model and that normally 30cm-1 of optical gain is 

considered to match threshold gain of waveguide, structure tolerance in Figure 5.14 is defined 

as regions where optical gain surpass 75cm-1. 
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Figure. 5.14 Optical gain map of two-well resonant-phonon terahertz quantum cascade lasers 
by Rate equation – Limited model.   
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 In Figure 5.14, structure tolerance becomes the largest when 15% of Al-composition, 

and when Al-composition becomes larger or smaller than 15%, the tolerance is observed to 

be small. Furthermore, the change of structure tolerance to Al-composition is different 

between the low and high barrier conditions. On the one hand, in low barrier conditions, 

structure tolerance shrinks along with decreasing of the number of device structure that can 

satisfy the high field conditions even though optical gain values are high. On the other hand, 

in high barrier conditions, decrease of the optical gain maxima with Al-composition 

determines the structure tolerance. 

 Lastly, the most important feature in optical gain in Figure 5.14 is two types of gain 

peaks. This means that two types of design concepts exist for high-performance devices. One 

of the concepts is a conventional one and appears in the thin radiation-barrier and low 

alignment field conditions (Type-A). Gain peaks for type-A are observed from 15 to 45% of 

Al-compositions, and the gain maximum peaks 141.6cm-1 at 15% and decreases to 90.2cm-1 

at 45%. The device design information for published devices is plotted in Figure 5.14, then 

these high-performance devices are indicated to be designed under the concept of Type-A 

[111,138,188,224,284]. Another optimization (Type-B), featured by thick radiation-barrier 

(around 40Å), is observed from 5 to 20% of Al-compositions in optical gain map. Even 

though radiation-barrier thickness does not change so much in this concept, alignment field 

decreases along with Al-composition. Details of these two design concepts and the influence 

of barrier height of these devices are a little complicated and are explained in the later 

subsections.   
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5.3.2 Device Design Concepts 
 

 The two types of design concepts Type-A and -B are compared in this subsection. 

Band diagrams for 20% of Al-composition are described in Figure 5.15. 

 

 

 

 

Figure. 5.15 Band diagrams of two types of devices. (20% of Al-composition under tight-
binding condition.) (a) Type-A: 28/73.5/17.5/153 in Å (b) Type-B: 29/37.5/39.5/77.5 (Bold 
= barrier, underline = doping.).   
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 A conventional design concept, Type-A, is featured so that the energy difference 

between LLS and an injection state 𝐸$# corresponds to the LO-phonon vibration energy of 

materials (In GaAs, 36.7meV) to efficiently abstract carriers from LLS by fast LO-phonon 

scattering. The subband number is often more than four, and the main three subbands, which 

are necessary for carrier transport, are located in rather deep energy level of quantum wells. 

Because wavefunction spreading is not remarkable compared to Type-B, wavefunctions need 

to be gotten close for high oscillator strength. Therefore, a radiation-barrier thickness needs 

to be thin enough, around 20Å. 

 On the other hand, Type-B is featured by a thick radiation-barrier around 40Å. The 

lasing states are designed to be high energy close to continuums, and 𝐸$# varys flexibly to 

realize such alignment conditions. So, spreading wavefunction also require thick radiation-

barrier to balance non-radiative carrier transition rate and oscillator strength. The reason why 

Type-B appears up to 20% of Al-composition would be because the maximum of 𝐸$# is set 

at 100meV in a screening condition. If larger 𝐸$# is allowed, Type-B could be observed in 

higher barrier conditions, as well. Some merits are considered in Type-B. In Type-B devices 

composed of purely three subbands, horizontal leakage current does not happen due to 

absence of parasite states [175]. Furthermore, LLS is located near the continuums, so carriers 

in LLS may be abstracted not only by LO-phonon scattering but also thermal excitation into 

continuums. These features are summarized in Table 5.2.  
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Parameters Type -A Type -B 

Al-composition 𝑥QR 
15 ~ 45% 

(High barrier condition) 

5 ~ 20% 

(Low barrier condition) 

Subband number 𝑁R1(1R ≧4 3 

Radiation barrier thickness 

𝐿-,S. 
≈ 20Å ≈ 40Å 

Energy difference between 

LLS and injection state 𝐸!" 
≈ 𝐸#T Vary 

Alignment field 𝐹,R/U' ~ 20kV/cm Vary 

Lasing state energy Deep (Low energy) Shallow (high energy) 

Table. 5.2 Features of device design concepts type -A and -B. 

 

 

5.3.3 High-Performance Device Design 

 

 Based on the calculation results in the structure exploration, design parameters for 

high-performance devises are investigated. Optical gain of explored devises in Figure 5.14 

is plotted to lasing frequency in Figure 5.16. From Figure 5.16, when Al-composition is 

higher than 10%, high optical gain is found to be obtained over a wide range of lasing 

frequency. Lasing frequency of some explored devices are higher or lower than the screening 

condition 1~5THz. During the structure exploration, band-bending effect is not considered. 

On the other hand, when optical gain is calculated, band-bending effect is considered and 

affect the energy corresponding to lasing frequency. Very high optical gain also appears 

around 4~5THz. Under 10% of Al-composition, the number of device structures satisfying 

screening conditions decreases, the lasing frequency range also concomitantly becomes 

narrow. This means that the freedom of device design is small in low barrier conditions. 
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Figure. 5.16 A relation between optical gain and lasing frequency in explored devices. 

 

Next, device parameter ranges of high-performance devices are analyzed in Figure 

5.17. High-performance devices here are defined as the ones whose optical gain is higher 

than 90% of the maximum for each Al-composition. The data for Type-A is plotted to high 

Al-composition higher than 20% in green, and the data for Type-B is plotted to low Al-

composition in pink. 
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Figure. 5.17 The Al-composition dependence of design parameters. (a) Injection-barrier, (b) 
collection-well, (c) radiation-barrier, (d) phonon-well, (e) one period length, and (f) 
alignment field.   
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 These data do not describe precise characteristics of each device but provide 

statistical tendencies of design parameters to Al-composition. First, Type-A devices are 

analyzed. In Type-A devices, it is observed that when Al-composition increases, injection-

barrier and radiation-barrier thicknesses decrease, and collection-well and phonon-well 

thicknesses increase. As shown in Chapter 4, when barriers of quantum wells become high, 

wavefunction gets compressed inside wells, and tunneling rate and oscillator strength, 

determined by the interference between two subbands, become small. Therefore, the behavior 

of high-performance devices seen in Figure 5.17 is interpreted as the interference between 

subbands are maintained even when barriers become high by narrowing barrier thicknesses 

to get wavefunctions closer and by widening well thicknesses to mitigate wavefunction 

compression. Due to this behavior, the length of one period does not change and is kept from 

260 to 290Å, and corresponding electrical field is also fixed at around 20kV/cm. 

 Type-B devices show different behavior from Type-A devices. In Type-B devices, 

injection-barrier thicknesses distribute over a little wider range than the ones of Type-A 

devices, and radiation-barrier thicknesses is larger than Type-A. However, both types of 

barrier thicknesses do not show the dependence of Al-composition. On the other hand, 

collection-well and phonon-well thicknesses become thinner with increase of Al-composition, 

resulting in decrease of one period length. Because of a relation established at alignment 

conditions shown in Equation (5.3), a corresponding alignment field also increases. 

(𝐹d*@;4𝐿{ =	𝐸-$ + 𝐸$# = 𝑐𝑜𝑛𝑠𝑡.)  
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5.3.4 Full Model Analysis 
 

 High-performance devices obtained in the device structure exploration are analyzed 

by using Rate equation – Full model. This analysis investigates the influence of barrier height 

on optical gain, electrical current density, and population fraction. Furthermore, the 

componential parameters which are necessary for calculating optical gain or electrical current 

density are also analyzed by the same way to clarify the mechanisms of the influence by 

barrier height on device characteristics.  

In the structure exploration, a screening condition about injection-barrier thickness 

5	 ≤ 	 𝐿@4Z. 	≤ 60	�Å� is applied. As a result, all high-performance devices found in the range 

of injection-barrier thickness narrower than 30Å. The rate equation model developed in 

Chapter 2 adopts only coherent tunneling transport theory for inter-module carrier transition, 

and the calculation accuracy can degrade with such thin injection-barrier thicknesses because 

incoherent carrier transition can be significant under thin injection-barrier conditions. So, in 

this work, high-performance devices are selected from different conditions: thin injection-

barrier condition (an original screening condition) and thick injection-barrier condition 

𝐿@4Z. 	≳ 	30	�Å� and analyzed by Full model in 5.3.4.1 and 5.3.4.2, respectively.  
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5.3.4.1 Thin injection-barrier devices 

 

 Thin injection-barrier devices found in the structure exploration under an original 

screening condition (5	 ≤ 	 𝐿@4Z. 	≤ 60	�Å�) are analyzed in this section. The device structures 

and parts of calculation data are listed in Table 5.3. Al-composition and alignment field in 

design are described as 𝑥O*  and 𝐹d*@;4
n+E@;4  (Alignment field is not estimated in Limited 

model.) In Full model, alignment field and lasing frequency are described as 𝐹d*@;4
Ah**  and 

𝑓-$
Ah**, respectively. Calculation results of other device parameters are also abstracted at gain 

peak conditions. 

 The dependence of design parameters on Al-composition described in the previous 

section is also confirmed in Table 5.3, as well. In Type-A devices, barrier thicknesses 

decrease, and well thicknesses increase with increase of Al-composition. However, those 

design parameters stay almost constant when Al-composition is higher than 35%. This would 

be because wavefunction does not compress anymore in high barrier conditions, so 

parameters also do not change. Type-B devices also show similar tendency as the previous 

section. Radiation-barrier thicknesses are around 40Å, injection-barrier thicknesses change 

indifferent to Al-composition, and well thicknesses decrease with Al-composition. 𝐸$#, the 

energy determining carrier abstraction rate from LLS, increases from 22.9meV to 95.5meV 

along with barrier height.  
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𝑥QR 

[%] 
Type 

Device structure [Å] 

𝑳𝒊𝒏𝒋. 𝐿%&R.⁄ 𝑳𝒓𝒂𝒅.⁄ 𝐿+[.⁄
𝐁𝐨𝐥𝐝 = barrier, Underline = doped

 

𝐿+ 

[Å] 
𝑁R1(1R 

𝐹,R/U'
S1./U' 

[kV/cm] 

𝐹,R/U'
mnRR  

[kV/cm] 

𝑓*!
mnRR 

[THz] 

𝐸!"
mnRR 

[meV] 

5 

B 

6.0 / 94.5 / 45.5 / 181.5 327.5 3 9.5 11.0 2.86 22.9 

7.5 20.0 / 72.5 / 38.5 / 148.0 279.0 3 16.5 18.5 3.96 33.1 

10 8.5 / 57.5 / 38.5 / 117.5 222.0 3 29.5 32.0 5.12 47.5 

15 12.0 / 44.0 / 38.5 / 89.5 184.0 3 50.5 56.5 5.98 72.3 

20 26.0 / 37.5 / 38.5 / 77.5 179.5 3 64.5 74.5 6.26 95.5 

15 

A 

27.5 / 67.0 / 25.0 / 135.0 254.5 4 25.0 27.0 4.85 46.4 

20 20.0 / 76.0 / 15.5 / 157.0 268.5 5 22.5 24.5 5.52 40.8 

25 19.0 / 82.0 / 13.5 / 164.0 278.5 6 20.5 22.5 5.01 39.8 

30 16.5 / 84.5 / 12.5 / 164.5 278.0 6 20.5 22.5 4.81 40.5 

35 13.0 / 86.5 / 10.5 / 167.5 278.0 7 20.5 22.0 4.84 39.9 

40 13.0 / 87.0 / 10.5 / 167.5 278.0 8 20.5 22.5 4.79 40.8 

45 11.5 / 88.0 / 10.0 / 169.5 279.0 8 20.0 22.0 4.78 39.6 

Table. 5.3 Device structures of high-performance THz-QCLs with a thin injection-barrier.  
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 Optical gain of thin injection-barrier devices, calculated by Limited and Full models, 

is plotted to Al-composition in Figure 5.18, and the calculation results by Limited model and 

the ones by Full model show large difference. In Type-A, optical gain calculated by Full 

model is around 30~40% of the ones by Limited model. On the other hand, calculation results 

by Full model are around 60~70% of the ones by Limited model even though the difference 

is small only at 20% of Al-composition. Instead of such numerical difference, the dependence 

of optical gain on Al-composition is very similar between Limited and Full models, and the 

optimal Al-composition is 15% in Full model calculation, as well. The calculation in Figure 

5.18 is implemented at 250K of heat-sink temperature, so optical gain is expected to decrease 

further at 300K. Therefore, it is expected that devices that can operate at room-temperature 

are difficult to design at Al-conditions higher than 20%. 

 

 

 
Figure. 5.18 The Al-composition dependence of optical gain maxima.   
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 Current density at gain peak conditions is plotted to Al-composition in Figure 5.19. 

Large difference in total current is observed between Type-A and Type-B devices. On the one 

hand, in Type-A devices, tunneling and leakage current decrease gradually with increase of 

Al-composition, and total current greatly increases due to leakage current at low Al-

composition. Tunneling current is rather large and solely occupy around 10kA/cm2. This 

would be attributed to thin injection-barriers (= large coupling strength). On the other hand, 

in Type-B devices, tunneling and leakage current are further larger, and the dependence of 

these parameters on Al-composition is also different from the ones on Type-A devices. 

Further thinner injection-barrier thicknesses of Type-B devices (Table 5.3) would be 

attributed to larger tunneling current. Usually, leakage current is expected to decrease with 

high barriers like as Type-A devices. Contrary to our prediction, leakage current of Type-B 

devices increases with Al-composition.  

 

 
Figure. 5.19 The Al-composition dependence of electrical current at gain peak conditions.   
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 The Al-composition dependence of population fraction is show in Figure 5.20, and 

this result is important to analyze other parameters. First, in Type-A devices, population 

fraction of the main three subbands are almost independent of Al-composition. On the other 

hand, leakage component decreases with increase of Al-composition, and this change is 

reflected in electrical current density in Figure 5.19. Even though population fraction of 

parasite states increases with Al-composition, this change does not show tunneling current. 

Over a whole Al-composition, the sum of leakage and parasite components in Type-A devices 

is almost constant, and it occupies about 25% of the total population. In Type-B devices, due 

to increased leakage population occupies about 55%, the population fraction of the main three 

states also decreases. However, the difference population inversion in Type-A and -B devices 

does not vary so remarkably depending on Al-composition. 

 

 
Figure. 5.20 The Al-composition dependence of population fraction at gain peak conditions. 
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Componential parameters of optical gain, current density, and population inversion 

respectively described in Figures 5.18, 19, and 20 are calculated and the dependence of these 

parameters on Al-composition are described in Figure 5.21 to analyze the mechanisms of 

quantum well barrier height on device characteristics. 

 First, the influence of Al-composition on optical gain is analyzed. In conclusion, the 

dependence of optical gain on Al-composition is determined by all componential parameters 

of it: oscillator strength, population inversion, and optical linewidth. Oscillator strength varys 

uniquely in Type-A and Type-B devices individually as shown in Figure 5.21(a). On the one 

hand, oscillator strength of Type-B devices is optimized at 15% of Al-composition, resulting 

in the maximum of optical gain at this condition. Even though such behavior of oscillator 

strength is difficult to understand qualitatively, this feature is interpreted due to complicated 

change of wavefunctions calculated by Schrödinger equation. On the other hand, decrease of 

oscillator strength in high barrier conditions, similar to the results seen in Chapter 4, is 

thought to be because of wavefunction compression by high barrier. 

 Second, the gradual decrease of population inversion described in Figure5.21(b), 

from about 10% in the low barrier conditions to 7% at 45%, is understood from the 

calculation results of carrier transition rate related to lasing subbands shown in (d)~(f). In the 

low barrier conditions, the carrier injection rate to ULS is rather high (𝑈#@- =	2.4×1012 [1/s]), 

and non-radiative transition rate between ULS and LLS is small (𝑊-$ =	8.0×1011 [1/s]). 

Therefore, population fraction of ULS and population inversion become rather higher. 𝑊$#, 

determinative to carrier abstraction rate from LLS, is not related to the dependence of Al-

composition. In barrier height study, the influence of interface-roughness scattering is often 
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focused, and interface-roughness scattering rate indeed increases with increase of Al-

composition in this work. However, under 250K of heat-sink temperature, which is high 

enough, LO-phonon scattering rate dominantly determines non-radiative scattering rate 𝑊-$ 

and carrier abstraction rate 𝑊$#. So, interface-roughness scattering is not influential. 

 Third, smooth increase of optical linewidth to Al-composition is observed to be 

attributed to different causes between Type-A and Type-B devices as shown in Figure 5.21(c). 

On the one hand, optical linewidth broadening in the low barrier conditions of Type-B 

devices is attributed to interface-roughness scattering. On the other hand, LO-phonon 

scattering is the main factor in optical linewidth in the high barrier conditions of Type-A 

devices. In Type-A devices, the influence of interface-roughness scattering is observed, but 

not so influential. In theory, optical gain is proportional to oscillator strength and population 

inversion, and inversely proportional to optical linewidth. Therefore, the change of these 

componential parameters to Al-composition results in the optical gain characteristics 

described in Figure 5.18. 

 Lastly, the influence of barrier height on current density is analyzed separating 

tunneling and leakage currents individually. As described in Chapter 2, the determinative 

factors of tunneling current are a tunneling rate between aligned subbands 𝑈#@-  and 

population fraction difference of them 𝜌#@ − 𝜌-. As described in Figure 5.21(b), tunneling 

rate 𝑈#@-  decreases with increase of Al-composition, and the difference in population 

fraction between subbands |1Y⟩ and |3⟩ of Type-B devices is rather larger than the ones of 

Type-A devices. These characteristics are reflected in tunneling current in Figure 5.19. The 

decrease of leakage current to barrier height in Type-A devices is qualitatively understandable. 



 243 

In Type-B devices, however, increase of leakage current with high barriers needs thinking of 

details of theories for analysis. Leakage current in this simulation is defined as a three-

dimensional drift current which is determined not only by carrier density but also by drift 

velocity proportional to electrical field [321]. As described in Table 5.3, alignment field of 

Type-B devices increases with Al-composition. Therefore, drift velocity also increases, 

resulting in leakage current increase with Al-composition. 
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Figure. 5.21 The Al-composition dependence of componential parameters of thin injection-
barrier devices at gain peak conditions. (▲= Type-A, ● = Type-B) (a) Oscillator strength, (b) 
population inversion, (c) optical linewidth, (d) carrier injection rate to ULS, (e) non-radiative 
scattering rate between lasing states, and (f) carrier extraction rate from LLS.   
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5.3.4.2 Thick injection-barrier devices 

 

Subsequently, thick injection-barrier devices found under another screening condition 

(𝐿@4Z. 	≳ 30	�Å�) are explored, and the data of high-performance devices are listed in Table 

5.4. Device characteristics observed in thin injection-barrier devices are found in Table 5.4, 

as well, with some difference. As for Type-A devices, layer thicknesses and a length of one 

period are not very different from the ones of thin injection-barrier devices in the low barrier 

conditions of 15~25% of Al-composition. However, radiation-barrier thicknesses become 

thicker, and collection-well and phonon-well thicknesses become thinner in the high barrier 

devices. Due to this change, the length of one period becomes longer and corresponding 

alignment fields also become larger. On the other hand, design parameters of Type-B devices 

are almost similar to the ones of Type-A devices except for injection-barrier thicknesses. 

 Optical gain for thick injection-barrier devices is calculated by Rate equation – Full 

model and described in Figure 5.22 with the results of Limited model. In thick injection-

barrier devices, the Al-composition dependence of optical gain has similar tendency to the 

ones of thin injection-barrier devices. The optimized Al-composition is also around 15%. On 

the other hand, the calculation results by Limited model show drop of gain in high Al-

composition. This drop is considered to reflect decrease of oscillator strength and population 

inversion shown in Figure 5.25 (a) and (b), respectively.  
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𝑥QR 

[%] 
Type 

Device structure [Å] 

𝑳𝒊𝒏𝒋. 𝐿%&R.⁄ 𝑳𝒓𝒂𝒅.⁄ 𝐿+[.⁄
𝐁𝐨𝐥𝐝 = barrier, Underline = doped

 

𝐿+ 

[Å] 
𝑁R1(1R 

𝐹,R/U'
S1./U' 

[kV/cm] 

𝐹,R/U'
mnRR  

[kV/cm] 

𝑓*!
mnRR 

[THz] 

𝐸!"
mnRR 

[meV] 

5 

B 

29.5 / 100.5 / 46.5 / 192.5 369.0 3 7.5 10.5 2.93 21.8 

7.5 28.5 / 69.0 / 40.5 / 145.5 283.5 3 16.5 18.5 3.96 33.8 

10 28.0 / 53.5 / 41.5 / 113.5 236.5 3 27.5 30.0 4.66 48.9 

15 28.0 / 41.0 / 40.5 / 86.0 195.5 3 47.5 52.5 5.37 74.4 

20 29.0 / 37.5 / 39.5 / 77.5 183.5 3 62.5 72.0 6.04 95.9 

15 

A 

28.0 / 66.5 / 25.0 / 136.0 255.5 4 25.0 27.0 4.92 46.4 

20 28.0 / 73.5 / 17.5 / 153.0 272.0 5 22.5 24.0 5.24 42.0 

25 28.0 / 78.0 / 16.5 / 155.0 277.5 6 21.5 23.5 4.71 43.4 

30 28.0 / 82.5 / 15.0 / 160.0 285.5 6 20.0 21.5 4.20 42.3 

35 28.0 / 75.5 / 15.0 / 147.5 266.0 6 25.0 26.5 4.66 49.8 

40 28.0 / 69.0 / 15.0 / 139.0 251.0 6 30.0 31.5 5.25 56.1 

45 28.0 / 69.0 / 15.0 / 139.0 251.0 6 30.0 31.5 5.17 56.4 

Table. 5.4 Device structures of high-performance THz-QCLs composed of thick injection-
barrier. 

 

 

 In electrical current density, tunneling current density greatly decreases compared 

to thin injection-barrier devices. This would be because thick injection-barriers lower 

coupling strength between aligned subbands, and carrier injection rate to ULS also 

decreases as shown in Figure 5.25(d). In terms of leakage current, no significant difference 

is seen between thick and thin injection-barrier devices.  
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Figure. 5.22 The Al-composition dependence of optical gain maxima. 
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Figure. 5.23 The Al-composition dependence of electrical current at gain peak conditions 
calculated by the rate equation – full model. 

 

 

 
Figure. 5.24 The Al-composition dependence of population fraction at gain peak conditions. 
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Figure. 5.25 The Al-composition dependence of componential parameters of thick injection-
barrier devices at gain peak conditions. (▲= Type-A, ● = Type-B) (a) Oscillator strength, (b) 
population inversion, (c) optical linewidth, (d) carrier injection rate to ULS, (e) non-radiative 
scattering rate between lasing states, and (f) carrier extraction rate from LLS. 
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5.4 Summary and Conclusion 

 

 Expansive barrier height study of two-well resonant-phonon THz QCLs is 

implemented by introducing flexible device design in this work. The explored device 

structures are limited as the simplest ones composed of GaAs-wells and AlxGa1-xAs-barriers 

(of only one Al-composition), and the influence of Al-composition on optical gain is 

investigated. The devices are explored in certain ranges of alignment field, collection-well 

thickness, radiation-barrier thickness, and phonon-well thickness: 10	 ≤ 	𝐹d*@;4 	≤ 70	 Ù��
��
Ú、

30	 ≤ 	 𝐿kw*. 	≤ 130	�Å�、10	 ≤ 	 𝐿|dn 	≤ 60	�Å�、80	 ≤ 	 𝐿{&. 	≤ 220	�Å�, and optical gain for 

applicant devices are calculated by Rate equation – Limited model. Form the results of the 

structure exploration and optical gain calculation, the optimal Al-composition for two-well 

resonant-phonon devices is turned out to be around 15%. At 15% of Al-composition, high 

optical gain is obtained over a wide range of alignment field and radiation-barrier thickness, 

and structure tolerance – allowable range of design parameters against errors between design 

and actual driving conditions – also becomes the largest among all Al-composition. 

Furthermore, two types of design concepts are discovered from optical gain maps: Type-A 

featured by thin radiation-barrier thickness and Type-B featured by thick radiation-barrier 

thickness. Higher-performance devices are anticipated to design by adopting the Type-B 

concept. In the future, this concept needs to be confirmed in experiment.  
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What were once only hopes for the future have now come to pass. 

 

– Queen Elizabeth II  
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Chapter 6  Conclusion and Future Work          
 

 

6.1 Conclusion 

 

 This work investigates and abstracts the issues of THz QCL development from 

previous research as described in Chapter 1 and theoretically approaches to these issues for 

solution in Chapter 2 to 5. In the theoretical research of this work, a device simulator based 

on the rate equation is developed, and the influence of design parameters (impurity doping 

and barrier height) on device performance of two-well resonant-phonon THz QCLs is 

clarified by simulation. New design guidelines or concepts are also proposed. 

 In Chapter 2, a device simulator is developed based on the rate equation. The 

simulator bases a previous calculation method proposed by Razavipour and is modified for 

improvement of the calculation accuracy and speed. First, this study applies the discretized 

Fourier transform (DFT) to speed up the calculation of electron-electron scattering rate and 

improves the calculation time by three orders without impairing accuracy. Next, the 

calculation accuracy is improved by adding new models of some physical phenomena. A 

screening effect model, which is necessary for the Coulomb scattering rate calculation, is 

also carefully selected. In addition, the developed simulator also includes optical linewidth 

and pure dephasing time models based on Ando’s theory and the third-order tunneling current 

theory to describe bound-to-continuum carrier leakage. 

 In Chapter 3, the influence of impurity doping on GaAs-based two-well resonant-
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phonon terahertz quantum cascade lasers is investigated theoretically, and efficient doping 

schemes are discussed. By using the rate equation model, the impacts of dopant amount, 

position, and distribution on the performance of a high-performance device is simulated 

focusing on a single module. The calculated optical gain is found to have a peak over the 

range of sheet doping density from 1.0×1010 to 1.0×1012 cm-2 in all eight doping conditions 

examined in this work. Among these patterns, the devices with the undoped condition and 

homogeneous-doping in phonon-wells mark high optical gain, and the latter is also resistant 

against the detuning of subband alignment due to band-bending under the high doping 

conditions. Furthermore, based on the simulation results, a modulation doping scheme whose 

active cores include both doped and undoped modules is suggested and discussed. 

 In Chapter 4, the influence of barrier height is theoretically investigated through the 

third-order tunneling current theory. Three types of GaAs/AlGaAs-based two-well resonant-

phonon THz QCLs published in the past, are simulated by the device simulator, and the 

dependence of bound-to-continuum carrier leakage on barrier height is clarified. Furthermore, 

based on the latest high-performance device, the influence of barrier height is investigated 

by changing the Al-composition from 12.5% to 45% with a fixed-layer thickness. As a result, 

it turns out that there are carrier dynamics that diminish the carrier density of lasing subbands 

in both high and low barrier conditions. On the one hand, carrier leakage into continuum 

states increases drastically below 25% Al-composition. On the other hand, in high barrier 

conditions, quite a few carriers accumulate in the ground state due to a strong confinement 

effect in addition to oscillator strength lowering. 
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In Chapter 5, more inclusive computation work theoretically determines the optimal 

barrier height for two-well resonant-phonon THz QCLs. This work clarifies that there are 

two types of device design concepts for one barrier height condition: Type-A concept, a 

conventional design, uses deep subbands for lasing, and Type-B, found in this work, uses 

shallow subbands. In both cases, optical gain is found to peak around 15% of Al-composition 

as a result of layer thickness and alignment field tuning. Furthermore, the design tolerance 

which allows error in optical gain between ideal design and actual device conditions also 

wide when the Al-composition is close to 15%. 

 

6.2 Future Works 

 

 The current research goal of THz QCL research is to achieve room-temperature 

operation and is expected to shift to high output power and wide-frequency radiation after 

the first goal. To achieve the above goals, it is meaningful to clarify the impact of design 

parameters on device characteristics, so this work investigates the optimal conditions of 

impurity doping and barrier height for two-well resonant-phonon THz QCLs. Even though 

the optimal design conditions can vary depending on carrier transport methods, the 

information and device design guidelines which come from simple structures such as two-

well resonant-phonon structure are considered to be essential in physics and appliable for 

more complicated structure design. As for two-well resonant-phonon THz QCLs, the 

influence of structural complexity described in Figure 5.2 has yet been investigated in this 

work and is expected to be studied in the future by the methods like shown in Chapter 5. The 
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experimental verification of the proposals obtained in this work is also necessary. 

 In terms of carrier transport method except for two-well resonant-phonon devices, 

three-level carrier transports such as resonant-phonon and scattering assisted methods should 

be investigated for feasibility within single quantum well structures because optical gain is 

inversely proportional to the one-module length as described in Equation (2.99). As described 

in Chapter 3, more modules can be stacked in a 10μm-active core when one module is short, 

so higher optical gain is expected in theory. With conventional doping method, however, the 

net doping density of an active core increases, which would require optimization in 

modulation doping. (The idea of modulation doping originally comes from the design of 

single-well resonant-phonon structure.) 

 When we go back to the research by Bosco et al., a two-level carrier transport can 

also be a research topic because the theoretical minimum number of subbands for carrier 

transport is two. This carrier transport method does not use resonant-tunneling which has 

been traditionally used for THz QCLs with no exception, instead use only carrier scattering 

for optical transition and carrier abstraction from LLS (Non-resonant-tunneling THz QCL). 

Although the author is rather skeptical about the feasibility of this carrier transport, the idea 

about device structures of two-level carrier transport will be explained below. 

Carrier transport by two subbands provides two device structures composed of 

single quantum well depending on the role of a ground state as depicted in Figure 6.1. In both 

device structures, the LO-phonon scattering works to abstract carriers from LLS and to inject 

to ULS, but the author predicts that the feasible method is the one shown in Figure 6.1(a), 

where a ground state works as ULS, and optical transition happens between a ground state 
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and a first excited state in an adjacent module. (Carrier injection and radiation happen ove a 

barrier.) Due to a fact that one module length is determined based on LO-phonon scattering 

rate, short length of modules could be realized despite higher alignment field. 

 On the other hand, the device structure described in Figure 6.1(b) is disadvantageous 

for building population inversion because a ground state, where carriers are more likely to 

accumulate, is used for LLS. It would also be challenging to get a ground and first excited 

states in a module close to around 4.5~20.5meV (corresponding to lasing at 1~5THz). To 

realize such situation, a one module length needs to be very large, and increase of parasite 

states would lower the carrier use efficiency or unable carrier transport itself. 

 In both single-well structures, tuning wavefunction spreading and subband energy 

needs structural complexities such as a step-well structure as well as only one barrier. 

 

 

 
Figure. 6.1 Ideas of carrier transport by two subbands. (a) a ground state is used as ULS, and 
(b) a ground state is used as LLS.  
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