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Abstract

Laser powder bed fusion (LPBF) and Directed energy deposition (DED) are two classes
of additive manufacturing (AM) that are widely used to fabricate metal components. In
these processes, metal powder or wire and a heat source are applied to form a moving melt
pool, followed by solidified tracks to form the component in a layer-by-layer fashion. The
solidified melt pool track gradually adds material to build a component from scratch or can
be used to add material to a damaged component to refurbish it. DED via powder-feeding
(DED-PF) uses metal powder as a feedstock and usually uses a laser as an energy source. A
DED-PF machine using a laser energy source is referred to as laser DED-PF (LDED-PF).
DED-PF has further advantages compared to other DED methods, such as being able to
gradually change the volume fraction of different powders to produce functionally graded
materials, which can be used to make high-performance aerospace components that are
resistant to high temperatures for example.

The first part of this thesis focuses on techniques for in-situ detection of near-surface defects
as they are being produced, which may be used for either LPBF or DED. In particular,
techniques for LPBF using laser ultrasound (LU); a non-contact method that generates
and measures sound waves reflected from defects such as voids inside a metal sample.
This is advantageous for in-situ AM metal inspection, since placing and removing a sensor
in contact with the high-temperature topmost layer or track could substantially increase
the fabrication time. A reconstruction method in the frequency domain was implemented
(phase shift migration) that also accounts for the offset between the generation and detec-
tion lasers spots for detecting defects that are close to the surface. The method was tested
for both AlSi10Mg and Ti6Al4V samples with three different types of artificial defects
to determine which artificial defects are most appropriate to test LU setups. The sur-
face roughness induced during these AM processes was mimicked by printing the samples
without up-skin. The effect of the sound generation laser on the final surface roughness,
which may determine the spreadability of the powder in subsequent layers, was also inves-
tigated. Novel computationally efficient methods to filter the expected unwanted signals
in the initial ultrasound data in the frequency domain as well as the fast computation of
a stationary phase approximation within the reconstruction were also developed. Defects
with a size range from about 200 to 300 µm printed in Ti6Al4V can be recognized from
the background noise of the reconstruction. The computation time of the stationary phase
approximation with a more accurate initial estimate of its stationary point was reduced by
33%.
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The second part of the thesis focuses on finer control of the powder stream profile for the
DED-PF processes. This is done using sound radiation forces produced by high-intensity
ultrasound. These forces can be applied to the powder stream to change the area and/or
cross-section of the powder stream to indirectly affect the melt pool and increase powder
catchment efficiency. This could be used to change the melt pool size, shape, and/or
internal convective flows, to increase printing speeds and/or reduce defects. An initial
proof-of-concept study was carried out with Ti6Al4V and SS 316L powders to demonstrate
control of the narrowing of the powder stream from a gravity hopper with a DED-PF
nozzle analog. The experimental results were compared with an in-house software library,
that can quickly calculate the sound force fields from an ultrasound array using automatic
differentiation, and can perform particle tracking. Also, a novel Eulerian-Eulerian approach
that can model the powder as a dilute phase was developed, which can more accurately
model the effect of a force field, by using an initial condition for the particle speeds. An
implementation was also carried out in a modified LDED-PF machine to increase the cross-
sectional area, and related catchment efficiency, of Ti6Al4V tracks. A novel model of the
powder stream subject to a force field was also developed. Using particle track statistics,
the powder stream from a DED-PF nozzle can be modeled using a Gaussian beam model,
which is conventionally used to model laser beams. Within this model, it is shown that
one can model the powder stream particle concentration distribution (PCD) while being
subject to a focusing force field with an equivalent optical transfer matrix. For the initial
proof of concept study, using Ti6Al4V and SS 316L particles at a particle speed of 0.6 m/s,
the downstream powder stream width was reduced by at least 30%. For the experiment
implemented in an LDED-PF machine using Ti6Al4V particles at a particle speed of 3.6
m/s, the powder stream width at the substrate was reduced by 38%. This produced an
increase in track height of 72%, and cross-sectional area of 111%, for an original average
height of 0.4 mm and area of 0.93 mm2, when using a laser power of 900 W. The Gaussian
beam model was able to produce more accurate cross-section profiles of the powder stream
when subject to a force field, while also reducing the simulation time from 34 minutes
(using a Lagrangian particle simulation implemented in C++) to 0.2 seconds (using the
Gaussian beam model implemented in MATLAB).

With these two techniques, in-situ and ex-situ monitoring and control may be carried out
for metal AM processes. Both these research areas could be integrated to produce a novel
DED-PF system that has superior sensing capabilities to find defects in situ as well as
finer control of the melt pool, allowing for better quality control. One could use such a
system, together with the appropriate control algorithms to tune the process in situ to
reduce defects or even correct them. This new system has the potential to produce parts
at a lower cost due to less material waste.
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It is not the critic who counts; not the man who points out
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Chapter 1

Introduction

1.1 Additive Manufacturing: a key game changer in
advanced manufacturing

The use of additive manufacturing (AM) has the potential to produce intricate, lightweight
and individually customized parts that are too costly or impossible to produce using
subtractive manufacturing techniques. In other words, AM has been shown to address
“economies of scope”. The technology can also reduce waste compared to the scraps gen-
erated from subtractive manufacturing. Other advantages include: removing the reliance
on original equipment manufacturers for critical spares and extending the life of in-service
parts through other AM enabled repair methodologies [1].

1.2 Motivation, challenges and opportunities

AM is starting to be deployed for “economies of scale” (mass-production), while retaining
its advantages of “economies of scope”. This new trend has opened up many new R&D
opportunities as well as challenges, related to quality assurance and inspection while the
part is being fabricated as well as for post-process inspection. This is one of the most
important factors in industry, which carries out quality management and certification when
doing serial production.
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The need for reliable and cost effective in-situ monitoring of metal AM processes, such
as laser ultrasound (LU), to minimize defect production as well as qualification of AM
metal parts, is highlighted in a recent NASA proposal [2]. LU would be very useful for
in-situ AM metal inspection, since it can be performed in a non-contact way and at high
temperatures [3, 4]. Another very useful feature of LU is that it can be used concurrently
for defect detection and residual stress measurements [5]. Commercial companies such as
Space Exploration Technologies Corp. (SpaceX) also use AM to produce some critical
rocket engine components [1]. Since the publication of [2] in 2017, there have been other
commercial companies appearing that also use AM for rocket engine components like Rel-
ativity Space Inc. [6], and Launcher Inc. [7]. These companies which aim to produce
most of their components with metal AM technologies would benefit even more from LU
technology as well. Other aerospace companies specializing in the aviation sector such as
General Electric and Locked Martin that already produce and use metal AM components
[8] would also find LU an attractive technology. As described in Section 2.4.5, Locked
Martin already uses LU to inspect polymer-matrix composite parts.

The directed energy deposition (DED), in particular the DED via powder-feeding
(DED-PF) process, has many advantages such as the ability to produce materials with
spatially variable material properties (functionally graded materials or FGMs) as well as
extending the life of in-service parts through part repair, but is susceptible to material loss
due to the fraction of particle reaching the melt pool (catchment efficiency) being lower
than 100%. Any technique that can increase the catchment efficiency in this process is
desirable by industry in order to reduce material utilization costs. Another issue is the
formation of internal defects, which can be explained in part by the high cooling rate
and molten metal convection within the metal melt pool. There has been recent commer-
cial interest in DED-PF for rapid alloy development, for example using the ADF Alloy
Development Feeder from FormAlloy Technologies Inc. [9]. With the aim of future pri-
vate partnerships, NASA is demonstrating the use of DED-PF to fabricate large aerospace
components such as rocket nozzle liners, for example through the RAMPT project, where
they partnered with DM3D Technology LLC to produce a custom DED-PF machine and
fabrication process [10]. In order to show the advantages of DED-PF for manufacturing
aerospace components with FGMs, Innstek Inc. manufactured a three ton rocket nozzle
[11].

Although most DED-PF machines use a laser energy source (LDED-PF), the machine
may use another energy source, therefore, for the rest of the thesis, if a statement does not
refer to an LDED-PF machine in particular, the acronym DED-PF will be used.
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1.3 Objectives

The main objective of the research is to demonstrate ultrasonic-based techniques that can
be used to improve metal AM processes. This proposal focuses on the following two main
areas:

• Better in-situ non-destructive testing (NDT) of metal AM processes, using non-
contact NDT modalities such as LU

• Finer control of the in-situ placement of feedstock used in metal AM processes, such
as the ability to change the powder stream cross-sectional shape and size in DED-PF
using sound radiation forces, to increase part quality and material utilization

The above issues fit within the larger trend of producing metal AM machines with closed
loop control, in order to increase part quality and material utilization while reducing part
cost. A hypothetical LDED-PF machine showing some of the technologies that would allow
for closed loop control is shown Fig. 1.1.

Figure 1.1: Hypothetical multi-beam LDED-PF machine with different sensing (NDT) and
control options.
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The first part of the research is the development of LU setups and imaging algorithms
for non-destructive testing. The scope of this work will be limited to in-situ inspection
of parts produced by the laser powder bed fusion (LPBF), using AlSi10Mg and Ti6Al4V
powder feedstock. This work was done using LPBF because the artificial defects that can
be produced for testing that have a minimum size that is closer to actual defect sizes than
the ones achievable with LDED-PF, however the developed techniques from this work may
also be used to detect LDED-PF defects.
To carry out this development, the following sub-goals are pursued:

• Calibration of the LU machine used in this research (LUKS-1550-TWM system) with
appropriate test samples

• Demonstration of a novel and more accurate imaging algorithm taking into account
the LUKS-1550-TWM system and the chosen LU setup

• Testing the imaging algorithm on different types of artificial defects found in the
literature, to find which one is most useful for testing the accuracy of an LU setup

• Propose new LU system specifications tailored for the LPBF process

The second part of the research is the development of techniques using sound radiation
forces to have a finer control of the powder stream used in the DED-PF process. The scope
of this work is limited to Ti6Al4V and SS 316L powders. To carry out this development,
the following sub-goals are pursued:

• Development of an analytic model of powder stream focusing due to a force field

• Development of algorithms to calculate and simulate the sound fields needed to
achieve a required force field for particle stream focusing

• A proof-of-concept experiment to demonstrate particle focusing

• Demonstration of a particle stream focusing system with an ultrasound array installed
on a LDED-PF machine

• Propose further experiments aimed to demonstrate deflection and cross-sectional area
control, and to use the above techniques to control the melt pool shape to reduce
internal part defects

In addition, further experiments are proposed to demonstrate deflection and cross-
sectional area control, and to use the above techniques to control the melt pool shape to
reduce internal part defects.
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1.4 Thesis Layout

This thesis is organized into six chapters. The current chapter presents the overview,
motivations, challenges, and objectives of the research. Chapter 2 gives a literature review
and background of LPBF and DED-PF followed by an introduction to non-destructive
testing, laser ultrasonics, and current applications of sound radiation forces. Chapter 3
describes a reconstruction algorithm tailored for LPBF, and the testing of various artificial
defects found in the literature. Chapter 4 describes a proof-of-concept experiment and
simulation approach for the focusing of DED-PF powders using an ultrasound phased
array. Chapter 5 describes a more advanced powder focusing model, based on a Gaussian
beam ray model, that is both more accurate and faster to compute than the initial model
proposed in Chapter 4. Chapter 6 demonstrates the use of an ultrasound phased array in
an actual LDED-PF machine and the successful solid-state electronic control, through an
ultrasound phased array, of the printed track’s cross-sectional area.

Chapters are adapted from the following published or to-be-submitted articles:

Chapter 3: A. Martinez-Marchese, R. Esmaeilizadeh, and E. Toyserkani, Detection of
defects in additively manufactured AlSi10Mg and Ti6Al4V samples using laser ultrasonics
and phase shift migration. Submitted to Additive Manufacturing Journal and under review.

Chapter 4: A. Martinez-Marchese, M. Ansari, M. Wang, A. Marzo, and E. Toyserkani.
On the application of sound radiation force for focusing of powder stream in directed energy
deposition. Ultrasonics 127 (2023): 106830. https://doi.org/10.1016/j.ultras.2022.106830

Chapter 5: A. Martinez-Marchese, M. Klumpp, and E. Toyserkani. Directed energy
deposition powder stream modeling using a Gaussian beam ray representation. Powder
Technology 412 (2022): 117965. https://doi.org/10.1016/j.powtec.2022.117965

Chapter 6: A. Martinez-Marchese, M. Ansari, A. Marzo, M. Wang, S. Soo, and E. Toy-
serkani, Ultrasound particle lensing: powder stream control in directed energy deposition
using acoustic radiation force fields. Being reviewed by co-authors, to be sent to Additive
Manufacturing Journal for review.

These articles have been modified to fit the content of this thesis. The corresponding
license agreements are provided in Section “Letters of Copyright Permission”.
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Chapter 2

Background and Literature Review

The purpose of this section is to provide some background information on AM and the
latest developments in LU for the post-process inspection and in-situ monitoring of the
internal material structure of AM metal parts, in particular for LPBF as well as background
information for DED, in particular for DED-PF.

Also the common background on acoustics needed for understanding both LU and
sound radiation forces will be described. This background will be needed to understand
how sound radiation forces can be applied for controlling the DED-PF process.

LU is a non-destructive and non-contact ultrasound imaging system where lasers are
used to both generate and measure ultrasound waves within a part in order to image its
interior. LU will be described in more detail in the context of NDT techniques, and the
imaging methods and algorithms being used both in LU and in ultrasound testing (UT)
in general.

Afterwards the applications of sound radiation force fields will be described. Sound
radiation forces are produced when a high pressure intensity sound field interacts with an
object with a large difference in impedance from the medium where the sound propagates
i.e, between metal particles and air. This background will be needed when describing the
application of sound radiation force for the control of the DED-PF process.

2.1 Metal additive manufacturing and its challenges

The following subsections will describe AM technologies, then metal AM technologies and
then the two technologies considered in this proposal; LPBF and DED-PF.
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2.1.1 Additive manufacturing

AM is a type of manufacturing process where a material feedstock is joined to make parts
from 3D model data, usually layer by layer [12].

The the idea of joining materials to produce objects is actually quite old, with some
examples being laying stone blocks or masonry bricks to make a building, making a cake
by layering, or making an object with interlocking blocks such as LEGOs. However the
difference between these processes and AM is that in AM the joining is done automatically,
by following 3D model data. The first AM principle using automatic joining that was
patented was stereolithography, where a UV light source is used to cure layers of liquid
polymer. The process was patented by Chuck Hull in 1984. Afterwards fused deposition
modeling (FDM), where a continuous filament of material is heated to soften it and then
formed into layers, was patented in 1989 by Dr. Scott Crump. In the same year, binder
jetting, where a bed of powder is consolidated by using a binder, was patented by Dr.
Emanuel M. Sachs. Later on, the LPBF process was patented in 1995 by Dr. Dieter
Schwarze and Dr. Matthias Fockele. This was the first technology that could produce
metal components. The following year, Sandia National Laboratories patented the DED
process [13].

There are various ways of classifying the different AM technologies available. One
of the new classification standards for AM is the 2015 ISO/ASTM terminology [12] which
classifies methods based on; final part material composition, principle of adhesion, material
feedstock and distribution, basic AM principle and related category and state of part right
after carrying out the AM process (green or ready to use part).

Out of the basic AM principles currently available, only material jetting, binder jetting,
FDM, sheet lamination, LPBF and DED can produce metal components [14]. However
only LPBF and DED can produce intricate, close to full density metal components [15]
which are of interest to the aerospace and automotive industries for example. Close to
full density refers to the fraction between the measured density of the produced metal AM
component and the theoretical density of the metal being 99.9% or higher.

In general with DED and LPBF, when the build rate is higher, feature quality/reso-
lution decreases. The higher deposition rate also usually requires more laser power. This
explains that for high deposition rate AM, post-process surface finishing might be necessary
[16]. These relationships are illustrated in Fig. 2.1.

Metallic components made with both technologies experience a varied thermal history,
with repeated fast melting and solidification, and high cooling rates that produce finer
cellular structures within grains. Compared to machined metal components, the material
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Figure 2.1: Relationship between build rate, laser power and feature quality. Reprinted
with permission from [16].

properties are anisotropic, with the direction perpendicular to the layers (usually considered
the z direction) being the weakest structurally. Process related defects such as porosity
and low surface finish produce parts with less desirable fatigue properties compared to
wrought metal components. Parts that have been subjected to annealing and/or hot iso-
static pressing (HIP) to minimize residual stresses and pore sizes along with post-machined
surfaces have fatigue properties more closely approaching wrought metal components [16].
Both metal AM overviews [16, 17] stress the deleterious effect of defects on the material
properties, especially fatigue resistance. This issue together with the need to qualify parts
for high value safety critical components, that is also one of the main markets for metal AM
[8], highlights the need for a cost effective, accurate and reliable method of post-process
inspection and in-situ monitoring of the internal material structure of AM metal parts.

2.1.2 Laser powder bed fusion (LPBF)

In the LPBF process, powder is laid down layer by layer using a powder delivery system
and a coater. At each step a powder delivery piston and a fabrication piston move up and
down respectively. The fabrication piston moves a distance at each step corresponding to
the layer thickness. The energy delivery system is a laser, usually a pulsed or continuous
mode Nd:YAG red fiber laser operating at a 1060 nm wavelength [18]. The laser is scanned
over the surface using a scanner optics system. The laser selectively melts tracks in the
powder to form a close to full density metal layer that is bonded to previous layers [19]. A
diagram of the process is shown in Fig. 2.2. In practice there is also a curtain of nitrogen
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or argon gas over the build area to protect it from oxygen and clear “spatter” and metal
fumes that are generated due to the fast moving laser spot [19]. Also there is usually an
overflow container past the fabrication powder bed to get rid of excess powder that was
moved by the coater. Good process performance depends on powder properties such as
particle sphericity and good “flow” properties (flowability) which are related to the angle
of repose of the powder [20].

Figure 2.2: Diagram of the LPBF process at the machine and powder scales. Reprinted
with permission from [19].

There are many LPBF parameters that can be adjusted, such as laser power and spot
diameter, scanning speed and layer thickness, as well as parameters related to the powder
alloy composition, particle size distribution (PSD) and particle morphology [18]. There
are also various grouped parameters in the literature to describe both grain size and mor-
phology as well as defect formation. One commonly used parameters is the volume-based
energy density or VED parameter, which is approximately the average energy transferred
per unit volume of material.

The prediction of part material properties from LPBF parameters is difficult to model
due to the many physical laws needed to accurately describe the process as well as the
large disparities in spatial and temporal scales [19, 21].

The grain morphology of LPBF produced steels for example display a fine solidified
microstructure that is produced due to the high cooling rates present in the LPBF process.
As seen in Fig. 2.3 (a), one can see the melt track outline, as well as cellular structures
with an intercellular spacing down to 1 µm (b). The grains are also elongated and oriented
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[17]. This is a similar structure to the one seen in DED produced metals. However due to
the larger melt pools produced, the grains reported in DED produced materials for steels
are larger, in the range of 100 to 140 µm [17].

Figure 2.3: SEM images of LPBF fabricated maraging steel (18Ni-300). (a) Top view, (b)
side view and (c) magnification of dendritic structure. Reprinted with permission from
[17].

In [22] it was found that within the optimum laser parameters (to minimize defects),
one can manipulate the microstructure such as grain size and texture. Texture refers to
the orientation distribution of the crystals in the microstructure. Some progress has been
made recently in predicting material properties such as grain morphology using modeling
results and empirical data. This was applied to produce austenitic 316L stainless steels
(SS 316L) with superior mechanical properties compared to conventional wrought SS 316L
[23]. Both the strength and ductility of this new alloy is higher than the conventional alloy,
while in most cases processes to produce stronger steels also reduce the ductility of the
resulting material.

2.1.3 Directed energy deposition (DED)

The DED process, otherwise known as laser powder fed process or laser cladding for AM
depending on energy source and feedstock, is an AM process where particles or wire needed
for the build are dispensed at the same place where the energy to fuse them is being di-
rected. The energy can be transferred to the feedstock through an electric discharge,
electromagnetic induction or a laser. The feedstock can be either a wire or powder [15].
This survey will focus on DED systems with a laser power source and powder feed, oth-
erwise known as powder-fed DLD or LDED-PF. Other DED-PF processes may use other
energy sources, for example, the powder particle’s kinetic energy in cold spray metal AM
[24]. An example of an operating LDED-PF system is shown in Fig. 2.4.
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Figure 2.4: DMD IC106 from DM3D, a LDED-PF system, in operation.

The advantages and disadvantages of LDED-PF compared to other AM processes are
summarized in Table 2.1. Another advantage of some LDED-PF systems is that they can
be integrated with traditional subtractive machining techniques which can be applied right
after the part is produced via AM, to increase dimensional accuracy [25].

Table 2.1: Advantages and disadvantages of LDED-PF process

Advantages Disadvantages

Can produce parts with designed internal
closed-off hollow features

Low resolution (but a higher build speed)
compared to LPBF processes

Can be used for cladding and part repair as
well as for AM

Some loss of powder after it is heated,
however it is still a lower percentage
compared to LPBF processes

Can use different feedstock materials
simultaneously to produce FGMs

Supports might need to be fabricated to
prevent part warping due to gravity

From this point forward in this thesis, different laser and powder feed arrangements
for LDED-PF machines will be discussed. In order to have a short and unambiguous way
to describe the setups in this chapter, the following naming convention will be used: A-B,
where A is a letter representing if laser (L) or powder (P) is present at the center axis, and
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B is the setup that is used in the annular region. The annular region can have continuous
annular (C) or discrete elements of powder nozzles or laser beams where the number of
elements is given. If the number of elements can vary, the letter N is used.

There are different LDED-PF powder nozzle and laser arrangements that are common
in industry. Three common types are shown in Fig. 2.5.

Figure 2.5: Types of LDED-PF setups used in industry. (a) Continuous coaxial (L-C). (b)
Discrete coaxial (L-N). (c) Multi-beam (P-N).

A LDED-PF arrangement with a coaxial powder nozzle (L-C) is shown in Fig. 2.5(a).
In this case the laser beam is at the center of the inner cone. For the coaxial arrangement,
the powder is fed between the inner and outer wall of the nozzle ducting. In some cases a
gas flow referred to as “shaping” or “shroud” gas is introduced between the outside of the
nozzle ducting shown and another outer cone. Depending on the particle speed and size,
this shaping gas can be used to improve the “shape” of the powder stream [26].

The morphology and grain size of LDED-PF manufactured components depends on
the location of the tracks, mainly the location with respect to the substrate if the build
settings are not being adjusted while building [25].

An example scanning electron microscope (SEM) image of the micro-structure for dif-
ferent layers of deposited Ti6Al4V is shown in Fig. 2.6.

The microstructure in both regions (a) and (b) consist of a Widmanstätten grain ar-
rangement structure (interleaving of lamellae shaped grains), with finer lamellae at the top
layers and coarser lamellae otherwise. The shape and aspect ratio of the cellular structure
within grains for both DED and LPBF made materials depends on ratio of cooling rate to
thermal gradient R and the temperature gradient at the solid-liquid interface G. The value
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Figure 2.6: Microstructure of LDED-PF manufactured Ti6Al4V part in the y-z plane at
different regions. Reprinted with permission from [25].

G/R and GR are referred to as solidification parameters which are able to predict likely
cellular morphologies [25].

2.1.4 LPBF and LDED-PF defects

Due to the various physical phenomena taking place in the LPBF and LDED-PF processes,
which depend on many factors such as laser settings and powder properties, if care is not
taken to properly optimize these parameters, the part will contain internal defects, or
visible cracks [19].

The main LPBF and LDED-PF defects can be classified as follows [27, 28]:

• Keyhole: this refers to spherical pores that can be formed due to gas being trapped
from the environment due to Marangoni convention [19]. The pores have a size
in LPBF smaller than 100 µm. However these porosities are more common and are
caused by the keyhole shaped opening in the melt pool. This is because of the change
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of reflectivity of the laser with respect to the powder when it is being molten together
with Marangoni convection, which causes an instability that is more likely to trap gas
within the built material. This effect as well as gas precipitation due to a decrease
of liquid metal gas solubility when the melt pool is cooling has been observed using
high-speed synchrotron X-ray imaging [29]. These pores have been observed in LPBF
numerical models using an arbitrary Lagrange Eulerian finite element (FEA) type
multi-physics model [30]. In LDED-PF this type of defect is also called an intra-layer
porosity.

• Lack of fusion: otherwise known as incomplete fusion defects. This type of defect
happens when there is not enough laser energy to completely melt the powder and
form a metallurgical bond with the previous layer. This can also happen due to
having a hatch spacing that is too large even at a nominal laser power. In LDED-PF
this type of defect is also called an inter-track porosity. For LPBF these types of
porosities have been modeled using a discrete element model (DEM) coupled to a
Navier-Stokes solver to simulate melt pool convection [31].

• Cracks due to undissolved powder particles: inclusions could be formed from inclu-
sions present in the feedstock, chemical reactions between metal alloy elements and/or
chemicals in the melt pool or reactions between the melt pool and the atmosphere

• Cracking due to internal stresses: cracking due to residual stresses can be classified as
hot cracking which happens at high temperatures at the end of solidification and cold
cracking that happens when residual stresses exceed the tensile stress of the material
at a particular location. Cold cracking happens because the stress field of the whole
object is changing when more tracks are being added, which can cause cracking in
a location away from where the last track is being deposited. These types of cracks
usually form from the surface, which has a high roughness right after fabrication.
This type of defect is more likely to happen in low ductility and toughness materials,
and in ceramic and cermet claddings

2.1.5 LDED-PF analytic modeling

One of the first models for LDED-PF was given in [32]. The model can predict laser beam
velocity as well as powder feed rate in order to produce a required clad height. It can also
predict the reduction in effective laser irradiation area due to particle attenuation. The
model can only model a single powder nozzle and does not take into account latent heat.
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A lumped 1D integral equation for the LDED-PF process was given in [33]. This model
can take into account the latent heat of the substrate as well as the reduction in effective
laser irradiation area due to particle attenuation, however it cannot take into account an
uneven laser power flux distribution or other 2D effects.

An analytic model developed in [34] includes the moving laser beam, the powder stream,
the substrate and the melt pool. The model can be used to predict clad geometry and
catchment efficiency. The model is able to predict clad dimensions within 8%.

The model can be extended for multiple powder nozzles, and was recently extended
for multiple tracks and layers [35]. The powder stream in this model is modeled as a
Gaussian distribution fitted a priori to a corresponding luminance distribution from camera
measurements and in its current form cannot be coupled to an external force field for a
one-way coupling with the particles.

2.1.6 LDED-PF numerical modeling

Some numerical models that take into account particle motion due to the carrier gas
simulated by computational fluid dynamics (CFD) are [36, 37, 38, 26]. All models currently
found make use of Lagrangian particle tracking. Lagrangian particle tracking means that
the powder stream is described using discrete particles and the forces on the particles are
integrated to track their location over time. More information on this method as well as
an implementation are described in Chapter 4.

In [36] the shape of the powder stream is investigated. The model uses the commonly
used k-ϵ turbulence model implemented with a finite volume discretization in ANSYS
FLUENT software. The model is able to also capture changes in the gas flow field due to
particle motion (two-way coupling). The type of LDED-PF nozzle that was modeled is a
radially symmetric powder nozzle. The main finding in this study is that powder “blob”
formation which is sometimes formed in the nozzle tip is caused by particle ricochet from
the work piece (substrate).

In [37] the particle and gas flow are modeled with a focus on the accuracy of the
model taking into account particle heating, non-spherical particles and the particle size
distribution (PSD). This model also uses the k-ϵ turbulence model implemented with a
finite volume discretization in ANSYS FLUENT software and two-way coupling between
powder and gas flow field. For the PSD a Rosin–Rammler distribution was used. This
PSD is frequently used for representing particle/droplet size distribution of sprays [37].
Non-spherical particles were considered in this model by using a modified drag law taking
into account the particle shape factor. The laser attenuation due to particles was neglected
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in this study and the same TEM00 (transverse electromagnetic mode with p = 0 and l = 0
written on the first and second subscript) laser beam heat distribution source which was
included in [34] was used. The computed powder stream compared to the actual powder
stream for a particular setup is shown in Fig. 2.7.

Figure 2.7: Predicted (a) vs. experimental (b) powder streams [37]. Experimental condi-
tions can be found in [37]. Reprinted with permission from [37].

One thing of note in [37] is that the coupling from the gas flow to the particles is done
only considering the Reynolds averaged velocity field and not the instantaneous flow field.
This was justified by calculating the Stokes number for a LDED-PF setup. The Stokes
number is a dimensionless number commonly used for particle tracking and particle sepa-
ration modeling. It describes how quickly a particle responds to changes in flow velocity.
The calculated value was higher than 1, suggesting the particles are not very responsive to
changes in the flow field and their paths are similar to ballistic trajectories which is what
is observed in Fig. 2.7 for example.

In [38] the powder stream is modeled first and then a ray tracing algorithm is used
to calculate the energy absorbed by the particles and the power intensity arriving at the
substrate. This can be applied to an arbitrary initial powder stream PSD. The rays are
modeled with a triangular cross section, with initial power flux sampled from the original
laser power flux distribution. This model uses the k-ϵ turbulence model implemented in
COMSOL multi-physics software with one way-coupling between the gas flow field and the
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powder. It was found in this study that the particle size distribution used had a strong
effect on the particle absorbed energy before reaching the substrate but a smaller effect on
substrate laser attenuation.

In [26] the gas-particle stream is modeled with the intention of studying various nozzle
geometries as well as gas flow parameters in order to predict LDED-PF nozzle particle
focusing for better resolution builds. The model uses the discretized Navier-Stokes equa-
tions directly without turbulence modeling and a fine mesh. It includes one way-coupling
between the gas flow field and the powder, which uses a PSD directly from measured val-
ues. It also includes particle heating with phase change. One of the unique features of this
model is that it models the particles upstream of the nozzle tip, with particle reflections
considering a coefficient of restitution between the particles and the nozzle inside surfaces.
Results for Nozzle #2 are shown in Fig. 2.8.

Figure 2.8: (a) Trumpf nozzle in operation, (b) its schematic and (c) gas velocity field.
(d) Particle tracks and particle concentration at (e) nozzle cross section and (f) at the
substrate. Reprinted with permission from [26].

The main conclusion in this study is that the gas flow field has a modest effect on the
final powder concentration distribution close to the substrate and that a lower coefficient of
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restitution between the powder and nozzle cones provides a more focused particle stream.
This conclusion corresponds with the Stokes number calculations and observations in [37],
that for the gas flow rates and particles being used in both studies the particle trajectories
do not strongly follow the gas flow field.

The model in [26] is extended in [39] to include the substrate and melt pool geometry.
The gas flow and particle stream models are the same as in [26], however the flow field
modeling is done with the k-ϵ turbulence model on a coarser mesh. The model uses a
linear combination of TEM00 and TEM01 laser modes in order to more accurately model
the laser being used. The model uses a melt pool heat transfer and surface evolution
equation described in [40] that can take into account an arbitrary powder concentration
distribution. The particles are assumed to only attach to the substrate if they are molten.
The model does not include the Marangoni flow within the melt pool.

There is a similar model for wire arc AM that takes into account Marangoni flow, which
is important to accurately predict the effective anisotropic heat conductivities found in the
melt pool [41]. In this study the clad deposit shape was found to be more accurately
modeled by taking into account Marangoni flow.

It could be worth to further investigate how the surface evolution of the melt pools in
[39] and [41] are implemented and how closely they match experiments with both models
including Marangoni flow.

2.2 Non-destructive testing (NDT) methods

This section will give an overview of different NDT methods and their characteristics in
order to compare their merits and disadvantages.

NDT methods have the following advantages compared to destructive testing [42]:

• The component can be used after examination

• Parts can be evaluated for internal features

• Parts can be evaluated while in operation

• Many NDT methods are implemented as portable devices

• Most NDT methods are cost effective
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Some of the general disadvantages of NDT are the following:

• The results of an NDT inspection usually require operator interpretation

• Some methods do not provide quantitative data

• Finer features such as shape and orientation of defects may not be resolvable

• Although most methods are cost effective, some methods like computed tomography
(CT) can be expensive

A more in depth description of NDT methods together with their physical principles of
operations, type of materials that can be tested and their advantages and disadvantages
are summarized in [42]. Out of all the methods described in [42], the only ones that can
detect sub-surface defects in metals are; X-ray computed tomography (CT), ultrasound
testing (UT), eddy current testing (ET) and thermal infrared testing (TIR). Since these
methods can detect sub-surface defects they are more relevant to this review and will be
described in more detail below. UT will be described in the following section.

CT, sometimes referred to as XCT or iCT (i for industrial) has a good penetration for
imaging metal components since it can image objects composed of materials with a high
atomic number. The high resolution of the method can be used to image voids and cracks
in the µm range. The scanning speeds are from a few minutes to hours depending on the
object’s size [43]. One of the concerns raised in [43] regarding CT was the testing cost
compared to other NDT methods. Another related concern is the use of ionizing radiation
and the need to properly shield personnel and other equipment not being tested. The
imaging algorithm in CT works by shining the X-ray source though the object at different
angles. This gives different projections of the object including internal features. This
information is then used to reconstruct an internal image of the object usually for different
2D slices using the inverse Radon transform [44].

ET is the measurement of induced currents in a conductive specimen done in order
to determine surface or subsurface defects. It has been used in crack detection, coat-
ing thickness measurements, conductivity measurements, heat damage detection and heat
treatment monitoring. Its advantages are high sensitivity and no contact between the in-
ductor/sensor and the component. With regard to crack detection, crack sizes down to 1.3
mm can be detected while maintaining false calls below 1% [45]. A recent development
in ET is Eddy current thermography or PECT, where the internal feature measurements
are done though the measurement of heat generated from the induced currents using an
infrared (IR) camera. PECT can detect defects by the difference in ohmic heating due to
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the defects causing an obstruction or a shortcut for the induced currents [45]. In [45] it is
noted that UT is superior in evaluating the profile of cracks compared to other methods
but ET is able to measure cracks without a couplant for ultrasound transducers. This
shortcoming of UT can be addressed by the use of LU.

TIR is performed by heating the surface of a part and using an IR camera, and reading
its IR emissions over time. Different defects that have different conductivities with respect
to the surrounding medium will locally change the IR emissions. There have been many
recent advances to increase the image resolution and imaging depth below the surface.
Some new techniques focus on “shaping” the spatiotemporal heating profile to increase
contrast for imaging of defects 3.5 mm below the surface in mild steel, de-noising using
synthetic heat equation simulation data, and inverse solutions to the heat equation using
the fast Fourier transform (FFT) and wavelet transforms [46].

2.3 Acoustics and Ultrasound NDT (UT)

UT is a mature and large field, with many overlaps with ultrasound for medical imaging
[47], and Fourier optics [48], which deals with the wave approximation for electromagnetic
radiation. In UT a sound pulse is sent from a single or an array of sound transducers that
can then measure the resulting sound reflected back from the boundaries of the test object
or from internal features [49].

The three most common ways to display UT data are [49]:

• A-scan: the signal is acquired at a single point from the surface; the signal (y axis)
over time corresponds to possible changes in medium density graphed over distance
from surface (x axis). The conversion from time to distance is done by using the
mediums speed of sound and a factor of two to account for the back and forth path
to a particular location in the sample

• B-scan: A-scans shown on a 2D plot with the x-axis corresponding to the location of
the scan on the surface and the intensity on a color scale

• C-scan: A-scans along lines covering a 2D surface, with the x and y axes as locations
on the surface and different colors either showing no significant signal, or the signal
amplitude or depth corresponding to a defect

A diagram showing the various ways to display UT data is shown in Fig. 2.9.
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Figure 2.9: Diagram relating different UT display methods (courtesy of Sonatest [50]).
The L-scan shown in the diagram is a less used display method that is similar to a B-scan
but is obtained by sequentially activating the transducers in a linear ultrasound array.

There are various types of waves that can be produced in a solid, either inside the
solid or at a boundary. Inside the solid one can have longitudinal or shear waves. In the
former the wave propagation happens parallel to the particle’s instantaneous velocity in
the medium, in the latter it is perpendicular to it. Waves at a boundary such as a metal
surface are called surface waves. The most common example of surface waves are Rayleigh
waves, with the particle’s instantaneous motion happening in an ellipse with respect to the
wave front [49, 51].

When sound propagates through an object, local changes in the medium will produce
reflected and transmitted waves. The fraction of energy transmitted or reflected as well as
the direction of the new wave fronts will depend on the acoustic impedance. The acoustic
impedance is the ratio between the sound pressure and the particle’s instantaneous velocity
in the medium. It is an analog to resistance in electric circuits. For maximum sound wave
transfer the impedances should match. If this is not possible an intermediate (coupling)
material with a certain thickness can be used. Also the coupling material should have an
impedance equal to the geometric average between the impedance of the two surrounding
materials. This matching is essential to send and receive signals from a transducer to the
test object. If the feature with different impedance in the medium has a similar size to
the wavelength, the wave will scatter; its intensity will be radiated out in many directions.
This can also be considered as a form of attenuation since most of the sound intensity will
not be detected [49, 52].

One of the main issues in UT is the trade-off between resolution and signal strength.
Higher frequencies allow for higher resolution but they also increase sound attenuation.
The attenuation also depends on metal grain sizes with respect to wavelength. The energy
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loss of ultrasonic waves in polycrystalline metals can be described by losses due to wave
spreading, scattering from unresolvable features and absorption.

The attenuation can be modeled using [53]:

AR = A0e
−αt (2.1)

where AR is the returned signal, α is the attenuation coefficient, and t is the propagation
time. Note that if instead of time, the travel distance is used, a factor of 2 should be
included to take into account the travel distance to and from a particular location. Also
a factor of two might be included since sound intensity is proportional to the ultrasound
pressure squared [49]. One should note which form of Eq. 2.1 is being used when calculating
attenuation coefficients. The attenuation coefficient can be expressed as a sum of two terms;
one from scattering and another one from absorption. For metals the absorption term is
very small and can be ignored. The attenuation coefficient due to scattering is dependent
on the scattering regime, which depends on the ratio between the ultrasound wavelength
and the grain size [53].

It would be useful to investigate ultrasound attenuation using LU as a function of grain
size and shape and sound frequency for defect free AM produced metals such as SS 316L,
AlSi10Mg or Ti6Al4V for example. This experiment has already been done for machined SS
316L using a focused transducer, with the sample submerged in water [53]. The attenuation
results were linked to the grain size and morphology using FEA. Based on measured grain
statistics, FEA models of the grains were generated. The results in [53] comply with
the different scattering regimes at different ultrasound frequencies, with generally greater
attenuation coefficients with increasing frequency. Another FEA simulation of scattering
in polycrystalline metals with similar results to the ones reported in [53] was done in [54].

2.3.1 Transducers

Ultrasound transducers are composed of a piezoelectric material sandwiched between two
electrodes. Most transducers can be used to both send and receive sound. At the front
there is a matching layer to maximize sound transmission and at the back there is a backing
layer to dampen vibrations in order to be able to produce short sound pulses. The material
usually used is a PZT ceramic, which has a high electro-mechanical conversion efficiency
[55, 56]. A transducer attached to a flat surface will produce a sound field with different
sound intensities over different distances and angles from its center axis. A plot of this
referred to as a directivity (or emission) pattern [56].
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Sound measurements from transducers and their directivity patterns are reported as an
amplitude or an intensity. Both can be reported in decibels or dBs which is a logarithmic
scale. The amplitude, intensity and dB values are related via:

L = 10 log10(I/I0) = 20 log10(Pe/P0) (2.2)

where L is either the intensity level (IL) if using the first equation or the sound pressure
level (SPL) if using the second equation. These two values can be assumed to be equal if
the plane wave or far-field approximation applies (I = P 2

e /(ρ0c)) and the proper reference
values are used. For air the commonly used reference values that make the two levels
equal are P0 = 20 µPa and I0 = 1.0 × 10−12 W/m2. The effective pressure is defined as
Pe = |P |/

√
2 where |P | is the pressure magnitude [52]. If one is only concerned with the

relative magnitude between different signals, arbitrary units (a.u.) are sometimes used
[53].

2.3.2 Imaging methods

There are various imaging methods for ultrasound that are expected to give higher reso-
lution images with a given transducer arrangement, part shape and expected location of
defects. The accuracy and processing speed for each method will depend on what assump-
tions are expected to hold in a particular test, that then translate to simplifications to the
elastic wave equation. One of those simplifications is sound waves moving to and coming
back from the “far-field”; i.e. the distance from the surface is much larger than the sound
wavelength and the sound source dimensions. Under this and other conditions one can
apply the Fraunhofer approximation for example [48, 56] to describe wave motion from the
surface to the interior of the object and use more efficient imaging algorithms. For example
in [57], this assumption was warranted since it was desired to image defects at large depths.
The assumption was used to modify the synthetic aperture focusing technique algorithm
(described below) to increase the algorithm’s resolution for the particular test setup. The
various imagining methods for UT can be classified into the following techniques [58, 59]:

• Single reflections: this refers to using single reflections to get information about one
line inside the sample (A-scan). The correlated information between A-scans from
adjacent locations is not taken into account

• Synthetic aperture focusing technique (SAFT): a type of acoustic holography method
[60], which uses signals from many different transducers. To find a 2D or 3D image,

23



the space is divided into pixels (voxels) and all the signals from every transducer at the
distance from the transducer to the pixel (voxel) is added up. Through constructive
and destructive interference, scatterers produce a total high signal compared to the
background [61, 62]. It is also considered a type of time domain delay-and-sum
(DAS) method [63]. The first implementations of this method were used to image
defects in thick metal sections [64, 65, 66]. In [67, 60] a link is made between SAFT
and tomography and a variant of SAFT using the Fourier transform called FT-
SAFT is derived. In [68] the same author implements the FT-SAFT algorithm for
high resolution 3D imaging. These methods has also been adapted for near-field
measurements [69]

• Phased array techniques: these techniques refer to imaging algorithms that use data
obtained from a phased array. A phased array is an array of transducers where the
timing of their signals can be adjusted. A phased array can produce high intensity
sound at certain locations within a sample by adjusting the phase shift of each emitted
sound pulse. Arrays can focus, steer or change the directivity pattern of the total
sound field. Two well known phased array techniques are the total focusing method
(TFM) and full matrix capture (FMC) [70]

• Physical optics far field inverse scattering (POFFIS): the reconstructed image is found
by using the inverse Fourier transform of the far field scattering amplitude of possible
defects. This method can also be related to SAFT and FTM [71].

• Phase shift migration (PSM): the method is similar to SAFT in the frequency domain
(FD) but is derived from the wave equation [63]. The method can shown to be
equivalent to Kirchhoff migration [72]. If the same transducer is used as an emitter
and receiver (zero offset), this method simplifies to the Stolt method [73]

• Synthetic aperture radar (SAR): this method assumes a point-scatterer model that
is transformed to the FD using a stationary phase approximation [72]

• Diffraction tomography [74]: this method is similar to the imaging algorithm for CT
tomography, with scatterers within the object producing signals that after applying a
Fourier transform are used to fill semi-circles in the Fourier space (k-space), instead of
lines crossing the origin. The inversion is done using an inverse fast Fourier transform
(FFT) just like in the inverse Radon transform for CT [44]

• Amplitude and time-of-flight locus curve: this is a technique where the signals ac-
quired from an array of transducers are filtered in the time domain, using the fact
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that a defect will produce a signal where the time-of-flight locus curves are hyperbolae
[58, 75]

• Time-of-flight diffraction technique: this method uses pulsed ultrasound to determine
the size of a crack. Instead of measuring the amplitude of the returned signal (which
is highly dependent on the crack shape and orientation) the method is tuned to
measure the difference in the arrival time between two signals that correspond to
the crack tips. Using the medium’s speed of sound this time delay can be used to
determine the size of the crack [61, 76]

• Methods using multiple wave types: these methods can use both longitudinal and
shear wave information for imaging. Two of these methods are the elastodynamic
dual mode far-field Fourier inversion method [77] and a method where the waves
are separated in k-space using projections of spatially Fourier transformed measured
data and the inversion is done using electromagnetic diffraction tomography [78]

• Numerical discretization and inversion methods: these methods use a numerical
model (finite differences, FEA, etc.) of the elastic wave equation which is referred
to as a forward model. From this model one can calculate an adjoint model to get a
gradient of the least squares fit between the acquired and simulated data with respect
to the discretized material properties inside the object. Then a non-linear optimizer
can use this gradient with the forward model to find the material properties that
cause the smallest least squared error between the forward model and the measured
data. The gradient obtained from an adjoint is exact up to machine precision, com-
pared to finite differences with associated discretization error, and all the derivatives
needed for the gradient can in the case of a least squares fit be computed in O(N)
instead of O(N2) operations, where N are the number of finite difference or FEA
nodes with some material property that needs to be determined [79]. This method
was implemented for UT in [80]. A close relationship was found between the ad-
joint model and time reversal based ultrasound imaging methods, where the waves
measured by the transducer are back-propagated in time in order to find scattering
sources. The advantage of this method is that one could simulate the full elastic wave
equation and take into account all the wave types reaching the transducers. However
the computation time compared to the methods discussed at present is much higher
even using the adjoint calculation

A summary of all the main UT imaging methods described before is given in Fig. 2.10.
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2.4 Laser ultrasonics (LU)

Prof. Monchalin from the Industrial Materials Institute at the National research council
of Canada has published two reviews on LU; one in 2004 [81] and another one as a book
chapter in 2007 with a focus on applications [82].

In [82], Monchalin describes the sound generation mechanisms, either thermoelastic or
ablation (vaporization), the optical detection of ultrasound using interferometry and the
use of various measurements done at different times and locations for image reconstruction,
using algorithms typically used in ultrasound phased arrays. A general LU setup consists
of a generation laser that generates sound waves by irradiating the sample surface at some
offset distance and detection laser coupled to an interferometer, also being applied at an
offset distance from the sample surface, that can read the surface vibrations on the sample.
The setup used in this thesis can be seen in Fig. 3.2.

The main differences between LU and conventional UT are the following [82]:

• Can do measurements up to a few meters away from object and in vacuum. Electro-
magnetic acoustic transducers and air coupled transducers require a small gap due
to induction losses and attenuation of acoustic waves in air respectively

• Since the part itself is generating the sound, the shape of the surface as well as its
orientation with respect to the laser beam does not substantially affect the resulting
signal. However this also means care should be taken to choose the right laser pa-
rameters based on the optical absorption properties of the material to produce the
required sound wave characteristics without part damage

• For a scattering surface the laser-ultrasonic signal will be weaker but less dependent
on the angle of incidence of the measuring laser, the opposite conditions will be true
for a polished surface. In both cases the strongest signal is obtained by the laser
beam being normal to the surface

• Using optic components it is possible to use various laser profiles (point, disk, circle,
line, array of lines, etc.) to get the required wave type, intensity, frequency and
directionality

• A laser can provide higher frequencies in the order of Gigahertz and shorter pulse
durations compared to piezoelectric transduction, because one needs to quickly damp
the oscillation with a backing layer for example
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• The sound generation mechanism does not allow selection of a wave type: longitu-
dinal, shear, and surface waves (for thick specimens that can be considered a half
space) or plate waves (for thin plates with respect to the sound wavelength) are all
emitted at the same time, which can be a benefit or a drawback depending on the
imaging method being used

• Waves generated in the thermoelastic regime are of the same magnitude as the ones
produced by piezoelectric transducers, but in the ablative regime shock waves might
also be produced. This can cause plastic deformation, breakage and other non-linear
effects

In the thermoelastic regime, light is absorbed at a short distance from the surface,
producing a related strain and stress that produces the sound waves. In metals this pen-
etration thickness is much lower than the associated sound wavelength. Also since the
surface is free to move, this means that the three orthogonal force dipoles produced at ev-
ery point only produce expansion parallel to the surface [82]. Force dipole in this context
means two opposite outward forces close to each other.

In the near field in a thin plate a depression on the opposite side of the plate can be
observed corresponding to the longitudinal wave arrival, followed by another depression
from the shear wave arrival. In the far field the emission (directivity) pattern of the waves
is symmetric with respect to the surface normal, with about 30° from the surface normal
for shear waves and about 60° for longitudinal waves with no emission for either type of
wave along the normal. This emission pattern has been modified by using a phased array
setup, using optical fibers of different lengths with a single laser source, different lasers
triggered at different times, or using a conical lens that produces a ring shaped laser cross
section at the metal surface [82].

In order to produce longitudinal waves parallel to the surface normal, there should
be enough light penetration to produce a thermoelastic source that is buried beneath the
surface [82]. This produces a source similar to a piston at the object’s surface emitting
normally propagating longitudinal waves, with are close to independent of the surface
curvature and of the orientation of the laser beam. The use of the generation laser at a
slight angle to the sample’s surface normal can be seen in the setup shown in Fig. 3.2. If it
is required for imaging, surface waves can be generated with a certain spot size and pulse
duration as well as laser light patterns from a spatial light modulator [82, 83].

For ultrasound detection using lasers there are two main techniques: ones using or not
using interferometry. Interferometry refers to the combination of two laser sources with
different phases to get an interference pattern beam with varying amplitude. The detection
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laser should be high power since the sensitivity is proportional to laser power. Also high
power aids in detection on absorbing surfaces and large offset distance applications. The
pulse duration should be sufficiently long to allow for adequate sampling [82].

2.4.1 Sound generation analytic models

This section will give a survey of different analytical solution used to describe the type
of waves seen in experiments, focusing on the thermoelastic regime. The publications are
mostly arranged in chronological order, with an emphasis on reporting their operating
assumptions, their solution methods and what physical phenomena they can explain.

In [84], Dewhurst and Hutchins from the Department of Applied Physics at the Uni-
versity of Hull developed a model assuming no heat diffusion or optical penetration in the
production of sound waves. However a simple heat diffusion model was used to calculate
the deposited energy. This means that this model assumes no thermoelastic stresses in the
z direction perpendicular to the surface. One of the conclusions is that the normal dis-
placement right at the surface opposite on the plate where the laser spot center is located
(epicenter) is due to longitudinal and shear waves, with the contribution due to shear waves
being about 4 times larger. It was found that all the wave amplitudes are proportional to
the deposited energy, the waveforms are not strongly dependent on the laser spot shape
or size. Using deconvolution on the measured data with the model it was found that the
percent of absorbed energy was about 9% which is comparable to measured reflectivity
data.

Using an infinite plate approximation with a known Green’s function solution, Dewhurst
and Hutchins from the Department of Applied Physics at the University of Hull were able
to derive a solution for the normal and shear waves generated by a laser [85]. This was
one of the first models reported for laser sound generation. The experiments done to
corroborate their models were done with a Q-switched Nd:YAG laser on metal cylinders
with a high diameter to height ratio to prevent interference from reflected waves from the
edges of the cylinder. The shape of the waveforms was found to not change at constant
laser energy and different laser powers below the critical power level that causes ablation.

In order to explain the directivity of the resulting sound field with a substantial com-
ponent that is normal to the surface in the far-field, there has to be some light penetration
that can then produce a thermoelastic source that is under the surface [82]. This allows the
source to “push against” the layer of material closest to the surface and produce a sound
wave normal to the surface. This was measured in [85] as an initial positive displacement
at the epicenter. In [86] both 1D and 2D axisymmetric models are given. The laser source
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is assumed to have a radial spatial distribution at the metal surface for the 2D model and a
time variance modeled by an impulse function for both types of models. The authors focus
on explaining the positive displacement right at the surface at the epicenter, which was
originally measured in [85]. This initial displacement is referred to as a precursor. This
precursor can be explained using the reported 1D models. One of them assumes a plane
temperature rise spike parallel to the surface of a half-space and then it is extended to a
varying temperature profile assuming thermal diffusion. Another model assumes optical
penetration. The conclusion is that either or both phenomena can produce this precursor
signal. A 2D model is derived using both thermal diffusion and optical penetration that
closely matches experiments.

Another later model was described in [87]. The model provides 3D solutions in cylin-
drical coordinates for a laser beam that is modeled as a constant power source point that
varies with time an impulse function. The model assumes the conductivity equation can
be solved independently of the elastic wave equation assuming a small fraction of the laser
energy is converted to elastic waves. The model takes into account both the thermoelastic
and ablation phenomena. The results are able to predict longitudinal, shear and surface
waves. One observation in the thermoelastic regime was that the waveforms remain the
same under different laser powers (for the modeled time variance using an impulse func-
tion).

A model in [88] is used to predict the amplitude of surface waves in metal. This model
is used to predict that the maximum amplitude values normal to the surface for shear
waves can be generated using a laser pulse duration equal to dl/vR, where dl is the laser
spot width at the surface and vR is the Rayleigh wave speed of the material.

All the above solutions have many simplifications while their complete solution is either
difficult or impossible without numerical approximations. This has been addressed with
a newer analytic solution [89] that uses the hyperbolic heat equation which takes into
account a finite heat propagation speed. While this equation is more complicated than the
heat diffusion equation, if one makes the experimentally based assumption that the heat
propagation speed is the same as the longitudinal wave speed in the elastic wave equation,
one can substantially simplify the analytic solution. The model can include a laser source
with a finite extent, in the form of a Gaussian surface source.

In [90] a solution to a 1D model is obtained that also takes into account the non-Fourier
effect in heat conduction (finite heat propagation speed) and the coupling effect between
temperature and strain rate to model laser pulses in the nanosecond to femtosecond range.
The solution uses Fourier series to represent the laser pulse intensity and the final solution.
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A simple analytical model is used in [91] to design a “laser-ultrasonic generated phased
array”. Focusing was shown below the sample, with an amplitude 15 times higher than
an unfocused array. The resulting beam had a narrower and steerable longitudinal wave
directivity pattern.

2.4.2 Sound generation numerical models

An analytic-numerical solution is given in [92] with Monchalin as one of the co-authors.
The solution uses the elastic wave equation and the hyperbolic heat equation, which is
solved using temporal Laplace and spatial 2D Fourier transformations and their numerical
inversion. This method is used to model the sound waves generated in an orthotropic
medium. An orthotropic medium has different elastic properties in different directions.
The solution can use any 2D spatial laser flux or laser application time distributions. The
obtained solutions closely match experiments done with an aluminum and a composite
plate.

A model using an analytic-numerical solution with a point-wise discretization of a laser
beam profile and using Huygens principle was used in [93] to match experimental results.
The solution was implemented in MATLAB. The experiment consisted of a laser with a
ring profile producing thermoelastic waves on an aluminum plate. The ring laser spot
profile was produced using a bi-convex lens followed by an axicon lens. Another FEA
model based on the PZFlex software package was implemented. However this simulation
was only able to predict the incoming wave away from the center of the ring and not the
Gouy phase shift. The Gouy phase shift is the phase change that happens after the sound
(or light) waves are focused to a point. This ring profile used has the advantage that it
can more effectively focus the sound normal to the surface along the ring axis [82]. This
profile might be more advantageous for imaging defects [94, 95].

One can use finite differences with explicit integration of the elastic wave equation cou-
pled with the hyperbolic heat equation using staggered grids to simulate the thermoelastic
laser generation [96]. The heat equation is solved implicitly in order to use the coarser
temporal and spatial discretization values as the wave equation and reduce the computa-
tion time. The model results match the selected analytic results. The model can simulate
transversely isotropic materials.

In [97] an axisymmetric 2D model is implemented in COMSOL as an FEA model. The
model is able to compute the longitudinal, transverse and surface wave directivity patterns.
The model matches experimental results done on an aluminum cylinder. The paper points
out the advantage of LU as a way to identify defects in objects with complex geometries.
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Another axisymmetric 2D model FEA implementation is described in [98]. The thesis
describes in detail the meshing and time resolutions necessary to match experiments. The
model matches experimental results also done on an aluminum cylinder. This implemen-
tation was done in Abacus.

2.4.3 Sound generation laser characteristics

The sound generation laser needs to deposit enough energy per pulse in order to produce
the required sound time signal and amplitude. The power should be high enough to produce
sound either in the thermoelastic or ablative regime as required by the system designer
but not high enough to cause damage. Shorter pulse widths are desirable since they can
produce higher sound frequencies [99, 3].

2.4.4 Laser based sound detection techniques

Most detection techniques for LU use interferometry. In interferometry distance changes
are measured by splitting a laser into two beams, and combining them at the same time
of after a time delay, after one or both of them have had a phase change due to a different
travel distance. In this case the different travel distance is caused by elastic surface waves.
The difference in magnitude of the resulting total signal is then used to calculate the
distance change.

The rest of this section will describe non-interferometric techniques and some particular
interferometry setups. Non-interferometric techniques can be further classified based on
their working principles; knife-edge, surface grating, reflectivity and light filtering [82].

In the knife-edge technique, a laser is pointed at a surface. The reflected laser beam
is deflected slightly due to the surface ripples caused by ultrasonic waves from inside the
materials or surface waves. This deflection is measured by using a partial obstruction
(knife-edge) and the light intensity is measured after the obstruction. This technique has
been commercially developed into a scanning laser acoustic microscope (SLAM). To be
able to measure this effect the laser spot diameter should be smaller than the surface
ripple spacing [100].

In the surface grating technique, a beam that is larger than the surface ripple spacing is
used to get a reflected laser with an “intensity corrugation” due to the surface acting as an
optical grating. An amplitude signal can be extracted by passing the reflected laser beam
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through a Ronchi ruling (parallel alternating transparent and non-transparent stripes) with
suitable dimensions [100].

The reflectivity technique uses the change in reflected laser amplitude to measure the
ultrasonic stress on the surface, which changes the diffuse reflectivity of the surface due
to changes in the refractive index. This method has been used to measure the surface
ultrasound signal in some thin film metals such as As2Te3 semiconductor using a laser with
a picosecond range pulse width [100]. This technique might not be feasible for metals.

The bandwidth (the width of the frequency range) of signals that can be measured for
non-interferometry methods depends on the surface medium [100]. In interferometry, this
bandwidth can be tuned, but there is a trade off with sensitivity. Interferometers can be
subdivided into three general detector setups:

• Optical heterodyning: in this scheme the laser is split into two beams and then
recombined after one of the beams is shifted in phase due to a moving surface.
If there is a frequency shifter in one of the arms of the setup the setup is called
heterodyne, otherwise it is called homodyne. This type of setup with two arms is
called a Michelson interferometer. This interferometers have a very high sensitivity
to surface roughness and the beam should be very well focused [100]

• Differential interferometry: this scheme uses the interference pattern of two beams.
The beams can either be compared after being reflected from the same location at
different angles (in-plane) or at different locations (displacement). The method can be
used in rough surfaces and to measure in-plane displacements using the interference
pattern [100]

• Velocity of time-delay interferometry: this technique combines two beams after they
were reflected, however one of them is delayed by a fixed time. In these setups the
signal is proportional to the velocity of the moving surface therefore these systems
are very insensitive to ambient vibrations [100]. One of these methods is referred
to as the Michelson velocity interferometer. The setup is the same as in Figure 18
but instead of a laser the initial beam is the beam reflected off the surface, and
instead of the sample another mirror is used which has a different distance to the
beam splitter than the original mirror. This difference in length is used to produce
the time delay. The mirror sizes and the path length difference could be very large
in order to produce a system with the needed sensitivity and étendue [82]. Another
type of system that allows for a large effective path difference by using multiple
interference events as well as a large étendue is the Fabry-Perot interferometer. In
this setup the incident beam produces multiple reflections due to two mirrors, and
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the use of concave mirrors means the system is insensitive to the location and angle
of the incident beam (producing a high étendue). One thing to note is that the
sensitivity for this system is close to zero at low surface motion frequencies which
makes the system intrinsically insensitive to vibrations [82].

Taking into account AM applications, due to the rough surface finish a method such as
optical heterodyning is applicable. The method also has a high bandwidth, it is insensitive
to vibrations and air currents and can be used to measure normal and in-plane vibrations
[100]. Another system used in industrial applications that has in addition insensitivity to
imprecise alignment and bandwidth selection is a confocal Fabry-Perot [100].

2.4.5 Detection laser characteristics

The laser should be as high power as possible without affecting the material permanently.
This is because interferometric methods are more sensitive with a higher power. The high
power is also desirable with surfaces with a high absorptivity and for far away distances
where there is a small collection solid angle.

The pulse duration should be long enough to capture the required signal. In practical
systems this value is between 10 and 100 µs. A suitable laser is a Nd:YAG red fiber laser
operating at a 1060 nm wavelength which can provide high amplification gain [82].

Applications for LU and their imaging methods

This section will go over the use of LU for different applications as well as the corresponding
imaging methods being used if they are known. The applications described in this section
are focused on using LU for defect and crack detection in metals, which is most closely
related to the problem of defect detection in AM metal components. Other applications
of LU for measuring tube and coating thicknesses, as well as microelectronic thin films are
described in [82].

The SAFT algorithm has been tested and results reported in [101, 102, 103]. Using this
imaging method was shown to produce higher quality images compared to plotting C-scans
from A-scan data. In this publications the SAFT algorithm was also carried out using F-
SAFT which uses the Fourier transform to speed up the computation time. The method
was tested in aluminum samples [82]. The SAFT method has also been applied using
surface waves, in order to detect near surface defects [104] and using SAFT with “full matrix
capture”, meaning data from all sound emission points and different surface sampling point
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combinations is recorded [105]. This method should provide higher resolutions, however
the data acquisition time is high [82].

Lockheed Martin is using LU for finding internal defects in polymer-matrix composite
parts of the F-22 and F-35 fighters manufactured by the company [106, 107]. It is used
because it is able to test parts with complex geometries and for a high testing throughput.
The system depends on producing longitudinal waves with a high power sound generating
laser one meter away from the object [82].

For shiny surfaces the beam interrogating the surface has to normal to the surface.
The solution used in many applications is to mount the inspection system on a robot arm
that orients the system normal to the surface based on the testing location using optical
profilometry or the CAD file of the component [82, 108].

Due to the broadband nature of the LU generated sound waves, detached composite
layers can be made to vibrate, in a similar way to the currently used tap test for composite
parts. This induced vibration can also be detected with an LU system [82].

One can detect surface cracks due to stress-corrosion in steel using LU. This was com-
pared with the use of penetrant testing (PT). The imaging method used was F-SAFT [82].
Another application using SAFT was for detecting defects in stir welding. This was com-
pared with immersion ultrasonics and LU was shown to produce much higher resolution
images in an aluminum component due to sound generation with a frequency of up to 220
MHz [82, 109, 110]. LU using the SAFT algorithm was implemented to test for defects in
multi-pass welds done with arc welding. In order to compute the image using SAFT, the
surface profile was measured using laser triangulation [82, 111].

One can also use LU for metal microstructure characterization at elevated tempera-
tures for example austenitic grain growth in steels and even phase transformations such as
austenite into ferrite [82, 112, 113].

2.4.6 LU commercial setups

Nearly all commercial LU systems are aimed at part inspection for defects in the aerospace
sector. One of this systems uses a robotic arm to move the part in front of a LU system.
This product is called tecnaLUS, developed by Tecnatom and Airbus [82, 114].

Another similar system was initially developed within Lockheed Martin. The engineers
in charge of developing this technology then started their own company; iPhoton Solutions
LLC. The system called the iPLUS can scan up to 6 m2/hr at a distance of up to 1.8 m
[82, 115]. A system that uses a gantry instead of a robot arm is the LaserUT® system by
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PaR systems [116]. The system uses TEA CO2 lasers for the sound generation laser and
it is claimed it can be up to ten times faster than conventional UT systems.

The only currently known LU commercial system aimed for laboratory research is
the LUKS-1550-TWM system from Optech Ventures & Intelligent Optical Systems Inc.
[117]. This is a table top system that can be used to develop new LU imaging algorithms
and experimental methods for defect detection. This system has been used before in the
literature to develop composite structure testing [118], testing de-bonding of a lead-alloy
structure [119], and detecting defects in LPBF printed ALSi12 samples [120]. This is the
system that was used in the experiments described in Chapter 3. Detailed specifications
for this system can be found in Section 3.2.2.

For monitoring metallic microstructures there is one system available in the market
called the LUMet® which stands for “Laser Ultrasonic Sensor for In-Situ Metallurgical
Microstructure Studies” from Gleeble [121]. The system can measure grain growth, final
grain size, phase transitions and elastic constants.

2.5 NDT use for metal AM in-situ monitoring

This section will give a summary on the NDT methods used for AM metal components,
starting with general methods, then UT and then LU. It will focus on the physical princi-
ples, the imaging algorithms used and the resolutions achievable if they are available.

2.5.1 NDT

A literature review of NDT techniques applied for both in-situ and part qualification was
done for the Department of National Defence of Canada [122]. The review outlines differ-
ent methods including thermometry using IR cameras. It classifies thermometry methods
into two classes; one using the temperature of the object for signal acquisition and another
using an external heat source such as a flash lamp. The flash lamp setup might give more
repeatable data. Other technologies highlighted are the use of visible light cameras to
determine the powder height distribution, which can be the cause of defects after melting.
One commercial application of this technology is the Concept Laser’s QMcoating module.
The review mentions all the methods described in Section 2.2 as applicable to AM, however
it also mentions another method; shearography. Shearography is an interferometry tech-
nique that uses the interference pattern reflected from a built sample. With this technique
one can test for surface stresses in the part after peening for example.
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The review in [123] focuses on both process defects and in-situ NDT techniques for
LPBF. The techniques discussed for in-situ NDT are TIR, with either visible of infra-
red cameras. Some of the “derived signatures” that are most commonly sough after is
spatter and the detection sub-surface defects from thermometry. It is noted in the review
that very few studies have been carried out on automatic determination of out-of-bounds
measurements and active feedback to correct the detected anomalous features. One new
method mentioned in [123] for correcting features is called selective laser erosion, where
the laser is used to vaporize a small amount of material. One attractive TIR method [124]
achieves thermographic super resolution by taking advantage of the spatially structured
laser heating that can be achieved using the galvanometer scanner in a LPBF machine.
Other works [125, 126] describe the use of optical cameras, either using the visible range
or the near IR spectral range of cameras to inspect the LPBF powder bed surface or melt
pools in-situ. However, these types of inspections only give an indication of how likely a
sub-surface defect is going to form and are not able to directly image a defect.

A review of CT applied to AM parts for defect detection is given in [127]. It is noted
that in the 2005-2010 period, CT was starting to be used as a pore measurement tool.
From 2011 to 2014 the applications have moved to not only density measurements but
also measuring pore morphology. The authors note that in the available literature, the
Archimedes method still gives better overall porosity fraction values compared to most CT
systems, due to their resolution limits and the presence of very small pores, particularly
in very dense parts. However CT still remains the highest resolution method to determine
the distribution of porosities regardless of surface depth in a built component. In [128]
microCT is used for testing of a Ti6Al4V component that was manufactured on an EOS
M270 LPBF machine. This was an actual production part. Another test was carried out
after hot isostatic pressing (HIP). Care was taken to align both data sets so one could be
able to see the differences in pore size. Small defects in the order of 50 µm were smaller
and fewer in number after HIP. The defects were found along planes normal to the build
direction indicating inter-layer lack of fusion defects. Although the part was 99.995% dense,
the defects were highly localized, indicating the importance of non-destructive testing for
part validation.

2.5.2 Ultrasound NDT

A method to obtain grain boundary statistics using immersion UT is used to obtain filtered
images using extreme value statistics. The confidence bounds found from grain noise can be
used as time-dependent thresholds for ultrasonic C-scan image segmentation. The method
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is able to detect a defect of approximately 100 µm in size in a 316L SS sample manufactured
with LPBF with a 15 MHz piezoelectric transducer [129].

UT was used to determine the bonding between different layers deposited in a wire arc
DED process in [130]. This was done by doing A-scans in a fixed position below the build
plate. The results were confirmed by CT and by cutting the sample in half and using PT.
The publication has a good review of different NDT methods applied to metal AM in-situ
inspection. The conclusion is that LU, ET, and TIR are promising technologies for in-situ
inspection.

An interesting use of piezoelectric transducer UT for in-situ process inspection was done
in [131], where a single transducer was attached to the bottom of the build plate in an EOS
EOSINT M 280 LPBF machine. A plot of sound speed taking into account build height
shows a sudden increase followed by a decrease in slope that has an asymptotic value. It
is hypothesized that this might show the speed of sound dependence on the temperature
of different layers. It was also observed that the frequency spectrum of the returned waves
changes while the top layer is being fused. One can also see that if laser power is reduced,
the B-scan shows echoes at that height. This might be due to the formation of lack of
fusion defects.

2.5.3 Laser ultrasonics

LU has been applied to the detection of defects in LDED-PF built parts, using 316L SS
and Ti6Al4V. In order to capture shallow defects Rayleigh shallow surface waves are used.
Wavelet analysis was used to filter the signal [132]. The main author in this publication
was Dr. Klein who now works in Optech Ventures & Intelligent Optical Systems Inc.

In [81] and [133], Lévesque and Monchalin describe an LU system that was used to check
for defects in metal AM test coupons made using laser DED with powder and wire, and with
electron beam wire deposition. Lack of bonding, lack of fusion and individual porosities
were detected and confirmed with X-ray micro-computed tomography. The publication
highlights further work is needed in; scanning and imaging techniques and the effect on
the LU process from higher temperature during deposition and surface roughness.

An LU system with similar specifications to the LUKS-1550-TWM system and an
Optech AIR-1550-TWM Adaptive Interferometric Receiver Optech Ventures & Intelligent
Optical Systems Inc. was used by Everton in [134]. Samples made using Ti6Al4V were
made with LPBF as well as samples with the same dimensions with wrought Ti6Al4V stock
material. The dimensions of the block were determined using time of flight calculations
to make sure one could do the measurements using surface Rayleigh waves. Holes with a
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diameter of 0.563 and 1.265 mm were added by EDM at varying surface depths (0.261-
1.226 mm). All the holes with diameters greater than 0.725 mm and all holes up to 0.7
mm in depth identified from B-scans produced using the LaserScanTM software using the
developed filtering strategy.

In a later publication [135] by the same authors as in [134], the same LU system is used
to inspect different samples. One thing noted in the article is that there are no coupling
problems (losses and noise) in LU; this is of particular importance when one is using
higher frequencies to resolve smaller defects. Test pieces were designed and manufactured
from Ti6Al4V using AM. The test pieces had a 10.0 by 3.0 by 0.2 mm defect zone placed
centrally below the top surface of a 20 by 20 by 10 mm block. The defect zone was created
by using different laser scan parameters. B-scans were generated and were able to show the
intentionally created sub-surface porosity. The results were validated with X-ray computed
tomography.

In [136] a LU system with continuous wave laser heterodyne detection is used to inspect
a sample that has a spot weld. The sound generation laser used is a Quanta Ray Q-
switched Nd:YAG, operating at 355 nm and a repetition rate 100 Hz. This publication
had a thorough description of the setup and imaging method but it was not very clear on
how the spot weld is related to any defect from particular AM technology.

The experiments reported in [137] focused on testing an AM and a forged block of 80
by 20 by 25 mm made in 316L SS. Notches were made in the block by EDM in order to
simulate defects similar to the ones found in the DED process. The generation laser has a
wavelength of 532 nm, with a 7 ns pulse duration. The pulse energy is 30 mJ. The probe
laser has a 1064 nm wavelength with a pulse duration of 80 µs. The interferometer is a
two-wave mixing interferometer made of a photorefractive crystal. The signal to noise ratio
of the returned sound signals was found to be lower for the AM made blocks. This was
explained by the difference in grain size and shape between the AM and the forged 316L
steel. The size of the smallest notch that could be seen was 50 µm in width at a 100 µm
depth.

LU inspection for metal AM components was investigated as part of the “Intrapid”
project [138]. The project aims to investigate eddy current, laser thermography and laser
ultrasonics. The detection system uses a laser interferometer to measure surface waves
to detect surface and sub-surface defects, and time of flight measurements of diffracted
ultrasound were used to detect defects deeper in the samples. The algorithm used to detect
defects fits the data to hyperbolic shaped reflections coming from a point-like scatterer.

In a later paper [139] by the same first author as in [138], LU is tested against laser
thermography. Laser thermography is the application of a laser to a surface to apply
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localized heating. Depending on the sub-surface thermal properties (in part determined by
the existence of voids), the IR image of the surface over time will show local heating/cooling
due to sub-surface defects. Inconel 600 coupons were made with LPBF and afterwards blind
holes were drilled using laser drilling with different sizes and distances from the surface.
The generating laser spot was a 0.1 by 3 mm line, produced by using two cylindrical lenses.
Holes with sizes down to 470 µm where detected with both methods. However it was noted
that depth and size determination with laser thermography is not as accurate compared
to LU.

In [120] the samples being tested were made using built-in holes and the results were
validated using CT and immersion UT. The samples used were made by LPBF with AlSi12.
The sample was made with five equally spaced 2 mm size holes with varying lengths of 2,
5, 10, 15 and 20 mm. The samples were sandblasted before testing in order to get better
signal reception. The LU system used was the LUKS-1550-TWM system from Optech
Ventures & Intelligent Optical Systems Inc. [117]. All defects tested were clearly detected
with LU.

2.6 Sound radiation force and current applications

This subsection describes how a given sound field can produce a force field on an object
with a large difference in acoustic impedance compared to the sound propagation medium.

2.6.1 Applications of sound radiation force in microfluidics

The sound radiation force phenomena has been used extensively within the field of mi-
crofluidics (acoustofluidics), in order to sieve and sort particles or particle agglomerations.
This is usually done for fast biological particle/agglomeration characterization. A good
review of the subject can be found in [140].

For calculating the sound radiation force, one first needs to calculate the sound pressure
field and its corresponding Gor’kov potential [141]. This potential is related to the acoustic
force on a particle with some particular acoustic material properties via:

F = −∇U (2.3)

The Gor’kov potential is the following [142, 143]:

U = Vp

[
f1
1

2
κm⟨p2⟩ − f2

3

4
ρm⟨v2⟩

]
(2.4)
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with:
f1 = 1− κp

κm

(2.5)

and:
f2 =

2(ρp/ρm − 1)

2ρp/ρm + 1
(2.6)

where Vp = 4πr3p/3 is the particle volume, rp is the particle radius, and ρ is the density.
The subscripts m and p correspond to the medium and particle respectively. The variable
κa is the compressibility either of the particle or the medium, given by κa = 1/(ρac

2
a),

where ca is the speed of sound in the medium or particle. The angled brackets denote a
one wavelength average of the instantaneous pressure and wave particle velocity squared
(p2 and v2).

A result was given in [142], for particles flowing in a microfluidic channel with two
parallel 180° out of phase transducers at opposite walls. The sound pressure in the channel
was modeled as:

p = pacos(kz)sin(ωt) (2.7)

with one side channel at z = 0 and half a wavelength at the opposite side w meters away
(k = 2π/λ and λ/2 = w). The derived force field was the following [142]:

F = 4πΦkr3pEacsin(2kz) (2.8)

where Eac = p2a/(4ρmc
2
m), and Φ = f1/3 + f2/2. Eq. 2.8 is derived in Appendix A.

From this analytic result a few observations can be made:

• The amount of force is proportional to the sound pressure magnitude due to Eac and
inversely proportional to its wavelength due to the k dependence

• The maximum force happens at a quarter of the wavelength from the nodes of p and
its directed towards the nodes if ϕ > 0 which happens in most cases where ρp > ρm

• The amount of force crossing its maximum value decreases as one gets closer to the
particle trapping point
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2.6.2 Sound radiation force for sorting of aerosol particles

Another application of sound radiation forces is to sort particles in a gas; aerosol sorting.
The applications are mostly for particle characterization.

In [144], glass bead particles in air are sorted using a resonator channel, similar to
the microfludic channel analyzed in [142]. The movement of the particles within the air
flow was visualized by using a laser light sheet formed by passing a laser beam through
a cylindrical lens. The laser used was a 4 W argon-ion laser with a 514 nm beam. In
[145], particles fall towards an acoustic Fresnel lens that produces an radially symmetric
force field that can be used to sort them based on size and/or material properties. In [146]
the forces on sub-micron aerosol particles are modeled and measured as a function of the
aerosol number density and size distribution, while they move in a flow-through resonator.

2.6.3 Acoustic levitation

In [147], a model of the sound field from an ultrasound transducer array is numerically
optimized by varying the phases of each element in order to produce the highest particle
trapping forces possible, using the results in [142] that relate the gradients of the averaged
instantaneous pressure in a sound field with the generated force field on particles with a
given size and material properties.

For particle trapping, all force gradients should be positive close to a required trap
point and the trap point location should have a low sound pressure amplitude. Therefore
one should maximize the Laplacian of the Gor’kov potential (the negative gradient of the
force) and minimize the pressure amplitude there [147]:

f = wp|p| − ∇2U = wp|p| − (Uxx + Uyy + Uzz) (2.9)

One can control the spatial distribution of forces around the levitation point by weight-
ing each of the second partial derivatives of the Gor’kov potential with a bias weight:

f = wp|p| − (wxUxx + wyUyy + wzUzz) (2.10)

where |p| is the magnitude of the averaged sound pressure and Uaa is a second spatial
partial derivative of the Gor’kov potential that is a function of p, the particle size and
material properties of the particle and the medium. One example of the arrays used in
[147] are shown in Fig. 2.11. Other shapes such as a “v” arrangement with two angled side
by side rectangular arrays and a hemispherical array were also used.
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Figure 2.11: Example 8 by 8 flat rectangular array setup levitating a particle (from sup-
plementary material of [147]).

For example, if one has a flat rectangular array with the transducers pointing in the z
direction and the levitation point is a certain distance along the z axis like in Fig. 2.11, if
one uses a large value for wx or wy and low values for all the other weights, one obtains a
twin trap, shown in Fig. 2.12. In the three pictures shown, the sound field was generated
using a 20 by 20 array of MA40S4S sound transducers from Murata Electronics (more
information found in supplementary material of [147]), optimizing for a levitation point 12
cm along the z axis where the z axis intersects the center of the array and is perpendicular
to the array.

The twin trap was not reported in the acoustics or optical literature before being
reported in [147]. If one uses large wx and wy values, one obtains a vortex trap, shown in
Fig. 2.12. Vortex traps have been designed before using acoustic and optical setups.

A bottle trap with high forces in the z direction can be obtained by using a large wz

weight. The resulting pressure distribution is shown in Fig. 2.12. Bottle traps have been
produced in acoustics but not for particle levitation, however they have been reported in
the optical tweezer literature and are usually produced by intersecting two laser beams
with different modes [147].

The weightings described apply to a flat transducer array and might need to be changed
if the array has a different geometry to obtain the required trap type.

The Gor’kov potential can also be expressed in terms of the instantaneous pressure and
its spatial derivatives by [147]:

U = K1|p|2 −K2(|px|2 + |py|2 + |pz|2) (2.11)
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Figure 2.12: Acoustic traps: twin (left), vortex (center), bottle (right). The pressure
isosurfaces shown are for 2 KPa for the twin and vortex traps and 1.3 KPa for the bottle
trap [147].

with:
K1 =

1

4
Vp

(
1

c2mρm
− 1

c2pρp

)
(2.12)

and:
K2 =

3

4
Vp

[
ρp − ρm

ω2ρm(ρm + 2ρp)

]
(2.13)

where p is the sound pressure field that is the sum of the individual transducer pressure
fields, |p|2 = p · p and the dot product operator in this case is defined in [147] as a · b =
ℜ(a)ℜ(b)+ℑ(a)ℑ(b). The form of the Gor’kov potential given by Eq. 2.11 can be found by
finding the required spatial derivatives of the total sound pressure field p, and its derived
in Appendix A.

An analytic form of the vortex sound field obtained in [147] for a particular transducer
array setup is used in [148] to levitate a large Styrofoam particle that has a size comparable
to the sound wavelength (i.e Mie particle). For particles of this size the vortex sound field
produces a net torque, that leads to dynamic instability and ejection. This is mitigated by
generating sequences of short-pulsed vortices of equal helicity but opposite chirality.

The design of force fields using high intensity sound has been used to design an acoustic
levitation system that automatically injects, transports, merges and ejects liquid droplets
in mid-air [149], which could be used in applications in biology, chemistry and pharmacy
where these operations are done manually using a pipette to transport and mix liquids.
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The sound field is calculated taking into account a single reflection from a flat sound re-
flector. This is done by combining a modified matrix method with the Gor’kov potential
equation to simulate the pressure and potential field generated by all the sound sources.
This produces similar results to [147] but without using nonlinear optimization. In [149]
this calculation was done using an analytical expression for the acoustic pressure gener-
ated by the sound sources using the far-field approximation. In [150], an example of the
calculation taking into account an infinite number of reflections for ultrasound directed self-
assembly to organize particles dispersed in a fluid medium into a desired three-dimensional
user-specified pattern. The calculation is carried out by simulating the sound field using
the boundary element method for solving the Helmholtz equation and directly solving a
constrained optimization problem to obtain the required phases. In [151], multiple acoustic
traps can be produced, using an iterative back-propagation algorithm to find the phases
of the sound sources, in a similar way to how holographic optical tweezers (HOT) are pro-
duced. The algorithm uses a modified version of the iterative angular spectrum approach,
which is based on the Gerchberg–Saxton algorithm used to generate HOT.

2.7 Summary

As discussed in this chapter, LU technology has matured to the point of commercial applica-
tion and it is currently starting to be applied for AM manufacturing. Part of this adoption
by industry has been enabled by more capable lasers with more power and shorter pulse
times that allow for higher resolutions, as well as integrated robotic systems which are able
to be used with LU in order to inspect parts non-destructively, at long distances and with
more advanced computer control allowing for inspection of complex geometries.

The recent developments described in this chapter where ultrasound is used to levitate
and sort particles, as well as the recent work described in [152] where the grain morphology
of an AM part was modified by using an ultrasound transducer attached to a LPBF build
plate show the promise of using ultrasound not only for NDT, but also to more finely
control metal AM processes.
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Chapter 3

Laser Ultrasound Tailored for LPBF

3.1 Introduction

Laser ultrasound (LU) is a non-destructive testing (NDT) method that generates, and
measures sound waves reflected from defects such as voids inside a metal part built by
advanced and conventional manufacturing methods. In particular, any defects in metallic
parts made by additive manufacturing (AM) processes, which are known to negatively
decrease the strength and fatigue performance of printed parts [153].

LU can be performed in a non-contact way and at high temperatures [3, 4]. This is very
useful for in-situ AM metal inspection, since the use of some sensors in an intermittent
fashion could substantially increase the fabrication time considering the fact that the solid
topmost layer or track is at a high temperature during the metal AM process. Another
attractive feature of LU is that it can be used concurrently for defect detection and residual
stress measurements [5].

The current work described herein is done to demonstrate the use of UL to detect
and compare the different defects (i.e., cracks and pores) at different location of parts
made by AM. In particular, the UL responses for side through-hole, bottom blind hole
and trapped powder artificial defects at different depths were studied for different samples
composed of different alloys. In addition, the selection and customization of an appropriate
reconstruction method that takes into account the UL experimental setup needed for a laser
powder-bed fusion (LPBF) machine.

In a previous study with similar aims, LU is applied to the detection of defects in SS
316L and Ti6Al4V samples. To capture shallow defects, Rayleigh surface waves are used.
Wavelet analysis is used to filter defect signals [132].
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In [111], an LU system was used to check for defects in metal AM test coupons made
using laser directed energy deposition (LDED) with powder and wire feedstocks, and with
electron beam wire deposition. Lack of bonding, lack of fusion, and individual pores were
detected and confirmed with X-ray micro-computed tomography.

An LU system was used by Everton in [134] to detect defects in Ti6Al4V samples,
made with LPBF as well as samples with the same dimensions with wrought Ti6Al4V
stock material. The dimensions of the block were determined using sound propagation time
calculations to make sure one could do the measurements using surface Rayleigh waves.
Holes with a diameter of 0.563 and 1.265 mm were added by electrical discharge machining
(EDM) at varying surface depths (0.261-1.226 mm). All the holes with diameters greater
than 0.725 mm and all holes up to 0.7 mm in depth were identified from B-scans.

LU inspection for metal AM components was investigated as part of the “Intrapid”
project [138]. The project aims to investigate eddy current, laser thermography, and laser
ultrasonics. These NDT techniques were suggested to be the most promising technologies
for in-situ inspection of parts being produced in an LPBF machine due to them being
non-contact and having a fast data acquisition rate. The detection system used in the
investigation used a laser interferometer to measure surface waves to detect surface and
sub-surface defects, and time of flight measurements of diffracted ultrasound were used to
detect defects deeper in the samples. The measurements are used in a program that checks
the resulting images against some user-defined pass or fail criteria. The algorithm used
to detect defects fits the data to hyperbolic shaped reflections coming from a point-like
scatterer.

In [120], the samples tested were made using built-in holes and the results were validated
using CT and immersion ultrasound testing (UT). The samples were made by LPBF with
AlSi12. The sample was made with five equally spaced 2 mm size holes with varying lengths
of 2, 5, 10, 15, and 20 mm. The samples were sandblasted before testing to get better signal
reception. The LU system used was the LUKS-1550-TWM system from Optech Ventures
LLC [117], also used in this work. All defects tested were detected with LU.

Spatially resolved acoustic spectroscopy (SRAS) has been used in [154] in order to
detect LPBF surface and subsurface defects up to a depth of about 24 µm. SRAS is a
material characterization technique based on measuring the acoustic surface wave velocity.

There are only a few publications describing the use of LU for metal AM, that includes
a reconstruction method [111, 155], i.e. in most articles, defect indications were observed
directly in the B-scan [120] or extracting the defect location by analysis of the B-scan [138].

Reconstruction methods in UT can be divided into time domain methods, such as delay-
and-sum (DAS) or frequency domain (FD) methods such as phase shift migration (PSM)
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or wavefield extrapolation [63], due to its accuracy and computation speed, because it is
derived from the wave equation and can use the fast Fourier transform (FFT) [73, 156].
One advantage of DAS methods is that the directivity of the sound sources may be readily
included [157]. One quantitative study showed a higher signal to noise ratio and higher
computation speed when using PSM [158]. Also the FD representation of the signals may
also allow for more accurate and faster filtering which will be explored further in this
chapter.

Normally PSM is done for a “monostatic” case; the emitter and receiver are the same
transducer element, which is then applied at different equidistant positions. There are
other methods such as full matrix capture, where a set of positions is chosen, and at every
position the source is applied and the receiver records the signal for all other positions. The
most common implementation of this is using DAS, and is called total focusing method
(TFM). This was applied to detect 1 mm diameter side hole artificial defects in Ti6Al4V
samples produced using Wire Arc AM [159]. This method may produce better quality
reconstructions due to more A-scans being recorded, however there will be a trade-off
between measurement time and accuracy for a given B-scan size.

As described in Section 3.2.2, there has to be an offset between the generation and
detection laser, this means that the PSM algorithm has to be modified to account for this
offset. In one study where PSM was used with LU for imaging defects in an aluminum
plate, an attempt was made to find an equivalent wave velocity in the time domain to
account for this offset [160]. However an approximation had to be made for small offsets
with respect to the defect depth to get a final expression. One way to consider this offset
directly in the frequency domain was described in [161]. Details on how this modified PSM
was implemented for the LU measurements of AM samples in this chapter is described in
Section 3.2.5.

The types of artificial defects used for evaluating the ultrasound setup and reconstruc-
tion can be grouped into 4 types: side through-hole [134], bottom blind hole [132], trapped
powder and as printed [111, 162]. Trapped powder defects may be spherical or have other
more complex shapes [135]. The types of artificial defects used in the literature are de-
scribed in Table 3.1.

In this chapter, we use the first three artificial defect types listed in Table 3.1, in order
to further quantify their advantages and disadvantages. Also the effect of the generation
laser on the surface of the part being built will be investigated by taking surface roughness
measurements. The effect of the generation laser on a partially-built part surface while
being built was simulated by printing the samples with no up-skin.
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Table 3.1: Artificial defect types

Defect type Advantages Disadvantages Reference

Side
through-hole

Can produce more
accurate dimensions if
machined
Many parallel tracks can
be used to perform
measurements in the
same sample

Signal difference due to geometry
Signal is stronger compared to actual
and other artificial defects

[134]

Bottom blind
hole

Can remove powder and
approach sound
impedance defect of
actual defect
Can produce more
accurate dimensions if
machined

Signal difference due to geometry
Needs post-processing to remove
powder if possible

[132]

Trapped
powder

Can be made for most
sizes
Does not need
post-processing

Different in shape compared to STL
file. Smaller defects below larger built
defect and conical feature on top of
defect may be observed
Trapped powder in artificial defect can
give a weaker signal compared to an
actual gas-filled defect of
approximately the same size, which
would give an inaccurate assessment of
detection size limit of technique being
tested. Might be due to lower acoustic
impedance difference between sample
material and defect volume

[135]

As printed Best option for research
on NDT system that
already has the right
resolution (CT)

Features may be too small for research
work when using LPBF printed parts

[111, 162]
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3.2 Materials and methods

3.2.1 Sample design and fabrication

AlSi10Mg samples were printed by LPBF and machined with side through-holes. AlSi10Mg
was used as the sample material for this type of artificial defect because it can be machined
faster and more accurately compared to another commonly used LPBF materials such as
Ti6Al4V. Ti6Al4V was used for the other two artificial defect types since those artificial
defects can be directly printed into the sample. The artificial defects’ geometry was de-
signed taking into account the longitudinal and Rayleigh wave arrival times and expected
defect signal arrival times.

The side through-hole samples were printed using a Renishaw AM400 system, with
a layer thickness of 25 µm, a laser power of 200 W, a point distance of 80 µm, and an
exposure time of 140 µs. The samples were printed with no upskin in order to approximate
more closely a top surface corresponding to in-situ LU inspection, and cut from the sub-
strate using EDM. The machining of the side through-holes was done using micro-drilling.
Samples with side through-holes will be referred to as SH x, where x is the sample number.
The AlSi10Mg sample geometries are reported in Table 3.2.

Table 3.2: AlSi10Mg sample geometries

Sample
name

Defect sizes
(mm)

Defect depths
(to top of defect, mm)

Distances from left side of sample
(to center of defect, mm)

SH 1 0.5, 1, 1.5, 2 1.25 (x 4) 8, 13, 18, 23

SH 2 0.5 (x 4) 1.5, 1.25, 1, 0.75 8, 13, 18, 23

SH 3 0.5 (x 8) 1.25 (x 8) 8, 8.75, 9.75, 11, 12.5, 14.25, 16.25, 18.5

A drawing of SH 2 is shown in Fig. 3.1. All samples have the same outside dimensions.

Two other sets of samples printed in Ti6Al4V with bottom blind holes and spherical
trapped powder defects. The samples were printed using an EOS M290 system, with a
layer thickness of 40 µm, a laser speed of 1250 mm/s, a laser power of 195 W, and a stripe
width of 5 mm. The samples were also printed with no upskin, and cut from the substrate
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Figure 3.1: SH 2 sample design. In the embossing on the right HD stands for hole
diameter and SD stands for surface depth to the top of the defect.

using EDM. The bottom blind hole samples were tapped against a vice to try to remove
as much powder as possible from the blind holes. The Ti6Al4V sample geometries are
reported in Table 3.3. The samples have the same outside dimensions as the AlSi10Mg
samples shown in Fig. 3.1 except for a height of 6 mm instead of 8 mm. The samples are
named as BH x for bottom blind hole with a hemispherical end and TP x for spherical
trapped powder artificial defects, where x is the sample number in Table 3.3.

Table 3.3: Ti6Al4V sample geometries

Sample
number

Defect sizes
(mm)

Defect depths
(to top of defect, mm)

Distances from left side of sample
(to center of defect, mm)

1 0.1, 0.2, 0.3,
0.4, 0.5, 0.6

1.5 (x 6) 8, 11, 14, 17, 20, 23

2 0.3 (x 6) 2.8, 2.3, 1.8, 1.3, 0.8, 0.3 8, 11, 14, 17, 20, 23

3 0.3 (x 8) 1.5 (x 8) 8, 8.75, 9.75, 11, 12.5, 14.25, 16.25, 18.5
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3.2.2 Laser ultrasound system and setup

The laser ultrasound system used for the experiments in this chapter is the LUKS-1550-
TWM laser ultrasonic system (Optech Ventures LLC). The system has the following spec-
ifications:

• 100 mJ free-space Nd:YAG generation laser at 1064 nm with a pulse width of 8 ns
and repetition rate of up to 20 Hz

• 400 mW to 2W continuous wave, single frequency fiber detection laser at 1550 nm

• A gantry 2D scanning system with 250 mm travel distance

The generating laser can be focused to a 75 µm spot size with a 50 mm focusing lens.
The software can record and export A, B or C-scan data. The interferometer is a Homodyne
Michelson setup, with a photorefractive polymer as a beam combiner to decrease surface
finish susceptibility [163]. The experimental setup is shown in Fig. 3.2.

Figure 3.2: Schematic (a), and labeled photo (b) of experimental setup used to obtain
B-scans. To hold the sample shown, a special sample holder to place the sample against

two perpendicular directions for fast-changing was designed and FDM printed.

The distance between the generation and detector laser beam spots is not zero as
expected from other UT NDT applications because the generation laser also produces a
shock-wave in the air that travels slower than the longitudinal and Rayleigh waves in
the sample to the detection spot. Otherwise, the large signal caused by the shock-wave
will occlude the signal given by the sub-surface defect. If higher generation laser powers
and/or a sample with a higher absorptivity are used, the induced plasma might affect the
interferometer laser if the offset distance is low enough [132].
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3.2.3 Expected ultrasound signals

The LU scan direction with respect to the sample and the laser position and vectors to
calculate the time of arrival of the expected signals are shown in Fig. 3.3.

Figure 3.3: (a) Scan direction with respect to SH 1 sample (a), and (b) laser and relevant
sound wave vectors produced in the LU process.

The first signal expected is the surface longitudinal wave (SLW), given by:

tSLW = h0/cLW (3.1)

where tSLW is the arrival time (with the start time being when the generation laser hits
the sample’s surface) of the SLW, h0 is the generation and detection laser spot to spot
distance and cLW is the longitudinal wave (LW) speed. The second signal expected is
the one acquired when the laser spots are equidistant from the defect i.e the shortest
longitudinal wave path to the defect, given by:

tLW =
2

cLW

√
h2
0/4 + d2d (3.2)

where tLW is the arrival time of the surface longitudinal wave and dd is the defect surface
depth. The wave causing this signal is referred to as the body, or bulk, longitudinal wave
(BLW). The third signal expected is from a Rayleigh wave (RW), given by:

tRW = h0/cRW (3.3)

where tRW is the arrival time of the RW and cRW is the RW speed. RWs have are composed
of longitudinal and shear waves which are out of phase, and have a speed very similar to
body shear waves.
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For the results reported in this chapter, B-scan measurements were obtained at gen-
eration laser powers of 80% (for AlSi10Mg samples) and 60% (for Ti64 samples) of full
power, at a detection laser power of 1.2 W, and a laser offset distance of 3.5 mm. The
offset distance was determined such that there is enough “space” between the surface wave
signals in the B-scan to show the defect indications, with the aid of the equations described
in this section. All measurements were done with a 100 mm focal lens (Thorlabs N-BK7
Plano-Convex Lens, 1” diam., f = 100 mm, Uncoated, part # LA1509) to focus the gener-
ation laser, a track length of 23 mm, a stage moving increment of 0.1 mm, a stage speed of
15 mm/s between increments, and A-scans composed of an average of 16 individual repeat
measurements. It was found that using a generation laser power fraction of 80% for the
Ti64 samples produced stronger vertical signal variations while not producing a noticeably
higher defect indication so a generation laser power fraction of 60% was used. This also
accounts for the different absorptivity between the tested alloys for the generation laser
wavelength being used. This will be discussed in more detail in Section 3.3.

The time it takes to run the LU system with this setup is about 3 minutes. This
can be estimated from the generation laser repetition rate (20 Hz), the readings at each
spatial location for averaging (16), and the number of spatial locations (230), giving a time
of 16/20(230) = 184 seconds. This is assuming the travel time between spatial points is
negligible. Note that this time would not be representative of an LU system integrated
in an LPBF machine since the LU system being used is not optimized for measurement
speed.

3.2.4 B-scan pre-processing

In order to obtain accurate time data, one has to take into account a 0.2 µs delay between
the start of data acquisition and the generation laser hitting the sample, this is done by
cropping the data before that time. The remaining spike signal at the beginning of the
B-scan due to the interferometer receiving a small fraction of the laser light directly is also
zeroed out.

It was found experimentally that a higher quality reconstruction can be obtained by
cropping the data at the start of the RW signal instead of filtering it in the same way as
the BLW as will be described later in this section.

There are two steps that were found to substantially increase the image reconstruction
quality; signal normalization in the spatial direction and filtering of the SLW. The signal
is normalized at the peak of the SLW.
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A-scans with no defect signals can be averaged and subtracted from the rest of the
A-scans in the B-scan to remove the SLW, this will be referred to as an average filter (AF).

The same effect as using an AF can be obtained by zeroing the frequency space (k-
space), obtained by computing the 2D Fast Fourier Transform (FFT) of the B-scan, using a
notch filter [164], on both sides of the origin and along the temporal frequency direction, a
distance corresponding to the frequency component with the highest amplitude of the SLW
signal after applying an FFT. This is due to the relationship between the Radon transform
(a method that can be used to detect linear features) and the Fourier slice theorem (FST)
[165]. This method was shown to have a very similar but slightly lower performance than
the AF. This can also be done using a Hough transform (a discrete implementation of the
Radon transform) for filtering the B-scan, however this operation is more computationally
expensive [166]. The frequency space based method depends on the FST. Its relationship
with the Radon transform is illustrated in Fig. 3.4. The advantage of this method is its
speed (one only needs to apply the filters by multiplying a subset of k-space), and that it
might be used for sample or part surface reflections which might produce linear features
in the B-scan [166] that are not perpendicular to the temporal direction.

While in k-space or after applying the FFT to the data after the AF, the data can be
filtered in the temporal or spatial directions. This step can be simplified and computed
more efficiently, by finding a matrix that is element-wise multiplied with the 2D DFT.
Frequency based filtering can also be done to zero the DC component of the B-scan, by
applying a notch filter at the origin of the 2D DFT. Both operations can be computed
using:

HT = HDC ◦HLP ◦HL (3.4)

where HT is the k-space representation of the B-scan (in the case of this example the rows
holding the spatial frequency data and the columns the temporal frequency data), HDC is
a 2D notch filter [164] applied at the origin of k-space, HLP is a filter to reduce undesirable
spatial and temporal frequencies, and HL is the initial k-space representation of the B-scan.
In order to filter the B-scan, one would like to use a Fourier based filter (HLP ) that has
minimal ringing, and can have different cutoff frequencies in the time and space domains.
A 2D rectangle filter could be used but the sharp cutoff will produce ringing artefacts.

Another option is to use a separable filter, where the matrix HLP is produced based on
some product of two 1D Fourier space filters, computed as follows:

HLP = JT
f Jk (3.5)

where JT
f is the transpose of a 2D matrix and Jk is a 2D matrix. The filters that were

used in both directions were Butterworth filters (BWFs) [164]. A proof showing that
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Figure 3.4: The way to remove linear features in the B-scan in [166] is to perform a
Hough transform and crop the signal peaks in the resulting sinogram. However one needs

to rotate the image for many angles and to numerically integrate the B-scan at each
angle. As illustrated in this figure, the 1D FT of the angle where the line is expected in
the B-scan is simply the 2D FFT sampled at a line through the origin of k-space and at
an angle corresponding to the line angle, therefore removing high amplitudes along this

line in k-space will have a similar effect to cropping the sinogram. The displayed
magnitudes for the FTs are their real components.

this filter corresponds to applying the 1D filters at each step of the 2D Fourier transform
computation, or applying them separately in each in the time and space domains is shown
in B. The proof was done using the matrix representation of the discrete Fourier transform
[167]. The power n [164] for both BWFs used was 3, the cutoff time frequency was the LW
frequency times a factor of 5, and the cutoff for the spatial frequency was the value kx,c
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times a factor of 5. To calculate kx,c, one can note that for a point scatterer (approximating
a defect), the resulting features in the B-scan are FHFs. One can see from Fig. 3.6 that
the highest slope dt/dx for these curves happens at high values of t (high depths) so one
can assume a zero-offset distance. This means that this signal curve at high t values can
be modeled as a hyperbola given by:

tts =
2

cLW

√
x2 + d2d (3.6)

where tts is the “time to signal”, the x axis is assumed to be centered at the defect location,
and the factor of 2 is due to the back and forth time the signal takes to get to and come
back from the defect. The value of the slope dt/dx approaches the value 2/cLW for large
t, or x values; using this ratio, one can relate the width w of a disturbance in the time
direction with the corresponding width of the disturbance in the x direction due to the LW
signal:

dt

dx

∣∣∣∣
x→∞

1

T
=

2

cLW
fLW =

1

w
= kx,c (3.7)

where T is the period of the LW signal. When filtering along the x direction one should
make sure this spatial frequency is included.

The pre-processing used when filtering the SLW with AF is shown in Algorithm 1 and
the pre-processing used when filtering the SLW in k-space is shown in Algorithm 2.

The parameters used for pre-processing all samples using Algorithm 1 were the follow-
ing: emission/interferometer delay (lld) of 200 ns, time range after cropping using lld to
zero the rest of the emission signal (tla) of 90 ns, a time window to find the LW frequency
(tlws to tlwe) of 0.632 to 0.952 µs (using a cutoff frequency of 3 MHz), and a RW crop time
(tsws) of 0.93 µs. The emission/interferometer delay is happening in air and is independent
of sample material. The RW crop time was chosen from the A-scans; it was found that for
both materials it gave the best reconstruction results.

3.2.5 Image reconstruction using phase shift migration

Phase shift migration algorithms [168, 73] rely on the fact that in the wavenumber (based
on the measurement step distance along the surface) and frequency domain (doing a 2D
FFT of the B-scan measured at the sample’s surface), one can extrapolate into the sample
at a certain depth z, by multiplying the FFT by a phase term and then adding the frequency
terms and doing an inverse 1D FFT along the wavenumbers.
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Algorithm 1 Pre-processing B-scan filtering SLW with AF
1: Read B-scan data as p(t,x)

▷ p is an M ×N array with time t along rows and location x along columns
2: p = p(tld to tm, all x)

▷ Crop p; using setup dependent laser emission/interferometer delay of 0.2 ns
3: p(t1 to tla, all x) = 0

▷ Zero part of p; tla being time disturbance to interferometer from laser light

4: for m = 1 to M do ▷ Find LW dominant frequencies (needs to be done only once)
5: Bm = FFT1D[b(tlws to tlwe, n)] ▷ 1D FFT along time, for time where LW is present
6: flw,m = findFrequencyPeak(Bm, fcut) ▷ Find first peak after cutoff frequency
7: end for
8: flw = average(flw,m)

9: p = p(t1 to tsws, all x) ▷ Crop p; up to time SW starts in A-scans

10: tlw,max = findMaxValue[p(all t, m1 to m10))]
▷ Average time of peak SLW signal from first 10 A-scans

11: for m = 1 to M do ▷ Normalize A-scans based on location of peak of SLW
12: p(all t, m) = p(all t, m) / p(tlw,max, m)
13: end for

14: pavg = averageM[p(all t, m1 to m10))] ▷ Average along rows of first 10 A-scans
15: for m = 1 to M do ▷ AF; subtract average of first 10 A-scans from every A-scan
16: p(all t, m) = p(all t, m) - pavg
17: end for

18: P = FFT2D(p) ▷ 2D FFT along location and time with zero padding
19: P = P ◦ FLP ▷ Apply LP filter; need to compute filter once

Algorithm 2 Pre-processing B-scan filtering with k-space frequency filters
1: Apply lines 1 to 13 from Algorithm 1

2: P = FFT2D(p) ▷ 2D FFT along time with zero padding
3: HT = FDC ◦ FN,lw ◦ FN,sw ◦ FLP

▷ Compute filter product once (DC, LW and SW notch, and BTW)
4: P = P ◦HT ▷ Apply filter
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The migration equation in the frequency domain, with z = 0 being the sample’s surface,
and with the generation laser spot (source s) and interferometer laser spot (receiver r)
located on the surface along the x axis, is given by:

P (kx, kh, z, ω) = P (kx, kh, 0, ω)e
jkzz (3.8)

where j =
√
−1, kx corresponds to the spatial frequency of the midpoint coordinate x =

(r + s)/2, kh corresponds to the spatial frequency of the half-offset h = (r − s)/2, and kz
is the following:

kz = sign(ω)

[√(ω
v

)2
−
(kx + kh

2

)2
+

√(ω
v

)2
−
(kx − kh

2

)2]
(3.9)

which is known as the double square root (DSR) equation [73, 161]. A derivation of this
form of the DSR equation is given in Appendix C.

Eq. 3.9 has a negative sign in [161] and earlier articles, where the FT along frequency
ω is done with a complex exponential of opposite sign to the widely used definition of the
FT:

P (ka, za, ω) =

∫∫
p(a, za, t)e

−j(kaa+ωt)dadt (3.10)

When this definition of the FT is used, corresponding results to the one in this chapter are
obtained [169].

The full PSM algorithm for multiple x coordinates and half-offsets is given by [161, 170]:

p(x, 0, z, 0) =

∫∫∫
P (kx, kh, z, ω)e

jkxxdkxdkhdω (3.11)

The algorithm allows the back-propagation of waves recorded at the surface to time zero
where the defects are located. Note Eq. 3.11 can be interpreted as an inverse FT along x.

For the “common-offset” case, the recorded signals can be considered to be recorded at
a single h value (h0); this can be expressed as a recorded signal times the impulse function
δ(h− h0) [170]. The 2D FT of this signal along x and t is:

Ph0(kx, h, 0, ω) = P (kx, h, 0, ω)δ(h− h0) (3.12)

The full surface 3D FT signal, along x, h and t is therefore:

P (kx, kh, 0, ω) =

∫
Ph0(kx, h, 0, ω)e

−jkhhdh = P (kx, h0, 0, ω)e
−jkhh0 (3.13)
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and the final form of the PSM algorithm to find the extrapolated wave field for the common-
offset case is:

p(x, 0, z, 0) =

∫∫∫
P (kx, kh, z, ω)e

jkxxdkxdkhdω (3.14)

=

∫ [ ∫
P (kx, h0, 0, ω)S(kx, z, ω)dω

]
ejkxxdkx (3.15)

where:
S(kx, z, ω) =

∫
ej(kzz−khh0)dkh (3.16)

For the common-offset case, care must be taken in computing the double square root (DSR)
equation to prevent imaginary phases. The value of kz has to be real to satisfy the wave
equation in the frequency domain when Eq. 3.10 is applied. In order for this to be the
case, both terms inside the square root signs in Eq. 3.9 need to be zero or positive, giving
two conditions, which can be reduced to one condition given by [161]:

2

c
|ω| ≥ |kx|+ |kh| (3.17)

This can be found by considering the 4 quadrants in the kx,kh plane and checking how one
can write max(kx + kh, kx − kh). If the condition given by Eq. 3.17 is not met, the FT of
the extrapolated wave field is set to zero.

Eq. 3.16 can be approximated using a stationary phase approximation (SPA) [161]:

S(kx, kh, ω) ≈ ejϕ(kh,0)eiπsign[ϕ(kh,0)]/4

√
2π

|ϕ′′(t0)|
(3.18)

where ϕ(kh) = kz(kx, kh, ω)z − khh0, and t0 is referred to as the stationary point (SP),
where ϕ′(t) = 0.

Since finding the SP requires the roots of a 6th degree polynomial, the SP for the SPA
was obtained as suggested in [161] using Newton’s method (NM) [171]. The method was
extended with a “weighted” bisection method [171] that overrides the NM if the next guess
for the SP is outside the integration limits, determined from Eq. 3.17. Also, an initial
guess for the SP was found, by noting that the DSR is a sum of two ellipses that can
be approximated by a single ellipse. The use of an optimized weight and this new initial
SP estimate reduces the computation time from 95 to 64 seconds, a 33% reduction. This
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particular implementation of the NM is discussed further in Appendix D. The calculation
of the S matrix is shown in Algorithm 3.

Another integration method that may be applicable to compute Eq. 3.16 is the Numer-
ical steepest descent method [172], where the amount of calculated integration points can
be adjusted to give a result with a given required error.

The resulting reconstructed images have high positive and negative values at the defect
locations. One can apply a Hilbert transform along the depth direction to obtain an
envelope of the signal representing the defects [173]. Note that it is not possible to reduce
the number of operations for the PSM and Hilbert transform steps since the inverse FFT is
done in the x direction, while the FFTs used in the Hilbert transform are in the z direction.
One can also use a Hilbert transform for visualizing the B-scans, however applying this
step as a pre-processing step before applying PSM takes more computation time and was
found to not noticeably improve the reconstruction.

The PSM algorithm with the PSA approximation as well as the computation of the
envelope function is shown in Algorithm 4. Note the frequency interval is not used in the
numerical integration since the reconstructed image is normalized for plotting. In order to
reduce ringing artifacts, the B-scan signal is zero padded in x and t to the next power of
two before the 2D FT is applied (Algorithm 1, line 18, or Algorithm 2, line 2), and the
signal is cropped to its original size after the PSM algorithm and Hilbert transforms are
applied (Algorithm 4, line 10). The computation time for performing the PSM algorithm
with the Hilbert transform is measured to be 0.64 seconds.

The parameters used in Algorithm 4 were the following: generation/detection laser
common-offset (h0) of 3.5 mm, number of spatial samples 230, number of time samples
1250 (at 8 ns intervals or 125 MHz). The LW speed for AlSi10Mg of 6620 m/s was found
in [174], and the LW speed for Ti6Al4V of 6110 m/s was found in [175].

The reported computation times were measured for computations implemented in MAT-
LAB, and running on a Dell OptiPlex desktop, with an Intel Core i7 3.6 GHz CPU processor
and 16 GB of RAM. Note that the S matrix calculation needs to be done only once for a
particular sound source-receiver distance, measurement step distance, and A-scan sampling
rate.

3.2.6 CT system and setup

In order to check deviations between the original STL file and the samples with built
artificial defects, CT scans of all the Ti6Al4V samples were conducted. The scans were
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carried out using a Xradia 520 Versa 3D X-ray Nano-CT scanner (Zeiss Microscopy, Jena,
Germany), with a 10 µm voxel size.

The scans were done in three parts for each sample, with the middle scan at the center
of the sample. The total scan volume is a cylinder with its axis parallel to the sample’s
length. Each of the 3 sampled volumes had a height of 10 mm and diameter of 10 mm.
The total stitched image has a length of 25 mm. The planes were planes chosen such that
they are the average of the two plane locations closest to the defects where none of the
defects are seen in those planes, this is to account for misalignment in the placement of
the sample in the scanner normal to the sample length. The planes were adjusted 5% or
10% in brightness and increased 40% in contrast.

3.2.7 Surface roughness

In order to determine the effect of the laser on the sample’s surface, surface roughness
measurements on the surface of sample 1 along the center-line of the laser track and 2 mm
to the side of the track were done using a VK-X250 confocal laser microscope (Keyence
Corporation, Osaka, Japan) microscope.

3.3 Results and discussion

3.3.1 Effect of pre-processing B-scan

The original B-scan for SH 1 and two A-scan locations showing the different sound wave
related signals are shown in Fig. 3.5. One can observe from Fig. 3.5 (a) that the signals
independent of defect position (the surface waves, see Fig. 3.3) generate vertical features
in the B-scan. The shape and location of the SLW, the RW along with the BLW in the
selected A-scans are shown in Fig. 3.5 (b). Note that at A-scan # 2 with no intersecting
flattened hyperbolic features (FHF), indicative of a defect, there is no BLW signal but one
is present in A-scan #2 where this A-scan intersects a FHF.

The signal shape on the B-scan from a scattering point feature in the case of zero offset
(h0 = 0) is a hyperbola but although the B-scan signals seen look like a hyperbola, one
can notice they have a flattened hyperbolic shape or table top shape [168]. This is more
apparent when the scatterer is closer to the surface and the offset is fixed.
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Algorithm 3 S calculation using SPA
1: for iz = 2 to # of depths do
2: for m = 1 to # of time periods Nt do
3: for n = 1 to # of x intervals Nx do
4: f = (m−Nt/2− 1)fs/Nt

5: kx = (n−Nt/2− 1)/p/Nx

6: α = 2|f |/c− |kx|

7: if α > 0 then ▷ Checking for this condition to prevent imaginary phases
8: z = (iz − 1)∆z

9: kh,0 = 1 ▷ Newton’s method iterations to find SP
10: b = z

[
2
√
(f/v)2 − k2x/4−

√
|kx|α

]
11: kh,0,new = −sign(f)min([1/α2 + b2/(α4h20)]

−1/2, (1− ttol)α)

12: while |(kh,0 − kh,0,new)/kh,0,new| > ktol do
13: kh,0 = kh,0,new, kh,0,new = kh,0 − ϕ′(kh,0)/ϕ

′′(kh,0)

14: if |kh,0,new| > α then
15: kh,0,new = sign(kh,0,new)[|kh,0|+ (1− etol)(α− |kh,0|)]

▷ Weighted bisection step that keeps SP estimate inside (−α,α)
16: end if
17: end while

18: S(iz − 1,m, n) = ejϕ(kh,0)ejπsign[ϕ(kh,0)]/4
√

2π
|ϕ′′(t0)| ▷ SPA using SP

19: else
20: S(iz − 1,m, n) = 0
21: end if
22: end for
23: end for
24: end for

25: return S
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Algorithm 4 PSM algorithm
1: for iz = 2 to # of depths do
2: M(1, 1 to Nx) = 0 ▷ Nx is the # of x intervals

3: for n = 1 to Nx do
4: for m = 1 to # of time periods Nt do
5: M(1, n) = M(1, n) + P (m,n)S(iz − 1,m, n)
6: end for
7: end for

8: m(iz − 1, all x) = IFFT1D(M) ▷ Inverse IFFT along x direction cropping zero padding
9: end for

10: m = |hilbert(m)| ▷ Find envelope function for each x by computing transform along depths

11: return m

Figure 3.5: (a) B-scan from SH 1 sample, and (b) A-scans # 2 (blue dotted line) and #
162 (orange dotted line) from the same B-scan.

The B-scan from SH 1 shown in Fig. 3.5 (a), with the generation laser light signal
zeroed out, and the RW cropped, is shown in Fig. 3.6 (a). The same B-scan with the
AF to subtract the SLW signal is shown in Fig. 3.6 (b). A comparison of A-scan # 126
with and without the AF is shown in Fig. 3.6 (c). The B-scan shown in Fig. 3.6 (a),
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with the maximum surface longitudinal wave normalization, followed by the AF, is shown
in Fig. 3.6 (d). The AF significantly decreases the SLW signal as seen in in Fig. 3.6 (b)
and (d); in the A-scans, one can see the SLW is decreased without substantially decreasing
the overlapping BLW. The differences in magnitude between A-scans, as seen clearly in
the original B-scan on the SLW crest in Fig. 3.6 (a), might be due to the generation laser
having different absorptivity depending on the local surface roughness. Performing the
maximum SLW normalization is a way of decreasing these effects on the B-scan as seen in
Fig. 3.6 (c).

One can compare the initial cropped B-scan with the one using the longitudinal wave
normalization and AF by displaying their envelopes, calculated using the absolute value of
the Hilbert transform of each of their A-scans. The envelope B-scan corresponding to the
B-scan in Fig. 3.6 (a) is shown in Fig. 3.7 (a), and the envelope B-scan corresponding to
the B-scan in Fig. 3.6 (c) is shown in Fig. 3.7 (b). One can see from the envelope B-scans
that the SLW signal has been substantially decreased, and the FHFs have increased in
strength and are more uniform.

The reconstructions from the above B-scans are shown in Fig. 3.8 (a), and the signal
magnitude at the depth shown with the dotted line in the first reconstruction is shown
in Fig. 3.8 (b). One can see an improvement in the contrast between the resolved defect
signals and the background in the last reconstruction, corresponding to the improvement
in the corresponding B-scan in Fig. 3.6 (c) without low-pass filtering. The dB values shown
in Fig. 3.8 (b) and all other subsequent A-scan comparisons using dB are calculated using
20 log10[s/max(s)] where s is an array with the A-scan values [173].

3.3.2 AlSi10Mg samples

The final reconstruction for SH 1 is shown in Fig. 3.9. The red dotted lines showing a
particular intensity as a function of x are 0.1 mm from the top of the defects for the
AlSi10Mg samples and 0.2 mm for the Ti6Al4V samples. One can see the size of the
reconstructed defect decreasing with decreasing defect size but the peak intensity stays
constant beginning at the SH defect with a diameter of 1mm.

The filtered B-scan data for the SH samples are shown in Fig. 3.10. One can clearly
see the FHFs for all defects except the overlapping ones for SH 3. The reason for this type
of defect design was to check for this, and to check the quality of the PSM reconstruction
when closely overlapping FHFs were present.

The reconstructions for the SH samples are shown in Fig. 3.11. The reconstruction
of SH 2 produces satisfactory reconstructions at the right location up to a defect top to
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Figure 3.6: (a) The original B-scan with laser signal zeroed area and cropped RW, (b)
B-scan (a) with with AF, (c) B-scan (a) with maximum SLW normalization, and (d)

comparison between A-scans from dotted lines in B-scans (a) and (b).

surface depth of 1 mm. For the last defect at a depth of 0.75 mm there is a reconstructed
feature but its depth is inaccurate. The reconstruction of SH 3 shows all the defects are
reconstructed at the right locations.

Overall the SH type of artificial defects have the advantage of dimensional accuracy.
Note the reconstructed signals have a tilted elliptical shape; this might be due to not
considering the source, defect and receiver directivity functions in the PSM algorithm. One
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Figure 3.7: (a) Envelope B-scans of B-scan in Fig. 3.6, and (c) of B-scan in Fig. 3.6.

can see from Fig. 3.6 (c) that the FHF is stronger to the right of its center axis at a given
x value, this can be explained by part of the sound waves being reflected back away from
the interferometer laser spot location when the generation laser is behind the defect. Also,
considering the PSM as a way to back-propagate the waves at z = 0 towards the defects, if
the recorded wave signals are weaker behind the defect, one would expect waves of larger
amplitude to converge in front of the defect, causing the observed tilted elliptical shape.
As will be seen for the other artificial defect types in the Ti6Al4V samples, this feature is
particularly pronounced for SH defects which might be due to the larger “occlusion area”
(OA) due to the large side length of the defect.

3.3.3 Ti6Al4V samples

The filtered B-scan data for the Ti6Al4V samples are shown in Fig. 3.12. One can see that
the B-scans have a large variation in A-scan signal intensity even after filtering. Factors
that might affect this are a higher laser surface absorptivity for Ti6Al4V, a lower surface
roughness (Section 3.3.5) and lower laser power (60 instead of 80% of full generation laser
power). Although a lower laser power was used to account for the higher absorptivity, a
higher amount of absorbed power due to other variables such as surface roughness might
also increase the variability between the A-scan signal amplitudes.
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Figure 3.8: (a) The reconstructions for SH 1 corresponding to the B-scans in Fig. 3.6,
and (b) the signal intensities along x along the red dotted lines.

68



Figure 3.9: SH 1 reconstruction.

The reconstructions for the BH samples are shown in Fig. 3.13. For these samples, all
defects were printed successfully, although for the smallest defect in BH 1 one can notice
some collapse of the horizontal walls. Also the top of the defects is flatter than the original
hemispherical feature shown in the CAD cross-section.

In the BH 1 reconstruction, one can see a peak in the intensity along the red line corre-
sponding to all the defect locations and depths except for the one with a 100 µm diameter.
However the signal for 200 µm is very close to the back noise level. For these types of
defects, the defect signal values increase with defect size, compared to the reconstructed
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Figure 3.10: SH filtered B-scans. The SH 1 filtered B-scans can be seen in Fig. 3.6 (c).

defects from the SH 1 sample. Note that there is a difference in signal for defects in sample
BH 1, for sizes 500 and 600 µm, compared to defects in SH 1, for sizes from 500 and 1000
µm. This might be due to the higher noise seen in the BH 1 B-scan.

The BH 2 reconstruction produces the right locations for defect depths of 1.3 and 0.8
mm. However for the defect closest to the surface the signal strength and location of the
reconstructed defect are lower than expected. This matches the result for SH 2.

For BH 3 the top 8 peaks in the signal at the right depth correspond to the x location
of all the defects. The interaction between the signals is higher than in SH 2. This might
also be due to higher noise seen in the BH 2 B-scan.

The reconstructions of the TP samples are shown in Fig. 3.14. The TP 1 reconstruction
shows defects only for 300 µm and higher, which is corroborated by the CT scan data; this
indicates the first two defects were filled-in (after subsequent layers were applied) while
the sample was printed. Here one can see the reconstructed defect size decreasing with
decreasing diameter, however signal strength remains close to constant for defects of size
400 µm and higher, matching the SH 1 trend. Also the reconstructed defects have a less
elliptical and more round shape than the BH and especially the SH reconstructions. This
might be due to this artificial defect’s lower OA as explained before in this section.

The TP 2 reconstruction follows the same trend as the BH 2 reconstruction; however,
the reconstructed defect at 0.8 mm does have a more circular profile. This shows the TP
defects might be more useful for representing actual defects particularly for shallow defects.
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Figure 3.11: SH reconstructions. The SH 1 reconstruction can be seen in Fig. 3.9.

The TP 3 reconstruction has a better contrast when comparing all the defect signals
with the background, compared to the BH 3 defect, except for the second and third CAD
defects from the left. Note the first defect does not show up in the reconstruction of the
CT scan, indicating it was filled-in.

Overall in terms of signal strength and shape of the reconstructed defects, the TP defects
produce the best results, while being closer in geometry to actual defects. The higher signal
strength might mean that this geometry, approximating a sound point scatterer, and lack
of an OA, is more amenable to PSM reconstruction.

This is expected since the PSM algorithm assumes defects of this approximate shape.
This seems to be a greater factor than the lower sound impedance mismatch due to powder
in the TP defect. This might also depend on how much powder is trapped; for example,
less powder by volume might be left inside the defect after the re-coater passes over it if
the defect is smaller.
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Figure 3.12: Filtered B-scans of all Ti6Al4V samples.
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3.3.4 Surface signal removal based on the Fourier slice theorem

The Hugh transform has been used to remove lines in images [166]. This can be done
by performing the Hugh transform and removing high-intensity peaks, that correspond to
lines in the original image. As discussed in Section 3.2.4, this can also be carried out in
k-space by using notch filters, this is faster computationally and can also be applied to
linear features that are not normal to the A-scans.

The method of reducing the SLW signal using FFT filters is shown in Fig. 3.15. In
order to highlight the k-space values at higher frequencies, the values shown in the figure
are calculated using log(1 + |s|), where log is the natural logarithm and s is the k-space
value [164]. The reconstructed images and signal intensities along x are shown in Fig. 3.16.

One can see that the reconstruction using k-space filters is very similar but slightly
worst than the use of the AF, hence its use in this chapter. However this result shows
that it can produce comparable results to the AF, and could be used in more advanced
algorithms to take out linear features from expected reflections in an AM part while its
being printed. This comparison was also done for the BH 1 and TP 1 sample B-scans and
the same conclusion were reached.

3.3.5 Track surface roughness

The area surface roughness (Sa) for 600 by 600 µm squares and roughness Ra values along
a line were obtained for the top surface for SH 1 (Fig. 3.17) TP 1 (Fig. 3.18).

For the Sa values there is a reduction from 16.3 to 13.9 Sa (-14%) in SH 1, and a
reduction from 6.4 to 5.4 Sa (-15%) in the TP 1 sample, when comparing the average of
the Sa measurements on the as-built surface with no up-skin with the average of the Sa
measurements on the laser track.

For the Ra values taken in the direction parallel to the tracks, the change in values
is from 11.5 to 10.5 Ra (-9%) in SH 1, and a reduction from 6.8 to 7.1 Ra (4%) in TP
1, when making the same comparison as above. This preliminary observation for the Sa
values matches qualitatively with the observed effect of surface smoothing using ns-pulsed
lasers [176].
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Figure 3.15: (c) B-scan and (a) 2D FT of SH 1 with longitudinal wave normalization. (b)
Application of filters (DC, SW notch filters and 2D Butterworth filter) in Algorithm 2 to

2D FT and (d) resulting B-scan.
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Figure 3.16: (a) Comparison reconstructions between the current algorithm and the same
algorithm using k-space filters in Algorithm 2. (b) Signal intensity as a function of x

along the red dotted lines.
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3.4 Summary

Artificial side through-hole defects were reconstructed from laser ultrasound B-scan data,
using the PSM algorithm with a SPA for the oscillatory integral that has to be computed
for the case of a fixed single transmitter and receiver offset.

The use of a Fourier-based reconstruction algorithm has advantages in terms of speed
as the FFT is used, and being able to filter the signal both directly based of undesired
frequencies, and filtering linear features in the B-scan, based on the FST.

Defects with a size range from about 200 to 300 µm for bottom blind hole defects can
be recognized from the background noise of the reconstructions. The minimum depth for
accurately reconstructing defects at the right depth was about 0.8 mm for bottom blind
hole and trapped powder defects. The reconstructed signals have a tilted elliptical shape;
this might be due to not considering the source, defect and receiver directivity functions
in the PSM algorithm. This was especially the case with SH type artificial defects and was
not as pronounced with BH and TP artificial defects. BH type defects printed directly in
the samples printed more successfully than TP defects, but give slightly more inaccurate
reconstructed depths than TP defects.

TP defects produced satisfactory reconstruction even with less sound impedance mis-
match between the metal and the trapped powder, however further LPBF parameter op-
timization is required for a given size defect to be printed successfully.

There is some preliminary work in [177] describing how the source, defect and receiver
directivity functions might be taken into account in the PSM algorithm. There is also
another Fourier-based reconstruction method similar to PSM called synthetic aperture
radar (SAR), where the directivity functions can readily be included [178]. This might
also alleviate the reduction in defect signal strength when the defects are close to the
surface. Besides the possibility of including directivity functions in SAR, the derivation
and performance of both algorithms is known to be similar [72].

There is no significant change in surface roughness at the place where the laser is
applied, except for a slight reduction in average Sa values for the laser track area compared
to the as-built area. This is similar to what is observed when applying ns-pulsed lasers
for surface smoothing; however, more data is required to quantify this relationship. The
observed oxidation is expected to reduce or not be present when an LU system is used
inside an actual LPBF machine with inert gas flow.
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Chapter 4

Demonstration of Ultrasound Particle
Lensing with DED-PF powders

4.1 Introduction

Additive manufacturing (AM) has enabled the manufacture of intricate parts that were
not possible to produce using conventional manufacturing methods. AM also allows in-
situ tailoring of material compositions and properties during the process [179]. However,
the high interdependence of AM process parameters with the resulting part geometry and
physical characteristics makes the prediction of these parameters difficult. The objective
of this research is to demonstrate a technique that can be used to improve the quality of
printed parts and productivity of directed energy deposition via powder feeding (DED-PF),
a class of metal AM process, by decoupling the in-situ placement of the powder stream from
the geometry and gas flow rate of the powder delivery system. In particular, the technique
has the ability to adaptively change the powder stream’s cross-sectional shape and size,
to increase print speed, minimize material utilization and increase the part’s dimensional
accuracy. Currently the effect of the powder stream features on catchment efficiency, which
measures the fraction of material being utilized for printing, is controlled either in the part
design [26], process arrangement [180], working distance of the nozzle/s with respect to the
substrate [181], or indirectly via optimizing print parameters such laser speed and power
[180] or powder properties [182]. In [183], for the same nozzle geometry, it was observed
that there is an approximate inverse relation between resolution and catchment efficiency.
It was found that a higher laser power and stand-off distance can be used to produce better
catchment efficiency, but at the cost of wider tracks.
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The sound radiation force phenomenon has been used extensively within the field of
microfluidics (acoustofluidics), in order to sieve and sort individual particles or particle
agglomerations. This is usually done for fast biological particle characterization [140].
Some works have used sound radiation forces to sort particles in a gas, for particle char-
acterization. In [144], glass bead particles are sorted using a resonator channel in air. In
[145], particles fall towards an acoustic Fresnel lens that produces a radially symmetric
force field that can be used to sort them based on size and material. In [146], the forces
on sub-micron aerosol particles are modeled and measured as a function of the aerosol
number density and size distribution, while they move in a flow-through resonator. Some
studies have reported on particle levitation using acoustic forces. In [147], a model of the
sound field from an ultrasound transducer array is numerically optimized by varying the
phases of each element in order to produce the maximum particle trapping forces possible.
One of the obtained sound fields is a vortex trap, with an averaged pressure isosurface
shaped like an open cylinder. Vortex traps have been designed before using acoustic and
optical setups [147]. The design of force fields using high intensity sound has been used
to create an acoustic levitation system that automatically injects, transports, merges and
ejects liquid droplets in mid-air [184], which could be used in biology, chemistry and phar-
macy applications where these operations are done manually using a pipette to transport
and mix liquids. Besides aerodynamic and ultrasound particle focusing techniques, elec-
trostatic and optical techniques have been discussed in the literature [185, 186]. However
the particles being deflected are in the nanometer size range and have an order of magni-
tude less density than SS 316L particles used in DED-PF for example. These techniques
have been limited to the focusing of small aerosol particles for subsequent physical and
chemical analysis. Another method of powder stream focusing using a force field, using
electromagnetic fields that could be used for DED-PF is described and simulated in [187].
One configuration employed permanent magnets, that would induce an eddy current in the
particles. However, this configuration is likely not suitable for the characteristics of the
powder used for DED-PF, mainly because the amount of force due to induction depends
on the relative speed of the particles and the magnets, however a higher speed means there
is less interaction time between the particle and the electromagnetic force. Another related
method using magnetic fields that is able to increase catchment efficiency is described in
[183], where a solenoid with a frustum cone was used to focus the magnetic field, is used
on the underside of the built plate opposite to the nozzle. This setup demonstrated control
of catchment efficiency for ferrous and nickel-based alloys, however for tall walls the effect
is reduced.

Models of the DED-PF process that consider particle motion due to the carrier gas
simulated by computational fluid dynamics (CFD) were implemented in [36, 37, 26]. All
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these models employ Lagrangian particle tracking, meaning that the powder stream is
described from the reference frame of discrete particles and the forces on the particles are
integrated to compute their motion. Another method in CFD to model particle streams
is the Eulerian method [188], where the reference frame is static and the concentration
of particles at each location is considered over time. Both methods were used for the
modeling of the powder stream from a DED-PF nozzle in [189]. It was reported that
the developed Eulerian method was faster to compute but it could not take into account
particle crossings. This may be taken into account using a more computationally expensive
modified Eulerian model derived using the kinetic theory of gases [190]. It was noted in
[37] is that the coupling from the gas flow to the particles is calculated only considering the
Reynolds averaged velocity field and not the instantaneous flow field. This was justified by
calculating the Stokes number for a DED-PF setup. The Stokes number is a dimensionless
number commonly used for particle tracking and particle separation modeling. It describes
how quickly a particle responds to changes in flow velocity. The calculated value was higher
than one, suggesting that the particles are not highly responsive to changes in the flow
field and their paths are similar to ballistic trajectories. The main conclusion in [26] is
that the gas flow field has a modest effect on the final powder concentration distribution
(PCD) close to the substrate and that a lower coefficient of restitution between the powder
and nozzle cones provides a more focused particle stream. This is in line with the Stokes
number calculations and observations in [37].

4.2 Proposed ultrasound particle lensing technology

The use of sound radiation forces for levitating and moving particles as described in [147]
suggests that it is possible to levitate and move the metal particles directly to the substrate
in DED-PF. However, there are issues with this approach; how the metal particles could
be moved at a sufficiently high enough mass flow rate, metal particles are too dense to
levitate and the effect of sound reflections [184] from the substrate needs to be accounted
for.

A more useful setup is one inspired by the control of electron beams in electron micro-
scopes and electron beam melting [191], using magnetic coils acting in a similar way to a
lens (electron lenses). One possible way of using a sound field as a lens is using the vortex
sound field, but instead of applying it for levitation, it is used in a way similar to particle
sorting as described in Section 4.1.

A 2D slice of the period averaged sound pressure (ASP) for a vortex field at the sound
and powder center-line, and the components of the sound radiation force field are shown
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in Fig. 4.1. As seen in Fig. 4.1 (c), the dominant force component is along the x direction,
towards the sound center-line, and decreasing towards the center-line. This is the basis of
the patent pending [192] ultrasound particle lensing or UPL technology. The components of
the acoustic radiation force were found by computing the gradient of the Gor’kov potential,
shown in Fig. 4.1 (b), that can be found using the particle properties and the gradient of
the pressure field [147]. This is described in detail in Appendix F.

Figure 4.1: Averaged sound pressure (ASP), potential and force slices along an acoustic
vortex. (a) ASP, (b) Gor’kov potential, (c) x component of the force field and (d) z com-
ponent of the force field. The height and width of the frames is 30 by 20 mm respectively.
For this sound field the y component of the force field is equal to the x component due to
symmetry about the z axis.
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Fig. 4.2 shows the ASP on the xz-plane, intersecting the sound focus point, at the
center, with an isosurface of the force field. The figure uses the same simulation setting
as for Fig. 4.1. As seen from Fig. 4.2, the force field is radially symmetric, and the force
along the x-axis is close to linear around the center-line.

Figure 4.2: (a) ASP field, with particles tracks, and isosurface with a radial sound radiation
force value of -4.0×10−9 N per particle, based on the SS 316L at 16V simulation shown in
Section 4.5.8. (b) Sound radiation force in x-axis direction along the red line.

Using the setup shown in Fig. 4.2 to focus particles has the following advantages;
it decreases the complexity of the powder nozzle (allowing for the focusing to be done
electronically with an ultrasound phased array as used in [147] without a fixed nozzle
geometry), one can process several particles simultaneously, the particles do not need to
be levitated, and the high ASP region of the sound field can be offset from the substrate,
to reduce the effect of sound reflections. Using UPL instead of a fixed nozzle geometry that
is optimized for a high catchment efficiency and a given track width [26, 193] allows for the
control of the powder stream using electronic signals. As will be seen in Section 4.3.1, the
particles are deflected with a vortex field in a similar way to an optical or electron lens.

UPL technology could also provide a tool for metal AM machines with closed-loop
control, to increase part quality and material utilization while reducing part cost. In the
case of using UPL as an in-situ process control method, the powder stream “spot size”
and the location of contact with the build plate could be controlled, in order increase

85



catchment efficiency and dimensional accuracy respectively. Other possible features of a
DED-PF machine using UPL technology described in [192] are quick variable focusing,
powder stream deflection and melt pool shape control.

UPL technology may also be used in a coaxial arrangement, with the laser beam at
the center and an annular nozzle on the same axis as the laser, providing a converging
powder stream. In this case, a vortex field may be produced by changing its topological
charge to a value larger than one [148]; this will produce a vortex field like the one shown
in Fig. 4.1, but with a wider low pressure area at its center, that can accommodate the
laser and the annular powder stream. Since the sound field can make the powder stream
converge to different degrees, a simpler annular nozzle can be used, instead of the current
more complex nozzle geometries that converge the powder to a single focal length. The
technology may also be used for three and four-jet nozzles in a coaxial arrangement [194].
These arrangements with radial channels result in a powder stream that is less susceptible
to nozzle tilt while producing large complex parts [195]. UPL technology may be applied
in this case by adjusting the phases of the ultrasound elements to produce various closely
spaced vortex fields, that can be placed downstream of each of the powder jets. This
has been demonstrated experimentally, in the context of sample material trapping and
transport [151].

The scope of the reported work will be limited to demonstrating UPL technology for
powder stream focusing for the DED-PF process, using Ti6Al4V and SS 316L powders.
Ti6Al4V was chosen as a material since it is widely used in metal AM and SS 316L was
chosen in order to test another widely used material that has a much higher density, so
the method proposed in this chapter can be tested for a wide range of powder densities.
To achieve this, the following sub-goals were carried out:

• An analytic model of the particle stream and its interaction with a focusing sound
radiation force field was derived

• A novel particle speed distribution model was found to more accurately couple the
force field to the powder stream

• Algorithms to calculate and simulate the sound fields that produce the force field for
particle stream focusing were implemented

• Algorithms for Lagrangian and Eulerian particle tracking were implemented and used
to simulate particle concentration due to the sound radiation force field

• A proof-of-concept device was designed and built and experiments to demonstrate
particle focusing were carried out
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4.3 Modeling

In order to determine the feasibility of UPL, an initial analytic model for the individual
particle motion was derived. Another model considering a continuous PCD was derived
which has different initial conditions with particles moving away from the nozzle center-
line, this was done to more accurately couple the sound radiation force field to the PCD
in both the Lagrangian and Eulerian simulations of the process.

4.3.1 Individual particle lensing model

The derivation of this model can be found in Appendix E. Some of the variables that will
be referenced are show in Fig. 4.3.

Figure 4.3: Diagrams showing the variables used in the analytic model for; (a) transducers
and sound field and (b) coordinate axes and particle trajectories.

In Fig. 4.3, the coordinate axis is located at the particle stream center-line and upstream
of the sound field which is affecting the particles. In this figure, ri is the initial position
of a particle, θi is its initial angle, li is the length along which the sound field affects the
particles, loffset is the distance from the powder center-line to the region where the force
field is beyond the linear range, rf is the final position of the particle and θi is the final
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angle of the particle after the sound interaction region. lT and rT correspond to the z and
x locations after the sound interaction region.

The force on the particle is given by:

Fa = KaV
2
ppd

2ρ2t r
3
p (4.1)

where Ka is a constant depending on the array geometry, Vpp is the square wave peak-
to-peak voltage given to ultrasonic transducers, d is the distance from the transducers to
the required sound focus point, ρt is the transducer array planar density (the number of
transducers in 1 m2), and rp is the particle radius. The particle deflection angle can be
approximated by:

θf = arctan

(
ṙf
uz

)
≈ θi

(
1− li

2loffset
β

)
− αβ (4.2)

where uz is the downward speed of the particle, and α and β are dimensionless parameters.
α = ri/loffset and β is given by:

β =
Fali
mpu2

z

=
3

4π

KaV
2
ppd

2ρ2t li

ρpu2
z

(4.3)

where mp is the particle mass and ρp is the particle density. The particle final tangential
speed after being affected by the sound field is given by:

ṙf = −ri
√
a sin(

√
ati) + uz tan(θi) cos(

√
ati) ≈ uz

[
θi

(
1− li

2loffset
β

)
− αβ

]
(4.4)

where a = Fa/(mploffset). The approximate focal length of the stream lf = lT (rT = 0) is
given by:

lf = li −
rf
ṙf
uz ≈ li +

uz√
a

[√
a cos(γ) + sspkd sin(γ)√
a sin(γ)− uzkd cos(γ)

]
(4.5)

where the approximation is derived using the small angle approximation for tan(), kd is
defined as θi = kdri, and γ =

√
ali/uz. Section 4.3.3 explains why the initial divergence

angle can be modeled as being proportional to the particles’ initial distance from the
powder stream’s center-line.

The equations in this section could also be derived by considering the time the particles
stay inside the force field, which is equal to li/uz. The greater the time the larger the
particles’ momentum change will be.
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From Eqs. 4.2 and 4.5, one can reach the following conclusions:

• The fact that the deflection angle is proportional to d2 at low θi via β indicates that
UPL is feasible; since the size of the phased array can be increased to get the required
deflection angle

• The Vpp value has a significant effect on the deflection angle and should be as high
as possible using the necessary cooling for the transducers

• The particle size is not present in the approximation of θf . This is explained by the
fact that the sound radiation force and the particle mass are both proportional to
particle volume (see equations in Appendix E) when assuming negligible gas drag.
This is expected to be the case for the relatively large particles used in DED-PF,
where the particles’ gas drag is less dominant. This particle size range independence
also means a particle stream with a wide particle size distribution may be focused
more accurately compared to other methods such as electromagnetic focusing [187],
where the degree of focusing was found to be strongly particle size dependent for the
particle size ranges used in DED-PF.

• The inverse relationship with particle density via β indicates this technology is more
suitable for lighter alloys, which fits with the use cases of DED-PF and the drive for
lighter components. However, as reported in Section 4.5, for low particle speeds one
is able to focus SS 316L particles if their average speed is low enough

• The particle speed out of the nozzle has a large inverse effect on θf which means that
UPL is more useful in setups where the operating particle speed is low

• Since the deflection angle is proportional to ri at low θi via ṙf , particles will be
deflected less when they are closer to the focus axis. The approximation of the focal
length lf shown in Eq. 4.5 is independent of initial particle position

4.3.2 Sound force field calculation

In order to simulate the forces exerted on moving particles inside an acoustic field, a C++
library called acousticHologram was developed, in order to compute the incident sound
field generated by a phased array and its related sound radiation force field as described
in Section 4.1 and outlined in [147].
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This implementation has the following features:

• The transducers were modeled assuming a piston sound source [196] and take into
account the applied voltage

• Forward mode automatic differentiation is used to calculate the needed sound field
gradients to compute the sound force field. The advantage of this method compared
to finite differences as was used in [147] is that the result is exact up to machine
precision, and there is no error due to the grid size or frequency of the emitted sound
being modeled

• The software includes a 3D Lagrangian particle tracking model that considers the
surrounding gas drag force, the gas considered in this chapter is air

More information on the sound field modeling and the algorithms used in the library are
described in Appendix F.

4.3.3 Eulerian particle model

To estimate the focusing obtained with an ultrasound array prototype with 78 elements (as
used in the proof-of-concept experiment), a Eulerian continuous particle cloud coupled with
body forces was modeled. Since the focusing process can be assumed to be axisymmetric,
the Eulerian model can be calculated using a 1D finite element analysis (FEA) simulation.
The model includes one way coupling with air through a particle gas drag model [197] and
neglects gravitational acceleration.

As described in the literature [34, 198, 199], the observed particle cloud spreads like
a flattening Gaussian, with the sides of the Gaussian with a value of e−2 or e−1 of the
function’s peak spreading along diverging lines with an angle between them of 2θ and an
initial distance between them of 2r0, which should be close to the nozzle opening diameter.
These equations are derived from a particle diffusion model [198].

In order to couple the particles to a force field in the Eulerian description, a Eulerian
continuous concentration distribution particle model should be used [188, 200].

Since the observed particle cloud shape resembles the shape given by solving a particle
diffusion model, the Eulerian continuous concentration distribution particle model should
have a diffusion term.
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Although mathematically this model can be used to couple the evolving particle cloud
with applied body forces, it is not following the observed physics for the following reasons:

• The low particle concentrations observed indicate that particles are not colliding,
therefore the typical derivation of the particle cloud evolution found in the literature
[34, 198, 199] does not seem appropriate, although it produces a model matching
measured data

• The assumption of zero initial particle velocity when using the diffusion term may
cause a simulation result with a higher degree of focusing, since the particles are
assumed to have a zero transverse velocity. Therefore, the same applied force will
produce a higher inward displacement compared to the same force being used to
change the displacement of initially outward moving particles. From the high speed
footage, one can observe an outward transverse velocity that can explain the spread-
ing

One way to address these issues is to use a Eulerian continuous concentration distribu-
tion particle model with no diffusion term with the same initial concentration but also an
initial particle speed distribution. This initial speed distribution needs to reproduce the
observed particle evolution when no body forces are applied. As derived in Appendix G,
an initial velocity field that follows the above conditions is:

v(r, 0) = uz tan(θ)
r

r0
(4.6)

where in this case uz is the average of downward particle speeds, and r is the radial
distance coordinate. The resulting 1D partial differential equation (PDE) system can be
solved using the FEniCS library for FEA [201].

The simulation results in Section 4.5.8 were run using 80 elements and a time step of
2.0 µs. The average computing time for all simulations was 8 minutes. A convergence
study showed that the above parameters produce a converged solution, using a criterion
of less than 4% change for the peak concentration.

All simulations in this chapter were carried out using a Dell OptiPlex desktop, with an
Intel Core i7 3.6 GHz CPU processor and 16 GB of RAM. More information on the FEA
simulation and the convergence study is given in Appendix G.
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4.3.4 Lagrangian particle model

The initial particle speed distribution derived for the Eulerian model can also be used
as an initial condition in the 3D Lagrangian particle tracking model available in the
acousticHologram C++ library. The library can calculate the sound pressure and re-
sulting force field on the particles. By calculating the force field at a required particle
location, one can perform Lagrangian particle tracking by computing particle paths from
an initial to a final position at a required time interval. This can be done using a 4th order
Runge-Kutta (RK4) method [171] with a given fixed time step. The algorithms used in
the library are described in more detail in Appendix F.

The initial particle concentration at the hopper nozzle position can be approximated
by a group of particles, chosen such that their probability function approaches the PCD
[34]. A Monte Carlo (MC) simulation [202] can be run with enough particles to have a
good estimate of the radial particle concentration. The model uses the same drag model
as used in the Eulerian simulation also without considering gravitational acceleration.

The simulation results in Section 4.5.8 were run using 2 time steps for the runs at
0V and 4 time steps for all other voltages for both materials. The number of paths
calculated ranged from 2.2×104 to 12×104 depending on the simulation to achieve the
required accuracy. The simulations were done using a ∆r (radial sampling interval) value
of 0.5 mm to compute the concentration function. The computing times for the simulations
ranged from 20 to 63 minutes for all runs.

A convergence study showed that the above simulation parameters produce a converged
solution, with an estimated error of less than 2% for the RK4 particle tracking and less than
4% for the MC simulation. The MC simulation and the convergence study are explained
in more detail in Appendix H.

4.4 Materials and methods

4.4.1 Prototype design and build

The array control boards were assembled following the instructions in [203]. The signals
given to the boards via a USB cable were generated using the Ultraino software [204]. Steps
for generating the signal for the vortex sound field used in this chapter and described in
[147] can be found in [203].
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The array was designed taking into account the following considerations:

• The array surface should be a spherical cap (sphere zone) to obtain a high degree of
sound focusing from the array. Based on the directivity function of a sound piston
source, the highest sound level is produced along the transducer’s axis of symmetry;
this means that they should be arranged in such a way that these axes should intersect
at a common point. This can be achieved if the transducers are placed on a sphere
zone

• For a given number of transducers, the sphere zone area should be made as small
as possible to pack as many transducers as possible, to have the highest possible
transducer planar density ρt

• The center-line normal vectors of the transducers should all point to a location below
the hopper nozzle. This is to minimize sound reflections from the nozzle

• The bottom of the array should be above the expected particle focus point to enable
proper imaging of the particle stream

The array of ultrasonic transducers was designed to be used with two controller boards, as
described in [204]. The final CAD design of the array frame is shown in Fig. 4.4 (b). The
array frame was built using a Stratasys F370, oriented with the transducer holder openings
pointing upwards, in order to minimize the amount of support material inside them. The
print was done with no infill (solid) and a layer height of 0.1778 mm. The build material
was F123 ABS.

To obtain a particle stream concentration distribution that resembles the one measured
in a DED-PF machine, a hopper with a screw-on conical nozzle, center body and circular
insert was designed. The center body and conical nozzle are designed to obtain a Gaussian
PCD. A circular insert with a hole diameter of 0.9 mm (STL file dimension) was used to
provide a mass flow rate of about 2 g/min for simulating the mass flow rates achievable
with a DED-PF machine. The hopper was designed to fit between the 78-element array
and the frame used to attach the assembly to an aluminum extrusion. The aluminum
extrusion is used to suspend the assembly to prevent unnecessary sound reflections which
might affect the sound field. The final hopper feed internal geometry is shown in Fig. 4.4
(a). Since the hopper has small feature sizes, its parts were printed in a Stratasys J750
machine, with a resolution of 27 µm, using the hard Vero material. The final array and
hopper assembly, with a frame for attachment to the aluminum extrusion, is shown in Fig.
4.4 (b). In the final assembly, the hopper nozzle tip is 17.5 mm above the array’s geometric
center which corresponds to the sound focus point.
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4.4.2 Experimental setup

A close-up of the hopper and array assembly, wired to the control boards, is shown in Fig.
4.4 (c). A schematic of the experimental setup is shown in Fig. 4.5. The array and hopper
were suspended from an aluminum extrusion and the area was covered with an enclosure
to minimize the effect of air drafts on the measurements.

The high-speed camera used is the Veo 710S from Phantom, using an EF 180 mm
f/3.5L Macro USM lens from Canon. The light used is a MultiLed QT LED array (SN
GS01703), powered by a MultiLed G8 Controller (SN GS00484). Both the light and the
controller are from GS Vitec GmbH.

Figure 4.4: (a) Internal geometry of the hopper and powder feed mechanism. (b) Array
frame, hopper and connecting frame assembly. (c) Assembled ultrasonic array attached to
the hopper assembly.

The boards are set with a jumper to “18 volts” for the “logic supply” (power source
for amplifier board and Arduino) [204]. Each one is connected in parallel using a barrel
connector to a power supply. The signal from the laptop read by board number 1 comes
from the USB connection to the Arduino MEGA board. For only this board the “sync”
should be jumped to internal (to receive USB signals) [204]. All the other boards used
should be set to external.

The Ti6Al4V powder used is from Raymor (Spherical Ti-6Al-4VGr5 powder), with size
ranges from 45-150 µm, IPN 5773-S. The mass average diameter was determined to be
88 µm. The SS 316L powder used is from North American Höganäs (316 L-5320), item
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Figure 4.5: Schematic of the experimental setup showing lighting and camera setup (not
to scale). The focal axis of the camera and the light were in the same plane, with the
array axis normal to this plane, and the sound focus point intersecting it. The distance
from the front of the camera lens and the light to the sound focus point was 72 and 51
cm respectively. The angle between the camera and the light center-line axis was 22° and
setup to be as small as possible for uniform illumination.

# 111903. The mass average diameter was determined to be 89 µm. Both mass average
diameters were measured using a Camsizer X2 from Retsch GmbH.

4.4.3 Experimental procedure

The experimental procedure consisted of loading the hopper with powder, turning the
ultrasound array on and capturing the high speed video. This was repeated four times for
each voltage and material tested. Approximately 2 g for both powders were loaded in the
hopper for each run. The exact powder mass was recorded and the amount of time the
powder was flowing was measured with a stop watch. This was used to measure the mass
flow rates for each run.
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The Veo 710S high-speed camera had the following software settings: Bit depth, 12,
Aperture 3.5, Resolution, 640 x 800, Sample rate, 13000 FPS, Exposure time, 76.514 µs,
EDR, 0 µs, and Exposure Index, 1000. The PIV mode for image acquisition was not
enabled; this setting adjusts the contrast of the frames and produces large errors in the
imaging procedure described in Section 4.4.8. The recorded videos had a length of between
8 and 10 seconds, and they were saved keeping one out of every eight frames to reduce
memory requirements. The light was set to 60% intensity.

4.4.4 Obtaining intensity images

Instead of taking a single picture of the powder stream to get an indication of the particle
concentration [205], the powder stream was filmed at high speed and the frames were
cropped, binarized using a 20% threshold level and summed. This allows the measurement
of the average particle size as seen from the camera (described in Section 4.4.8) to estimate
the mass flow rate from the frames as well as measuring particle velocity data. The
thresholded and frame summed (TS) images for the first run both materials are shown in
Fig. 4.7.

Initially, all videos were cropped to 13000 frames. Afterwards each frame was cropped
68 pixels from the top, 132 pixels from the bottom and 70 pixels from the sides (all
inclusive). This was done to remove the lower part of the array and side reflections from
the array housing. This step is necessary to ensure proper thresholding.

After all the frames for each run were cropped, they were binarized using a 20% (ε = 0.2)
threshold level which corresponds to a grey level value given by:

g = gd + ε(gl − gd) (4.7)

where gd is the darkest grey level and gl is the lightest grey level in each frame. After
thresholding, all the frames in each run were added. This part of the analysis was done in
python using the NumPy library.

Using the first frames of the high-speed footage, the average downward speed of the
Ti6Al4V particles was determined to be 0.585 m/s (0.028 m/s standard deviation) and for
SS 316L, 0.591 m/s (0.032 m/s standard deviation). Using a single frame with a reference
object placed at the focal plane, the pixel size was determined to be 72.9 µm.
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4.4.5 Powder widths

The effective powder stream width usually used in the DED-PF literature [34] assumes that
the concentration of the powder at a line normal to the powder stream axis is Gaussian,
and its effective radius is at a distance from the stream axis where the concentration is
e−1 or e−2 times the peak intensity at the axis. In this chapter, the e−1 width will be
considered.

This radius is found by fitting a Gaussian function to the intensity values at the row
being considered and solving for the e−1 intensity ratio radius. Note that although the
Gauss fit does not fit the tails of the PCD as seen in Fig. 4.9, especially after the powder
is subjected to the sound field, it still fits the locations at e−1 intensity ratio, i.e., 37% of
the peak value from the bottom of intensity plots.

The location in the z axis in pixels where the powder widths, divergence angles and
concentration profiles will be measured at, is the point at which the force field magnitude
drops to less than 4% of its peak value and the field is assumed to not affect particle
motion.

The pixel location downstream of the sound field is the distance from the top of the
frame to the sound focus point plus half the distance where the sound field is assumed to
not affect the particles (using the half intensity criteria). The corresponding pixel number
value (123) is given by:

pds = ptba + round

(
laf
lpix

)
+ round

(
li

2lpix

)
− pcropStartZ (4.8)

where ds stands for the downstream of sound interaction region, ptba is the distance from
the top of the TS image to the bottom of the sound array (20 pixels), laf is the distance
from the bottom of the array to the focus point (2.45 mm) and pcropStartZ is the amount
of pixels that were cropped (inclusive) from the top of the TS image (68 pixels). The
effective sound application length value (li = 20 mm) is the effective distance along the
particle stream axis where sound is assumed to affect the particles.

One way to extend the typical e−1 width metric to the arbitrary axially symmetric
non-Gaussian distribution function produced after a force field is applied to the original
Gaussian distribution is as follows:

1. For a Gaussian PCD, find the mass fraction of powder out of the total mass that is
inside the radius given by the e−1 criteria
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2. Then find the radius for the new axially symmetric distribution corresponding to a
volume of this distribution that yields the same mass fraction

A volume bounded to some radius r by an axially symmetric function is given by:

V (r) = 2π

∫ r

0

f(x)xdx (4.9)

The effective powder stream width is then twice the radius r that satisfies the following
equation:

fV =
VG(rG)

VG(rG →∞)
=

V (r)

V (r →∞)
(4.10)

where the subscript G stands for volume bounded by a Gaussian distribution. The different
volumes in Eq. 4.10 are shown in Fig. 4.6.

Figure 4.6: (a) Volumes used in Eq. 4.10 from a Gaussian distribution, and (b) from a
new distribution.

One can compute f using numerical integration for different values of t. Finally, one
can do the same for Eq. 4.9 to get the volume for different values of r. Then one can find
the value of r that satisfies the following equation:

0 = rV (r)− rV G (4.11)

where rG is the volume fraction considering distribution fy, and rV G stands for the volume
ratio of a Gaussian distribution, considering the radius given by the e−1 or e−2 criteria. Half
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the width of the Gaussian powder stream profile at a point e−1 times the peak intensity is
obtained, using a normal distribution with zero average, by solving for x in:

1

σm

√
2π

e−1 =
1

σm

√
2π

e−
1
2

(
x

σm

)2
(4.12)

where σm is the powder profile standard deviation. The half width values are
√
2σm for the

e−1 criteria, and following the same method, 2σm for the e−2 criteria. Using the Gaussian
distribution used in Eq. 4.12 to find V (r) yields:

VG(r) = σm

√
2π
[
1− e

1
2
( r
σm

)2
]

(4.13)

Using Eq. 4.13, the volume ratio fV G using the half width values are 1 − e−1 = 0.63 for
the e−1 radius criteria.

The numerical integration is done by first centering the intensity function being con-
sidered along the x-axis. This is done by fitting the function with a Gaussian, finding its
average pixel value and shifting the row of pixels by that amount. As can be seen in Fig.
4.9, although the Gaussian fit does not accurately follow the powder concentration if it is
being affected by the sound field, the peak of the Gaussian function still coincides with
the function’s axis of symmetry. After centering, the intensity function’s radial volume is
computed. This is done using:

VI = π

(
c0[1/2]

2 +
∑

ci[(i+ 1/2)2 − (i− 1/2)2]

)
(4.14)

This corresponds to numerically integrating a radially symmetric function using the mid-
point rule [171]. Since VI is proportional to mass flow rate, it can be used directly for the
mass ratio calculations. The VI value is calculated using the whole row of intensities, to
approximate V (r →∞).

To find the mass ratio radius by solving Eq. 4.11, one can start with a pixel width value
corresponding to r from the center to the edge of the frame, keep decreasing this value by
1 and cropping both ends of the stored row intensities until Eq. 4.11 changes sign.

4.4.6 Catchment efficiency proxy

One can use the results from the last section to find a catchment efficiency proxy (CEP).
Instead of finding the radius in the new PCD that contains the same mass fraction, one
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can calculate what mass fraction is contained in the original e−1 intensity radius in the
new PCD.

This is a way of comparing different powder concentrations without full experimental
or simulated results of a DED-PF process, with a given track geometry. In this case it
is assumed the melt pool is circular, its radius is the e−1 intensity radius of the original
powder stream concentration function and all particles reaching the melt pool adhere to
it. To calculate this value, the value of VI at the required radius is calculated and then
divided by the value of VI , considering the whole intensity row in the TS image.

4.4.7 Powder stream divergence angle

The powder stream divergence angle was calculated from the TS images by calculating the
e−1 intensity radii from a range of 100 pixels above and below the pds pixel row value in
intervals of 20 pixels. Then a polynomial fit is made to the radii as a function of row (z)
pixel location, and the divergence angle is found from the derivative of this polynomial at
pds. This intensity criterion to find the spreading angle is commonly used in the literature
[198, 199, 34].

It was found that due to the low speeds of the experimental setup, a quadratic fit
to the e−2 intensity values as a function of pixel row gives more accurate angle data, as
there is a small gravitational acceleration. The coefficient of determination (r2) values
were calculated from the norm of the residuals given by the MATLAB function polyfit()
[206].

4.4.8 Particle concentration from thresholded images

To convert the TS values to a particle concentration number, the following conversion
factor was used:

fc =
1

nf lfovl2xnxp

(4.15)

where nf is the number of frames being added for each run (13000), lfov is the field of
view “thickness” (twice the distance from the focal plane to the distance where the particle
is not thresholded due to defocusing), lx is the image pixel size calculated previously and
nxp is the average number of pixels that give a 1 value per particle. The nxp values (16.36
for Ti6Al4V and 29.96 for SS 316L) were calculated directly by calculating the average
area in pixels of the 1 value blobs for each frame and averaged for all frames for the 4
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benchmark videos. This was done in python by labeling all the blobs in each frame using
a 4-connectivity pixel metric and calculating the individual blob areas using the label()
and regionprops() functions from the scikit-image library.

The lfov values (0.70 mm for Ti6Al4V and 0.72 mm for SS 316L) were calculated using
the depth of correlation equation given by [207]:

lfov = 2

(
1−
√
ε√

ε

[
f#2d2p +

5.95(M + 1)2λ2f#4

M2

])1/2

(4.16)

where ε is a threshold value defined in the same way as the value used before (0.3), f#

is the high-speed camera’s lens f number (3.5), dp is the average particle size, M is the
magnification and λ is the wavelength of light being used. The magnification (0.33) was
calculated using [208]:

M =
fl

dlo − fl
(4.17)

where fl is the focal length of the lens (18 cm) and dlo is the distance from the lens to the
object, measured to be 72 cm. The value used for λ is an average for visible light (590 nm)
[209].

The assumption made for Eq. 4.15 is that the concentration is being measured on a
“plane” i.e. lfov << r(z) which can be assumed in this case since the minimum effective
particle diameter r(z) within all runs assuming the e−1 intensity criteria is 3.2 mm. Eq.
4.16 is used in particle image velocimetry applications and has been shown to provide
accurate values [209].

Using the conversion factor given by Eq. 4.15, the data for all the TS images can be
converted to a particle concentration value. The data used was averaged using the selected
row at pixel position offsetPixels as well as two rows above and two rows below the
selected row.

The data was also normalized using:

cn(r) = cm(r)
ṁm

ṁc

(4.18)

where c stands for particle volumetric concentration, n for a normalized value, m for a
measured value, ṁ for mass flow rate and c for a calculated value. The data is normalized
to consider any differences in the flow rate between runs.
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The mass flow rate can be calculated from the concentration data from each TS image.
The mass flow rate is given by:

ṁc = mpuzfc∆x2VI (4.19)

where in this case uz is the average of downward particle speeds, and ∆x is the separation
between concentration points i.e. the pixel size lx.

4.4.9 Initial conditions for simulations

To have an initial condition for the simulations that will reproduce the PCD at 0V down-
stream of the sound field interaction length, the measured e−1 widths are used together
with the divergence angles to calculate the initial particle stream widths, using:

ri = rf − li tan(θf ) (4.20)

Eq. 4.20 uses the same variable names as in Fig. 4.3. The angle θf is the divergence angle
calculated by the method described in Section 4.4.7. In the case of no applied sound (0V)
and assuming negligible gravitational acceleration and air drag on the particles along li,
the divergence angle does not change along z and it is equal to θi.

4.5 Results and discussion

4.5.1 Powder stream 2D concentrations

The TS images for Ti6Al4V and SS 316L are shown in Fig. 4.7. The focusing effect is seen
at 8V for Ti6Al4V and at 10V for SS 316L. The increase in focusing for SS 316L from 10
to 16V is not as noticeable. This might be due to the sound radiation field pushing the
particles towards the opposite side of the powder stream center-line and non-collimated
particles.

Surface plots of the thresholded and added frames for Ti6Al4V and SS 316L are shown
in Fig. 4.8. The focusing effect is seen from both the divergence angle decrease as well as
an increase in concentration at about 10 mm in the z direction. One can see that at 16V
the downstream concentration is less sharp for SS 316L, following the results shown in Fig.
4.7.

102



Figure 4.7: Added frames from high-speed camera for first repeat for Ti6Al4V at (a) 0 and
(b) 8V, and first repeat for SS 316L at (c) 0, (d) 10 and (e) 16V.

4.5.2 Comparison of downstream particle concentration

Gauss fits for the image intensity downstream of the sound field for Ti6Al4V and SS 316L
are shown in Fig. 4.9. At 0V (no sound field) the intensity distribution closely follows
a Gaussian, indicating that the designed hopper produces a distribution similar to the
concentration profile normally found in a DED-PF machine [34]. However, there is a
deviation from a Gaussian profile when the sound field is applied, with larger tails. This
is more pronounced in the SS 316L profile.

This might be due to the 0V divergence angle being larger, meaning more of the powder
is being affected by parts of the sound field actually pushing the powder away from the
powder center-line i.e., at a distance after half the wavelength of the force field ∼ 3 mm.
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Figure 4.8: Surface plots of added frames from high-speed camera of the first repeat for
Ti6Al4V at (a) 0 and (b) 8V, and first repeat for SS 316L at (c) 0, (d) 10 and (e) 16V.

4.5.3 Powder stream widths

The e−1 and mass fraction widths are shown in Fig. 4.10. There is a clear decrease in the
e−1 width as the voltage is increased for both materials, however, the mass ratio width
decreases less significantly and increases for SS 316L at 16V. This might be related to the
larger tails seen in the Gauss fits in Fig. 4.9, showing powder is being focused but also
being pushed away, depending on the powder and sound field geometry.

4.5.4 Catchment efficiency proxy

The mass fraction inside the 0V e−1 mass fraction width for all materials and voltages is
shown in Fig. 4.11. The mass fraction increases for all cases at higher voltages, except for
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Figure 4.9: Gauss fits downstream of applied sound field for first repeat for Ti6Al4V at
(a) 0 and (b) 8V, and first repeat for SS 316L at (c) 0, (d) 10 and (e) 16V.

SS 316L at 16V. This might be due to the same reason the mass fraction widths do not
change as significantly as the e−1 widths.

4.5.5 Powder stream divergence angles

The powder stream divergence angles downstream of the sound field for all materials and
voltages tested are shown in Fig. 4.12. The angles decrease with increasing voltage for
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Figure 4.10: Powder stream widths for all materials and applied voltages.

all cases. For SS 316L at 16V the angle change is less significant. This might be due to
particles not being collimated or crossing the powder stream center-line. The minimum
r2 value from all the polynomial fits used to determine the angles from all materials, and
repeats at 0V was 0.95, indicating an accurate fit. The fit is less accurate when a voltage
is applied, with a minimum r2 value of 0.80.

4.5.6 Comparison with analytic model

Since the measured Gaussian powder radii at 0V are greater than a quarter of the force
field wavelength, the analytic model does not give fully accurate divergence angle values.
However, one can use the Lagrangian simulation, to check the divergence angle at the
linear range of the force field (using loffset = 0.7 mm). These simulations are later shown
to be able to model the PCD. The Fa value used is the one at loffset, corresponding to
half the peak force value along the x-axis. The force was divided by two again since the
force in the z-axis can be modeled by a cosine function shifted to a range of 0 to 1, with
an average value of 0.5. The calculated values compared to the analytic results obtained
from Eq. 4.2 are shown in Fig. 4.13. The analytic model results match closely with the
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Figure 4.11: Mass fraction inside 0V e−1 mass fraction powder width for all materials and
voltages.

calculated angles. The small-angle approximation error increases with larger calculated
angles as expected. The number of time steps used for all Lagrangian path calculations
was 32, to keep the change in divergence angle between subsequent time step subdivisions
below 1%, following the same convergence study procedure described in Appendix H.

4.5.7 Particle concentrations downstream of the sound field

To test the conversion factor between thresholded image intensity and particle concentra-
tion, the mass flow rate was calculated from the images using the conversion factor. The
results are shown in Fig. 4.14. The result corroborates the conversion factor calculation.
The results for the particle concentrations downstream of the sound field are shown in Figs.
4.15 and 4.16. Each curve is the average of four repeats and includes standard error bars.
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Figure 4.12: Powder stream divergence angles downstream of sound field for all materials
and voltages.

4.5.8 Lagrangian and Eulerian simulations

The results of the Lagrangian and Eulerian simulations overlapped over the measured
concentration data for all experiments are shown in Figs. 4.17 to 4.19.

The simulations match well with each other as expected. The simulations match the
measured concentration profiles when no voltage is applied, validating the new model for
particle motion derived in Appendix G, and the assumption of using Eq. 4.20 without
considering air drag, to get an initial concentration profile. Note that the initial profile is
occluded by the array and its reflected light in the experimental setup used.

The simulations closely match the concentration profiles except when close to the center
of the powder stream, especially for SS 316L at 16V shown in Fig. 4.19, where the peak
concentrations reach 3.7 for the Eulerian simulation and 2.9 for the Lagrangian simulation
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Figure 4.13: Angles computed using RK4 particle tracking and analytic angles for all
materials and voltages.

instead of the measured 0.89 particles per mm3; this may be explained by the fact that the
models do not take into account individual particle speed and direction deviations as well
as particle collisions. The more accurate Lagrangian value might be due to the fact that the
model can take into account particle crossings. These effects should be more pronounced
close to the powder center when the applied voltage used for focusing increases.

One factor that might affect the measured peak concentration values is similar to the
one in the Lagrangian simulations; if there are enough particles being imaged to get an
accurate concentration. Using the average measured flow rates for Ti6Al4V and SS 316L
(1.66 and 2.15 g/min), the particle masses using the mass-weighted diameters, the fact
that one second of frames was used per run, and four repeats were averaged to get the
concentrations shown in Figs. 4.17 to 4.19, the approximate number of particles present
at any z position is about 6.99×104 and 4.84×104 particles for Ti6Al4V and SS 316L
respectively. Using the Lagrangian simulation convergence plots for mean RMS error as
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Figure 4.14: Actual and estimated mass flow rates for all materials and voltages.

a function of particle plots for each material and voltage gives expected RMS errors of
3.33 and 2.36% for Ti6Al4V at 0 and 8V respectively and 6.20, 4.61 and 2.71 for SS 316L
at 0, 10 and 16V respectively. The convergence plots are explained in more detail in
Appendix H. In the SS 316L at 16V case, this value is even lower than the expected 4%
RMS error of the simulations and does not explain the large concentration gap between
the measured and simulated results.

Note that the errors at the center of the concentration profile go down for a fixed
number of particles when the voltage is increased; this is because a higher fraction of the
available particles go to the center of the stream when the focusing is increased by the
applied voltage. This is seen both in the required number of points for each Lagrangian
simulation at the required RMS error of 4%, shown in Appendix H, and in the measured
data; although one cannot make a quantitative statement from the error bars given by
four repeats, one can see that the measured error bars close to the concentration profile
centers are smaller for the non-zero voltage runs compared to the zero voltage runs, which
is noticeable in Figs. 4.17 and 4.19.
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Figure 4.15: Particle concentration downstream of sound field for 0 and 8V, for Ti6Al4V.

Figure 4.16: Particle concentration downstream of sound field for 0, 10 and 16V, for SS
316L.
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Figure 4.17: Particle concentration downstream of sound field for Ti6Al4V, at 0 and 8V,
overlapped with Lagrangian and Eulerian simulations.

Figure 4.18: Particle concentration downstream of sound field for SS 316L, at 0 and 10V,
overlapped with Lagrangian and Eulerian simulations.
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Figure 4.19: Particle concentration downstream of sound field for SS 316L, at 0 and 16V,
overlapped with Lagrangian and Eulerian simulations.

The e−1 radii predicted from the simulations compared to the measured values are
shown in Fig. 4.20. The radii closely match the data again except for SS 316L at 16V
due to the higher peak concentrations which produce a Gaussian fit with a lower variance,
which produces correspondingly smaller e−1 radii for both simulations.

4.6 Summary

Based on the results from this chapter, the following conclusions can drawn:

• A Gauss fit for the powder stream without an applied sound field is closely matched
with the experimental concentration profile as observed in an actual DED-PF ma-
chine, validating the design of the gravity hopper. Applying the sound field produces
a function with larger tails compared to a Gauss fit

• The e−1 powder stream widths downstream of the applied sound field were decreased
for both Ti6Al4V and SS 316L powders. The largest decrease in width, downstream
of the applied sound field, for Ti6Al4V was from 4.6 to 3.2 mm at 8V and for SS 316L
from 7.2 to 4.9 mm at 16V, corresponding to a 30 and 31% reduction respectively.
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Figure 4.20: Comparison of e−1 radii obtained from measured and simulated data.

The powder stream width decreases with increasing voltage for the voltages that
were tested, with the width observed to approach a minimum width for SS 316L at
16V. The divergence angle at this location also decreased for both materials with
increasing voltage

• The mass ratio powder stream width reduction for the tested voltages was lower
than the decrease seen by considering the e−1 powder stream width and increased
slightly for SS 316L at 16V. This is due to the larger concentration function being
generated for the sound radiation force field, due to the SS 316L initial powder width
and divergence angle are higher than the one for Ti6Al4V. This highlights the need
to design a nozzle and force field that have the right geometry, to match the nozzle
width with the sound field’s loffset value, and to have the right voltage to be able to
minimize the powder stream width downstream of the sound field, along li

• Both Lagrangian and Eulerian simulations had a close agreement with each other
after performing a convergence analysis. For higher applied sound pressure there will
be a substantial amount of particle path crossings, which cannot be modeled in the
Eulerian simulation i.e.; the particles would “pile up” at x = 0. This may be resolved
by using a Eulerian model that considers particle crossings.
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Chapter 5

Gaussian Beam Representation of
DED-PF Powder Stream

5.1 Introduction

The powder motion models found in DED-PF literature are either numerical simulations
taking into account nozzle geometry, gas flow and particle motion, or analytic models where
the powder stream’s powder concentration distribution (PCD) is static.

The gas phase in numerical simulations is usually taken into account and is modeled
using computational fluid dynamics [37, 26]. Due to the large mass of the particles and
low number concentration, the coupling is done from the gas phase to the particles but
vise versa. Most numerical powder motion models consider the powder as a discrete phase,
and use Lagrangian particle tracking with reflections, considering the coefficient of resti-
tution, at the simulation boundaries [210]. These models compute the particle motion by
integrating the forces acting on the particles, in their reference frame. Recent work also
has modeled the particles as a continuous Eulerian phase, where the problem is discretized
using finite elements or finite volume, and the reference frame is a fixed mesh with re-
spect to the nozzle and the amount of particles coming in and out of each mesh element is
computed over time [189].

Analytic models usually formulate the PCD using a Gaussian function that has a lin-
early increasing intensity ratio width (IRW) that matches experimental data [34, 211].
These types of models are orders of magnitude faster to compute than numerical models,
however the interaction of the powder stream with forces due to shielding gas [33] or reflec-
tions with the build plate are not taken into account or are implicitly taken into account
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by empirically fitting the model to a measured PCD in a particular DED-PF setup. In
this chapter, a third type of model is presented; one that has a computationally efficient
analytic solution, but is also able to account for forces being applied to the powder stream.
Note that the scope of models in the literature being considered and the one in this chapter
are for the powder motion downstream of the nozzle exit.

The mechanism causing linearly increasing IRW in analytic models is usually ex-
plained by some diffusion mechanism that reproduces the observed linearly increasing IRW
[198, 212]. This mechanism is plausible if one assumes there are a high number of particle
collisions in the nozzle exit zone producing some effective diffusion of the particle concen-
tration. In Chapter 4, by observing high-speed camera footage of a powder stream, it was
determined that the number of collisions is low for DED-PF relevant process parameters.
A more plausible mechanism was then proposed, based on a constant downward compo-
nent and a linearly increasing outward component, with the outward component being
proportional to the distance from the powder stream’s center line. This powder motion
model was also used to accurately predict the behaviour of the PCD downstream of an
externally applied sound radiation focusing force field to a powder stream.

In particular, the focusing force field considered in Chapter 4 is a result of high power
sound waves coming for the area surrounding the powder stream, interacting with the
particles and producing a force field that permeates the powder stream and accelerates
particles depending on their position in the field. Plots of the sound pressure and the
resulting components of this particular force field for the case of SS 316L particles with
sound produced by applying 16V to ultrasound transducers in the setup described in
Chapter 4 are shown in Fig. 5.1. The variables shown in the figure are explained in
Section 5.2.4. The transducers form an array with the shape of the hemisphere with an
open top for the powder to move through it, with the center of the sphere aligned with
the sound focus point. Note that the methods described in this chapter may also be
used to quickly model other types of sound fields being applied, such as force fields due to
electromagnetic fields [187], as long as the powder stream can be modeled using a Gaussian
beam as described in the rest of this chapter.

For high degrees of focusing, the powder motion model in Chapter 4 shows a higher
peak concentration compared to the experimental results, that approach a constant con-
centration and IRW. A possible explanation for this discrepancy is that besides a linearly
increasing outward particle speed, there is also a distribution of possible deviations from
this speed. This would introduce an “aberration” in the focused particles that would pro-
duce a less focused powder stream for the same applied force field. A summary of the
mechanisms used to explain the behaviour of the powder steam for the DED-PF process
is shown in Fig. 5.2.
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Figure 5.1: (a) Period averaged sound pressure (ASP), (b) x component of the resulting
force field, (c) z component of the resulting force field. (d) ASP field, with particles tracks,
and isosurface with a radial sound radiation force value of -4.0×10−9 N per particle, based
on the setup for SS 316L particles with sound produced at 16V in Chapter 4 and (e) sound
radiation force in the x-axis direction along the red line.

The function used to describe the powder flow rate for a DED-PF nozzle in the literature
is given by [34]:

c =
ṁ

uzmpπr(z)2
exp

[
− r2

r(z)2

]
(5.1)

where ṁ is the mass flowrate, uz is the average of downward particle speeds, approximately

117



Figure 5.2: Particle motion mechanisms; (a) diffusion [198], (b) initial velocities with
linearly increasing tangential components (Chapter 4), (c) hypothesis in this chapter.

equal to the average of the particle speeds |u| for narrow powder streams, and mp is the
particle mass.

The effective powder radius given by:

r(z) = r0 + tan(θ)z (5.2)

where r0 should have a value be close to the nozzle opening radius and θ is the powder
stream divergence half angle. Some properties of the PCD based on Eqs. 5.1 and 5.2 are
shown in Fig. 5.3

Integrating Eq. 5.1 in polar coordinates results in the number of particles crossing a
plane perpendicular to the powder stream axis. As expected, this value is constant due to
mass conservation, and proportional to the mass flow rate. The value is given by:

np =
ṁ

uzmp

(5.3)

The mechanism that produces the PCD described by Eq. 5.1 can be derived from a diffusion
equation [198]. This is a fair approximation for small particles [212], where some particle
collisions close to the nozzle might be taking place that can be modeled by a diffusion
process. However, as seen in the high-speed video data in Chapter 4, most particles are
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Figure 5.3: Powder PCD and some of its properties: symmetry about z, mass conservation
(polar integral about zof c(x, z) equal for all z-values), IRW, given by value of powder
radius r such that c(r, zn)/c(0, zn) = k (where k is a constant such as e−1 or e−2) increases
linearly with z downstream of the nozzle.

not colliding, especially away from the nozzle, and are seen to be spreading outwards. In
the same study, to accurately couple the powder stream to a force field, a new mechanism
was derived, in which an initial velocity field that reproduces Eq. 5.1 without a diffusion
mechanism for the particles is given by:

ur(r, 0) = uz tan(θ)
r

r0
(5.4)

This was done by finding an initial particle speed distribution for the Eulerian continuous
concentration distribution equation given in [212] and referenced by Lin in his original
derivation of Eq. 5.1 [198], but without a diffusion term, such that the same solution is
recovered. In this chapter, it will be shown that a model producing a linear dependence
between tangential speed and x-position with some offset due to a probability distribution
as shown in Fig. 5.2 (c) corresponds to considering the particle tracks as rays and having
the same spatial and angular probability distribution that is used in some models of laser
beam propagation [213, 214, 215, 216, 217].
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A laser beam can be described via the Helmholtz wave equation or the Fresnel-Kirchhoff
integral [218, 219]. One can solve for the electric field of a spherical wave in the paraxial
approximation for a beam that has a small angle with respect to one of the coordinate axes.
However, the solution using a real number on an axis for the source location produces a
nonphysical electric field because its amplitude does not fall off quickly enough in the
transverse direction, and therefore carries infinite energy in a transverse plane [219]. One
can obtain a more physical solution for the electric field by using a complex source position,
producing a real Gaussian factor hence the name Gaussian beam. This also corresponds
to the electric field of a freely propagating laser beam. For a beam along the z-axis, this
field (normalized to an amplitude of one) is given by [218]:

E(x, y, z) =
w0

w(z)
exp

[
−x2 + y2

w(z)2
+ jϕ

]
(5.5)

with j =
√
−1, ϕ = arctan(z/zR)− k(x2 + y2)/(2R) and k = 2π/λ.

The functions for the beam half width w and the beam radius of curvature R can be
found from Eqs. 5.6 and 5.7.

w(z) = w0

√
1 +

z2

z2R
(5.6)

R(z) = z +
z2R
z

(5.7)

where w0 is the beam waist half width. The Rayleigh range, zR, is given by:

zR =
πw2

0

λ
(5.8)

where λ is the wavelength. This free space propagation solution uses the complex source
position q given by:

1

q
=

1

R
− j

λ

πw2
(5.9)

One can describe the propagation of a Gaussian beam by transforming this complex
source by using [219]:

q2 =
Aq1 +B

Cq1 +D
(5.10)

where the subscripts 1 and 2 denote the initial and final source position and variables A to
D are entries in M = [A B;C D], which is referred to as an optics ray tracing propagation
transfer matrix. In the matrix ; denotes the next lower row.
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The intensity of the electric field I = ε0c|E|2/2, for Eq. 5.5, is given as:

I(x, y, z) = I0
w2

0

w2(z)
exp

[
−2x

2 + y2

w(z)2

]
(5.11)

where ε0 is the vacuum permittivity and is included in I0. Note that the half width of the
beam w is measured from where the laser is at e−2 of its peak intensity to its center line
at some z-value. Note that the intensity half width at e−2 of its peak is equal to the e−1

half width for the electric field, due to the intensity being obtained by squaring the electric
field.

A 3D model for a laser beam that uses rays projected from the xy-plane to represent
the intensity of the beam, is described in [213]. The equivalent spatial distribution is given
by Eq. 5.11 with I0 = 1 [213] and the ray origins given by I(x, y, 0). Note that Eq. 5.11 has
the same form as Eq. 5.1 which is used to model DED-PF powder streams. The spectrum
of the rays given in Eq. 13 of [213] based on the angles (θx, θy) or equivalently based on
(kx, ky) = k[tan(θx), tan(θy)] can be written as:

P2(kx, ky) =
w2

0

2π
exp

(
−2

k2
x + k2

y

s20

)
(5.12)

⇔ P1(θx, θy) =
w2

0k
2

2π cos(θx) cos(θy)
exp

[
−2k2 tan

2(θx) + tan2(θy)

k2
0

]
(5.13)

with s0 = w0/zR which approximates θ0 in [214] at small angles, kx = k tan(θx) and
k0 = 2/w0.

Note that the ray spatial and tangential component distributions can be used directly
as an initial condition for the particles in a Lagrangian simulation as done in Chapter 4.
The significance of speed variation as well as the drag force on the particle due to the
surrounding medium using this new model will be shown later via Lagrangian simulations
in Section 5.3.3.

5.2 Theoretical and experimental methods

5.2.1 Particle tracking and trajectory extrapolation

In order to determine the behaviour of the particles in the powder stream, the python
particle tracking code Trackpy [220] was used to extract path information from high-speed
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video. The video was obtained by filming the powder stream produced by manually feeding
SS 316L powder to a gravity hopper connected to a nozzle. The nozzle disperses the powder
with a center-body before moving to a converging nozzle with an exit diameter of 0.9 mm,
in order to produce the Gaussian distribution with a linearly increasing IRW as observed in
the DED-PF literature and Chapter 4. The SS 316L powder used is from North American
Höganäs (316 L-5320), item # 111903. The mass average diameter was determined to be
89 µm, measured using a Camsizer X2 from Retsch GmbH.

Trackpy uses the Crocker-Grier centroid-finding algorithm to find particles in a frame
[221]. The settings used for finding the particle positions were the following: The frames
were cropped to not include the top of the ultrasound array used to produce the force field
as done in Chapter 4, an estimated particle size of 7 pixels (found by taking the square
root of the avg. pixel area for particles found in Chapter 4, a minimum “mass” (brightness)
value of 200 was used. The setting used for extracting paths were the following: A search
range of 4 pixels/frame (approximate speed of particles) and a memory of 1 frame (number
of frames particle does not have to be present in a frame) were used. The generated paths
were filtered by not including short paths (less than 40 frames), and only including paths
with particles with a mass variable (Trackpy dimensionless variable) between 500 and 2000,
a size between 1 and 1.5 pixels and a circular eccentricity of less than 0.3.

Afterwards the paths are centered in x, rotated, shifted in z such that the nozzle
position is at z = 0 and scaled by using the pixel size of 72.9 µm measured in Chapter 4.
The rotation angle is calculated such that it undoes the offset between the x-averages of
the Gaussian fits of the powder stream at the top and bottom of the sum of frames image
as done in Chapter 4, which can happen due to camera misalignment. The paths are
also filtered by checking that subsequent line segments formed by two subsequent particle
positions have an angle of less than 3° (using the absolute value of their dot product) and
do not change direction.

The paths are then fitted to a particle trajectory analytic model [222]. It is the analytic
solution for a particle’s 2D trajectory taking into account gravitational acceleration and
the drag force on the particle from the surrounding medium (still air) assuming a linear
relationship with the particle’s relative speed (Stokes’ drag law). Its applicability was
checked by computing the maximum Reynolds number (Re) for all feasible trajectories as
described later in this section. For this drag law to be applicable, Re ∼ 1. With these
trajectory fits, one can calculate accurate particle statistics such as the angle of the path
with respect to the x-direction at any z-value and extrapolate the particle paths up to the
nozzle position, which is obstructed by the ultrasound array producing the force field for
the data from Chapter 4 used in this chapter.
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If the diagonal of the bounding box of the path to be fitted has an angle of 0.29°,
corresponding to an aspect ratio of 5.0 × 10−3, a straight line fit is carried out. This is
because the fitting problem is ill posed; when the paths are too close to a vertical line, one
can have a large range of solutions for the initial speed. For the fit and evaluation of the
line, the axes are switched to prevent numerical errors due to high slope values.

To define a path, the following variables are required: the initial x0 position, the initial
velocity components u0x and u0z, and the drag factor dependent on the particle size k. It
is assumed the particles all start at the nozzle z-location (z = 0). One can obtain these
variables by minimizing the following:

f =
N∑
i=1

(hi − zi)
2 (5.14)

where N is the number of points in a path, hi is the modeled z-position for each point and
zi is the actual z-position for each point. The model z-positions can be found from the
actual x-positions xi by rearranging the equation for x in [222] to get t:

ti = −
1

k
log

[
1− k

u0x

(xi − x0)

]
(5.15)

where k is Stokes’ law constant divided by the particle mass [222, 197]:

k =
3πµdp
mp

(5.16)

where µ is the air viscosity, dp is the particle diameter and mp is the particle mass. After-
wards the ti values are used to find hi using the equation for z in [222]:

hi = ti
g

k
+

1

k

(
u0z −

g

k

) (
1− e−kti

)
(5.17)

where g is the gravitational acceleration. Note one can do the same minimization consid-
ering the x-locations, however Eq. 5.17 cannot be rearranged analytically for t. One can
minimize f by optimizing the path variables for each path using the function fmincon()
in MATLAB, using the “Trust region reflexive” algorithm [223] with a function tolerance of
1.0×10−8. It was found that providing the gradient of f with respect to the path variables
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to fmincon() produces a more accurate fit. This gradient can be calculated using the
multivariable chain rule as follows:

Qx0

Qu0x

Qu0z

Qk

 =


(ht ◦ tx0)f

T
h

(ht ◦ tu0x)f
T
h

hu0zf
T
h

hkf
T
h

 (5.18)

where the variables in bold are 1 by N matrices, the subscript stands for partial derivation
with respect to the subscript and ◦ stands for element-wise multiplication. The matrix fh
can be found as follows:

fh = 2(h− z) (5.19)

Each entry of the other matrix derivatives are the element-wise derivatives of Eqs. 5.15 or
5.17. The optimization function was used with the following bounds:

−0.02 < x0 < 0.02 (5.20)
−0.5 < u0x < 0.5 (5.21)
0.0 < u0z < 0.5 (5.22)

1.0406 < k < 104.0625 (5.23)

The bounds enforce for tracks that start close to the nozzle, and that they do not have
a high starting velocity or positive z-velocity component. The bounds in Eq. 5.23 were
calculated using Eq. 5.16 and particle sizes of 20 and 200 µm. The fits for 2168 paths of
various lengths takes about 20 seconds in MATLAB.

The resulting paths were filtered as follows: paths with an initial speed ratio (u0x/u0z)
of 5 or more or with an initial position x0 further away than 2.5 mm from the nozzle were
not used. The final number of paths used for powder stream statistics is 2043.

To check the low Re number assumption for the use Stokes’ law, for each path fitted
with the linear drag model, the travel time of the particle from z = 0 to the maximum
measured z value (72 mm) from TrackPy was found by numerically solving Eq. 5.17 for ti
and using 72 mm for hi using the function fzero() in MATLAB with a 0 to 1s bound.
Afterwards this time is used to obtain the velocity components at the end of the path. The
velocity components are given by [222]

ux = u0xe
−kti (5.24)

uz =
g

k
+
(
u0z −

g

k

)
e−kti . (5.25)
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The maximum Re number for all tested paths using the velocity magnitude and air prop-
erties was 10. However, only 19 of the 1772 trajectories fitted with the linear drag model
(the rest being the paths fitted with a line since they are close to vertical) had a value
greater than 6.

5.2.2 Ray statistics from divergence angle and nozzle width

The e−1 IRW and divergence angle measured in Chapter 4 (and scaled to values considering
e−2 IRW) corresponds to the half width wm and tan(θm) = dw/dz(wm). Using these
equations and Eq. 5.6, one can solve for w0 and zR using Eqs. 5.26 and 5.27.

w0 =
√

w2
m − tan(θm)wmzm (5.26)

zR = w0

√
zm

wm tan(θm)
(5.27)

The divergence angle θ0 equals arctan(w0/zR) since dw/dz approaches w0/zR as z → ∞.
The powder behaviour observed in Chapter 4 suggested that the there is a linear function
between speed and position normal to the powder stream axis at some distance from the
nozzle exit. One would expect the slope of this line to become steeper as one gets close to
the nozzle, as well as the coefficient of determination r2 to approach 1 far away from the
nozzle and approach zero when close to the nozzle.

The expected value of r2 is given by [206]:

E
(
r2
)
= 1− E

(
SSres

SST

)
= 1− E(SSres)

E(SST )
(5.28)

where SSres is the sum of squares of the sampled residuals (difference between predicted
and measured data) and SST is the sum of squares of the sampled data. The assumption
made for the last term is that samples from SSres can be considered independent of samples
from SST .

From Eq. 1 in [213] and Eq. 5.13 one can do a similar calculation as Eqs. A11-A15 in
[213] and derive the probability density for θx given x with k1(z) = k/

√
z2k2

0 + w2
0k

2:

fθx(θx|x) =
1√

2πk1(z) cos2(θx)
exp

−k2

[
tan(θx)− x

R(z)

]2
2k2

1(z)

 (5.29)
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A similar result to Eq. 5.29 was also found in [214]; it is a shifted Gaussian along a
vertical line with fixed x which is shown in Fig. 5.2(c). By inspection, one can see from
Eq. 5.29 that the peak of the Gaussian happens when the argument of the exponent is
zero, or when:

tan(θx) =
x

R(z)
(5.30)

This a line with a zero y-intercept and a slope of R(z)−1.

One can see from Eq. 5.11 that the probability density of x is:

fx(x) =

√
2

πw2(z)
exp

[
−2 x2

w2(z)

]
(5.31)

With Eqs. 5.29 and 5.31, one can calculate the expected value of a random variable a using
Eqs 5.32-5.34.

Eθx(a) =

∫ π
2

−π
2

a · fθx(θx|x) dθx (5.32)

Ex(a) =

∫ ∞

−∞
a · fx(x) dx (5.33)

E(a) = Ex [Eθx(a)] (5.34)

To calculate Eq. 5.28, one needs:

E(SSres) = E

(
N∑

n=1

[yn − Eθx(yn)]
2

)
(5.35)

and:

E(SST ) = E

(
N∑

n=1

[yn − E(yn)]2
)

(5.36)

with yn being the measurements of the random variable Y := θx|x and the number of
measurements N → ∞. The exact calculation of these two expected values are given in
Appendix I as a power series. To simplify the calculations, we present here the result in
paraxial approximation, i.e., tan(θx) ≈ θx corresponds to using the first term of the power
series.
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Under this approximation:

E(SSres) = N
k2
1(z)

k2

E(SST ) = (N − 1)

[
w2(z)

4R2(z)
+

k2
1(z)

k2

]
Therefore, for N →∞:

E
(
r2
)
= 1−

k21(z)

k2

w2(z)
4R2(z)

+
k21(z)

k2

= 1− 1

1 + k2w2(z)

4R2(z)k21(z)

(5.37)

By defining θ1(z) = θ0/
√
1 + z2/z2R and using the paraxial approximation a second time

for k2
1/k

2 ≈ θ21/4 this can be approximated by:

E
(
r2
)
= 1− θ21(z)

θ21(z) +
w2(z)
R2(z)

= 1− 1

1 + w2(z)

R2(z)θ21(z)

(5.38)

It follows that E (r2)→ 1 for z →∞ and E (r2)→ 0 for z → 0 in the paraxial approxima-
tion.

Eq. 5.38 explains the close to linear behaviour between sideways particle speed and
distance from the nozzle center-line when far away from the nozzle as observed in Chap-
ter 4 and spatial independence of this speed as expected from the ray representation of a
Gaussian beam at the nozzle area.

5.2.3 Lagrangian particle simulation in the presence of a force field

The Gaussian beam representation (GBR) and its ray representation can also be used to
calculate an initial condition in the 3D Lagrangian particle tracking model described in
Chapter 4. This model can be used to calculate the sound pressure and resulting force
field on the particles. By calculating the force field at a required particle location, one
can perform Lagrangian particle tracking by computing particle paths from an initial to a
final position at a required time interval. This can be done using a 4th order Runge-Kutta
(RK4) method [171] with a given fixed time step.

The initial particle concentration at the nozzle position can be approximated by a
group of particles, chosen such that their probability function approaches the particle
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concentration function. A Monte Carlo (MC) simulation [202] can be run with enough
particles to have a good estimate of the particle concentration. The model uses a speed
standard deviation |u|STD of 0.032 m/s as measured in Chapter 4, a gas particle drag force
model and does not consider gravitational acceleration.

The initial particle spatial and tangent component distributions are generated using
Eqs. 5.11 and 5.12 as shown in Algorithm 5. The algorithm uses the Box-Muller algorithm
to produce one or two normally distributed values from Xn, sampled from a 0 to 1 uniform
distribution [202]. A unit vector is then computed from the randomly sampled tangential
components and then multiplied by the sampled speed |u|.

Algorithm 5 Generation of initial positions and speeds for Lagrangian simulation
N ← 1
while N ≤ nr do

r ← w0/2
√

log(−2X1) ▷ Two variable Box-Muller for particle position
x(N), y(N)← r cos(2πX2), r sin(2πX2)

t← s0/2
√

log(−2X3)
▷ Two variable Box-Muller for trajectory tangential components

tan(θx), tan(θy)← t cos(2πX4), t sin(2πX4)

x(N), y(N)← x(N) + lptan(θx), y(N) + lptan(θy)
▷ Calculate positions upstream of force field

z(N)← 0.0 ▷ 10 mm upstream of sound focus point

|u| ← |u|avg + |u|STD

√
log(−2X5) cos(2πX6)

▷ One variable Box-Muller to include measured speed variation

τ =
√

1 + tan2(θx) + tan2(θy)
u0x(N) = |u|tan(θx)/τ ▷ Components divided by U (ray’s direction cosines [216])
u0y(N) = |u|tan(θy)/τ
u0z(N) = |u|/τ

N = N + 1
end while

Note that the w0 and s0 values are divided by two to match the variance given by
Eqs. 5.11 and 5.12 when using the Box-Muller method which gives values for a standard
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normal distribution [202]. The particles are projected forward a distance of lp = 44.2 mm
- 20 mm = 22.2 mm in a straight line to before 10 mm of the sound focus point, upstream
of the sound interaction region described in Chapter 4, to produce a close match with the
measured PCD with no applied force field. Running the Lagrangian simulation for longer
distances can produce a mismatch between the measured and calculated PCDs with no
applied force field due to air drag.

The Lagrangian simulation was run by simulating the force field due to a vortex sound
field [147]. The sound field was produced by an array of ultrasound transducers running
at different applied voltages. At 0V there is no applied force field, and at 10 and 16V the
force fields produced had maximum absolute values of 2.92× 10−9 and 7.47× 10−9 N per
particle as reported in Chapter 4.

The simulation results in Section 5.3.3 were run using 2 time steps for the runs at 0V
and 4 time steps for all other voltages. The number of paths calculated were 12.7 × 104,
8.1× 104 and 3.6× 104 for the 0, 10 and 16V simulations to achieve the required accuracy.
The simulations were done using a ∆r (radial sampling interval) value of 0.5 mm to compute
the concentration function. The computing times for the simulations were 60, 72 and 34
minutes for the 0, 10 and 16V simulations. A convergence study was used to show the
above simulation parameters produce a converged solution, with an estimated error of
less than 2% for the RK4 particle tracking and less than 4% for the MC simulation. All
simulations in this report were carried out using a Dell OptiPlex desktop, with an Intel
Core i7 3.6 GHz CPU processor and 16 GB of RAM.

5.2.4 The focusing sound field as an optical transfer matrix

As compared to the Fresnel-Kirchhoff integral [219], the GBR assumes the PCD is com-
posed of rays without a phase component. This representation produces an accurate inten-
sity distribution of the beam if the rays do not change direction to a large degree, such as
in situations of high levels of refraction or in diffraction, where closely spaced rays would
start to constructively or destructively interfere due to phase differences. Therefore the
GBR is an accurate model of a Gaussian beam propagating in free space, or when con-
sidering propagation in an optical system where the paraxial approximation is adequate
[214]. This means that after adequately modeling the powder stream with the GBR, one
could use optical transfer matrix methods for Gaussian beams [219] to model the motion
of the powder stream when subjected to a force field as long as the particle deflection is
small.
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For example, one can derive the particle motion in a radially symmetric force field
where the force points towards the z axis and decreases linearly with distance to the z axis
(close to loffset) as shown in Fig. 5.1. The resulting equations of motion can be derived
from Eqs. 4.4 and 4.2:

rf = ri cos(ηli) +
tan(θi)

η
sin(ηli) (5.39)

θf = arctan[−riη sin(ηli) + tan(θi) cos(ηli)] (5.40)

where ri and rf are the initial and final particle normal to the z axis and θi and θf are
the initial and final angles with respect to the z axis. η =

√
Fa/(loffsetmpu2

z), where Fa is
a quarter of the peak force magnitude and uz is the average downward component of the
particle velocities. The parameter li is the length along which the sound field is considered
to affect the particles and loffset is half the length from the powder stream center-line to
the location of peak force magnitude, this is the length where the force field might be
considered to be linear as explained in Chapter 4. The last two parameters described are
shown in Fig. 5.1.

Using Eqs. 5.39 and 5.40, and considering small particle deflections (tan(θ) ≈ θ), a
symmetric sound radiation force field close to the axis of symmetry, due to a vortex sound
field, can be modeled as an optical transfer matrix given by:

MGRIN(li) =

[
A B
C D

]
=

[
cos(ηli)

1
η
sin(ηli)

−η sin(ηli) cos(ηli)

]
(5.41)

This transfer matrix corresponds to a dielectric rod with a radially varying optical index
profile given by Eq. 5.42, called a graded refractive index (GRIN) lens [224].

n = n0

(
1− 1

2
α2r2

)
(5.42)

With a lens center-line index of diffraction n0 = 1 and a parabolic dependence of α = 1/η.
Note the determinant of Eq. 5.41 is one. This means that since we can model the powder
stream with representing a Gaussian [214], we can model DED-PF powder stream focusing
as a Gaussian beam being calculated using a 2x2 transfer matrix, so called ABCD system.
The pitch of the GRIN lens is defined as ηli/(2π). A pitch of 1/4 means that a point source
on one side of the lens becomes a parallel ray to the z-axis on the other side [225].

The transfer matrix can be used to plot the PCD along z. Using w0 and zR by solving
Eqs. 5.26 and 5.27, one can compute an effective λ for the powder stream, using Eq. 5.8.
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The start of the laser propagation is at its waist, where R is considered zero, with q
given by jzR (solving Eq. 5.9) [226]. Then one can apply Eq. 5.10 repeatedly using ABCD
= [1 l; 0 1], which is the transfer matrix for free space propagation. This is computed at
different equally spaced distances l along z, with the start of the beam considered at z = 0.
When one reaches what is considered the upstream position of the force field, one can keep
using Eq. 5.10, but using the following transfer matrix:

M1(z) = MGRIN(z − lfs)Mfs(lfs) (5.43)

where Mfs(lfs) stands for the free space transfer matrix and lfs is the distance from the
start of the beam to the force field. Note that one can combine transfer matrices, by
multiplying them, with the matrices closest to the source of the beam on the right [219].
One can apply this again downstream of the force field:

M2(z) = Mfs(z − lfs − li)MGRIN(li)Mfs(lfs) (5.44)

to find q values at any position downstream of the force field.

At each z-position, one can compute the half width by solving for w using Eq. 5.9:

w =

√
− λ

ℑ(1/q)π
(5.45)

and then use the normalized (such that its polar integral is equal to 1) version of Eq. 5.11
with y = 0, times Eq. 5.3:

I =
2np

w2π
exp

(
−2 x

2

w2

)
(5.46)

One can then use Eq. 5.46 to compute the PCD along x. For a z-range of 0 to 140 mm,
and an x-range of -15 to 15 mm, both with an interval of 0.1 mm, the above calculations
take about 0.2 seconds in MATLAB.

Using the q value right after the force field, using M2(lfs + li), one can compute the
distance from the force field to the waist of the focused beam spot using [226]:

zs = −ℜ(q) (5.47)

This is derived by writing the location of the focus qf as q+ z and using the fact that at a
focus point the radius R is infinite, meaning qf should be imaginary, so ℜ(q)+ z = 0 [227].
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The half width at the focus is given by [226]:

ws =

√
λℑ(q)
π

(5.48)

This is derived by noting that qf is equal to −jℑ(q) from the result for zs, and solving
for w using Eq. 5.9 [227]. An explicit expression for Eqs. 5.47 and 5.48 is given in [226].
Eqs. 5.47 and 5.48 are valid only for zs ≥ 0, i.e.; the beam waist is at the boundary of or
after the GRIN lens.

5.2.5 Optimal powder focusing based on optical analog model

Eqs. 5.47 and 5.48 can be written explicitly and are given by [226]:

zs =
[1 + (lfs/zR)

2 − 1/(zRη)
2] sin(2ηli)− 2lfs/(zRη) cos(2ηli)

2zRη
√

sin2(ηli) + [cos(ηli)− ηlfs sin(ηli)]2/(zRη)2
(5.49)

ws =
w0

zRη
√
sin2(ηli) + [cos(ηli)− ηlfs sin(ηli)]2/(zRη)2

(5.50)

where ws corresponds to the minimum powder spot size at a distance zs from the sound
force field. The propagation of the beam along an optical system can also be described
graphically, using a y–y diagram. A beam can be described by two rays where the rays
should satisfy a Lagrange invariant [228]. The coordinates of the points in the lines and
curves on the y–y diagram are the heights of these two rays, parametrized by the z-distance
along the optical system. An example of the diagram for the analog optical setup in this
chapter is shown in Fig. 5.4 (a). In this case the two rays used are the divergence ray
(height y = 0 and angle u = θ0) and the waist ray (height y = w0 and angle u = 0) [228].
The diagram can be calculated by applying the same transfer matrices in Section 5.2.4 for
the two rays being considered. The y–y curve for a GRIN lens can be shown to correspond
to a rotated ellipse [229, 230]. Its dimensions are also derived in [228].

Assuming that reducing the width of the powder nozzle (≈ w0) will proportionally
decrease the divergence angle [231] (zR is approximately constant with respect to w0), one
can find the optimal w0 and θ0 values that minimize ws. Note that Eq. 5.8 cannot be used
directly since there is no physical analog to the light wavelength λ in this model. From
inspection of Eq. 5.50 one can see that smaller w0 values produces a smaller ws value.
Expanding the denominator of Eq. 5.50 one can also note that a larger zR value gives a
lower ws value which corresponds to minimizing θ0 for a fixed w0.
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Figure 5.4: y–y diagram corresponding to powder exiting a nozzle and interacting with a
focusing sound radiation force field. (a) First case; w0 = 2.2 mm, zR = 21.2 mm, li = 20.0
mm, lfs = 10.0 mm and η = 59.4 m-1. (b) Case shown in a with higher nozzle to sound
field distance (lfs = 19.7 mm). (c) Case shown in (b) with higher applied transducer array
voltage (η = 92.0 m-1).

A plot of Eq. 5.50 for different lfs and η values for cases where zs ≥ 0 is shown in
Fig. 5.5. One can see a weak inverse relationship between lfs and ws at high η values.

This can also be observed in Fig. 5.4 (b), where the y–y diagram is plotted for a larger
lfs value, which reduces the minor axis length of the ellipse. Note that for larger η values
ws is reduced, however the powder spot size should remain outside or at the edge of the
sound field. As observed in Fig. 5.4 (c), increasing η moves the start of the y–y diagram
line after the GRIN lens ellipse toward the minor axis. One can find the beam waist of
this beam from its closest (normal) distance from the line in the diagram to the diagram’s
origin, which corresponds to when this line exits the GRIN lens ellipse at its minor axis.
This also corresponds to the beam’s waist location where the beam focuses. Therefore,
one should use the highest η (proportional to the applied ultrasound transducer voltage)
possible as long as the focus point is outside or at the boundary of the sound field (η in
Eq. 5.49 such that zs = 0, shown in Fig. 5.4 (c)).
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Figure 5.5: Powder waist half width downstream of applied sound field as a function of lfs
and η.

Taking into account material utilization, there is also a constraint on how long lfs can
be; the width of the beam at the start of the force field should be smaller than what is
considered twice the force field’s “radius”. This is the point where the force field is not
considered to be linear in the radial direction as described in Chapter 4. The required
distance is given by using Eq. 5.6 and solving for z using z = lfs:

lfs = zR

√(
kr

w0

)2

− 1 (5.51)

where r is the effective force field radius and k is a factor smaller than one to take into
account “limiting rays” [232], corresponding to the fact that the beam for some distance
into the force field is still expanding. Therefore, to find the optimal lfs and η values one
should use Eq. 5.51 to find lfs and then use this value to find η such that the numerator
of Eq. 5.49 is equal to zero.

A more detailed analysis taking this into limiting rays requires η to be known [232].
This could be done finding the optimal lfs and η values iteratively.
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5.3 Results and discussion

5.3.1 Particle path statistical characteristics

The filtered and extrapolated paths are shown in Fig. 5.6. Every 100 paths were plotted
in Fig. 5.6 (a) and every 20 paths were plotted in Fig. 5.6 (b).

Figure 5.6: Particle paths from (a) high speed video. (b) Extrapolated paths.

The speed ratio (u0x/u0z) of the particle paths as a function of x-location at different
distances from the nozzle are given in Fig. 5.7. Note the decrease in spatial dependence as
the paths approach the nozzle location.

The increase of concentration data points at a speed ratio close to zero is due to fitting
close to vertical paths with a straight line to prevent ill posed fitting are described in
Section 5.2.1.
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Figure 5.7: Speed ratio of the particle paths as a function of x-location at different distances
from the nozzle.

The slope of the fitted lines and their r2 values along z are shown in Fig. 5.8. One can
see a decrease in the r2 value of the fit as the paths approach the nozzle location, showing
a decrease in spatial dependence.
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Figure 5.8: Measured slope of speed ratio as a function of x and measured r2 value for
different nozzle distances.

The distribution of speed ratios at the z-value of interest downstream of the applied
sound field is shown in Fig. 5.9. One can see that disregarding spatial dependence, the
distribution is observed to be close to normal, with a corresponding s0 (twice the standard
deviation, see Eq. 5.12) of 0.0864. This value is not sensitive to reducing the number of
trajectories: using trajectories within x from -1.5 to 1.5 mm gives a value of 0.0860, and
from -0.45 to 0.45 mm (corresponding to the nozzle diameter) gives a value of 0.0878.
However, using these shorter ranges decreases the number of available trajectories for
calculating the r2 statistics.

5.3.2 Ray statistical characteristics assuming a GBR

To account for gravitational acceleration, using the extrapolated path variables, one can
calculate the average downward speed of the particles downstream of the applied force
field and how long they take to reach that location from the nozzle location. This gives
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Figure 5.9: Speed ratio of the particle paths downstream of applied force field.

a distance of 44.2 mm. Then using the width and powder stream angle measured in
Chapter 4, Eqs. 5.26 and 5.27 can be used to find w0 and zR. The e−1 intensity values
used are 3.59 mm for w1 and 3.77° for θ1, note that these values should be multiplied by√
2 to obtain the e−2 intensity values. The values found for w0 and zR were 2.2 mm and

21.2 mm respectively, with a ratio s0 of 0.1035. This corresponds to the measured s0 value
from the path angles downstream of the sound field (0.0864), with an error of 19.8%. The
corresponding powder Gaussian beam geometry is shown in Fig. 5.10.

The expected slope and r2 value of the x-location vs. speed ratio along z are shown in
Fig. 5.11. This plot has values quantitatively close to the ones in Fig. 5.8 at a z-value of
44.2 mm, while comparing it to the measured values at 27.5 mm. These values correspond
to the same powder stream conditions downstream of the applied force field. The plot also
has similar values at their corresponding nozzle position (0 mm), however the intermediate
values are different especially for the speed ratio slopes; this is expected since the measured
paths in Fig. 5.8 are subject to gravitational acceleration which “warps” the slope and r2
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Figure 5.10: Powder GBR model geometry.

values towards x = 0mm. One expects the speed ratio (u0x/u0z) to increase when x
approaches zero since the u0z values are expected to be lower at that location.

5.3.3 Lagrangian particle simulation

The calculated powder profile along the x axis downstream of the sound force field when
using 10V with the one at 0V is shown in Fig. 5.12. For the force field corresponding
to 0V, since the paths extend to the z-location with no force being applied, there is a
close match between the measured and simulated data as expected. There is also a good
agreement with the simulated results at 10V. The profile at 16V with the one at 0V is
shown in Fig. 5.13. The peak PCD for 16V of 1.8 particles/mm3 is still higher than the
measured value of 0.9 particles/mm3, (a 100% difference) but it is still much lower than
the result of 2.9 particles/mm3 (a 222% difference) when assuming a deterministic linearly
increasing outward velocity component as assumed in Chapter 4.
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Figure 5.11: Slope of x vs. speed ratio (slope of line given by Eq. 5.30) and expected r2

value (given by Eq. 5.38) of fitted line along z.

Other factors causing this discrepancy could be due to particle collisions and/or air
drafts present when recording the high-speed data, which had to be minimized with an
enclosure as described in Chapter 4.

A comparison of the e−1 powder widths are shown in Fig. 5.14. As expected, the closer
PCD profiles seen in Figs. 5.12 and 5.13, produce a closer match between the measured
and calculated powder widths for all voltages when using the GBR model, compared to
the linearly increasing outward velocity component model in Chapter 4.

Using the Lagrangian simulation, one can check the effect of each phenomenon modeled
on the final particle concentration, as shown in Fig. 5.15. There is no clear difference seen in
Fig. 5.15 (a) between the full Lagrangian simulation and the simulation without a standard
deviation of the particle speed or without drag, except for the expected 4% variation at the
concentration peak due to the number of particle paths used in the MC model. However,
there is a slight decrease in the peak concentration above 4% for the case of no drag. This
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Figure 5.12: Powder profile along x downstream of the sound force field when using 0 and
10V.

is shown more clearly using a log scale for the y-axis, as shown in Fig. 5.15 (b), where
there is an increase in the concentration in the tails of the PCD. This is explained by
the fact that with no drag force, the particles are expected to focus less due to less drag
force applied to the particles in the same direction as the focusing force field. For the
speed standard deviation measured, the particle size density, particle speeds, and the 20
mm sound interaction length being considered in this setup, the effect of the standard
deviation and drag is not significant.

The speed variation might not be a significant factor in the shape of the PCD for the
following reason; although the particle’s deviation in a focusing force field approximately
depend on their downward speed squared (see Chapter 4), the change in deviation will
decrease towards the center of the powder stream, where the particles are not affected by
the field. If a particle that is moving on the powder stream center-line, has a deviation in
its speed, and it is not affected by the force field, it will reach the same location regardless
of the speed variations.
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Figure 5.13: Powder profile along x downstream of the sound force field when using 0 and
16V.

5.3.4 Powder focusing modeled as an optical system

The calculated powder profile and width along z when an external sound force field using
0V is applied is shown in Fig. 5.16. As seen in Fig. 5.16 (c), the width increases linearly
along the z-axis at large values of z, as suggested in the DED-PF literature [34]. The
calculated powder profile with the measured powder profile is shown in Fig. 5.17. The
recorded powder profile is in close agreement with the simulated profile up to about z =
35mm but there is less agreement for higher values of z. This might be due to gravitational
acceleration of the particles.

The calculated powder profile and width along z at 10V is shown in Fig. 5.18. As seen
in this model with this force field, one can predict a “shallow” focus, where the width and
particle concentration change slowly along z, corresponding to the particle’s angles with
respect to the powder center-line on average being close to zero. This is seen in Figs. 5.18
(b) and (c). The calculated powder profile is compared with the measured powder profile
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Figure 5.14: Comparison of measured powder stream widths and simulated powder stream
widths.

as shown in Fig. 5.19. For this force field strength corresponding to 10V there is close
agreement between the simulated and measured data. Note that since particles are moving
on average close to parallel to the powder stream center-line, the effect of gravitational
acceleration should be less noticeable.

The calculated powder profile along z at 16V is shown in Fig. 5.20. The calculated
powder profile is compared with the measured powder profile in Fig. 5.21. The model
predicts a sharp increase in concentration to 5.6 particles/mm3 at z = 59mm. Comparing
this result with the experimental data in Fig. 5.21 (b), the concentration peaks at about
1 particle/mm3 and decrease downstream. The main cause of this discrepancy is the fact
that the experiment carried out in Chapter 4 had an initial e−1 powder stream width of
7.2mm−2(20.0)tan(3.77°) mm = 2.6mm, compared to a force offset width of about 2mm
(see Chapter 4), corresponding to the distance from the powder stream center-line where
the force field can be assumed to be linear.

This means that the GRIN lens model is overestimating the amount of focusing for
particles farther away than 1 mm from the center-line, producing a higher concentration
at the focus point.
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Figure 5.15: Powder profile along x downstream of the sound field considering speed stan-
dard deviation (STD) and air drag, only considering drag or considering only speed STD.
(a) Using a y-axis linear scale and (b) a logarithmic scale.

Other factors causing this discrepancy could be due to the small-angle tangent approxi-
mation used for the GRIN lens analog model (Eq. 5.41), particle collisions and/or air drafts
present when recording the high-speed data reported in Chapter 4.

A summary of the obtained parameters for the three simulations is shown in Table 5.1.
The peak concentration was the maximum concentration after z = 50mm and the powder
width location is defined as the distance from downstream of the force field to the powder
“beam” waist. Note that the model indicates that using 16V one may achieve a waist
width smaller than the initial width 2w0 of 4.4 mm. The peak concentrations downstream
of the force field (z = 44.2mm) shown on Table 5.1 closely agree with the Lagrangian
model, with a percent error with respect to the Lagrangian model that may be due to
the expected error due to the random sampling of the particle paths or because a speed
standard deviation and air drag is considered in the Lagrangian model.
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Figure 5.16: (a) Powder profile, (b) concentration at center-line along z and (c) half width
at center-line along z, all at 0V.

Figure 5.17: (a) Measured and (b) calculated powder profiles at 0V.
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Figure 5.18: (a) Powder profile, (b) concentration at center-line along z and (c) half width
at center-line along z, all at 10V.

Figure 5.19: (a) Measured and (b) calculated powder profiles at 10V.
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Figure 5.20: (a) Powder profile, (b) concentration at center-line along z and (c) half width
at center-line along z, all at 16V.

Figure 5.21: (a) Measured and (b) calculated powder profiles at 16V.
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Table 5.1: Predicted powder stream parameters from optical analog computations and
percent error peak particle concentration with respect to Lagrangian model

Applied
voltage
(V)

Force
GRIN
lens
pitch

Powder
waist
location
(mm)

Powder
waist
width
(mm)

Peak
concentration
(particles/mm3)

Concentration
downstream
of force field
(particles/mm3)

% error
w.r.t
Lagrangian
simulation

0 0.0 NA NA NA 0.47 -4.4

10 0.12 11.0 8.1 0.75 0.73 -5.9

16 0.19 14.7 3.0 5.6 1.65 -8.9

As an example of the powder waist width that may be achieved using a particular
force field, using the same w0 and zR values used in the results, Eq. 5.51 to find lfs and
then using this value to find η such that the numerator of Eq. 5.49 equals to zero, one
obtains the values shown in Fig. 5.4 (c). The η was found using the function fzero() is
MATLAB, with an initial guess of 70. The assumed k value was 1 and the force field radius
was assumed to be 3 mm.

This produces a waist width of 1.6 mm at the force field boundary, which is 2.75 times
smaller than w0, equal to 4.4 mm. This corresponds to a GRIN lens pitch analog of
0.29, a peak particle concentration of 19.1 particles/mm3. The η value corresponds to an
ultrasound array applied voltage of 25V, assuming that the particle applied force Fa for
the definition of η is proportional to the applied voltage squared (see Chapter 4), and the
η value is 59.4 m-1 at 16V.
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5.4 Summary

A model that more accurately predicts the behavior of a powder stream, with similar
characteristics to the ones in DED-PF, when subject to a focusing force field was described.
The model uses a Gaussian distribution for the initial particle positions, and a Gaussian
distribution for the normal component of the initial particle velocities. The following
conclusions can be drawn from this work and the Gaussian ray representation applied to
powder stream modeling:

• The model closely matches the initial conditions seen in the extrapolated particle
tracks that are close to the nozzle, with normally distributed normal velocity compo-
nents, and close to zero spatial dependence. The sideways speed standard deviation
calculated using particle trajectories and assuming the novel GBR model, only con-
sidering the final PCD from all the particles, match within 20%

• Both the slope of the angle of the trajectories with respect to the z axis as a function
x and the r2 values measured from the trajectories and derived from the model are
similar towards larger z values (Figs. 5.8 and 5.11) when the effect of gravitational
acceleration is less pronounced

• The model follows mass conservation

• At values far from the nozzle the IRW in this model approaches a linear function
with respect to z, as seen in the experimental data

• The model also predicts a parabolic function of the form w = w0 + az2, where a is
a fitted constant, for the region close to the powder nozzle as observed in [33]. This
can be seen by computing the first two terms of the series expansion of Eq. 5.6 at
z = 0, yielding w ≈ w0[1 + z2/(2z2R)]

• The model can also be used to predict a minimum achievable powder spot width
when an external symmetric force field is applied to the powder stream. It can be
used to more quickly compute the PCD, using an optical system analog and can be
used to predict what factors in the DED-PF powder feed affect the minimum powder
spot width

• When the assumption of of a normally distributed sideways particle speed is imple-
mented as a Lagrangian model, it predicts with more accuracy the PCD downstream
of the field and the observed e−1 intensity widths (Figs. 5.12 to 5.14)
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• The above Lagrangian model with different force field magnitudes was then compared
with the novel GBR model; the percent error of the peak particle concentration
downstream of the force field between the Lagrangian model and the GBR model
was below 6% at 0 and 10V and below 9% at 16V (Table 5.1)

• The calculation of the PCD using the new GBR model takes 0.2 seconds in MATLAB,
compared to a minimum of 34 minutes (16V case) for the converged Lagrangian
simulation written in C++

• Both Lagrangian and GBR simulations still deviate from the measured concentrations
at higher forces (corresponding to 16V); this might be due to inaccuracies in the
measured values used to fit the model, particle collisions and/or air drafts present
when recording the high speed data, which had to be minimized with an enclosure
as reported in Chapter 4. In the case of the laser propagation model, the inaccuracy
of the model for large applied force fields (when using 16V) might be related to the
large width of the powder stream upstream of the sound with respect to the linear
range of the sound assumed in the analytic derivation of the particle paths done in
Chapter 4. This discrepancy could be reduced when simulating an initially narrower
powder stream or force field with a different radial profile. More experimental data
and a Lagrangian model with particle collisions could be used to investigate this
hypothesis

• The Lagrangian simulation was used to determine that Gaussian speed variations
and air drag (only due to the force field moving the particles) do not significantly
affect the PCD for the speed standard deviation and divergence angle measured

• Better simulation results are expected when the initial powder stream width is smaller
than the force field offset width (see Chapter 4). Better predictions should also be
possible when modeling powder streams with higher speed particles, normally used
in DED-PF equipment, where the effect of particle gravitational acceleration is less
significant. In this case one could also obtain the w0 and z0 parameters using two
stream widths at two different z-values instead of using Eqs. 5.26 and 5.27
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Chapter 6

Ultrasound Particle Lensing Tailored for
LDED-PF

6.1 Introduction

Additive manufacturing (AM) has enabled the manufacture of high-complexity parts that
have not been possible to produce with conventional manufacturing methods. However,
the high interdependence of AM process parameters makes the prediction of part geometry
and material properties difficult. In order to increase the industrial adoption of AM the
reliability of the resulting part geometry and material properties needs to be increased.
This has been addressed in the LDED-PF process, in particular by the use of close-loop or
feed-forward control [233, 234].

Another possibility for increasing the reliability of AM processes is to increase the
number of AM process parameters, as long as their interdependence to current parameters
is low, in order to increase process control. For example, by controlling the powder stream
in LDED-PF as reported in this chapter. Further challenges will arise from the commercial
need for printing large-scale and high-performance components. This will require LDED-
PF machines that have high-deposition rates and the flexibility of retaining or even reducing
the feature resolution found in smaller LDED-PF machines [235].

Power stream control has been applied in other fields such as microfluidics to levitate or
sort particles using electrostatic [185], optical [186], or sound radiation forces (acoustoflu-
idics) [147, 144]. For focusing a powder stream in DED-PF, besides the current nozzle’s
geometric and aerodynamic focusing with fixed powder stream spatial properties, there are
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published methods that make use of electromagnetic fields. One configuration employed
permanent magnets [187], that would induce an eddy current in the particles to focus them
before reaching the build plate. However, this configuration is likely not suitable for the
powder used for DED-PF, mainly because the amount of force due to induction depends
on the relative speed of the particles and the magnets. A higher speed means there is less
interaction time between the particle and the electromagnetic force. Also, the degree of
focusing is highly dependent on particle size for the same applied magnetic field. Another
related method using magnetic fields that can increase catchment efficiency is described in
[183], where a solenoid was used on the underside of the built plate opposite to the nozzle.
This setup demonstrated control of catchment efficiency for ferrous and nickel-based alloys.
This method is limited by the types of alloys that can be used and the low magnetic field
available at the melt pool when the part is tall.

In Chapter 4, a novel method to control the powder stream in DED-PF using sound
radiation forces (SRF) was proposed. This technology is referred to as ultrasound particle
lensing (UPL). Some of the features of UPL technology are as follows:

• Uniform focusing independent of particle size for DED-PF relevant range of sizes

• Higher particle focusing at the same sound intensity for lower density alloys

• Although the applied force is independent of downward speed compared to eddy
current focusing, the degree of focusing is inversely proportional to the particle’s
downward speed squared; this is because the higher speed means the particle is
affected by the force field for a shorter amount of time

• Simplified powder nozzle (a copper tube) and expected lower internal channel erosion
[236]

• Solid-state equipment; the powder stream focal length and cross-sectional profile are
no longer fixed by the nozzle geometry and can be controlled digitally and changed
in-situ. This is particularly useful for multi-resolution printing; large parts can be
printed quickly using a large powder spot size and the spot size can be reduced
in sections of the part where higher resolution is needed. This may be useful for
high-deposition rate DED-PF systems

• Response time in the order of the time it takes for the new sound waves to move from
the transducer to the powder stream, in the order of the UPL ultrasound transducer
array radius over the medium sound speed, ≈ 0.125/341 = 0.4 ms for the setup
described in this chapter. This may be particularly useful for DED-PF close-loop or
feed-forward control
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6.2 UPL technology applied to powder stream control
in LDED-PF

A possible implementation of UPL in a LDED-PF machine using lasers around a coaxial
powder nozzle is shown in Fig. 6.1. One can see in Fig. 6.1(b) the axisymmetric aver-
aged sound pressure (ASP) field and force isosurface. The force field along the x-axis
corresponding to the red line in Fig. 6.1(b) is shown in Fig. 6.1(c).

Figure 6.1: (a) Possible LDED-PF setup. (b) Close-up showing sound field ASP and sound
radiation force isosurface at a value of -4.0×10−9 N per particle. (c) Sound radiation force
in the x-axis direction along the red line in (b). Sound field simulation parameters are the
same as in Fig. 4.2.

The main factor that determines the allowable distance between the build plate and
the powder nozzle, which does not affect the track geometry, is the size of the sound field
wavelength which is directly related to the transducer operating frequency [196]. The
current phase control setup described in Chapter 4 and used in this chapter does not
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allow for finer control of the force profile; the effective lens height and width ratio is
approximately constant with transducer frequency. Independent control of the effective
lens height and width may be done by adjusting both transducer phase and amplitude,
using a Field Programmable Gate Array (FPGA) as described in [237] for example. The
required transducer amplitudes and phases may be generated from a required force field
profile using the angular spectrum method [238, 48], that can simulate curved transducer
arrays [239, 240, 241], and can also account for sound non-linearity [47] when a high-
intensity sound field is required [242, 243].

As mentioned in Chapter 4, UPL technology can also be used to change the cross-
sectional area of the powder stream and deflect the powder stream by a small angle. This
could be modeled using the Gaussian beam representation (GBR) of the powder stream
described in Chapter 5 and the tensor ABCD law for predicting the deflection of Gaussian
laser beams in 3D [244]. UPL technology may also be used to apply sound in the vicinity
of the cooling track; this could be used for controlling metal microstructure [245, 152, 246]
or residual stress [247]. This would overcome the issues in some of the techniques in the
literature due to fixturing, or from trying to apply the sound field from the build plate,
where the properties of the propagated sound that reaches the track depend on the shape
and wall thicknesses of the part being built. These may be significant issues when the part
being built is large.

From this point forward in this chapter, the naming convention for different LDED-PF
setups described in Section 2.1.3 will be followed. In this naming convention, the setup is
named “A-B”, where A is the component present at the center axis (laser (L) or powder
nozzle (P)), and B is the setup that is used in the annular region (continuous (C), number
of components, or undefined number (N)).

As explained before in Chapter 4, UPL technology may be used in a coaxial arrangement
(L-C) by changing the topological charge (m) of the vortex field to a value greater than
one [148], or for three and four-jet nozzle setups in a coaxial arrangement (L-3, L-4) [194],
by generating more than one vortex sound field in the same working area [151]. This can
also be done using automatic differentiation [248], which is also used within the sound
field simulation program described in Section 6.3.1, in order to quickly and accurately
compute the related SRF field. Multi-jet L-N arrangements are less susceptible to nozzle
tilt compared to L-C arrangements [195]. Note that an L-C arrangement would require the
nozzle to convey the powder stream in a direction parallel to the nozzle center-line, for the
sound to focus it afterward and allow for variable focal length. Three possible LDED-PF
arrangements can be seen in Fig. 6.2 [249, 250].
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Figure 6.2: Types of LDED-PF setups with UPL array. (a) Continuous coaxial (L-C). (b)
Discrete coaxial (L-N). (c) Multi-beam (P-N).

In order to decide between these setups, taking into consideration the amount of focus-
ing achievable for a fixed maximum sound intensity available from the ultrasound array
described in this chapter, one can plot the ASP and its related SRF field as a function of
topological charge at a fixed voltage. This is done in Fig. 6.3 using the parameters used in
Section 6.5.1, at an ultrasound applied voltage of 10V.

Figure 6.3: (a) Simulated ASP and (b) sound radiation force field as a function of radial
distance from vortex sound field with different topological charges. The simulation param-
eters are the same ones as the ones used in Section 6.5.1.

In order to deflect the powder in an annular region when using L-C setups, for a
powder annular opening of 4.2 mm inner radius and 0.4 mm thickness, one should use a
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topological charge of about 3. Note that as shown in Fig. 6.3(b), the peak SRF decreases
as the topological charge and effective sound ring “radius” increases; for example the peak
force for m = 1 is -1.8×10−8 N and for m = 3 it is -3.0×10−9 N (17% of the peak force
at m = 1). The same peak force decrease phenomenon is expected when multiple vortex
sound fields are generated in the same working area (when using L-N systems). Because
of this decrease in peak SRF seen when the topological charge is increased for the same
applied array sound intensity, the higher complexity of designing and fabricating a modified
coaxial nozzle, and the limited power of the prototype array described in this chapter, it
was decided to use the side-feed like arrangement described in Section 6.4.1, using a vortex
field with a topological charge of one. This also allows the related force field to be modeled
along with the powder stream with the GBR described in Section 6.3.2. This corresponds
to either setup L-N or setup P-N with N=1. Setup P-1 was chosen since the powder stream
is moving vertically and is not affected by gravity, making the alignment of the powder
stream, laser spot, and sound field focal point for the setup geometry and particle speed
used in this chapter easier to achieve.

The scope of the reported work will be limited to demonstrating UPL technology for
powder stream focusing and its effects on track fabrication in an LDED-PF machine, using
Ti6Al4V powder. To achieve this, the following sub-goals were carried out:

• A high-power ultrasound array with 150 elements was designed, optimized and fab-
ricated

• A DMD-IC106 LDED-PF machine from DM3D was modified to work with a P-1
arrangement

• Powder stream properties were measured for different voltages using a focusing sound
field and compared to a GBR described in Chapter 5

• A DOE was carried out at different laser powers and array applied voltages using a
focusing sound field, and resulting single track geometric features were measured

6.3 Modeling

The procedure for modeling the UPL sound field and the resulting effect on a particle
stream consists of simulating the sound field and resulting SRF field, and then simulating
the effect of the force field on the powder stream.
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6.3.1 Sound and force field simulation

To simulate the sound field from the phased ultrasound transducer array used in UPL
technology, a C++ library called acousticHologram was developed. The library uses
the sound propagation medium and particle physical properties, as well as a list of all
the transducer locations and orientations, and computes the ASP field, Gor’kov potential,
and SRF field. The software also includes a 3D Lagrangian particle tracking model for
simulating particle trajectories and considers the surrounding gas drag force.

The transducers are modeled as a piston source [196], and their sound field is calculated
using forward mode automatic differentiation [251, 79], which is exact up to machine
precision, and has no error due to grid size or frequency of the emitted sound being modeled
compared to finite differences as used in [147]. This is done by using the FADBAD++ C++
library [252, 253] with custom code to compute Bessel functions and related expressions.
More details on these modifications can be found in Appendix J.

In order to calibrate the simulation, the peak-to-peak pressure (Ppp) was measured di-
rectly from a batch of 10 MSO-A1640H10T Manorshi ultrasonic transducers, each running
at the voltages used in this chapter (10 and 14V, push-pull mode in the software), at a
distance of 10 cm from a calibrated microphone (4138-A-015 1/8-inch Pressure-field Mi-
crophone from Bruel & Kjaer Sound & Vibration Measurement A/S). The obtained values
were 138 and 179 Pa for 10 and 14V respectively. The sound field from an ultrasound
transducer can be modeled as a sound piston source [196]:

p = j

{
ρmcka

2U0

2r

}
2J1[ka sin(θ)]

ka sin(θ)
ej(ϕ−kr) = j{Paxial(r)}Hp(θ)e

j(ϕ−kr) (6.1)

where j =
√
−1, ρm is the medium density, c is the medium sound speed, a is the piston

source radius (measured to be 5 mm), r is the distance to the transducer, θ is the angle to
the transducer center-line, ϕ is a phase delay, and k = 2πf/c (where f is the transducer
frequency, 40 kHz). The functions Paxial(r) and Hp(θ) are the pressure along the trans-
ducer’s center-line normal direction and the transducer’s directivity function respectively.
Using Eq. 6.1 and the measured pressures from the calibrated microphone, one can obtain
the piston speed value U0 that is used in the simulation. Noting that the measurements
were taken at the transducer’s center-line (Hp(0) = 1) and that in that case |p| = Paxial

equals Ppp/2 at r = 0.1 m, the calculated U0 values used in the simulation were 1.79 and
2.32 m/s for 10 and 14V respectively, using air at standard conditions.
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6.3.2 Particle stream GBR

In order to estimate the degree of powder stream focusing due to an applied SRF field, a
novel powder stream model was developed. In this model, the particle trajectories in the
powder stream are modeled as “random” rays, with a Gaussian concentration distribution
as a well as a Gaussian sideways speed component (see Chapter 5). The GBR is usually
applied when modeling laser beams, where the amount of expected refraction and diffrac-
tion is low, i.e. no ray phase information is taken into account [213]. It was also found that
the analytic solution to the particle trajectories when subject to a SRF found in Chapter 4
correspond to rays bending due to a gradient index lens (GRIN); this allows for the simu-
lation of powder stream focusing that is orders-of-magnitude faster than a corresponding
Monte-Carlo simulation where every ray is taken into account as shown in Chapter 5.

The GBR describing the particle concentration distribution (PCD) of the powder
stream is given by Eq. 5.46, where w(z) = w0

√
1 + z2/z2R. The values w0 and zR are

constants. Before applying the GBR, one has to fit the measured PCD when no SRF is
applied. The first step is to measure the divergence angle and e−1 width from the PCD, at
some location zm along the powder stream from the nozzle exit. A good location to make
this measurement is the location where the SRF will be applied (at the sound focal point).
The corresponding pixel number value in the array with the added frame data is given by:

psfp = round

(
lne−sfp

lpix

)
+ pti−ne − pcrop,af − pcrop,rot (6.2)

where p stands for a pixel row value, sfp stands for sound focal point, lne−sfp is the distance
from the nozzle exit to the SFP, lpix is the pixel size, pti−ne is the number of pixels from
the top of the array to the nozzle exit, pcrop,af is the number of pixels cropped from the top
of the original added frames with light reflected from the array and pcrop,rot is the number
of pixels cropped from the top after rotating the data in the array (done to correct for any
offset of the powder stream with respect to the camera).

The same methods and MATLAB functions used in Chapter 4 were used to measure
the widths and divergence angles. The second step is to use the above values to obtain the
w0 and zR for the analog GBR. This can be done using Eqs. 5.26 and 5.27. If the particle
speed is low, one can obtain better results by finding an equivalent distance to the nozzle,
taking into account the acceleration time of the particles as done in Chapter 5. In this
chapter the particle speed is higher, and one can use the actual z value where the width
and divergence were measured. Note that the measured width and divergence angle values
should be multiplied by

√
2 to get the corresponding e−2 width and spread angle, which is

used in the GBR.

158



The transfer matrix for the corresponding GRIN lens is given by Eq. 5.41 where η =√
Fa/(loffsetmpu2

z), Fa is a quarter of the peak force, loffset is the distance from the z-
axis at the SFP where the force is half the peak force, mp is the particle mass using the
mass average particle size and uz is the particle speed along the z-axis. The peak force
is divided by 4 because the slope of 2Fa/loffset is used to model the linear range of the
force variation along the x-axis, and along the z-axis the force has a shape approximating
a single wavelength of a sinusoid from 0 to 2Fa, with an average value of Fa. The value
li is this wavelength value, which is the effective distance along the particle stream axis
where the sound is assumed to affect the particles. This can be defined as the z-distance
between two minimums before and after the SFP of the SRF field x-component profile at
x = loffset. All the variables discussed are shown superimposed on the ASP and SRF field
x-component in Fig. 6.4.

Figure 6.4: (a) Averaged sound pressure (ASP) and (b) x-component of the resulting sound
radiation force field when applying 10V to the array setup in this chapter. Both figures
have the relevant variables overlaid.

With all the above information, the powder stream can be simulated for all positions
along z as described in Chapter 5. If li/2 is longer than lne−sfp, the simulation may be
run with a length equal to 2lne−sfp (li2) and the value of Fa can be multiplied by li/li2 to
account for the shorter length. In order to compare the results to the measured e−1 widths,
the simulated widths should be divided by

√
2.
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6.4 Materials and methods

6.4.1 Directed energy deposition machine modifications

The DMD-IC106 LDED-PF machine with all the modifications and attached ultrasound
array is shown in Fig. 6.5.

Figure 6.5: (a) Modified DM3D machine. (b) Top close-up showing ultrasound array, frame
and gas cyclone. (c) Bottom close-up showing ultrasound transducers, powder nozzle and
water bypass insert.

The 150-element UPL array was designed with the shape of a sphere zone, as described
in Chapter 4. This allows for a high degree of sound focusing, by having the transducers’
axes of symmetry intersecting at a single point. This point is defined as the sound focal
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point. The array should also be as small as possible, with the transducers as close to each
other as possible, in order for the transducers to be as close as possible to the sound focal
point.

The transducer placement in the final design was determined by the vertex locations
from a mesh generated using a modified DistMesh algorithm [254], which extends the orig-
inal algorithm from closed surface to open convex surface mesh generation. The original
DistMesh algorithm produces high-quality meshes by considering the edges of an initial
mesh produced by a Delaunay triangulation [255] as springs that are then relaxed to an
equilibrium position. The distance function of the surface is used to project the nodes
back to the surface after each re-triangulation and relaxation iteration. The modifica-
tion involves having a distance function to the boundaries of the openings in the surface
and also computing a projection there, and using a convex hull operation [255] for the
re-triangulation instead of a Delaunay triangulation. The resulting high-quality mesh with
close to uniform edge lengths allows for the placement of the maximum number of ele-
ments on a given surface [256]. This meshing process can be used for other array designs
with different surfaces depending on DED-PF machine requirements as long as the surface
distance function can be computed. The parameters used for meshing are the following:
lower sphere zone angle 23°, upper sphere zone angle 34°, sphere radius 125 mm, and edge
equilibrium length used in DistMesh 17.5 mm. The mesh used to design the UPL array,
and its edge distance histogram are shown in Fig. 6.6. The histogram of edge lengths
corresponding to the transducer center-to-center distance shows that they have high uni-
formity, since the values have a spread that is much lower than the required edge length
of 17.5 mm (Fig. 6.6(b)). The minimum edge length of 16.4 mm was checked to see if it is
higher than the transducer diameter (16.1 mm) to see if no transducers will overlap. The
modified DistMesh algorithm is described in more detail in Appendix K.

The MATLAB program running DistMesh can output the ordering, location and normal
vectors (geometry information) of the transducers for simulating the sound field and related
radiation force field using the acousticHologram C++ library described in Section 6.3.1.
The geometry information is also used as an input to the Ultraino program, which is used
to send signals via a USB cable to signal amplifiers with a power supply, which then sends
signals to the individual transducers on the array.

This array geometric information was then used in custom Python code that was ran
using the FreeCAD API to produce an initial CAD model; the model has a thickness of 6
mm, 2.7 mm deep circular recesses for attaching the transducers, a rectangular recess to
prevent filling in of the circular recesses due to the layer-by-layer FDM printing process,
and engraved numbers corresponding to the transducer order given by the geometry infor-
mation. The number was engraved with a letter height of 5 mm and a depth of 0.8 mm.
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These features can be seen in Fig. 6.9(b). This model was then exported to SolidWorks
as a STEP file and further features were added such as a lip at the edge of the array
(Fig. 6.9(b)) and a top ring (with nut inserts for attachment to the frame) to make it
stiffer normal to the array’s center-line.

After printing the array, 150 MSO-A1640H10T Manorshi ultrasonic transducers were
attached to it using hot-melt adhesive, and each transducer was individually soldered to a
ribbon cable following their MOLEX connector connection number, that is then connected
to 5 inter-connected Ultraino boards, following the printed array numbering. More infor-
mation on how the electronics are set up is described in Chapter 4. The only difference
to the setup in the referenced chapter is that the boards are wired with the transducers
using two subsequent signal leads (the grounds are not used), and set through the Ultraino
software to “push-pull” mode, where the transducers are exited from the negative to the
positive of the programmed voltage. For example, if 10V is specified, instead of providing
a 0 to 10V output peak-to-peak, the boards provide an output of -10 to 10V peak-to-
peak. In this case, the transducer pressure signal amplitude is generated by going from
the negative of the set voltage to the positive set voltage.

A close-up of the UPL array can be seen in Fig. 6.5(b) and (c). A diagram showing
all the design and assembly steps, as well as the use of the array’s geometric data for
producing control signals, is shown in Fig. 6.7. The fabrication of the array is described
further in Appendix L.

Figure 6.6: (a) Meshing result for transducer placement. (b) Edge distance histogram
showing mesh quality.

In order to have finer control of the powder particle speed, a gas cyclone was designed
and built. The cyclone is integrated with a powder nozzle consisting of a 100 mm long
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Figure 6.7: Array design, assembly and control workflow.

copper tube, with a 1/8" outside diam. and 0.032" thickness. The cyclone inlet is attached
to the powder feeding tube (blue tube in Fig. 6.5(a)) coming from the DMD-IC106 hopper
assembly. The cyclone assembly can be seen in Fig. 6.5(a) and (b). The design and
fabrication of this cyclone and nozzle assembly is described further in Appendix L.

The above components were attached to the machine by an adjustable frame. A close-
up of the frame can be seen in Fig. 6.5(b). The design of the frame was assisted by the use
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of Altair Inspire software, using the topology optimization (TO) facility. Care was taken
to obtain proper results by extending the design space as far as possible, the “domain
extension approach” [257], in order to have inaccurate results due to the TO result having
the tendency to attach to the boundaries of the design space. The design and fabrication of
the frame is described further in Appendix L. The frame was designed in order to be able
to adjust the angle between the laser and the powder stream, while keeping the powder
stream and the sound focal point aligned. This is done by tightening a group of bolts in a
certain order. This is described further in Appendix L.

The array, frame components, and gas cyclone were printed on a Stratasys F370 with
no infill (solid) and a layer height of 0.1778 mm. The build material was F123 ABS. The
machine was modified by removing its default copper coaxial powder nozzle and replacing
it with a copper insert with internal channels. This insert was designed to close the cooling
water loop that is needed for the laser optics, while allowing the laser beam to pass through.
The insert can be seen where the placement of the coaxial nozzle was in Fig. 6.5(c).

6.4.2 Experimental setup

In order to produce a focused powder stream while the LDED-PF process is taking place,
the following interactions should be quantified:

1. Sound field and nozzle interaction. If the sound focal point is too close to the nozzle,
it was found that when troubleshooting the sound field the ASP was compromised

2. Sound field and melt pool interaction. It was observed that the melt pool would be
affected by the sound field at a minimum sound focal point to build plate distance

3. Particle-sound interaction if the particle is being heated by the laser. There were
not many current models or experiments found in the literature regarding this issue,
however, in setup P-1 and all other setups shown in Fig. 6.2, this interaction should
be minimal. This is because the area of high ASP is away from the laser beam

4. Sound field and laser interaction. In this case, the sound waves produce a time-
dependent spatial gradient in the process gas index of diffraction, which has the
effect of deflecting it back and forth. An estimate of the maximum deflection at the
build plate position was found to be ∼10 µm for Nitrogen

More information regarding interactions 2 to 4 can be found in Appendix M.
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The final UPL system setup used for the DOE, with the shown dimensions determined
by taking into account all the above interactions, is shown in Fig. 6.8.

Figure 6.8: (a) Array and frame setup with dimensions used for experiments. The blue
cross below the powder nozzle is the SFP and the red cross is the laser focal point. (b)
Array features.

Due to the distance to the substrate, current setup has a defocused laser. One can
calculate the spot size at the substrate from the data in [258], where approximate laser spot
width measurements were done from burnt spots formed on Kapton film with a thickness
of 100 µm, at 21 distances from the coaxial nozzle tip. The measurements were done in
the same DMD-IC106 machine used in this chapter. This data can be fitted to the laser
Gaussian beam spreading model given by Eq. 5.6, but with z ⇒ z − z0, where z0 is the
location of the laser focal spot. One can fit a quadratic polynomial using least squares to
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the square of the measured widths at different distances from the coaxial nozzle exit, and
find the constants for the modified form of Eq. 5.6 using:

z0 = −b/(2a) (6.3)

w0 =
√

c− az20 (6.4)

zR = w0a
−1/2 (6.5)

where a, b and c are the quadratic polynomial coefficients. The results of the fit are an
offset of 16.2 mm, a focal spot width of 1.3 mm and zR = 13.8 mm, with r2 = 0.97. Using
these values, the spot size at a distance of 29 mm from the laser focal point as used in the
experimental setup in this chapter is 3.0 mm.

The Ti6Al4V powder used is from Raymor (Spherical Ti-6Al-4VGr5 powder), with size
ranges from 45-150 µm, IPN 5773-S, and a mass average diameter of 88 µm. The mass
average diameter was measured using a Camsizer X2 from Retsch GmbH.

As described in Appendix N, Nitrogen was selected to be used as a shielding and carrier
gas, in order to minimize effects due to changes in sound speed and impedance between
air and the process gas, which can distort the sound field from the array [196].

6.4.3 Particle concentration distribution acquisition procedure

The setup used to measure the powder concentration distribution, using the same appli-
cable dimensions shown in Fig. 6.8, is shown in Fig. 6.9.

The Veo 710S high-speed camera had the following software settings: Bit depth, 12,
Aperture 3.5, Resolution, 640 x 800, Sample rate, 13000 FPS, Exposure time, 76.514 µs,
EDR, 0 µs, and Exposure Index, 1000. The PIV mode for image acquisition was not
enabled as this might introduce an error when summing the frames to estimate the PCD
as described in Chapter 4. The recorded videos had a length of between 6 to 7 seconds,
and they were saved keeping all frames. Both lights were set to 80% intensity and their
cooling fans were ducted to reduce drafts.

6.4.4 Particle concentration distribution measurements

In order to estimate the PCD of the powder stream for the applied array voltages in
this chapter, the powder stream was filmed at high speed and the frames were cropped,
binarized using a 50% threshold level and summed.
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Figure 6.9: Schematic of the experimental setup showing lighting and camera setup (not
to scale). The focal axis of the camera and the light were in the same plane, with the
array axis normal to this plane, and the sound focus point intersecting it. The distance
from the front of the camera lens and the light to the sound focus point was 72 and 51
cm respectively. The angle between the camera and the light center-line axis was 22° and
setup to be as small as possible for uniform illumination.

These thresholded and frame summed (TS) images where obtained from the high-speed
videos that were cropped to 78000 frames (6 seconds). Afterwards, each frame was cropped
100 pixels from the top, 0 pixels from the bottom, 20 pixels from the left, and 40 pixels
from the right (all inclusive). This was done to remove the lower part of the array and side
reflections from the array. This step is necessary to ensure proper thresholding. After all
the frames for each run were cropped, they were binarized using a 50% (ε = 0.5) threshold
level using Eq. 4.7. After thresholding, all the frames in each run were added. In order
to prevent the computer RAM from filling up, the above operations were done for 6500
frames at a time in 12 batches. This part of the analysis was done in python using the
NumPy library.
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6.4.5 Single track runs procedure

The tracks specified in Table 6.1 were printed on Ti plates with a length of 40 mm and a
spacing of 10 mm. As shown in the Table, two of the tracks were redone after the DOE was
performed. Why this was done is explained in Section 6.5.4. In order to prevent possible
effects on the sound field from sound reflections, a rig was made to hold Ti build plates at
an elevated location. They were cut using water jet from a 1/4” thick, 6 by 12” Grade 2
Ti sheet from McMaster-Carr (SKU # 9051K127), resulting in 8 equal-sized square plates.
The DMD-IC106 machine parameters used were the following: hopper speed 600, laser
speed 3 mm/s, hopper cover gas 10 l/min, carrier gas 10 l/min, and shielding gas 6 l/min.

In order to prevent powder accumulation in the modified powder feed system, while also
reducing the pressure build-up due to the high-flow of the DMD-IC106 machine default
purge procedure, an alternative purge-type procedure was carried out, where all the gas
feeds were run for 30 seconds, but running the hopper cover gas at 20 l/min, and the carrier
gas at 20 l/min.

Before starting to print in each plate, less than a second of high-speed camera footage
was recorded, and the speed of the particles was measured in 10 frames. Also the electronics
were checked by running the array at 10V to check that the powder was being focused and
the powder mass flowrate was measured.

6.4.6 Track geometry measurements and calculations

Surface height maps of each track were measured using a VHX-7000 digital microscope
(Keyence Corporation, Osaka, Japan). The measurements for many positions on the track
were stitched into a final height map at 50x magnification and using the “full coaxial” light
source option for more accurate height measurement.

Afterwards, cross-section profiles of the height maps were extracted. For all the DOE
tracks this was done by averaging 20 parallel profiles on either side and including the
profile at 15 mm from the start of the track and perpendicular to the track axis. The
profile separation increment was 250 µm. The start of the track is assumed to be the
location where the center of the laser spot is when the track is started. For the last 3
tracks of P6 where the sound is applied on the second half of the track, the average profile
on the first half of the track was done at a distance of 7 mm from the start of the track
and using 20 profiles on either side, with a separation increment of 50 µm. For the second
half, the same parameters were used except that the distance from the start of the track
was 23 mm.
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Table 6.1: Fabricated tracks, their DOE parameters, and demonstration tracks. (r) Redone
tracks. (h) Demonstration tracks with voltage applied on the second half of the track.

Plate Track Laser power (W) Array voltage (V)
1 1 700 0

2 800 14
3 700 10
4 900 14
5 700 14

2 1 900 10
2 800 0(r)
3 800 10(r)
4 900 0
5 700 0

3 1 700 14
2 900 14
3 800 0
4 900 10
5 900 0

4 1 800 10
2 700 10
3 800 14
4 800 14
5 900 10

5 1 900 0
2 700 0
3 700 14
4 800 0
5 700 10

6 1 900 14
2 800 10
3 700 14(h)
4 700 0(h)
5 700 10(h)
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The tracks were further processed and the track properties were measured with the
following steps:

1. The length of the profile and height (∆h) increments were extracted from the ex-
ported data for computing track properties and displaying the profiles. The length
of the profile and number of height values was used to find the horizontal increment
distance (∆x)

2. The ends of the profile that had any other height data such as the profile of the
counterbore used to secure the build plate were manually removed

3. The first and last 101 height measurements were averaged to find the averaged heights
of the ends of the profile

4. The average of these two measurements was subtracted from the heights

5. The profiles were tilt-compensated by subtracting the values at each horizontal po-
sition with the values given by the line intersecting the averaged height values at the
51st height measurement location of the 101 height measurements at each end of the
track profile (assuming a shallow tilt angle)

6. The maximum height was calculated from the processed heights

7. The origin of the horizontal x position is set at the location of the maximum height

8. The width was calculated by checking the locations where the absolute value of the
slope of the track is closest to 0.2 (not taking into account ∆x and ∆h). The slope
was calculated using the forward difference method [171]

9. The track cross-sectional area At was calculated using the trapezoidal method [171]
for the heights inside the calculated width

The increment values from the microscope data were ∆x = 2.0793 µm and ∆h = 1 µm.
The tracks and their measurements were plotted and checked manually for all tracks.

The catchment efficiency can be estimated as the fraction of material being deposited
in a track per second over the total mass going into the process area, which is the mass
flowrate from the nozzle:

η =
ρAtvt
ṁ

(6.6)
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where ρ is the material’s density, vt is the track deposition speed and ṁ is the mass flowrate
from the nozzle. One can see from Eq. 6.6 that the catchment efficiency is proportional to
At, therefore one can plot both variables in a plot with two y axes.

In order to scale the axes, the At y-axis upper limit should be used in Eq. 6.6 to get
the upper limit of the η y-axis. This was done for plotting the data shown in Fig. 6.18.

To measure the dilution zone geometry of the selected tracks, each sample was cross-
sectioned, ground, polished, etched, and imaged using an optical microscope.

Out of all the 27 tracks for the DOE, 9 tracks were chosen, with different DOE param-
eters and the repeats that had the median cross-sectional area. The tracks that fit this
criterion were: 1-1, 1-5, 2-1, 3-2, 3-3, 4-2, 4-4, 5-1, and 6-2, where the first number is the
plate, and the second number is the track, with the DOE parameters shown in Table 6.1.

Samples form the tracks with dimensions of 10 by 8 mm were cut with EDM. The
10 mm dimension is normal to and centered with the track, and the 8 mm dimension is
from the center along the track towards the start of the track. Since the build plate had a
thickness of 6.35 mm, this gives a cut profile dimension of approximately 6.35 by 10 mm.

The first 5 samples and the last 4 were hot mounted to 2 mounts made using a CitoPress-
5 (Struers LLC) machine. The cut profiles were ground using a LaboPol-20 (Struers LLC)
auto-polisher with 80, 320, 500 and 800 grit, followed by manual sanding with 1200, 2400
and 4000 grits. The cut profiles were polished using a Vibromet 2 (Buehler) vibratory
polisher, for 4 hours using an amplitude setting of 80, with a MasterPrep 0.05 µm alumina
polishing suspension (Buehler). The samples were etched with Kroll’s reagent swabbed
over the sample for 10 s. Both polished and etched surfaces were cleaned with distilled
water and compressed air.

The dilution area width W and penetration depth H, as well as the heat affected zone
(HAZ) width and depth [259] for each sample were measured using the same VHX-7000
microscope and software, at 50x magnification. The dilution area is estimated assuming a
parabolic profile (Ad = 2/3WH) [258] and the dilution fraction is defined in this chapter
as the fraction of the dilution area over the total track cross-sectional area (Ad/(At+Ad)).
Some of the measured variables and derived quantities are shown in Fig. 6.10.
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Figure 6.10: Track geometric features measured from the cut and etched samples. The
background optical image is for track 6-2.

6.5 Results and discussion

6.5.1 Sound field simulation results

The ASP and the SRF in the radial direction are shown in Fig. 6.11. From the plots one
can observe that increasing the voltage scales the ASP plots, as well as the force field. From
Fig. 6.11(b) one can observe the los parameter used in the GBR described in Section 6.3.2,
where the force decreases by half, is 0.47 mm. As seen in Fig. 6.11(b), the peak force Fa is
1.8×10−8 N at 10V and 3.0×10−8 N at 14V. The li value was found to be 40 mm, where
half of this length is higher than the nozzle exit to SFP distance of 18 mm. Therefore, the
Fa values were multiplied by 40/36=1.11 and li was set to 36 mm for the GBR simulation.

6.5.2 Powder stream 2D concentrations

The TS images for Ti6Al4V are shown in Fig. 6.12. From Fig. 6.12(a) to (b), corresponding
to 0 and 10V, one can clearly see a more concentrated stream, especially close to 63 mm
which is the build plate location. Fig. 6.12(c) one can see a higher upstream concentration
compared to Fig. 6.12(b), however, the powder diverges faster downstream. This might be
due to air drafts that produce a more obvious disturbance for a high degree of focusing as
observed in Chapter 4.
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Figure 6.11: (a) ASP for 10 and 14V. (b) Radial SRF for 10 and 14V.

Figure 6.12: Surface plots of added frames from the high-speed camera of the first repeat
for Ti6Al4V at (a) 0, (b) 10, and (c) 14V.

The resulting PCD from the GBR fitted to the powder stream with no applied array
voltage is shown in Fig. 6.13. There is a good qualitative match between 2D PCD distri-
butions shown in Fig. 6.13(a) and (b). In Fig. 6.13(c), towards the nozzle area there is
a divergence in the center-line PCD, which is also seen at other voltages. This might be
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due to the depth-of-field being close to the powder stream diameter close to the nozzle;
this means the values being measured from the video are not an accurate representation
of the PCD. The e−1 powder half-width shown in Fig. 6.13(d) does have a close match,
and diverges slightly as expected, due to gravitational acceleration of the particles, caus-
ing a measured smaller width downstream. Note that the GBR does not account for the
gravitational acceleration of the powder.

Figure 6.13: (a) Measured 2D PCD. (b) Simulated 2D PCD using the GBR model. (c)
Center-line measured and simulated PCD. (d) Measured and simulated IRW half-widths.
Figures (a) to (d) are for no applied SRF.

When the SRF is applied to the powder stream, one can observe a clear reduction of
the downstream half-widths as seen in Figs. 6.14 and 6.15. At an applied array voltage
of 10V, the GBR model underestimates the degree of focusing, this is clearly seen in
Fig. 6.14(d), and is also seen by the slightly higher measured center-line PCD downstream
in Fig. 6.14(c).

At an applied array voltage of 14V, the opposite happens; the GBR model overestimates
the degree of focusing, as seen in Fig. 6.15(d). Also producing a much higher simulated
center-line PCD downstream as seen in Fig. 6.15(c). As explained before, this might
be due to air drafts that defocus the powder stream; another indication of this is the
apparent change in slope of the half-width close to 30 mm downstream of the nozzle, seen
in Fig. 6.15(d).
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Figure 6.14: (a) Measured 2D PCD. (b) Simulated 2D PCD using the GBR model. (c)
Center-line measured and simulated PCD. (d) Measured and simulated IRW half-widths.
Figures (a) to (d) are for an applied SRF with an array voltage of 10V.

Figure 6.15: (a) Measured 2D PCD. (b) Simulated 2D PCD using the GBR model. (c)
Center-line measured and simulated PCD. (d) Measured and simulated IRW half-widths.
Figures (a) to (d) are for an applied SRF with an array voltage of 14V.
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6.5.3 Downstream particle stream characteristics

The powder stream widths downstream of the SRF and at the build plate are shown in
Fig. 6.16. Following the 2D PCD results, the simulated widths are larger than the measured
widths at 10V and smaller at 14V.

The discrepancy increases as expected the further downstream the width measurements
are taken. At the build plate the maximum percent difference of 28% between measured
and simulated values is at 10V. Note that the measured widths at the build plate should
be related to the fraction of material reaching the melt pool.

Figure 6.16: (a) e−1 widths downstream of the applied sound field. (b) e−1 widths at build
plate location.

The powder stream profiles taken from the 2D PCD data and simulations are shown
in Fig. 6.17. Although the e−1 widths differ between measurement and simulation, the
approximate shape and height of the profiles match closely, except between the measured
and simulated profiles at 14V; again this might be due air drafts that are affecting the
focusing, and have the average effect of the TS images of widening the Gaussian profile.
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Figure 6.17: (a) PCD profiles downstream of the applied sound field. (b) PCD profiles at
build plate location.

6.5.4 Track geometry

The measured cross-sectional area of the tracks and related catchment efficiencies are shown
in Fig. 6.18. Note that the data reported in this section uses an extra repeat of two tracks
at 800 W that there done after the DOE data was obtained. The two tracks that were
redone are marked with an (r) in Table 6.1. These two tracks were redone because it is
suspected that the original tracks were done in the wrong order. This is described further
in Appendix O.

The proportionality constant for finding the catchment efficiency upper axis value was
found to be 1.62×105 m−2, using a nozzle mass flowrate of 4.92 g/min (average of three
repeats measured at the start of each plate, with a range of 4.8 to 5.0 g/min), a track
deposition (laser) speed of 3 mm/s and a density for Ti6Al4V of 4430 kg/m3. One can
see higher deposition rates taking place for all laser powers at 10V compared to 0V,
and a slightly lower value at 14V. This behavior matches the measured widths shown in
Fig. 6.16, clearly indicating more material is being deposited in the track when the width,
being controlled by the ultrasound array, is smaller.
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Figure 6.18: Track cross-sectional areas and catchment efficiencies at 15 mm.

The measured maximum height of the tracks are shown in Fig. 6.19 and the measured
widths of the tracks are shown in Fig. 6.20. The maximum height data shows the same
trend as the cross-sectional area plot in Fig. 6.18 which is expected since there is no
substantial change in the track widths. This is expected as the track width is strongly
dependent on the laser spot size which is not varied in this chapter.

The three repeats for the runs at 900 W, using 0 and 10V UPL array applied voltage
are shown in Fig. 6.21. One can clearly see that in all repeats the tracks are taller and
have a higher cross-sectional area when the ultrasound array is active.

In order to see the effect of the UPL on a single track, two other tracks were printed at
a laser power of 700 W. One control track was printed with no applied sound in order to
check the change in profile as a function of track location. Its profile is shown in Figs. 6.22.
Then another track was printed beside it where the sound was applied using 10V half way
along the track length, and its profile is shown in Fig. 6.23. Although the control track
does increase in cross-sectional area (the area increases by 56%), the increase is not as
pronounced as when the sound field is activated half way along the track, which produces
an increase in cross-sectional area of 229%. The increase of cross-sectional area as the
track is made when no sound is applied may be explained by the low baseline catchment
efficiency of this particular setup; the low catchment means that there is a powder build-up
towards the front of the track as the powder is being deposited.
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Figure 6.19: Track maximum heights at 15 mm.

Figure 6.20: Track widths at 15 mm.

179



Figure 6.21: Track profiles at 15 mm for the three repeats at 0 and 10V, at 900 W.

The profile along the track shown in Fig. 6.23 is shown in Fig. 6.24. As can be seen
in the average track height, Fig. 6.24(b), taken normal to the red line in Fig. 6.24(a) and
between the dotted lines, the height increases to about twice its original value, from halfway
along the track to 8 mm after the track center.

6.5.5 Track dilution zone measurements

The track dilution measurements are shown in Fig. 6.25. For laser powers of 700 and 800 W,
the dilution fraction and penetration depth decrease when more material is being deposited;
this is expected since more of the fixed laser power goes towards melting more material.
For a laser power of 900 W this relationship is not observed; one possible explanation
for this behavior is that the standard deviation of these measurements at 900 W is much
higher, hence no clear relationship, because the stability threshold for the tracks (the power
threshold of vaporization) is exceeded [258]. The calculation steps in [258] to determine
this threshold was carried out for the laser speed and spot size used in this chapter, using
the averaged material properties at ambient and melting temperature, yielding a threshold
power of 999 W. This approximate threshold power is close to the 900 W power being used.
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Figure 6.22: (a) 3D track profile for single track with no applied sound. (b) Track cross-
sections at 7 and 23 mm from start of track.

Figure 6.23: (a) 3D track profile for single track with applied sound at 10V after half way
along the track. (b) Track cross-sections at 7 and 23 mm from start of track.
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Figure 6.24: (a) Height map of single track with sound being applied halfway along the
track. (b) Average height as a function of distance from start of track.

The HAZ width and depth do not vary substantially in all the runs with different
applied sound fields, since the size of the HAZ zone depends on the total laser power being
dissipated after it is used to melt the powder and build plate, which does not depend on
the applied sound field.

6.6 Summary

Based on the results of this chapter the following conclusions were made:

• It was demonstrated that UPL technology can be used in a side feed LDED-PF setup
to increase track height by 72%, and cross-sectional area and catchment by 111%, for
an original height, area and catchment efficiency of 0.4 mm, 0.93 mm2 and 15.15%
respectively, when using a laser power of 900 W and an array applied voltage of 10V

• Although the track height and cross-sectional area of the tracks increased, the width
of the tracks did not substantially increase; this is possibly due to the laser spot size
being constant for the experiments in this chapter
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Figure 6.25: For etched samples: (a) dilution fraction, (b) penetration depth, (c) HAZ
width, (d) HAZ depth.
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Chapter 7

Conclusions and Future Work

7.1 Overall conclusions

In this thesis, ultrasonic-based techniques were developed for two requirements: 1) devel-
opment of an in-situ non-destructive testing (NDT) system for metal AM processes, in
particular using laser ultrasonics (LU), a non-contact NDT modality, and 2) development
a setup for finer control of the in-situ placement of the feedstock used in metal AM pro-
cesses, providing the ability to adaptively change the powder stream cross-sectional shape
and size in DED-PF using sound radiation forces, to increase part quality and material
utilization.

Regarding the LU setup applied to parts made by LPBF and the tests and reconstruc-
tions reported in Chapter 3, the following conclusions can be drawn:

• Defects with a size range from about 200 to 300 µm for bottom hole defects can be
recognized from the background noise of the reconstructions, the minimum depth for
accurately reconstructing defects at the right depth was about 0.8 mm for bottom
hole and trapped powder defects

• The reconstructed defect shapes are tilted ellipses; this might be due to not taking
into account the source, defect and/or receiver directivity in the PSM algorithm

• The trapped powder defects produced a satisfactory reconstruction even having less
sound impedance mismatch between the metal and the trapped powder, compared to
side and blind bottom hole defects. However, further LPBF parameter optimization
is required for a required size and shape of artificial defect to be printed successfully
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Regarding the implementation of ultrasonic particle lensing (UPL) technology used in
DED-PF and reported in Chapters 4 and 6, the following conclusions can be drawn:

• The largest decrease in width, downstream of the applied sound field, was 30 and
31% for Ti6Al4V and SS 316L particles respectively, for a particle speed of 0.6 m/s.
This was done using a DED-PF nozzle analog

• Using a more powerful ultrasound phased array, Ti6Al4V particles were successfully
focused while tracks were being printed in a LDED-PF machine, at a higher particle
speed of 3.6 m/s, which produced a maximum increase in track cross-sectional area
of 111%. The focusing effect is maximum at 10V and decreases slightly at 14V. This
corresponds to the observed widths at the location of the build plate when measuring
the particle concentration distribution using a high-speed camera

In addition, regarding the Gaussian beam model reported in Chapter 5, the following
conclusions can be drawn:

• The model is able to predict the normally distributed normal velocity components,
and close to zero spatial dependence of powder particles close to the nozzle exit in a
DED-PF nozzle analog

• Both the slope of the angle of the particle trajectories with respect to the z-axis as
a function x and the r2 values of this function, measured from the trajectories and
derived from the model approach similar values when z is large, when the effect of
gravitational acceleration is less pronounced

• It was also found that the effect of a focusing force field can be modeled as a gradient
index (GRIN) lens in this formalism, and that one can compute the particle concen-
tration distribution orders of magnitude faster than the Monte-Carlo type simulation
described in Chapter 4, that takes into account every particle trajectory
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7.2 Future work

Regarding LU applied to LPBF and the tests and reconstructions reported in Chapter 3,
some future work that can be pursued toward the eventual aim of in-situ LU part inspection
is the following:

• Investigating how the variance in the amplitude of A-scans is affected by factors such
as generation laser power, surface laser absorptivity and in-situ roughness

• Investigating how to quantify the uncertainty of the reconstructed defect signals,
based on modeling background noise due to grain scattering for example, and esti-
mating the probability that a defect signal is present using a Bayesian framework
[260]. These methods could be extended [261] to produce a probability of detection
(POD) plot [262], and compare it to one found experimentally. PODs show the
likelihood of detection as a function of a characteristic parameter of the flaw, such
as its size. These plots are used when performing UT of aerospace components for
example, where defect detection is of critical importance. PODs can also be gener-
ated in some cases by analytic modeling of the relevant sound propagation physics
[263, 264], or using numerical simulations [265]. In [265], the application was the UT
of AM components. Parameters such as defect size, which have a significant impact
on inspection results, were specified with reasonable uncertainties and distributions
based on an uncertainty propagation method.

• Using an algorithm for the single offset integral that is adaptive and has a quantifiable
error. Another option is to bypass this issue by using Eq. 3.11 recording many kh
values as part of a frequency based TFM technique, however the measurement time
will substantially increase

• Testing an extended PSM or SAR algorithm taking into account directivity functions
and comparing it with the algorithm reported in Chapter 3

• Using a laser with a smaller pulse width (≈1 ns), and a detector with a corresponding
larger frequency bandwidth, in order to increase the LU system’s resolution. However,
there is a trade-off between laser cost and pulse energy for a given pulse width

• Sample fabrication for very small artificial defects will be more challenging; making
smaller and more accurate blind holes for example (without them closing in due to
melting) might be possible with optimized LPBF process parameters tailored for
the defect sample being printed or using diamond micro-drilling as a post-processing
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step. Another option to investigate is using different LPBF process parameters to
induce actual defects in a very small volume of the sample < (0.5 mm)3, in order to
have some control over the number and separation of the expected defects

• Trying the Fourier slice theorem based filter for more complicated geometries, i.e.
tilted back-walls that produce tilted lines in the B-scan. This would correspond to
applying LU when building a part that has a large down-facing slope for example.
Further work will be required to quickly compute the reflection signals expected on
the B-scan due to nearby surfaces in the component being printed (i.e. from the STL
file). The filter could also be improved by explicitly using the 2D FT of the SLW
signal instead of notch filters using one particular frequency

• Implementing the above algorithms and setup in a commercial or open source LPBF
machine such as a PANDA 11 LPBF machine from OpenAdditive LLC

Regarding the implementation of UPL technology in DED-PF (Chapters 4 and 6), the
following subjects could be investigated:

• Further tests will be necessary to have an accurate estimate of the variance of track
and dilution zone geometric features, such as track cross sectional area, catchment
efficiency and track height, shown in Figs. 6.18 and 6.19, as a function of array applied
voltage

• A track geometry simulation like the one described in [40] could be used to help
quantify the uncertainty in the measurements shown in Figs. 6.22 and 6.23, where
the sound is applied half-way along the track. The simulation may explain the slight
increase in track cross-sectional area along the track even when sound is not applied

• Further studies can be conducted to explicitly find the minimum offset distance be-
tween the nozzle and the build plate that does not affect the track or microstructure;
this would also increase the baseline catchment efficiency. Increasing the transducer
frequency would allow the size of the UPL effective “lens” to be smaller so the gap
between the nozzle exit and build plate can be smaller as well, also increasing catch-
ment efficiency. The current phase control setup does not allow for finer control of
the force profile; the effective lens height and width ratio do not change with trans-
ducer frequency. Finer control of the force field profile may be done by adjusting
both transducer phase and amplitude
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• Better modeling of the effect of the SRF on the powder stream might be achieved by
taking into account the change in the force field along the z-axis by using a group of
GRIN lens elements in series instead of a single GRIN element

• The lower amount of focusing at 14V might also be due to sound wave distortion
effects due to the high ASP pressures that approach a significant fraction of atmo-
spheric pressure causing non-linear propagation. These effects can be taken into
account by using the angular spectrum approach for example, to find the required
transducer signals to get a required sound field around the sound focal point, taking
into account sound non-linearity

• The gas cyclone was designed and used to have finer control of the particle speed; the
DMD-IC106 gas flow rates needed to get the speeds used in Chapters 6 are on the
low end of the DMD-IC106 specifications, resulting in variable particle speeds. The
use of a gas cyclone may not be required when using the DMD-IC106 machine if the
setup is further optimized to work at higher particle speeds, or if a more powerful
UPL array is used

• Tests can be carried out to measure the effect of using an Argon-Helium mix, as
described in Appendix N, on the UPL-LDED-PF process. Currently available trans-
ducers could be tested for their response such as resonant frequency and sound in-
tensity as a function of distance under an Argon atmosphere in order to produce
more accurate sound propagation models and UPL-LDED-PF process without using
a gas mix. Novel transducers could also be designed and fabricated to work under
an Argon or other atmospheres

• Other more accurate fixturing and alignment methods could be used to increase the
alignment between the nozzle center-line, the sound field focal point and the laser
spot on the build plate

• The size of the array can be substantially reduced by running a smaller number of
transducers at a higher voltage to produce a higher sound intensity per transducer,
but may require active cooling. This can be done by integrating internal channels
in the array that use the water loop used for cooling the LDED-PF machine’s laser
optics. One can also procure transducers that do not have a casing to reduce their
form factor and attach them directly to the array; this will also improve heat transfer

• In order to print tracks of different sizes including adjusting their width, other features
of the UPL-LDED-PF setup may need to be adjustable, for example using in-situ
control of the laser spot width
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• UPL technology may be used to change the cross-sectional area of the powder stream
and deflect the powder stream by a small angle. This could be modeled using the
Gaussian beam representation of the powder stream and the tensor ABCD law

The Gaussian beam model reported in Chapter 5 could be investigated further, or its
range of applicability extended, in the following ways:

• Modeling the powder stream as a Gaussian beam, besides allowing the simulation of
focusing from a radially symmetric force field, could also be used to model powder
stream spot shape changes due to an non-symmetric force field, using the tensor
ABCD law [244], and powder stream small angle deflection with a force field, using a
decentered (with respect to a GRIN lens corresponding to an off-center vortex sound
force field for example) Gaussian beam formalism [266]

• It may also be possible to use a coordinate transformation along the z axis in order
to take into account gravitational acceleration

• Although the modeling of the powder flow inside and at the nozzle exit of a DED-
PF nozzle was not investigated, the proposed particle concentration and velocity
distributions for the particles downstream of the nozzle exit in Chapter 5 may be
used to investigate the accuracy of those types of models. Also note the concentration
distribution experimentally will approach a rectangular function at the nozzle exit;
this may be modeled using a flattened Gaussian beam, which is known to approach
a Gaussian beam profile as the propagation distance increases [267]. This has not
been considered before since the nozzle exit diameter is usually much shorter than
the nozzle/build plate distance in DED-PF. One simple case to study is a tube
nozzle, with available experimental data for different tube aspect ratios, gas flows
and particle properties [33, 231], and that could be simulated modeling the powder as
a discrete phase, and using Lagrangian particle tracking with reflections, considering
the coefficient of restitution, as a boundary condition [210]

• More accurate powder stream PCD measurements may be made using a laser sheet
setup, more advanced particle segmentation methods (for particle number and size)
compared to thresholding, and an estimate of the number of high-speed camera
frames needed to get a required variance at each location of the measured PCD

• The powder stream model could be used for more accurate DED-PF melt pool sim-
ulations that include a powder stream [268] and modeling a laser beam with the
Gaussian beam representation could be used in simulations of laser interaction with
metal powder in the laser powder bed fusion process [269, 38]
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Appendix A

Derivations related to the Gor’kov
potential

The radiation force due to sound is given by:

F = −∇U (A.1)

where U is the Gor’kov potential. This potential is given by [142, 143]:

U = Vp

[
f1
1

2
κm⟨p2⟩ − f2

3

4
ρm⟨v2⟩

]
(A.2)

with:
f1 = 1− κp

κm

(A.3)

and:
f2 =

2(ρp/ρm − 1)

2ρp/ρm + 1
(A.4)

where Vp is the spherical particle volume and ρ is the density. The subscripts m and p
correspond to the medium and particle respectively. κa = 1/(ρac

2
a) is the compressibility

of the particle or the medium, where ca is the speed of sound in the medium or particle.
The angled brackets denote a one wavelength average of the instantaneous pressure and
wave particle velocity squared (p2 and v2).
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Forces due to sound on particles in a channel

The result given in [142], for particles flowing in a microfluidic channel with two parallel
180° out of phase transducers at opposing walls can be calculated by first finding the
pressure and velocity fields.

The velocity field can be derived from the pressure field from the fact that the acoustic
quantities v and p can be expressed via an acoustic velocity potential ϕ [142, 196]:

v = ∇ϕ (A.5)

p = jρmωϕ (A.6)

Rearranging and substituting Eq. A.6 into Eq. A.5 yields:

v = − j

ρmω
∇p (A.7)

The following complex pressure field:

p = jpa cos(kz)e
−jωt (A.8)

gives the following real pressure and, using Eq. A.7, the real velocity field [142]:

p = pa cos(kz) sin(ωt) (A.9)

v = − pa
ρmcm

sin(kz) cos(ωt) (A.10)

The final form of Eq. A.10 was obtained using cm = ω/k.

To find the time period averages found in Eq. A.2 one can use their definition in integral
form:

⟨X⟩ = 1

τ

∫ τ

0

X(t)dt (A.11)

in this case with τ = 2π/ω.

One could also use the one wavelength average of two imaginary harmonically varying
fields (real-part rule) given by [142]:

⟨ab⟩ = 1

2
ℜ(ab∗) (A.12)
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where b∗ stands for the complex conjugate of b.

Using Eq. A.11 on Eqs. A.9 and A.10 yields the following averaged values:

⟨p2⟩ = p2a
2
cos2(kz) (A.13)

⟨v2⟩ = p2a
2

κm

ρm
sin2(kz) (A.14)

This was done by calculating the two identities below:

⟨sin2(ωt)⟩ =
∫ 2π/ω

0

sin2(ωt)dt =

[
t

2
− sin(2ωt)

4ω

]2π/ω
0

=
1

2
(A.15)

⟨cos2(ωt)⟩ =
∫ 2π/ω

0

cos2(ωt)dt =

[
t

2
+

sin(2ωt)

4ω

]2π/ω
0

=
1

2
(A.16)

Substituting Eqs. A.13 and A.14 into Eq. A.2 yields:

U =
3

4
Vpp

2
aκm

[
f1
1

3
cos2(kz)− f2

1

2
sin2(kz)

]
(A.17)

Substituting Eq. A.17 into Eq. A.1, and using Vp = 4πr3p/3 where rp is the particle’s
radius, gives the sound radiation force field obtained in [142]:

F = −∂U

∂z
= 4πΦkr3pEac sin(2kz) (A.18)

with:
Eac =

p2a
4ρmc2m

(A.19)

and:
Φ =

1

3
f1 +

1

2
f2 (A.20)
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Gor’kov potential in terms of pressure field derivatives

The Gor’kov potential can also be expressed in terms of the instantaneous pressure and its
spatial derivatives by [147]:

U = K1|p|2 −K2(|px|2 + |py|2 + |pz|2) (A.21)

with:
K1 = Vpf1

1

4
κm =

1

4
Vp

(
1

c2mρm
− 1

c2pρp

)
(A.22)

and:
K2 = Vpf2

3

4
ρm =

3

4
Vp

[
ρp − ρm

ω2ρm(ρm + 2ρp)

]
(A.23)

Where p is the sound pressure field that can be sum of individual transducer fields, |p|2 = p·
p and the dot product operator in this case is defined in [147] as a·b = ℜ(a)ℜ(b)+ℑ(a)ℑ(b).

The first term of Eq. A.2 equals the one in Eq. A.21, since by inspection Eq. A.12 is
equal to (a · b)/2. Also in [142] ⟨a2⟩ is defined as ⟨aa⟩. For the second term in Eq. A.21,
Eq. A.7 can be used to find ⟨v2⟩ using Eq. A.12:

⟨v2⟩ = 1

2
ℜ(vv∗)

=
1

2ρ2mω
2
ℜ[(−j∇p)(−j∇p)∗]

=
1

2ρ2mω
2
ℜ[(cxî+ cy ĵ + czk̂)(c

∗
xî+ c∗y ĵ + c∗zk̂)]

=
1

2ρ2mω
2
ℜ[(cxc∗x + cyc

∗
y + czc

∗
z)]

=
1

2ρ2mω
2
(|px|2 + |py|2 + |pz|2)

(A.24)

Where p = pa+jpb, ch = −jph = pbh−jpah, a variable with subscript h = x or y stands for
partial derivative with respect to h, and the subscripts a and b stand for real and imaginary
components. Substituting this equation into the second term of Eq. A.2 yields the second
term in Eq. A.21.
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Appendix B

Separable frequency based filter for
B-scan

Following the matrix form of the discrete Fourier transform (DFT) [167], the 1D DFT in
the time domain of m× n B-scan p along its n columns and the application of a filter Jf ,
also along columns, is given by:

Pf = Wmp ◦ JT
f (B.1)

where Wa is an a × a DFT matrix and ◦ stands for matrix element-wise multiplication.
The filtered signal is obtained by doing the inverse 1D DFT in the frequency domain of
Pf :

pf =
1

m
W ∗

mPf (B.2)

where W ∗
a is an a × a matrix (that is also the conjugate transpose of Wa) that yields the

inverse DFT.

One then would like to apply a filter in the spatial domain. Following the same for the
application of the 1D DFT along columns, the DFT in the spatial domain along the rows
m of pf and the application of a filter Jk is given by:

Pfk = Wnp
T
f ◦ JT

k (B.3)
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In order to obtain the original orientation of p, the inverse 1D DFT is done followed by
a transpose:

pfk = (
1

n
W ∗

nPfk)
T (B.4)

Afterwards one can apply the 2D DFT to the filtered B-scan, in order for PSM to be
applied, using the following:

Ptx = WmpfkWn (B.5)

One can show that Eq. B.5, without loss of generality, not considering zero padding and
cropping between transforms, is equal to element-wise multiplying the 2D DFT of the
original unfiltered B-scan data p by a 2D filter HLP .

Substituting Eqs. B.1 to B.4 into Eq. B.5 yields:

Ptx = Wm(
1

n
W ∗

nPfk)
TWn (B.6)

= WmP
T
fk(

1

n
W ∗

nWn) (B.7)

= WmP
T
fk (B.8)

= Wm(Wnp
T
f ◦ JT

k )
T (B.9)

= Wm(Wnp
T
f )

T ◦ Jk (B.10)
= WmpfWn ◦ Jk (B.11)

= (Wm
1

m
W ∗

m)PfWn ◦ Jk (B.12)

= Wmp ◦ JT
f Wn ◦ Jk (B.13)

= WmpWn ◦HLP (B.14)

where HLP = JT
f Jk is the required 2D frequency domain filter.
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Appendix C

Derivation of the double square root
equation

The scalar wave equation is given by [168, 73]:( ∂2

∂a2
+

∂2

∂z2a
− 1

v2
∂2

∂t2

)
p(a, za, t) = 0 (C.1)

where a is the horizontal axis where either the sound receivers a = r or sources a = s are
placed, and za is the depth downwards from the surface when the sound is being applied or
measured. This is assuming the principle of reciprocity, meaning the receiver and source
can be interchanged.

One solution to Eq. C.1 are 2D plane waves of the following form [173]:

ppw = Aej(kaa+kzaza+ωt) (C.2)

where j =
√
−1, ka and kza are spatial frequency components and ω is the angular fre-

quency. A diagram showing the coordinate axes that will be used and three example plane
waves are shown in Fig. C.1

Plugging Eq. C.2 into Eq. C.1, one can check that the wave equation is satisfied if the
following condition is met: (ω

v

)2
= k2

a + k2
za (C.3)
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Figure C.1: Three plane waves of different amplitudes moving on the aza plane in the
direction indicated by the arrows. The a axis corresponds to the sample’s surface where
the sound waves are recorded. The dotted line indicates an isoline of constant phase γ.

The above equation is referred to as the dispersion relation [173]. Fourier transforming
both sides of Eq. C.1 with respect to horizontal position a and time t using [168]:

P (ka, za, ω) =

∫∫
p(a, za, t)e

−j(kaa+ωt)dadt (C.4)

and using the double differentiation property of the FT yields the following equation:

∂2P

∂z2a
+
[(ω

v

)2
− k2

a

]
P =

∂2P

∂z2a
+ k2

zaP = 0 (C.5)

One can find a solution to Eq. C.5 by noting that a solution of the wave equation can be
decomposed is an infinite sum of plane waves of the type given in Eq. C.2 that can be
written as [173, 270]:

p(a, za, t) =

∫∫
A(ka, ω)e

j(kaa+kzz+ωt)dkadω (C.6)

Eq. C.6 is the inverse Fourier transform pair of Eq. C.4 where P is the following:

P (ka, za, ω) = A(ka, ω)e
jkzz = P (ka, 0, ω)e

jkzz (C.7)
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Also note that Eq. C.7 is a solution to the following [73, 168]:

∂P

∂za
= jkzaP (C.8)

The form of Eq. C.3 indicates there are two solutions for kza with opposite signs, this
corresponds to two versions of Eq. C.7. Since the waves are recorded in the horizontal
axis a, and reflectors (the defects) will be present in the positive z axis, we are looking
for solutions with upcoming waves [173]; i.e. waves moving with decreasing za towards the
sample’s surface at za = 0. The form of the dispersion equation that should be used in
Eq. C.7 that gives these upcoming waves can be determined as follows. The intersections
of the lines of constant phase γ perpendicular to the wave’s motion with the za axis (see
Fig. C.1) are given by:

zint =
γ − ωt

kza
(C.9)

this was found by setting the complex phase in Eq. C.2 equal to γ and a = 0. By inspection,
one can see that for increasing times the kza value should have the same sign to the
frequency ω in order to have a decreasing za. Therefore the expression for kza that will be
used from now on is:

kza = sign(ω)

√(ω
v

)2
− k2

a (C.10)

This is the negative of the result in [173] and earlier articles, where the FT along frequency
ω is done with a complex exponential of opposite sign to the widely used definition of the
FT (Eq. C.4). When this definition of the FT is used, corresponding results to the ones in
Chapter 3 are obtained [169]. Since the reflectors will be at a given depth z common to
both sources and receivers (z = zs = zr), one can use the following expression [73, 271]:

∂P

∂z
=

∂P

∂zs
+

∂P

∂zr
(C.11)

Let x = (r + s)/2 be a midpoint coordinate, and h = (r − s)/2 the half-offset. Using this
coordinate change one can find that ks = (kx − kh)/2 and kr = (kx + kh)/2 [271].

Using Eqs. C.7, C.8 and C.11, and the spatial frequencies ks and kr in terms of kx and
kh yields the following solution given by Eq. 3.8, and with kz in this equation given by
Eq. 3.9, which is the double square root (DSR) equation.
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Appendix D

Newton’s method design for computing
the stationary point for SPA

The full phase function for Eq. 3.16 is given by:

ϕ(kh) = sign(ω)β(kh)− khh0 (D.1)

with:

β(kh) = z

[√(ω
v

)2
−
(kx + kh

2

)2
+

√(ω
v

)2
−
(kx − kh

2

)2]
(D.2)

and with the integration limits for Eq. 3.16 being (−α, α), with α given by:

α =
2

c
|f | − |kx| (D.3)

For finding an SP we would like to find a value of kh = t such that ϕ′(t) = 0. An example
phase function ϕ is shown in Fig. D.1.

Initially Newton’s method (NM) was implemented with an initial condition (kh,new in
Algorithm 3) of zero. This would produce some iterations of the SP that would sometimes
“overshoot” and produce a value outside the needed integration limits and had to be re-
placed by a value inside the interval. This was done using a weighted Bisection method
[171], by setting the latest SP estimate inside the limits by a fraction of 1 − etol between
the previous estimate of SP and the limit closest to the latest SP estimate, where etol =
0.11.
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Figure D.1: An example phase function (a), with a frequency ω of 3.5×107 Hz, a spatial
frequency kx of -4.8×103 m-1, and a depth z of 1.6 mm.

The value for etol was chosen since it gives the shortest computing time of 82 seconds
out of 10 tested values as shown in Fig. D.2, however the minimum computation time
is only 13% smaller than the maximum computation time of 95 seconds for the range of
values tested.

For a better initial guess, one could try to approximate Eq. D.2 using a simpler function
βs and find an analytic solution for t such that ϕ′(t) ≈ β′

s(t) − h0 = 0. Using a Taylor
expansion about kh = 0 with three terms (a quadratic function) and simplifying the final
expression does not give a very good approximation at the integration limits since the
function at the limits approach asymptotes. Note that using more terms will start being
more costly than a NM iteration, since an initial guess using the Taylor expansion about
kh = 0 with three terms can be interpreted as a single iteration of NM. The number of NM
iterations most evaluations of S take to compute the SP with an initial guess of zero is 5.

A better approximation was found by equating βs to an ellipse, with the ellipse’s vertices
and co-vertices corresponding to the intersection of β with the kh and ϕ axes. This is
because Eq. D.2 can be interpreted as a sum of two shifted ellipses. Also this approximation
has a close fit at the integration limits which have to be approximated accurately at low
z values since the slope close to the integration limits increases; for example, the plot of ϕ
shown in Fig. D.1 approaches a line with the same limit to limit slope, and a sharp dip at
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Figure D.2: The computation time for S with the PSM parameters used for the
AlSi10Mg sample B-scans as a function etol.

the left limit.

The equation for ellipse βs is:
k2
h

a2
+

ϕ2

b2
= 1 (D.4)

where 2a is the width along the kh axis and 2b is the height along the ϕ axis. To match
the functions at the kh axis, a = α. For matching functions on the ϕ axis, one should find
the maximum of β (ϕmax) by substituting kh = 0 into Eq. D.2 and the value of β at the
integration limits (ϕkh=α), by substituting kh = α into Eq. D.2. This gives the following
value for b:

b = ϕmax − ϕkh=α = z

[
2

√(ω
v

)2
− k2

x

4
−
√
|kx|α

]
(D.5)

The function β plotted with its three term Taylor expansion at kh = 0 and the ellipse
approximation plus ϕkh=α are shown in Fig. D.3.
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Figure D.3: Two different approximations for β.

Using Eq. D.4, using implicit differentiation and setting ϕ′ = h0, one can find an initial
guess for kh = t using βs:

t = −sign(ω) min

[(
1

a2
+

b2

a4h2
0

)−1/2

, (1− ttol)α

]
(D.6)

where the value −sign(ω) is used to switch the sign of the guess based on which side of
the ϕ axis the optimum location of ϕ will be [161], the min operation is to catch any initial
guesses outside the integration limits and ttol = 1×10−4. Different values for ttol were
tried but it was found that the minimum computation time decreased with smaller values
until approaching a constant computation time of 64 seconds. Using this initial guess, the
number of NM iterations most evaluations of the entries in S take to compute the SP is 3.
This reduces the computation time for all entries in S to 64 seconds, a 33% reduction from
the original time, without optimizing for etol, of 95 seconds. A histogram of the number of
iterations each NM variant takes for every SP calculation for the initial guess of zero and
the guess given by Eq. D.6 are shown in Fig. D.4. One can see from the histogram that
there is a large amount of iterations when using an initial guess of zero, therefore a better
estimation for the initial guess would substantially reduce computation time as described
above.
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Figure D.4: Histogram for the number of NM iterations for each SP calculated.

The calculation of the SP using Eq. D.6 is shown in Algorithm 3. The convergence
fractional tolerance used was ktol = 1×10−4. Note that in MATLAB 1/0 has an output
Inf that can be used for inequality computations to enter a while loop. The computation
times for running 512 frequencies, 512 x intervals and 117 depths, with zero padding, giving
a total of about 26 million applications of NM (a fraction of the total points do not satisfy
line 7 in Algorithm 3) were measured on the computer setup described in Chapter 3.
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Appendix E

Particle lensing model

A derivation of the analytic model for the concentration of particles with a uniform down-
ward speed is shown below. A series of approximations can be made to arrive at an
analytic expression for the angle change the particles experience after experiencing the
acoustic force. Some of the variables that will be used are show in Fig. 4 of the main
article.

Since the Gor’kov potential is proportional to the particle volume [142], the acoustic
force is proportional to the square of the magnitude of the maximum averaged pressure
near the sound focus point, and assuming the same shape and type of focusing sound field,
the maximum acoustic force on the particles can be expressed as follows:

Fa = K1P
2
f r

3
p (E.1)

where K1 is a focuser geometry, focus field type and acoustic properties of medium and
particle dependent constant, Pf is the magnitude of the maximum averaged pressure near-
est to the sound focus point and rp is the particle radius. The P 2

f dependence was tested by
running acousticHologram on a particular UPL design, with a given Pa transducer value
and then running the simulation again with twice this value. The resulting maximum force
was indeed 4 times the original calculated force. The maximum averaged pressure near the
sound focus point can be modeled as follows:

Pf = K2Vppnd
−1 (E.2)

where Vpp is the square wave voltage given to the driver board, n is the number of trans-
ducers in the phased array, and d is the distance between the phased array area and the
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focus point. The voltage dependence is based on the fact that the sound pressure is pro-
portional to the voltage [142]. Also note that the number of transducers is proportional to
the phased array area, which is proportional to d2:

n = K3d
2ρt (E.3)

where ρt is the transducer array planar density; how many transducers can fit into 1 m2.
Combining the above three equations yields:

Fa = KaV
2
ppd

2ρ2t r
3
p (E.4)

One way the Ka constant may be found is by using the maximum force calculated by
acousticHologram, and multiplying it by a chosen value to accurately approximate the
sinusoidal force field in the z direction with a bounded constant force.

Using the Lagrangian simulation, it was observed that the aerodynamic drag for the
particles of the density and size being considered is small relative to the acoustic radiation
force. By taking into account the above information and approximating the sinusoidal
force with a linear function close to the sound focus point and doing a force balance one
can derive the following equation:

mpẍ = − Fa

loffset
x (E.5)

where loffset is the distance along the x direction from the sound focus point up to the
distance where half the maximum x component of the acoustic force is measured. This
distance should be slightly smaller than one quarter of the force field wavelength. Since the
divergence angles from DED-PF are usually small, the equations can also be approximated
using small θ value approximations. Solving Eq. E.5 for x with the initial conditions x = ri
and ẋ = uz tan(θi) at t = 0 yields:

rf = ri cos(
√
ati) +

uz tan(θi)√
a

sin(
√
ati) ≈ ri

(
1− li

2loffset
β

)
+ liθi (E.6)

where ri is the distance along the x direction between the sound focus point the particle
farthest away from the sound focus point (the initial stream radius) and a = Fa/(mploffset),
and uz is the particle downward speed in the z direction. This speed is the particle speed
in the DED-PF process. Note that in order to have a linear approximation to the force
field, Fa can be calculated as half of the peak force, and loffset as the distance away
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from the particle stream axis to half of the peak force. The variables α = ri/loffset and
β = Fali/(mpu

2
z) are dimensionless constants appearing in the derived solutions.

The particle speed after the acoustic force is applied is:

ṙf = −ri
√
a sin(

√
ati) + uz tan(θi) cos(

√
ati) ≈ uz

[
θi

(
1− li

2loffset
β

)
− αβ

]
(E.7)

where ti is the particle interaction time with the acoustic force, and li stands for force
interaction length in the z direction.

The particle deflection angle is therefore:

θf = arctan

(
ṙf
uz

)
≈ θi

(
1− li

2loffset
β

)
− αβ (E.8)

This equation can be used to check the effect of different parameters on the particle de-
flection angle.

The distance traveled in the x direction after the force is applied along the interaction
length is given by:

z = rf +
ṙf
uz

(lT − li) (E.9)

where lT is the distance between the particles right before the sound is applied and the
work piece.

In order to get a high degree of particle focusing, it is recommended to have at least
li/lT = 1, with li being large enough to cover the high pressure sound region in the z
direction. This also should minimize interactions of the sound field with the DED-PF
nozzle tip and the work piece, in this case rT = rf . If a larger lT value is used, such that
li/lT << 1, then the particle focusing happens in a similar way to an actual lens, and Eq.
E.9 simplifies to:

rf ≈ rf +
ṙf
uz

lT ≈ ri + lT

[
θi

(
1− li

2loffset
β

)
− αβ

]
(E.10)

With the transducers being considered, the li value achievable is about 3 cm, meaning
that lT would need to be much higher than 3 cm. From a practical standpoint this is
not feasible without further investigation due to the motion of the particle stream from
a DED-PF machine when the nozzle is accelerating as well as the effect of gravity. Also
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the laser beam geometry and power would need to be modified. With smaller transducers
operating at a higher frequency a smaller li value could be achievable, which for a fixed
lT value and rf might allow for a smaller deflection angle and correspondingly less power
consumption from the transducer array.

Another question that can be answered with this model is if this type of force field can
approximate a particle “lens”. One desirable property of an optical or electron lens as well
as for acoustic particle focusing is that particles at x values from 0 to loffset should intercept
the z axis at some fixed focal distance lf [272], which in the case of the above solutions is
at some lT that makes rf = 0. Also, as it is shown in Appendix G, the divergence angle is
proportional to ri, i.e. θi = kdri, as well as being small.

Therefore this focal distance, assuming the focal length is longer than li, and using Eq.
E.9, is given by:

lf = li −
rf
ṙf
uz ≈ li +

uz√
a

[√
a cos(γ) + sspkd sin(γ)√
a sin(γ)− uzkd cos(γ)

]
≈ li +

2u2
z(1 + kdli)− al2i

2ali + kd(al2i − 2uz)
(E.11)

where the first approximation is derived using the small angle approximation for tan(),
the second approximation uses the small angle approximations of sin() and cos(), and
γ =
√
ali/uz.
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Appendix F

Modeling and algorithms used in
software library

Ultrasound transducers

In order to move particles with enough sound radiation force, a large spatially concentrated
instantaneous pressure is needed. This pressure is a function of the dB level a transducer
can produce at a fixed distance. The MA40S4S transducer from Murata electronics used
in [147] and the main article can produce 120 dB at 40 kHz and a distance of 30 cm along
their center axes (more information found in supplementary material of [147]).

The instantaneous sound field from the sound transducers was modeled with a circular
plane piston source [196, 273]. The model piston source model was calibrated to match the
transducer normal axis sound volume in dB and the directivity function for the transducer
specifications at 40 kHz [274] and to match the ASP field results given in [147] (to account
for the electronics producing a square wave). The model also can take into account the
applied voltage, by noting that in the transducer specifications the 120 dB value at 30 cm
was obtained using a voltage of 10V root mean squared (rms) [274], the voltage used in
[147] was 16V peak-to-peak (pp) in a square wave, which after going though a MOSFET
driver board becomes a sinusoidal wave (more information found in supplementary material
of [147]). And that U0 and Pa are proportional to the voltage applied to the transducer
[142].
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How the gradients related to the Gor’kov potential are
derived

The derivatives used to get the gradients shown in [147] can be calculated using derivatives
of the sound field via its corresponding Gor’kov potential, this was done using automatic
differentiation [251, 79], and implemented in the FADBAD++ C++ header library [252].

The Gor’kov potential can be expressed in terms of the instantaneous pressure and its
spatial derivatives as shown in [147]:

U = K1|p|2 −K2(|px|2 + |py|2 + |pz|2) (F.1)

with K1 and K2 given by Eqs. 2.12 and 2.13 respectively.

K1 =
1

4
Vp

(
1

c2mρm
− 1

c2pρp

)
(F.2)

K2 =
3

4
Vp

[
ρp − ρm

ω2ρm(ρm + 2ρp)

]
(F.3)

In Eq. F.1, p is the sound pressure field that is the sum of the individual transducer
pressure fields, |p|2 = p · p and the dot product operator in this case is defined in [147] as
a · b = ℜ(a)ℜ(b) + ℑ(a)ℑ(b).

The force at a point can be derived by using the fact that F⃗ = −∇U and (a · b)c =
(a·bc)+(ac·b) where the subscript stands for partial derivative with respect to the subscript.
The force components with a = i, j, k are the following:

F⃗ · a = −2
[
K1(p · pa)−K2

∑
n

(pn · pna)
]

(F.4)

This expression can be used to compute particle trajectories (particle tracking) with the
only approximation error coming from the integration of the particle motion, since Eq. F.4
uses the transducer model derivatives which are exact up to machine precision.
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Particle tracking

Using Eq. F.4 one can calculate the applied force on a particle at a given point. This force
and the medium drag force on the particle are all the applied forces on the particle. The
sum of these forces can then be used to perform particle tracking.

The drag force on a particle can be expressed as:

FD = −1

2
CDρmAp|v⃗|v⃗ (F.5)

where CD is the drag coefficient, Ap is the particle cross sectional area and v⃗ is the velocity
of the particle with respect to the surrounding gas flow [197]. The drag coefficient depends
on the particle Reynolds number given by [197]:

Rep =
2ρm|v⃗|rp

µm

(F.6)

The models of the drag coefficient given in [197] for Rep < 1 and for Rep from 1 to 1000
were implemented.

With these functions for the applied forces at a given spatial location, one can compute
particle paths from an initial to a final position at a required time interval. This can be
done using a 4th order Runge-Kutta (RK4) scheme [171] with a given fixed time step. The
C++ code was written following the same form as shown in [275].
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Appendix G

Eulerian powder stream model with
novel initial condition

The equations used in [34] and explained in more detail in [198] for the density distribution
of particles coming out of a DED-PF nozzle are based on a particle number concentration
model given by [212]:

c =
Φ

4πDz
e−uz(x2+y2)/(4Dz) (G.1)

where Φ is the number of particles per second from a point source, D is the diffusion
constant, z is the axis of motion of the particles, x and y are the transverse axes and uz

is the average downward speed of the particles parallel to z. The units of c are number of
particles per unit volume. Note that all the derivations discussed can also be done in time
by using z = uzt. Eq. G.1 is a solution to [212] (pg 212):

∂c

∂z
− D

uz

(
∂2c

∂x2
+

∂2c

∂y2

)
= 0 (G.2)

which after substituting x2 + y2 with r2 is the same solution as the one for axisymetric
diffusion with a point source in cylindrical coordinates given by:

∂c

∂z
− D

uz

(
∂2c

∂r2
+

1

r

∂c

∂r

)
= 0 (G.3)

As described in the literature [34, 198, 199], the observed particle cloud spreads like a
flattening Gaussian, with the sides of the Gaussian with a value of e−1 of the function’s
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peak spreading along diverging lines with an angle between them of 2θ and an initial
distance between the sides of 2r0 which is the nozzle diameter. The half-angle θ can be
measured from video data and used to find an effective D value for the model. This is done
by equating the peak of Eq. G.1 times e−1 with the same equation at r = R(z) (resulting
in e−1 = e−uzR2/(4Dz)) and solving for D, given by:

D =
uzR(z)2

4z
(G.4)

where R(z) = r0+tan(θ)z. The Φ value can be obtained from the other DED-PF relevant
parameters as follows:

Φ =
ṁ

mp

(G.5)

where ṁ is the particle mass flow rate from the DED-PF nozzle and mp is the particle
mass. After substituting Eqs. G.4 and G.5 into Eq. G.1 and using r yields:

c =
ṁ

uzmpπR(z)2
e−r2/R(z)2 (G.6)

If one does the same derivation using the e−2 radius one obtains the same equation as the
one used in [34]. The experimental results were compared against a Eulerian continuous
concentration distribution particle model given by the following equations:

∂c

∂t
+

1

r

∂(rcv)

∂r
−D

(
∂2c

∂r2
+

1

r

∂c

∂r

)
= 0 (G.7)

∂(cv)

∂t
+

1

r

∂(rcvv)

∂r
=

c

mp

(Fd + Fus) (G.8)

Eqs. G.7 and G.8 are the same equations given in [188] and [200], written in cylindrical
coordinates for one phase, assuming an axisymetric solution, and an added diffusion term.
Since the particle phase is considered to be dilute, as observed in the high-speed camera
data, the above equations were not coupled to air except via the drag force term.

The drag body force term is given by [276, 200, 197]:

Fd = −
1

2
ApρfCDv(Rep)v (G.9)

where Ap is the particle cross sectional area and ρf is the air density.
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The function CDv is the drag coefficient times |v|, given by:

CDv =
24

kRe

(1 + 0.15Re0.687p ); (G.10)

where kRe = ρfdp/µf is the constant relating the particle Reynolds number and its relative
speed with the air flow Rep = kRe|v|. Eq. G.10 produces accurate results when Re is
between 1 and 1000 and closely approximates the drag for Re < 1 [197]. The value µf is
the air viscosity. The drag coefficient equation is calculated this way to prevent a division
by zero when v is zero.

The body ultrasound force term was designed to approximate a rapidly decaying sinu-
soidal field, that decays rapidly to a value close to zero at r = 30mm. This behavior was
modeled by a sine wave times an exponential, given by:

f(r) = − sin[2π(c1r + c2r
2)] exp[−c3(r − c4)] (G.11)

where the term c1 corresponds to the inverse of some average wavelength, c2 is a correction
for changing wavelength over x, while still having zero force at x = 0, c3 is an exponential
decay term c3 and c4 accounts for an offset of the decay envelope.

The force also changes as the particles move downwards. This was modeled using:

g(t) =
1

2

(
cos

[
2π

tfinal

(
t− tfinal

2

)]
+ 1

)
(G.12)

where the simulation time tfinal (0.034 s) is given by the distance in the z direction the
force is applied (20 mm) divided by the particle speed at the sound focus point (0.59 m/s).
The final expression for the ultrasound body force is given by:

Fus = Fmaxf(r)g(t) (G.13)

where Fmax is the computed maximum magnitude of the force from the x-axis.

In order to use Eqs. G.7 and G.8, one should have an expression for the diffusion term
D. This can be found by plugging Eq. G.6 into Eq. G.3 and solving for D.

The diffusion term needed is given by:

D =
1

2
uzR tan(θ) (G.14)
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This diffusion term when used to solve Eqs. G.7 and G.8 with no body forces produces the
concentration model given by Eq. G.6. However, as explained in Section 4.3.3, the use of
a diffusion term will not produce an accurate model for coupling the powder stream with
a force field.

One way to address this is the following; to use Eqs. G.7 and G.8 with no diffusion
term with the same initial concentration and an initial particle speed distribution. This
initial speed distribution needs to reproduce Eq. G.6 when no body forces are applied.
This speed distribution can be found by equating the second advection term and the third
diffusion term in Eq. G.7 and, using the initial known concentration c, solving for v:

1

r

∂(rcv)

∂r
= −D

(
∂2c

∂r2
+

1

r

∂c

∂r

)
∂(rcv)

∂r
= −D

(
r
∂2c

∂r2
+

∂c

∂r

)
rcv = −Dr

∂c

∂r

v(r, 0) = − D

c(r, 0)

∂c(r, 0)

∂r
(G.15)

After substituting Eqs. G.14 and G.6 at z = 0 in Eq. G.15, the required initial speed
distribution is given by:

v(r, 0) = uz tan(θ)
r

r0
(G.16)

This equation also satisfies Eq. G.8 when the body forces are zero. Substituting Eq. G.7
without the diffusion term into Eq. G.8 yields:

∂v

∂t
+ v

∂v

∂r
= 0 (G.17)

This is the inviscid or dissipationless Burgers equation which for the initial condition given
by Eq. G.16 by the method of characteristics has a solution given by [277]:

v(r, t) =
r

t+ r0
uz tan(θ)

(G.18)

The above solution and the concentration distribution given by Eq. G.6 can be shown by
substitution to satisfy Eq. G.7 for all t ≥ 0 when no body forces are applied.
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The final 1D PDE system can be written as:

∂c

∂t
r + cv +

∂(cv)

∂r
r = 0 (G.19)

∂v

∂t
+ v

∂v

∂r
=

1

mp

(Fd + Fus) (G.20)

Eqs. G.19 and G.20 are the same as Eqs. G.7 and G.17 but without the diffusion term,
with the applied forces, with extra terms by expanding them using the product rule, and
multiplying all terms by r (if needed) to prevent issues with division by r when it has
values close to zero. The only boundary condition needed to guarantee a unique solution
to the problem is one for v at r = 0 mm. This is given by:

v(0, t) = 0 (G.21)

The concentration does not need boundary conditions to be enforced because the mass
conservation equation (Eq. G.19) fixes the total area under the curve of c as it changes
over time.

Eqs. G.19 and G.20 can be dicretized in time using backward Euler [278]. The time
discretized equations are given by:

(cn − cn−1)
r

∆t
+ cnvn +

∂(cnvn)

∂r
r = 0 (G.22)

(vn − vn−1)
1

∆t
+ vn

∂vn
∂r

=
1

mp

[Fd(un) + Fus] (G.23)

where n denotes the current time step and n−1 the previous time step. The above system
can be solved using the FEniCS library [201]. The simulations were run with a radius of
20 mm and second order Lagrange finite elements [278].

In order to arrive at a grid or mesh and time step independent solution for this time
dependent problem, one can check the percent change of a desired variable such as the peak
concentration of the PCD found at the center and refining the mesh and time step based
on the the Courant-Friedrichs-Levy (CFL) condition, and check if the percent change is
below a required threshold. The value used for the threshold was 4%. Doubling the number
of elements, and halving the time step keeping the ratio between the time step and the
element size constant, the particle concentration values for SS 316L as an example shown
in Table G.1 with and without sound radiation force being applied were obtained. The SS
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316L at 16V case took the longest to converge with a 5.06% at 40 elements and reaching
0.07% in the next subdivision, due to a high initial condition speed (Eq. G.16), due to
a high spread angle, and applied sound force. The percent change for the Ti6Al4V at
0V case was already below 4% in the first simulation using 5 elements, due to no force
being applied and the measured spread angle being lower for SS 316L. Based on all the
convergence analyses, all Eulerian simulations reported in Section 4.5.8 were run using 80
elements and a time step of 2.0 µs.

Table G.1: Convergence analysis of Eulerian simulations for SS 316L at 0 and 10V

0 V 10V

Number
of
elements

Time
step size
(µs)

Computation
time
(avg, mins)

Particle
concentration
(mm−3)

%
change

Particle
concentration
(mm−3)

%
change

5 32.0 0:9 0.462 NA 0.756 NA

10 16.0 0:21 0.526 12.18 0.991 23.75

20 8.0 0:58 0.546 3.67 1.010 1.87

40 4.0 2:54 0.545 0.16 0.998 1.20

80 2.0 8:38 0.543 0.41 0..993 0.59
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The code run in FEniCS is as follows:
1 #Sound force field functions
2 class ForceField(UserExpression):
3 def eval(self , value , x):
4 def sin_exp_term(a):
5 return sin (2.0*pi /(4.0* F_offset)*a)*exp(-F_k*(a-F_offset))
6 value [0] = -F_max*sin_exp_term(x[0])
7 F_applied = ForceField(degree=deg)
8 cos_term = Expression("0.5*( cos (2.0* pi/t_final *(t -0.5)) + 1.0)",
9 degree=deg , pi=pi , t_final=t_final , t=0.0)

10

11 #Aerodynamic drag functions
12 ReLn = Constant(ln (0.687))
13 def C_DtimesU(Re_p):
14 return 24.0/ k_Re *(1.0 + 0.15* exp(Re_p*ReLn))
15 def F_drag(u,c):
16 Re_p = k_Re*abs(u)
17 return -0.5*A_p*rho_f*C_DtimesU(Re_p)*u
18

19 #FEA variational form
20 r = Expression(’x[0]’, degree=deg)
21 F = (c - c_1)*r*k_t*v_c*dx + (c*u)*v_c*dx + (c*u).dx(0)*r*v_c*dx + \
22 (u-u_1)*k_t*v_u*dx + u*u.dx(0)*v_u*dx - \
23 k_mp*( F_drag(u,c) + F_applied*cos_term)*v_u*dx

The solution loop is the following:
1 t = 0.0
2 while t <= t_final:
3 # Update force field based on time
4 t += dt
5 cos_term.t = t
6

7 # Solve variational problem for time step
8 J = derivative(F, w)
9 solve(F == 0, w, bcs , J=J)

10

11 # Update previous solution
12 w_n.assign(w)
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Appendix H

Lagrangian powder stream model

The initial particle speed distribution given by Eq. G.16 can also be used as an initial
condition in the 3D Lagrangian particle tracking model available in the acousticHologram
C++ library. The library can be used to calculate the sound pressure and sound force field
and the resulting particle paths. The library is described in more detail in Appendix G.
The initial particle concentration at the hopper nozzle position can be approximated by a
group of particles, chosen such that the their probability function approaches the particle
concentration function. This can be done using a uniformly distributed random number
using Monte Carlo (MC) sampling [202]. In order to produce a probability distribution that
matches the required distribution, using a function of a uniform random variable, when
samples are drawn the cumulative probability distributions should match. The probability
distribution for the powder, is given by Eq. G.6, normalized such that its probability
density function has a total probability of one:

p(r) =
1

πR(z)2
e−r2/R(z)2 (H.1)

In order to find the function that will produce this probability distribution using a
uniform random number X, one has to equate their cumulative probability distributions
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and solve for a sample radial position of Eq. H.1:

FG(r) = Fu(X)∫ r

0

p(r)2πrdr = X

1− e−r2/R(z)2 = X

r = R(z)
√
− ln(1−X)

r = R(z)
√
− ln(X) (H.2)

Note that if X produces a uniform distribution 1 −X will also produce a uniform distri-
bution.

One can relate the number of samples N to the number of particles that have moved
though the nozzle for some time t. This time is given by:

t =
mp

ṁ
N (H.3)

In order to get the final concentration as a position from the stream axis c(r), the number
of samples is counted on a circular strip and its then divided by the area of the strip and
by the distance given by uzt that gives the number of particles per unit volume:

ci =
Ni

Aiuzt
(H.4)

where Ai is given by Eq. H.5 if i is greater than zero or equal to π∆r2/4 if i is zero.

Ai = π∆r2[(i+ 1/2)2 − (i− 1/2)2] (H.5)

Following a similar approach to convergence studies for deterministic simulations, proce-
dure #1 described in Appendix G was used; first the RK4 time steps where refined to get
an acceptable error, followed by refining the MC simulation, using an increasing number
of simulated particle paths.

For the RK4 convergence study, the scalar value being considered is the distance be-
tween the end points of the particle trajectories, simulated at subsequent time step values.
One should note that doing a percent change in scalar values would bias the calculated
scalars if the end points are closer to the axis origin of the simulation.
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The initial particle positions are at the start of the sound interaction length, perpendic-
ular to the particle stream axis, from 0.2 to 4.8 mm, at 0.2 mm intervals (24 particles). The
direction of the particles follows Eq. G.16, like in the full simulations. Since the applied
force is close to axisymmetric, the errors that will be measured for these particle paths will
be similar to any other paths around the particle stream axis.

The resulting end point distances as a function of distance from the particle stream axis,
given as an example for SS 316L at 0 and 10V are shown in Fig. H.1. As expected, the
end point distances for 0V without any applied sound force are lower, but not zero (with
the Taylor terms being zero for straight line motion [171]), since the outward spreading
particles are subject to the much lower sideways aerodynamic drag force.

Figure H.1: Trajectory endpoint distance change for SS 316L at (a) 0 and (b) 10V La-
grangian simulation runs.

Since the concentration values are calculated from determining which end points are
within the corresponding radial samples, one can estimate the error due to the RK4 sim-
ulation by the ratio between the sampling possible variation area change to sampling area
at r = 0, given by 4t/∆r. Where t is the maximum end point distance change between to
subsequent subdivisions of the time steps. For an chosen acceptable error of 2%, t should
be lower than 0.0025 mm. Since the maximum end point distance t of 0.0080 mm (the blue
line for the 10V run in Fig. H.1), in the case of SS 316L at 10V, the RK4 path simulations
will be carried out using 4 time steps for the MC convergence study.
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For the MC convergence study, the scalar that will used is the root mean squared
(RMS) error for the center-line concentration. In this MC simulation, the particle paths
are sampling a probability distribution [279, 202]. When sampling an unknown probability
distribution, one can have an approximation of the actual mean from the sample mean,
given by:

µa ≈ µs =
1

n

n∑
i=1

fi = ⟨f⟩ (H.6)

where a stands for actual, s for sample, and n is the number of samples. The actual
probability distribution has a variance, that can be approximated using the sample variance
given by:

σ2
a ≈ σ2

s =
1

n− 1

n∑
i=1

(fi − µs)
2 =

n

n− 1
(⟨f 2⟩ − ⟨f⟩2) (H.7)

One should note that since one is sampling the distribution, the mean also has a variance.
The square root of this variance is the sample mean RMS value, that approaches zero as
the number of samples go to infinity:

RMSµs =
σs√
n
=

√
1

n− 1
(⟨f 2⟩ − ⟨f⟩2) (H.8)

As can be seen from Eq. H.8, the sample mean RMS value is proportional to n−1/2.

The concentration sample means and variances as a function of number of particle paths
for both 0 and 10V SS 316L Lagrangian simulation runs, using a 0.5 mm sampling strip
width, are shown in Fig. H.2.

Using the values from Fig. H.2, the sample mean RMS values as a function of the
number of particle paths is shown in Fig. H.3. As can be seen from Fig. H.3, the RMS
values for 0 and 10V go below an acceptable 4% before using 12×104 and 6.6×104 paths
respectively.

Using the values from Fig. H.2, the sample mean RMS values as a function of the
number of particle paths is shown in Fig. H.3. As can be seen from Fig. H.3, the RMS
values for 0 and 10V go below an acceptable 4% before using 12×104 and 6.6×104 paths
respectively.
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Figure H.2: Sample means and variances as a function of number of particle paths for SS
316L at (a) 0 and (b) 10V Lagrangian simulation runs.

Figure H.3: Sample mean RMS values as a function of number of particle paths for SS
316L at (a) 0 and (b) 10V Lagrangian simulation runs.
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Based on the convergence analysis, the Lagrangian simulation results in Section 4.5.8
for all runs were run using using a 0.5 mm sampling strip width for the concentration
values, and the RK4 time steps and number of particle paths shown in Table H.1.

Table H.1: Required RK4 time steps and number of particle paths for Lagrangian simula-
tions for all particle materials and array voltages to reach convergence

Particle
material

Applied
voltage

Number of time
steps for RK4
particle tracking

Number of
points for MC
computation
(×104)

Computation
time
(mins)

Ti6Al4V 0 2 4.8 22:36

Ti6Al4V 8 4 2.4 22:48

SS 316L 0 2 12 56:29

SS 316L 10 4 6.6 62:09

SS 316L 16 4 2.2 20:44
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Appendix I

Parameters for expected value of
coefficient of determination in GBR

Here we want to calculate E(SSres)/E(SST ) from Eqs. 5.35-5.36 to then find the expected
value of r2 (Eq. 5.28). Note that:

E(EEres)

E(EET )
=

N

N − 1

E(y2n)− E[E2
θx
(yn)]

E(y2n)− E2(yn)

N→∞→
E(Y 2)− E[E2

θx
(Y )]

E(Y 2)− E2(Y )

For this we used:

E
(
[Y − Eθx(Y )]2

)
= E

(
Y 2
)
− 2 · E[Y · Eθx(Y )] + E[E2

θx(Y )]

= Ex[Eθx(Y
2)]− Ex[E2

θx(Y )] (I.1)

E
(
[Y − E(Y )]2

)
= E

(
Y 2
)
− 2 · E[Y · E(Y )] + E[E2(Y )]

= Ex[Eθx(Y
2)]− E2

x[Eθx(Y )] (I.2)
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Therefore Eθx(Y ) and Eθx(Y
2) need to be calculated first:

Eθx(Y )
Eq. 5.32
=

∫ π
2

−π
2

θx · fθx(θx|x) dθx

Eq. 5.29
=

∫
R

arctan
(
kx
k

)
√
2πk1(z)

exp

−
[
kx − k x

R(z)

]2
2k2

1(z)

 dkx

=
∞∑
n=0

(−1)n√
2πk1(z)(2n+ 1)k2n+1

∫
R
k2n+1
x exp

−
[
(kx − k x

R(z)

]2
2k2

1(z)

 dkx

where we used the substitution θx = arctan
(
kx
k

)
and the Taylor series for arctan (which is

absolutely convergent on R).

The appearing integral can be calculated analytically with the gamma-function Γ:

∫
R
k2n+1
x exp

−
[
kx − k x

R(z)

]2
2k2

1(z)

 dkx

=

∫
R

[
kx + k

x

R(z)

]2n+1

exp

[
− k2

x

2k2
1(z)

]
dkx

=

∫
R

2n+1∑
m=0

(
2n+ 1

m

)
km
x

[
k

x

R(z)

]2n+1−m

exp

[
− k2

x

2k2
1(z)

]
dkx

=
2n+1∑
m=0

(
2n+ 1

m

)[
k

x

R(z)

]2n+1−m

km
1 (z)

∫
R

[
kx

k1(z)

]m
exp

−
[

kx
k1(z)

]2
2

 dkx

=
2n+1∑
m=0

(
2n+ 1

m

)[
k

x

R(z)

]2n+1−m

km+1
1 (z)

∫
R
um exp

(
−u2

2

)
dkx

=
2n+1∑
m=0

(
2n+ 1

m

)[
k

x

R(z)

]2n+1−m

km+1
1 (z) 2

m−1
2 [1 + (−1)m] Γ

(
m+ 1

2

)

=
2n+1∑
l=0

(
2n+ 1

2l

)[
k

x

R(z)

]2n+1−2l

k2l+1
1 (z) 2

2l+1
2 Γ

(
2l + 1

2

)

Here we used the binomial expansion for (a+ b)N .
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From this follows:

Eθx(Y ) =
1√
π

∞∑
n=0

(−1)n

2n+ 1

n∑
l=0

(
2n+ 1

2l

)[
k

k1(z)

]2l [
x

R(z)

]2(n−l)+1

2l Γ

(
2l + 1

2

)
(I.3)

⇒ E2
x[Eθx(Y )] = 0 (I.4)

because x2(n−l)+1 is an odd function and fx is an even function. From Eq. I.3 one can write:

Eθx(Y ) =
∞∑

N=0

aNx
2N+1

⇒ E2
θx(Y ) =

∞∑
N=1

bNx
2N

Similarly to the calculation above one can interchange the integral with the power series
and needs to calculate:

Ex

(
x2N

)
=

∫
R
x2N exp

[
−2 x2

w2(z)

]√
2

πw2(z)
dx

=

√
2

πw2(z)

∫
R

[
2x

w(z)

]2N [
w(z)

2

]2N
exp

−
[

2x
w(z)

]2
2

 dx

=

√
2

πw2(z)

[
w(z)

2

]2N ∫
R
u2N exp

(
−u2

2

)
w(z)

2
du

=

√
2

πw2(z)

[
w(z)

2

]2N+1

2
2N−1

2 [1 + (−1)2N ] Γ
(
2N + 1

2

)
=

1√
π

[
w2(z)

2

]N
Γ

(
2N + 1

2

)

⇒ Ex[E2
θx(Y )] =

1√
π

∞∑
N=1

bN

[
w2(z)

2

]N
Γ

(
2N + 1

2

)
(I.5)

Now only E(Y 2) is missing for Eqs. I.1 and I.2. For this define cn by:

arctan2(x) =
∞∑
n=2

cnx
n ⇒ c2k =

k−1∑
m=0

(−1)k−1

(2m+ 1)[2(k −m)− 1]
(I.6)
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Then one can calculate Eθx(Y
2) similarly to Eθx(Y ):

Eθx

(
Y 2
)
=

∫
R

arctan2
(
kx
k

)
√
2πk1(z)

exp

−
[
kx − k x

R(z)

]2
2k2

1(z)

 dkx

=
∞∑
n=2

cn√
2πk1(z)kn

∫
R
kn
x exp

−
[
kx − k x

R(z)

]2
2k2

1(z)

 dkx

=
∞∑
n=2

cn√
2πk1(z)kn

n∑
m=0

(
n

m

)[
k

x

R(z)

]n−m

km+1
1 (z)

2
m−1

2 [1 + (−1)m] Γ
(
m+ 1

2

)

=
∞∑
n=2

cn√
2π

n∑
m=0

(
n

m

)[
k1(z)

k

]m [
x

R(z)

]n−m

2
m−1

2 [1 + (−1)m] Γ
(
m+ 1

2

)

The expected value:

Ex

([
x

R(z)

]n−m
)

=
1√
π

[
w(z)

2R(z)

]n−m

2
n−m−2

2 [1− (−1)n−m] Γ

(
n−m+ 1

2

)
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finishes the calculation:

= E
(
Y 2
)

= Ex[Eθx(Y
2)]

=
1

π

∞∑
n=2

cn

n∑
m=0

(
n

m

)[
k1(z)

k

]m
2

m
2
1 + (−1)m

2
Γ

(
m+ 1

2

)[
w(z)

2R(z)

]n−m

2
n−m

2
1 + (−1)n−m

2
Γ

(
n−m+ 1

2

)

=
1

π

∞∑
n=2

cn2
−n

2

⌊n
2
⌋∑

l=0

(
n

2l

)[
k1(z)

k

]2l
Γ

(
2l + 1

2

)[
w(z)

R(z)

]n−2l

1 + (−1)n−2l

2
Γ

(
n− 2l + 1

2

)
22l

=
1

π

∞∑
k=1

c2k

[
w2(z)

2R2(z)

]k k∑
l=0

(
2k

2l

)[
k1(z)

k

]2l [
w(z)

R(z)

]−2l

Γ

(
2l + 1

2

)
Γ

[
2(k − l) + 1

2

]
22l

=
1

π

∞∑
k=1

(
k−1∑
m=0

(−1)k−1

(2m+ 1)[2(k −m)− 1]

)[
w2(z)

2R2(z)

]k k∑
l=0

(
2k

2l

)[
2k1(z)R(z)

kw(z)

]2l
Γ

(
2l + 1

2

)
Γ

[
2(k − l) + 1

2

]

=
1

π

∞∑
k=1

[
− w2(z)

2R2(z)

]k( k−1∑
m=0

−1
(2m+ 1)[2(k −m)− 1]

)
k∑

l=0

(
2k

2l

)[
2k1(z)R(z)

kw(z)

]2l
Γ

(
2l + 1

2

)
Γ

[
2(k − l) + 1

2

]
where we used Eq. I.6 to calculate c2k. With this formula and Eqs. I.1, I.2, I.4, I.5 one can
calculate expected value in Eq. 5.28. The result in the paraxial approximation is given by
Eq. 5.37.
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Appendix J

Automatic differentiation in the
acousticHologram library

Computing the sound field model and its derivatives involves computing the Bessel function
of the first kind and order 1 divided by x, J1(x)/x, which may include values of x equal
or very close to zero. This corresponds to evaluating the sound field right in front of an
ultrasound transducer. This will produce a division by zero error in C++ at zero, and very
inaccurate values for values close to zero due to rounding error. One can evaluate the limit
of J1(x)/(x) for x approaching 0, yielding 0.5, showing that the function is defined there.
One can use an equivalent expression without division by x, using the following recurrence
relation for Jn+1(x) [280]:

Jn+1(x) =
2n

x
Jn(x)− Jn−1(x) (J.1)

Rearranging and evaluating for n = 1 yields:

J1(x)

x
=

1

2
[J2(x) + J0(x)] (J.2)

One can then use this expression instead to avoid a division by zero error. In order for the
automatic differentiation library FADBAD++ to evaluate the derivatives more efficiently,
x should be evaluated first and stored in a separate variable (using the FADBAD++ type)
and then used in Eq. J.2. However the library needs to be extended to evaluate Bessel
functions of the first kind.
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In the FADBAD++ library, forward mode automatic differentiation is done by parsing
a C++ function into a code-list; a set of constant, unary or binary operations. This is
called arity or number of dependencies. The code-list can be also written as a directed
acyclic graph (DAG) [253]. This is done using operator overloading. Note the operator
overloading automatically takes care of expressions such as a+b+c by sequential evaluations
i.e (a+b)+c. As an example, one can find the derivative of the following expression:

y = x1x2 + x1x2sin(x2) + x2x
2
3 (J.3)

Following the notation in [253], the expression can be written as:

τ1 = x1, τ2 = x2, τ3 = x3

τ4 = τ1τ2

τ5 = sin (τ2)

τ6 = τ4τ5

τ7 = τ2τ3

τ8 = τ3τ7

τ9 = τ4 + τ6

τ10 = τ8 + τ9

Note the expression can be broken down into operations that are at most binary in arity.
One can compute the derivatives of the expression (τ10) with respect to x1 = τ1 for example.
This is done by evaluating the derivatives of the code-list in order. Using ∂τj/∂τk = τ̂j,k:

τ̂1,1 = 1, τ̂2,1 = 0, τ̂3,1 = 0

τ̂4,1 = τ̂4,1 + τ̂4,2τ̂2,1 = τ2 + τ1(0) = τ2

τ̂5,1 = τ̂5,2τ̂2,1 = − cos (τ2)(0) = 0

τ̂6,1 = τ̂6,4τ̂4,1 + τ̂6,5τ̂5,1 = τ5(τ2) + τ4(0) = τ5τ2

τ̂7,1 = τ̂7,2τ̂2,1 + τ̂7,3τ̂3,1 = τ3(0) + τ2(0) = 0

τ̂8,1 = τ̂8,3τ̂3,1 + τ̂8,7τ̂7,1 = τ7(0) + τ3(0) = 0

τ̂9,1 = τ̂4,1 + τ̂6,1 = τ2 + τ5τ2

τ̂10,1 = τ̂8,1 + τ̂9,1 = 0 + τ2 + τ5τ2 = τ2 + τ5τ2 = x2 + x2 sin (x2)

Note that when the x values are known, one can compute a single value for each derivative
in the code-list, by using the τ and τ̂ values from earlier entries in the code list.

269



Forward mode AD is like symbolic differentiation except that the intermediate deriva-
tives are being evaluated while the total derivative is obtained. This decreases the amount
of needed memory since the representation of expressions for every trace is not being stored.

In FADBAD++, one can implement the forward differentiation C++ type for Jn(x) as
follows:

1 template <typename T, typename U>
2 INLINE2 FTypeName <T,0> jn(const U& a, const FTypeName <T,0>& b) {
3 FTypeName <T,0> c(Op <T>:: myJn(a,b.val()));
4 if (!b.depend ()) return c;
5 T tmp( (Op<T>:: myJn(a-1, b.val()) - Op <T>:: myJn(a+1, b.val()))*Op<T>::

myInv(Op <T>:: myTwo ()) );
6 c.setDepend(b);
7 for(unsigned int i=0;i<c.size();++i) c[i]=tmp*b[i];
8 return c;
9 }

10 template <typename T, typename U, unsigned int N>
11 INLINE2 FTypeName <T,N> jn(const U& a, const FTypeName <T,N>& b) {
12 FTypeName <T,N> c(Op <T>:: myJn(a,b.val()));
13 if (!b.depend ()) return c;
14 T tmp( (Op<T>:: myJn(a-1, b.val()) - Op <T>:: myJn(a+1, b.val()))*Op<T>::

myInv(Op <T>:: myTwo ()) );
15 c.setDepend(b);
16 for(unsigned int i=0;i<N;++i) c[i]=tmp*b[i];
17 return c;
18 }

The two instances of the function account for the use of a heap allocation for the
code-list, or a stack structure which is faster [252]. The stack structure can be used by
using F<double,n> where n is the number of independent variables that will be needed to
find derivatives. In the case of the acousticHologram library, the number of independent
variables is fixed and its simply the number of dimensions (3).

The variable tmp is the derivative of Jn with respect to the variable inside the function
and its given by [280]:

∂Jn(x)

∂x
=

1

2
[Jn−1(x)− Jn+1(x)] (J.4)

The line c[i]=tmp*b[i] computes the unary chain rule for every independent variable.
Note that the only derivatives needed in the acousticHologram library are Jn(x) with
respect to x and not n, which would require writing a general function to go over the
code-list and to check if one has derivatives with respect to x or n or both and then use the
appropriate function. This is done in the case of the exponential function in FADBAD++.
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Appendix K

Array mesh computation

The modified DistMesh computation steps [254] for computing the triangular mesh of an
open convex surface are shown in Algorithm 6. The original algorithm for closed surfaces is
implemented in the function distmeshsurface() in the DistMesh MATLAB library. The
modifications are highlighted by the bolded descriptions.

The function starts by generating points on a sphere and their connectivity matrix
(that records what 3 points belong a given triangular element in the mesh), projected
from a uniform point grid around the sphere, then the elements and associated points
are removed if any of the points in an element are below or above the required sphere
zone. This is done using the custom function meshZAxisCrop(). The surface projection
operation is done using the distance function of the sphere surface d(pi). This particular
implementation works by taking into account that the openings of the sphere zone are
circles normal to the z-axis, which is also the sphere zone’s axis of symmetry. The initial
sphere is centered at the origin.
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Algorithm 6 Sphere zone open surface DistMesh computation steps
1: while max[sqrt(sumc[(p− p0)

2])]/h0 > dptol do
▷ Array element-wise operations, sum is along column entries

2: p0 = p
3: if max[sqrt(sumc[(p− pold)

2])]/h0 > ttol then
▷ Re-triangulation step, check first if ∆p is large enough

4: pold = p
5: p← (0, 0,−rs), (0, 0, rs)

▷ Add points so elements formed at openings can be removed
6: t = convexHull(p) ▷ Use MATLAB convex hull function to update t
7: (p, t) = meshZAxisCrop(p, t, hl, hu) ▷ Remove elements formed at openings
8: b = bars(p, t) ▷ Find unique mesh edges “bars”
9: end if

10: p = barSystemForwardEuler(p) ▷ Single iteration of core DistMesh algorithm

11: for i = 1 to current # of nodes do
12: dp = d(pi)

▷ Project points back to surface using d(pi) numerical gradient (normal to surface)
13: dx = {d[(pix + ϵ, piy, piz)]− dp}/ϵ
14: dy = {d[(pix, piy + ϵ, piz)]− dp}/ϵ
15: dz = {d[(pix, piy, piz + ϵ)]− dp}/ϵ
16: pix = pix − dpdx, piy = piy − dpdy, piz = piz − dpdz

▷ Note that |∇d| = 1 for a distance function

17: if piz < hl then ▷ Project points outside (hl, hu) z-range back to boundaries
18: piz = hl, rp =

√
p2ix + p2iy, (pix, piy) = (pixrl/rp, piyrl/rp)

19: end if
20: if piz > hu then
21: piz = hu, rp =

√
p2ix + p2iy, (pix, piy) = (pixru/rp, piyru/rp)

22: end if
23: end for
24: end while
25: return p
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In Algorithm 6, p is an N by 3 array with N mesh points with their x, y and z
coordinates in each column, t is an M by 3 connectivity array with M elements, where the
mesh point number of each element is in each column, and b is a P by 2 array with P edges,
where the mesh point number of each edge is in each column. Other variables used are the
re-triangulation tolerance ttol =0.1, algorithm termination tolerance dptol =1×10−8, the
lower sphere zone height is hl, the upper sphere zone height is hu, and the sphere radius is
rs. Note that 0 < hl < hu < rs. The variables rl and ru are the radius of the circle given
by the intersection of the sphere zone and a plane normal to the z-axis at z = hl and hu

respectively.

In the core DistMesh algorithm the corresponding spring (or bar) system given by the
edges of the mesh is solved for equilibrium: the sum of the forces in each spring is minimized
by solving the force balance system:

F (p) = 0 (K.1)

using an explicit Euler method:

pn+1 = pn + taF (pn) (K.2)

where ta =0.2. In this process the spring structure spreads out covering the area to be
meshed. In order for the nodes to spread far enough, the actual equilibrium edge length l0
inputted in the algorithm’s MATLAB function is multiplied by a scaling factor Fscale. A
satisfactory value for this factor was found by trial and error to be 1.05. Each node motion
iteration moves the nodes out of the surface being meshed. The distance function is used
to determine where to project the points back to the surface (line 12 in Algorithm 6). A
similar process was added to project the points back to the open boundaries. The net
effect is that nodes move tangent to the surface and the boundaries after spreading out.

273



Appendix L

Fabrication and alignment of UPL
array/frame assembly

Array fabrication

Two of the fabrication steps for the array are shown in Fig. L.1. The array was printed
in one piece at the lowest angle possible in order to have the layers as parallel as possible
to the array and to minimize support volume. The array right after printing is shown in
Fig. L.1(a). Fig. L.1(b) shows a close-up of the array after support removal, showing the
engraved transducer numbering.

Figure L.1: (a) Array printed in a single piece. (b) Close-up of the printed array numbering.
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Gas cyclone

In order to decouple the DM3D gas flow rate from the particle speed, a gas cyclone with a
copper tube extension was designed. This was required to investigate the sound focusing
effect at different particle speeds, while having the minimum flowrate required to carry the
powder from the hopper all the way to the processing area. The cyclone is able to slow
down the metal particles by separating them from the bulk gas flow. The copper tube
extension at the dust exit allows for the slowed down particles to be accelerated to a while
range of speeds depending on the dust exit flow, which can be adjusted with an adjustable
valve downstream of the cyclone outlet. The extension also protects the cyclone from the
heat of the processing area.

In order to able to print the cyclone in one piece and also to have less of a turning
angle for the inlet section to reduce pressure losses, a Helical-roof cyclone design was
chosen. Information on selecting inlet dimensions for a Helical-roof cyclone can be found
in [281, 282]. It is known that a higher inlet angle decreases separation efficiency and
decreases pressure drop [282]. A recommended particle separation efficiency/pressure drop
compromise angle reported is 10-15°. Based on the other cyclone dimensions a 16° inlet
angle was selected in the design, and the cyclone was titled by 25° for printing, such that
maximum overhang angle when printing is 49°. The cyclone has other features such as a
45° chamfer to reinforce the top of the cyclone body and the start of the barb fitting, as
well as prevent support generation in that area and ribs to prevent deformation while in
use and to reinforce the tube section that also reinforces the copper tube.

The tube used for the nozzle was a 101 copper, 0.032" thick, 1/8" outside diam. tube
from McMaster-Carr (SKU #: 8965K22), with a cut length of 100 mm. The tube was
glued with epoxy close to the end of the tube section as well as by applying epoxy close to
the start of the hole section by drilling a hole in that area in order to have a seal close to
the cyclone vortex end.

The inlet fitting was a male 1/4" BSPP to 8 mm push-in adapter (FESTO, part type:
QS-1/4-8). The fitting attaches to an 8 mm pneumatic plastic tube (FESTO, part type:
PUN-H-8x1.25-BL), serving as an extension, that attaches to the DM3D powder feed tube
with an 8 mm to 8 mm push-in adapter (FESTO, part type: QS-8). The female thread was
printed with the cyclone and was rethreaded using a 1/4" BSPP thread tap (McMaster-
Carr, SKU #: 3023N11). The inlet fitting thread was covered with silicon tape before
threading it into the cyclone inlet.

The barb fitting is used to attach an anti-static silicone rubber tube (16 mm inner,
20 mm outer diam.) from McMaster-Carr (SKU #: 1909T51) to take the cyclone outlet
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emissions away from the processing area. The tube is attached to a miniature chrome-
plated brass ball valve (3/8" inner diam., McMaster-Carr, SKU #: 1909T51) using two
aluminum male 1/2" NPT to 5/8" barb fittings (ICT Billet, part #: AN840-10-08A). The
assembled cyclone and other construction and design stages are shown in Fig. L.2.

Figure L.2: (a) Previous prototype printed in one piece with no internal supports. (b)
Gas cyclone CAD with section view showing inlet area and vortex finder. (c) Printed and
assembled cyclone with fitting and copper tube extension.
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Calculations may be carried out based on Barth particle separation model in [281] with
the volume PSD for Ti6Al4V powder being used to estimate what fraction of the incoming
mass, and at what particle size volume average, will be at cyclone outlet. This will give
an overestimation of the outlet emissions since there is a small fraction of the flow at the
cyclone hopper exit which increases the cyclone’s separation efficiency. This cyclone setup
is referred to as a cyclone with secondary gas extraction, since part of flow takes lingering
particles close to cyclone vortex end [283]. In this case the secondary gas flow and separated
powder is the powder/gas mix leaving the nozzle.

The long narrow copper tube was able to accelerate Ti6Al4V, 80 µm particles to a
speed of 2.0 m/s or higher for the DM3D setup used in Chapter 6 (20 l/min at the cyclone
inlet), by restricting the cyclone outlet flow, using the adjustable outlet valve.

Further measurements were conducted also measuring the outlet flowrate when adjust-
ing the valve, with 12 l/min at the cyclone inlet. For a flow of 6 l/min at the outlet the
speed was 2.9 m/s and increased to 16.7 m/s when the outlet has a flow of 0 l/min (closed
ball valve).

Frame design

The approximate shape of the frame assembly components were designed using Altair
Inspire software, using the topology optimization (TO) facility. The final CAD designs
informed by the TO results and the TO results can be found in Fig. L.3. The settings
used in the DM3D adapter TO were: stiffness maximization with 5% volume fraction
and a minimum thickness of 1 cm. The settings for the UPL array adapter TO were the
same except that a 10% volume fraction and a minimum thickness of 1.4 cm were used.
The default material properties were used. The grey volumes are fixed geometry, and the
Brown volume is the TO result. The boundary conditions (BCs) for the DM3D adapter
TO were: fixed support of the top surface of the ring attaching to the DM3D machine,
and 1 N downward force for the attachment bolt holes for the UPL array adapter. Note
that the resulting optimized shape will be the same regardless of the absolute value of the
load since a linear finite element model was used in Altair Inspire. The BCs for the UPL
adapter were: fixed support for the attachment bolt holes and a uniform 1 N downward
force for the lower surface of the ring attaching to the UPL array.

For the DM3D adapter one can observe in the TO result that the amount of material
decreases towards the back of the component where the position setting tab is located. The
front of the final CAD is quite different from the TO result due to increasing the height
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Figure L.3: (a) DM3D adapter TO result. (b) Final DM3D adapter CAD. (c) UPL array
adapter TO result. (d) Final UPL array adapter design.

of the part as well as adding a flat area at the top to measure the angle of the part with
respect to the UPL array. For the UPL array adapter TO result one can see the same trend
of decreasing mass towards the back of the part as well as side struts being generated for
the sides, both these features were incorporated in the final CAD. Note that the final CAD
design geometry was later simplified so that the DM3D adapter attaches from the inside
of the part.
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Frame alignment procedure

The distance between the UPL assembly and the laser optics assembly (LOA) along the
laser center-line can be adjusted by using laser cut PVC plastic rings of 1 and 2 mm
thicknesses. The rings have an inner diameter of 82.55 mm, an outer diameter of 100.8
mm, with 5.1 mm diameter holes placed at a radius of 45.4 mm, and at an angle interval
of 15°. A number of rings are placed in the UPL frame part that attaches to the LOA,
shown in Fig. L.4(a), depending on the required offset.

The angle between the LOA and the laser center-line can be adjusted by placing the
UPL assembly on the alignment frame, and loosening all the bolts shown in Fig. L.4 that
are numbered. The alignment frame has three alignment areas that have a small lip used
to line up the frame with the UPL array.

Figure L.4: (a) Side and (b) front view of the UPL assembly, placed on top of the alignment
frame.
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Then an “alignment tip” is placed on the nozzle tip and the tip is placed on the groove
on the alignment frame to line up the nozzle with respect to the UPL array center-line.
This is shown in the insert in Fig. L.5(a). Then using a level with an angle indicator placed
in the solid red line in Fig. L.4 one can chose the required angle and then set the angle
by tightening bolt number 1. Then one can adjust the rest of the bolts shown in Fig. L.4
in the order following their numbering in the figure, while checking the alignment tip is
aligned with the alignment frame.

Note that when bolt number 3 is not tightened, the gas cyclone can rotate about bolt
number 4 for adjusting the alignment. One can check that the gas cyclone is level by
checking that the surface along the blue dotted line in Fig. L.4(a) is level.

Figure L.5: (a) Aligned nozzle at set angle showing alignment tip on groove of alignment
frame. (b) Alignment frame with attached handle to check the final alignment after in-
stalling on UPL assembly on LOA.

As seen in Fig. L.5(b), one can attach a handle to the alignment frame with three bolts
to check the final alignment after installing on UPL assembly on LOA.

The alignment frame and its handle were printed on a Stratasys F370 with no infill
(solid) and a layer height of 0.1778 mm. The build material was F123 ABS. The alignment
tip was printed with no infill on a Stratasys J750 machine, with a resolution of 27 µm,
using the hard Vero material.
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Appendix M

Sound-particle-laser interactions

Sound field and melt pool interaction

The UPL-LDED-PF setup was tested down to a distance of about 30 mm between the
nozzle tip and the build plate. A drilling effect in the melt pool (about 1 mm deep) was
observed, corresponding to ultrasound vibration-assisted laser surface drilling setup [284].
The mechanism described in [284] for observed increased drilling depth is due to droplet
ejection due to mechanical vibration; this was observed for a frequency of 20 kHz and
vibration displacement of 27 µm.

Particle-sound interaction when particle is being heated
by a laser

Although the UPL-LDED-PF setup described in Chapter 6 was designed to minimize
particle-sound interaction while subject to laser irradiation, this might not be the case in
other possible setups such as a coaxial laser setup.

The effect of a particle having a temperature higher or lower than the medium on the
the force exerted by sound on the particle was measured in [285, 286, 287]. A theoretical
model of this interaction is derived using King’s derivation [288] for sound radiation forces,
assuming no convection or gravity [289]. A more comprehensive model is derived by the
authors in [289] to include convection and acoustic streaming [290].
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A modern derivation of Gor’kov’s theory for sound radiation forces can be found in
[142]. Introductory notes comparing King’s, Yosioka and Kawasima [291], and Gor’kov’s
derivations can be found in [292].

Sound field and laser interaction

Interaction between airborne ultrasound and a laser was shown to take place in [293], this
was done to focus light using a cylindrical piezoelectric shell. This was modelled using a
successive diffraction model, using the Fourier optics formalism [294]. This extends the
work for an arbitrary Gaussian beam and a plane sound wave described in [295].

As stated in [295], for a beam diameter much smaller than the sound wavelength, the
maximum deflection of a narrow laser beam in one sound time period due to sound waves
in a fluid is given by [296]:

dmax = aδ
(dn
dx

)
max

= aδ
dn

dP

(dP
dx

)
max

(M.1)

where a is the distance from the sound field to the line where dmax is measured, δ is
the effective “width” of the sound field n is the optical index of diffraction, x the axis
perpendicular to δ and a, and P is the sound pressure. More details on the geometry the
model is based on can found in [297].

The dn/dP term can be found using the Lorentz–Lorenz equation in terms of spe-
cific volume and the equation for compressibility in terms of specific volume [296]. The
(dP/dx)max term can be found by approximating the sound pressure as a plane wave given
by p = Pmaxsin(2πx/λ) [298]. In this case p gives the largest pressure along x at some
instant in one sound time period.

The final expression is given by [296]:

dmax = aδ
κ

6n
(n2 − 1)(n2 + 2)

2π

λ
Pmax (M.2)

where κ is the gas compressibility λ is the sound wavelength in the medium. Since n is
very close to 1 for an ideal gas [299], one can simplify this expression further to get:

dmax ≈ aδκ(n− 1)
2π

λ
Pmax (M.3)
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The index of diffraction can be found using the Gladstone-Dale relation given by [300]:

n = kρ+ 1 (M.4)

where k is the Gladstone-Dale constant for a gas at a certain temperature and light wave-
length (weakly dependent on both properties) and ρ is the gas density [300]. Using as an
example the values of k for Ni and Ar (2.38×10−4 and 1.57×10−4 respectively [300]) and
their densities given in Table N.2, together with the “worst case” parameters in Table M.1,
gives a maximum deflection of 8 and 9 µm respectively. Using Eq. M.3 instead of M.2
gives an error of less than 0.1% for both gases.

Table M.1: Table showing parameters used for Eq. M.2 (all in SI units).

Parameter Value
a 50.0×10−3

δ 10.0×10−3

κ 9.87×10−6

Pmax 8.0×103
f 40.0×103

The compressibility κ in Table M.1 is given by P−1
atm for an ideal gas. This can be found

using the ideal gas equation and the equation for compressibility in terms of volume. The
wavelength is found using c/f , where c is the speed of sound in the medium and f is the
sound transducer frequency. The speed of sound in an ideal gas can be found using Eq.
N.4 and the values in Table N.2.

Although sound waves can be used to affect a laser beam when using water as a medium
[298] and has been shown to be possible in air when using a different setup [293], the current
setup is not expected to affect the laser beam when using Ni.
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Appendix N

UPL feed gas considerations

Due to the oxygen and water content of air, a noble gas needs to be used. Two such gases
that have similar properties are Nitrogen (Ni) and Argon (Ar).

Gas selection will depend on the following factors:

1. Sound speed should be as close as possible to prevent stretching/contraction of waves;
the focusing process depends on waves reaching the focusing area with the required
phase shift that was set at the ultrasound transducers

2. Sound speed should be as close as possible to prevent refraction of waves at medium
shielding gas interface. This might be less of an issue when carrier gas jet is laminar

3. Similar acoustic impedance to allow most of the sound power to reach the focusing
area inside the carrier gas jet

The wavelength is related to sound speed by:

λ = c/f (N.1)

where c is the medium dependent sound speed and f is the ultrasound transducer frequency.
Which means the fractional change in wavelength (λ2 − λ1)/λ1 between two media is
equal to the fractional change in sound speed β = (c2 − c1)/c1. The change in angle
from the incident angle of a wave through a change in medium is given by Snell’s law as
sin(θi)/sin(θt) = c1/c2 [196]. In terms of β this is given as:

θ∆ =
θt − θi
θi

=
1

θi
arcsin

[
sin(θi)

c2
c1

]
− 1 ≈ β (N.2)
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where the approximate expression is derived using small angle approximations. The frac-
tion of sound power transmitted to a different medium as a fraction of incident power when
the sound waves are normal to the interface is given by αt = It/Ii = 4z1z2/(z1 + z2)

2 [196]
and in terms of fractional change in impedance γ = (z2 − z1)/z1 its given by:

αt = 4
γ + 1

(γ + 2)2
≈ 1− γ2

4
(N.3)

where the Taylor expansion approximation is valid for small values of γ. The acoustic
properties of air, Ni and Ar, together with the fractional change with respect to air are
given in Table N.1. As shown in Table N.1, there is a 1.6 and 7.1% change in wavelength
when using Ni and Ar respectively and the transmitted power is 100 and 98.5% respectively.
One can see from from the table and Eq. N.3 that a mismatch in impedance corresponds
to a smaller decrease in αt compared to the sound speed related factors. One can see that
Ni overall is much closer to air’s relevant acoustic properties, particularly the fractional
change in sound speed.

Table N.1: Table showing relevant gas acoustic properties in SI units, and fractional
changes with respect to air and αt values in percentages. θ∆ was calculated at θi = 10◦.

Gas air Ni Ar
c 347 353 323
β NA 1.6 -7.1
θ∆ NA 1.7 -7.2
z 409 402 524
γ NA -1.7 28
αt NA 100 98.5

What may be done to have an even better match for the sound speed or impedance of
air, instead of using Ni, is a mix of two gases, if one of the gases has a lower sound speed or
acoustic impedance and one a larger sound speed or acoustic impedance than air, one can
deduce there will be mix ratio that produces a sound speed or acoustic impedance equal to
air. This is the case for Ar and He. This blend has been used in LPBF to print Ti6Al4V
[301] and its commercially available from Praxair as a welding gas mixture.

One can estimate the speed of sound for a blend of ideal gases using [302, 303]:

cmix =

√
γmixR0T

Mmix

(N.4)
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where γmix is the specific heat ratio (cp/cv) of the mix, R0 is the universal gas constant, T
is the absolute temperature and Mmix is the molar mass of the mix. One could get more
accurate results using the Van der Walls state equation [304]. The a and b Van der Walls
state equation correction constants are low for He but Ar has a large a constant [305].
However in [304], a comparison was done between the ideal gas law and Van der Walls
derived speed of sound for Ni with similar properties to Ar and the calculated values at 30
◦C and 1 atm were equal to 4 significant figures. The specific heat ratio can be modeled
as a weighted sum of each of the heat capacities [303]:

γmix =

∑
xicpi∑
xicvi

(N.5)

where xi is the mole fraction of each component, equal to volume fraction (using the ideal
gas law), cpi is the specific heat at constant volume for each component and cpi is the
specific heat at constant pressure for each component. The molar mass of the mix can be
modeled by [302, 303]:

Mmix =
∑

xiMi =
R0T

P

∑
xiρi (N.6)

where Mi is the molar mass of each component, P is absolute pressure and T is absolute
temperature in Kelvins. Note the densities should be measured at the common pressure
P and temperature T (for the values used in the ratio calculation, atmospheric pressure
and 300 K) since the Mi values are element dependant constants. The second relationship
is given by the ideal gas law for each component. Substituting Eqs. N.5 and N.6 into Eq.
N.4 yields:

cmix =

√
P

γmix∑
xiρi

(N.7)

The density of the mix can be found using:

ρmix =
∑

xiρi (N.8)

where ρi is the density of each component at the common temperature and pressure. Using
Eqs. N.7 and N.8, the acoustic impedance of the mix is then given by:

zmix = cmixρmix =
√

Pγmix

∑
xiρi (N.9)

One can get a smaller impedance difference by finding the volume fraction between Ar
and He that gives the same sound speed; as can be seen in Fig. N.1, at a value of about
85% the β value for the mix is close to zero.
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Figure N.1: Percent differences in sound speed and impedance w.r.t air as a function of
volume fraction of Ar in Ar-He gas mix.

One can find the exact volume ratio of the mix that gives β = 0 by solving for one of
the volume fractions such as for Ar in Eq. N.7. Using two components (Ar and He), the
volume fractions can be written as xAr = x and xHe = 1 − x. Eq. N.7 can be written as
Eq. N.10.

c2mix

P
[xcvAr + (1− x)cvHe][xρAr + (1− x)ρHe] = [xcpAr + (1− x)cpHe] (N.10)
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Eq. N.10 can be solved for x by solving for the root of the polynomial ax2 + bx+ c in the
range of 0 to 1, with a, b and c given by Eqs. N.11.

A = c2air/P

B = cvAr − cvHe

C = ρAr − ρHe

a = ABC

b = ABρHe + ACcvHe − cpAr + cpHe

c = AcvHeρHe − cpHe

(N.11)

All the values used to determine x for matching the sound speed of air, using the cp, cv
and R values found in [306], at 1 atm and 300 K are shown in Table N.2.

Table N.2: Table showing relevant gas properties in SI units. Density and sound speed
where calculated using the ideal gas law.

Gas Air Ni Ar He
cp 1005.0 1039.0 520.3 5192.6
cv 718.0 743.0 312.2 3115.6
R 287.0 296.8 208.1 2076.9
ρ 1.177 1.138 1.623 0.163
c 347 353 323 1019
z 409 402 524 166

Note that under the ideal gas assumption (density being P/(RT )), the volume fraction
x from Eqs. N.11 is independent of temperature, assuming the heat capacities are close
to constant around 300 K which is the case for gases under the ideal gas law assumption.
Using the values in Table N.2 and Eqs. N.11 to solve for x, the required volume ratio of
gases to match the sound speed of air is 85% Argon and 15% Helium. This produces a gas
mix with θ∆ = β = 0, γ = 19% and αt = 99%.
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Appendix O

Repeat of adjacent tracks

In the first set of 27 tracks for the DOE, the cross-sectional area values at 800 W and 10V
did not show an appreciable change from the same values at 0V. This is of course possible
due to random variation in the current process setup or other unknown factors at that
power. However, as described in Section 6.5.4, it is suspected that tracks 2 and 3 in plate
2 were done in the wrong order. This is because of the following reasons:

• Such a difference in cross-sectional area due to power is not expected since the change
in power is not large and an effect was seen on both a lower and a higher powers

• The difference between the maximum and minimum values were large for both sets
of data at 0 and 10V and 800 W compared to all other sets of data

• When this was further investigated, it was observed that the two experimental values
causing the above observation were two tracks beside each other

The cross-sectional area, height and width plots, as plotted in Section 6.5.4, with the
original data and the suspected data in the opposite order are shown in Fig. O.1. As
one can see from the figure, the data from the two tracks in the opposite order shows an
effect at 800 W at 10V, and also has a lower difference of maximum and minimum values
(most noticeably at 0V). In order to test this hypothesis, the UPL array and frame were
re-installed in the DM3D machine and the two tracks were run again in the position on
the plate. This is the final data reported in the Section 6.5.4 of the main article. The new
data confirms there is an effect at 800 W, but the difference between the maximum and
minimum values is larger; this is expected to happen since the UPL setup was reinstalled
in the DM3D machine when the two tracks were made.
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Figure O.1: Track (a) CS areas, (c) maximum heights, and (e) widths using original data.
Track (b) CS areas, (d) maximum heights, and (f) widths using original data with tracks
2 and 3 in plate 2 in opposite order.
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