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Abstract

Medical image registration is an integral component of many medical image analysis
pipelines. While registration has conventionally been solved using optimization techniques,
there is growing interest in the application of deep learning to medical image registration.
Deep learning based image registration (DLIR) methods have shown promising results,
outperforming or being competitive with optimization-based methods for some standard
datasets. DLIR still lags behind conventional optimization-based methods in some settings,
however.

In large-displacement settings, where there is large discrepancy between the anatomical
structures being registered, DLIR still lags behind conventional optimization in perfor-
mance. Recent advances in DLIR has demonstrated improved registration performance in
large-displacement settings. A striking feature of these novel DLIR approaches is that they
employ neural network architectures and architectural techniques that are fairly common
in optical flow. This fact, coupled with the similarity in inputs and outputs between optical
flow networks and DLIR networks begs the question: can adoption of optical flow network
architectures improve generalization of DLIR.

This thesis addresses this question. One of the challenges with directly adopting optical
flow networks is that 3D medical images tend to require much more GPU memory than
traditional networks. In this thesis, a novel DLIR architecture for large displacement
registration is developed. Multiple scales were incorporated as well as an explicit cost
volume computation, both of which are commonplace in optical flow literature. At inference
time, a finetuning step was also investigated to improve performance for a range of medical
imaging datasets. The novel DLIR approach developed, Recurrence With Correlation
Network (RWCNet), was able to achieve 1.48mm keypoint loss on the NLST dataset,
competitive the previous state of the art. On the OASIS dataset, it is able to achieve a
dice score of 80.7%, marginally higher than the state of the art, at 80%.

Ablation studies were performed to highlight the significance of these approaches. It was
found that the computation of a cost volume greatly improves network performance and
iterative refinement through a recurrent neural network both greatly improve performance
in the large displacement setting. These architectural features do not impact registration
in the small displacement setting. This suggests that different architectures are better
suited to different datasets. Overall, the DLIR architecture developed represents continued
progress towards improving medical image registration that will ultimately translate to
improvements in clinical diagnosis and treatment.
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Chapter 1

Introduction

Image registration is the task of spatially aligning two different images containing the same
or similar objects. Registration of medical images is an especially challenging problem
because the spatial statistics of objects in medical images can vary greatly. This chapter
provides a high-level overview of the registration problem and its clinical applications.

1.1 Medical Image Registration

To understand the challenges of the image registration problem, it can be helpful to con-
sider the characteristics of images generated by different imaging modalities. Computed
Tomography (CT) derives contrast from the variable attenuation of X-ray beams as they
pass through a heterogeneous object. For biological tissue, CT can provide excellent con-
trast in both hard and soft tissue. Magnetic Resonance Imaging (MRI) derives contrast
from the variable resonance properties of protons in different tissue. While less ubiquitous
than CT, it allows imaging with unrivalled soft tissue contrast. CT and MRI images of the
same anatomical structure can visually look very different. The appearance of MRI scans
can also vary greatly, based on the kind of tissue weighting they use. Figure 1.1 shows
T1 and T2-weighted MRI scans of the spine of the same patient. Similar objects have ex-
tremely different intensities and structures in one image are not present in the other. The
registration of images from different modalities is useful because it brings to the same coor-
dinate frame features captured by different modalities and has exciting clinical applications
such as pre-operative planning [1].

Another challenge in medical image registration is that the objects being imaged can
vary greatly in appearance. For example, when registering images of the same anatomical
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(a) T1-weighted spine (b) T2-weighted spine

Figure 1.1: T1 and T2 weighted MRI scans of the same subject. Note the presence of,
possibly, edema at C2-C3 in both volumes.

structure from different subjects, the size and shape of the anatomical structures being
imaged can vary based on age, gender and other subject attributes. Yet another challenge
for registration algorithms stems from the fact that medical image data is inherently ‘long-
tail’; this describes the phenomenon that any medical image dataset will overwhelmingly
represent the most common diseases, while many uncommon diseases will either be sparse
or not represented entirely. This poses a challenge to the design of registration algorithms,
as the algorithm should generalize to data that wasn’t observed during its development.

1.2 Applications of Medical Image Registration

Medical image registration has a myriad of applications. Registration of scans of the
same subject with different modalities can highlight different anatomical features, and
multi-modal registration in this context provides the ability to collocate these various
anatomical features in the same frame of reference. This can be essential for image-guided
pre-surgical planning [1], where features from different imaging modalities are needed for
clinical decision-making. Registration of the same image at different points in time can be
used for quantitative disease tracking [2], or for image-guided radiotherapy [3].
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(a) (b)

Figure 1.2: a) sagittal view of cord tractography bundles registered to a T1-weighted MRI
of the same patient b) three-dimensional view of streamlines intersecting with an axial slice
of the T1 MRI

Another common application of medical image registration is in population studies,
where images can be used to characterize physiological attributes of a population. Some-
times, it can be used to generate a template image, called an ‘atlas’, that characterizes
typical features of a population [4]. Generating an atlas entails the deformable alignment
of a representative sample of images from a population to yield an ‘average’ image, from
which new subject images can be more easily registered to in reference to locating key
anatomical features or regions. A common use of atlases is in brain studies, where the
goal might be to understand neurological functioning of specific brain regions [5], or to
understand how aging and various diseases quantitatively affect brain anatomy [6].

Finally, the application that spurred the contributions of this thesis is diffusion trac-
tography imaging (DTI) analysis. DTI enables the visualization of diffusion in the body.
It is underpinned by diffusion sensitive MRI, which derives contrast from the preferen-
tial diffusion of protons in the body. Tractography is a technique for visualizing neural
tracts from DTI. It is often desirable to register DTI tracts to tissue-weighted MRI scans,
so that structural anatomical features can be co-located with DTI tracts [7, 8]. This co-
location has several clinical applications. For example, DTI tractography in the spinal cord
can highlight regions where there is cord compression [9]. Figure 2.1a shows a diffusion
weighted MRI scan and Figure 2.1b shows a T1-weighted MRI overlaid with DTI tracts
generated from the diffusion weighted MRI scan.
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1.3 Thesis Contributions and Overview

Conventional approaches to medical image registration formulate registration as an energy
minimization problem, where the energy functional quantifies the acceptability of any given
solution. There is growing interest in the application of deep learning to the task of medical
image registration. An advantage of using deep learning neural networks over conventional
optimization approaches is that these networks can often arrive at optimal solutions orders
of magnitude faster. This speed can increase the usability of medical image registration
in time-constrained environments such as those found in real-time medical care. Based on
deep learning’s success in the field of computer vision, it may also arrive at more accurate
solutions than conventional optimization techniques. Indeed, recent work on deep learning
image registration (DLIR) has shown its potential for yielding faster and more accurate
transforms than conventional methods for some datasets.

There are three major architectural features that have become commonplace when
designing neural network architectures for DLIR: multi-scale features [10], iterative refine-
ment [11] and cost volume computation [12, 13, 14]. To the author’s knowledge, there is
not a single architecture that combines all of these components. This thesis explores this
gap. The primary contribution is a novel architecture that combines iterative multi-scale
recurrent networks with cost volume computation. This architecture is named recurrence
with correlation and abbreviated as RWCNet, for its constituent components. This thesis
benchmarks this architecture and compares it against other network architectures. Abla-
tions are carried out to highlight architectural components that provide a strong implicit
bias for the image registration problem.

This thesis is organized as follows:

• Chapter 2 introduces the image registration challenge from the perspective of an
optimization problem. Literature that particularly influenced the work presented in
this thesis is introduced.

• Chapter 3 details the primary contribution of this thesis: a novel deep learning based
architecture for medical image registration. It borrows approaches that have worked
well for 2D optical flow problems and applies them to the problem of 3D medical
image registration.

• Chapter 4 summarizes results in the wider context of medical image analysis on real
clinical data. Challenges to adoption are discussed, along with potential future work
to address these challenges.
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Chapter 2

Background

This chapter introduces topics and literature relevant to the main contributions of this
thesis. This chapter is organized as follows: Section 2.1 provides the background for
the optimization challenge faced with medical image registration. Section 2.2 provides a
high-level overview of the different strategies for optimization-based registration. Finally,
Section 2.3 provides a high-level overview of deep learning based approaches that have
been used to solve this problem.

2.1 Image Registration Formulation

Let t be some spatial transform function that maps some moving image m to a target (or
fixed) image, f . Both the moving and fixed images have the same number of dimensions
n (i.e., m, f ∈ Rn). In this section, the number of dimensions is assumed to be 3; thus the
term for a position in a 3D image, voxel, is used. For simplicity, it can also be assumed
that m and f have the same size. Given some similarity metric, S that describes the degree
of spatial similarity between the moving and fixed images, a naive approach to finding an
optimal registration would be to find a t that maximizes S. That is,

t∗ = max
t
S(t(m), f) (2.1)

where t∗ is the optimal transform. By itself, the above formulation is ill-posed, since
for each of the say, N , voxels in the image, there is an unrestricted number of possible
sub-voxel locations (� N) that the transform can map each of the N voxels to.
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Thus, some sort of regularization is needed to restrict the search space for the opti-
mal solution. A common framework is variational optimization, where some regularization
functional, R, penalizes unlikely transforms based on prior belief. Smooth and small mag-
nitude displacements are examples of prior beliefs that can be represented and penalized
explicitly by regularizers. The objective function in this variational optimization scheme
becomes:

t∗ = max
t

(S(t(m), f) +R(t)) (2.2)

Typically, t is a parametric function, belonging to a set of transformations, called the
‘transform model’, T . In the case of rigid registration, where only translation and rotation
are permitted operations, T can be the set of functions parametrized by a homogeneous
transform matrix with zero scaling and shearing. When the set of transforms is expanded
to include affine transformations, the set of allowable functions might be parametrized as
transform matrices with non-zero scaling and squaring.

In the case of deformable registration, the transform can be parametrized by a dense
grid, φ. The transformation is then a resampling operation of the moving image onto this
new grid. The objective function in this scenario becomes

φ∗ = max
φ

(S(m ◦ φ, f) +R(φ)) (2.3)

where m ◦ φ denotes the resampling operation. A common way to parameterize the
displacement field, φ, is to use a dense deformation field, D ∈ R3×H×W×D , that describes
the displacement of each voxel or voxel in a moving image to a fixed image. With this
parametrization, the objective function becomes:

φ∗ = max
φ

(S(m ◦ (Id+D), f) +R(D)) (2.4)

where Id is the identity grid and Id+D describes the (sub-) voxel coordinates of each
moving voxel in the fixed coordinate frame. One strategy to solve such a problem would
be through iterative gradient methods. One can perform simple gradient descent on the
loss function described above, using:

φt = φt−1 − η∇φL (2.5)

where L is the loss function, described by the expression inside the max in Equations
(2.3) and (2.4), η is the learning rate, and ∇φ is the jacobian operator.
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2.1.1 Similarity and Regularization Functions

The objective function requires appropriate choices for the similarity function S and
the regularization functional R. The choice of regularization functional is usually more
straightforward as it is not as dependent on the data. The L2-norm, for example, may
be used as it promotes smaller displacement fields. For deformable registration, another
common regularizer is the gradient of the transform function, which promotes smoothness
of the spatial transform. A common way to represent this smoothness is to compute the
sum of squared gradient of the displacement,

∑
(∇D)2.

The choice of similarity metric is dependent on the data in the registration problem. A
simple choice is to directly compare voxel intensities. The mean squared error (MSE) for
the moving and fixed image pair with size N can be expressed as:

MSE(m ◦ φ, f) =
1

N

∑
(m ◦ φ− f)2 (2.6)

There are several challenges with MSE. First, it only works when images are normalized
and lie within the same intensity range. Moreover, it can be sensitive to outliers and noise.
It can be especially problematic for modalities with especially poor signal to noise ratio,
like ultrasound and diffusion-weighted MRI.

Another choice for images belonging to the same modality is the normalized cross
correlation (NCC) metric. It measures the similarity between the moving and fixed images
by measuring the correlation of patches extracted from the moving image and the fixed
image. It is given by:

NCC(m′, f) =
1

N

∑
i

(m′i − m̄′)(f − f̄)

σm′σf
(2.7)

where m′ is ◦φ and k̄ and σk denote the mean and the standard deviation of the window
in image k around voxel i. NCC might be advantageous when there might be some global
intensity differences or higher localized noise, as the similarity is based on a neighborhood
of points rather than relying on a single voxel.

In multi-modal registration, voxel intensities cannot be used directly, as dissimilar
intensities might denote similar anatomical features. For example, consider Figure 1.1,
which shows the same region imaged with two different MRI protocols: with T1-weighting
and T2-weighting. It can be seen that the same anatomical features have completely
different intensities. The dark cerebrospinal fluid in the T1 image is bright in T2 image.
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A common metric in this case is mutual information (MI) or normalized mutual infor-
mation (NMI). It can be computed by generating a 2D histogram of intensities between a
pair of images (or sub-images) and measuring the joint distribution of the intensities. Like
NCC, mutual information in the context of image registration is typically implemented
using patches of the moved image.

Another similarity metric from the medical image registration literature is the discrep-
ancy of the moved and fixed images in ‘feature space’. Self similarity context (SSC) [15],
for example, computes for each voxel p in image I and feature SC as follows:

SC(I, p) = exp−
(p−y)2

σ2 ,∀y ∈ N (2.8)

where N is the neighborhood of points around p and σ2 is an estimate of the local or
global noise in the image I. The similarity loss with SSC features then simply becomes
S(m)−S(t). The advantage of using metrics such as SSC over mutual information is that
mutual information requires building a histogram of intensity values for each image patch
that it compares, which can be expensive. In contrast, SSC is a simple kernel function
applied to the image followed by a subtraction and is, thus, less computationally expensive.

Besides image similarity, auxiliary data can be used to guide registration. Segmented
regions of interest can be used to delineate regions of interest and maximizing overlap
between these segmentations could be incorporated into the objective function. A common
registration goal is then to maximize the Dice coefficient (DC) between the two sets of
segmentations. It is given by:

DC(sm ◦ φ, sf ) = 2 ∗ sm ◦ φ ∩ sf
sm ◦ φ ∪ sf

(2.9)

Another common auxiliary data that is useful for image registration is the coordinates
of landmarks in both the fixed and moving image. In voxel space, the discrepancy, LM ,
in the landmark coordinates can be expressed as

LM(D,Lm, Lf ) = (Lf − (Lm +D))2 (2.10)

where Lf and Lm are the fixed and moving coordinates respectively.

Caveat Emptor

Registration differs from other image analysis tasks such as segmentation due to the fact
that it is inherently ill-posed, which implies the existence of multiple solutions to maxi-
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mize some similarity constraint. A side effect of this ill-posedness is that there can exist
solutions that maximize some similarity metric while being, in some cases, wildly inac-
curate. Moreover, Rohlfing [16] identified that intensity-based similarity metrics cannot
distinguish between accurate and inaccurate registrations, even when multiple intensity-
based similarity metrics are used in conjunction. They are able to create a Completely
Useless Registration Tool that is able to generate good tissue overlap similarity while also
generating inaccurate registration. They found that only metrics derived from auxiliary
data such as dense anatomical landmarks and segmentation overlap were able to accurately
distinguish between accurate and inaccurate registrations reliably.

2.1.2 Diffeomorphic Registration

Spatial transformations in the context of medical image registration should be diffeomor-
phic. Diffeomorphic maps have the elegant property of preserving the topology of the
image by forcing a one-one mapping between the moving and transformed image, which
prevents ‘folding’, which is the artifact caused by multiple voxels being mapped to the
same location. To achieve an approximate diffeomorphic displacement, the displacement
field φ is parametrized using a stationary velocity field, described using the differential
equation dφ

dt
= v(φt) with initial condition φ(0) being the identity mapping Id. The diffeo-

morphic displacement field, φ, is obtained through integration of the velocity field over a
unit time step (t ∈ [0, 1]) through scaling and squaring, as implemented in DARTEL [17].
The final transform, φ1 is approximated as ev. This transformation has a positive jacobian
determinant, guaranteeing locally invertible transforms (i.e. one-one mappings).

2.2 Optimization-based Registration

Broadly, there are two major categories of optimization-based registration. The first is
gradient-based iterative optimization. The second approach is discrete optimization by
labelling vertices of a markov random field (MRF), using a finite set of discrete displace-
ments.

2.2.1 Continuous Optimization

A particularly influential gradient-based optimization approach is Demons [18, 19], based
on Maxwell’s famous thought experiment [20]. In Maxwell’s thought experiment, demons
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act as gate-keepers for gates that allow molecules to pass through. In the image registration
setting, the demons can be thought of as gate-keeping the boundaries of voxels of the fixed
image. Then, the optimization can be thought of as iteratively diffusing the voxels of the
moving image through these fixed-image gates. At each iteration, n, each voxel in the
moving image is displaced by a vector d, such that:

d(n+1) =
(m(n) − f (0))∇f (0)

(m(n) − f (0))2 + |∇f (0)|2
(2.11)

where m(n)) is the moving image at the nth iteration and f (0) is the static image. To
promote smoothness, a Gaussian filter is applied to the displacement field at every iteration.
Many variants of the Demons algorithm have since been proposed. For example, note that
(2.11) directly uses the intensities of the moving and fixed images. It can be modified to use
features for multi-modal registration. One of the limitations of gradient-based approaches
is that they can readily fall into local optima, especially in large deformation settings [21].

2.2.2 Discrete Optimization

Discrete optimization via MRF is the second family of methods for image registration. In
this optimization setting, the displacement of each voxel is restricted to some finite set,
D = {l1, ..., li}. The optimization then becomes an MRF labelling problem, where each
node in the MRF is assigned a specific element from D [22, 23]. Similar to the continuous
domain, the optimization process entails maximizing a similarity term while minimizing
some regularization penalty associated with the displacement. This can be expressed as
the energy of the MRF:

EMRF =
∑
i∈V

S(di) +
∑

(i,j)∈E

R(di, dj) (2.12)

where V is the set of vertices of the MRF and E is the clique to which vertex i belongs.
Finally, di is the displacement assigned to vertex i. The first term is the data similarity
term and the second term is the regularization term. One approach to optimizing the
energy is to use a dynamic programming strategy, such as Viterbi optimization. Dynamic
programming entails the traversal of the MRF graph and recording of the most probable
displacements given by the energy function for each node. Computation can be sped up by
restricting the space of possible displacements; the transform model is usually restricted
to a parametric set of transformations, such as a B-spline transform [23].
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2.2.3 Iterative Discrete Optimization

It is possible to combine the benefits of continuous and discrete-domain approaches. For
example, Hutchinson et al. [21] describes a gradient-based discrete optimization algorithm
that is able to overcome local optima without requiring computationally expensive dynamic
programming. Given fixed and moving features, a cost volume describing the goodness of fit
can be computed for a discrete set of voxel-level displacements (i.e, the set of displacements
is described by the set: D = {0,±1,±2, ...,±lmax}).

C(x, d) = S(Ff (x), Fm(x+ d)) (2.13)

where C is the cost volume, Ff and Fm describing fixed and moving image features
respectively, x is a coordinate location and d ∈ D. The flow field can then be iteratively
optimized, as described by Algorithm 1. It requires a discrete set of update coefficients,
Q, describing the step size at each iteration. Note that at each iteration a smoothing is
performed, similar to Demons. Unlike the continuous-domain case, however, the updates
are not derived from the gradients, but from the best possible displacement, which is similar
to the discrete MRF optimization scheme.

Algorithm 1 Non-parametric discrete optimization

Require: Q, the set of update coefficients
Require: C, the cost volume
Require: S, a function that performs smoothing
dmin ← arg minC
for each q ∈ Q do

dsmooth ← S(dmin)
dmin ← arg min(C + q × dsmooth)

end for
dfinal ← S(dmin)

ConvexAdam [24] combines the iterative discrete optimization described by Algorithm
1 with continuous-domain optimization. It works by first computing MIND (Modality
Invariant Neighborhood Descriptor) features [25] of the fixed and moving image. First
discrete optimization, as per Algorithm 1 is performed, followed by continuous domain
gradient optimization as shown in (2.5). An ADAM [26] optimizer is used instead of
pure gradient descent, however. ConvexAdam has been able to achieve state-of-the-art
performance in several large displacement datasets.

11



2.3 Learned Image Registration

This section details recent efforts to apply deep neural networks to the problem of medical
image registration. These methods, can take advantage of GPUs to drastically improve
the speed of registration, when compared to traditional optimization methods, which have
typically been CPU bound. The problem can also be viewed as amortized optimization,
where the cost of the optimization is paid during training time, enabling faster registration
at inference time than conventional methods.

2.3.1 Spatial Transformer Networks

One of the requirements for learned registration algorithms is that the application of the
mapping function to the moving image, Φ(m), needs to be differentiable, in order to prop-
agate loss back to a neural network. Spatial Transformer Networks (STN)s [27] provide a
way to to apply this mapping differentiably. Using the notation from [27], D-dimensional
voxel coordinates p ∈ ZD are displaced by a flow field u ∈ RD. Here, ZD and RD are used
to indicate the fact that voxel coordinates are integer valued, while the flow-field can be
any real number. Then, the shifted voxel coordinates p′ ←− p+u, p′ ∈ Rn describe the sub-
voxel location of the new voxel. To obtain intensity values at integer coordinates, linear
interpolation is carried out. In the case of bilinear interpolation, this warping operation
can be expressed as:

Φ(p) =
∑
q∈Np′

Πd∈D(1− |p′d − qd|) (2.14)

where N is the neighborhood voxels around p′. The equation above consists solely of
additions, multiplications and absolute values, for which gradients and sub-gradients can
be readily computed. This enables the backpropagation of gradients for deep learning
based registration.

2.3.2 Neural Networks for Image Registration

Voxelmorph is one of the earliest and best-known works that combines DLIR with an
unsupervised or semi-supervised loss [28]. It consists of a single 3D U-net [29] that outputs
a flow field for a pair of fixed and moving images, as well as a spatial transformer network
for warping the moving image. It also uses scaling and squaring layers to ensure that the
spatial mapping is diffeomorphic. Voxelmorph was found to achieve comparable results
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with conventional optimization techniques for brain registration tasks, while requiring much
less time to generate the transformation. Unfortunately, its performance was found to be
worse for large displacement datasets. [30].

Several works have since been proposed to address Voxelmorph’s performance in large
displacement settings. One of these networks is LAPIRN [10], which was found to achieve
improved performance through multi-scale refinement. It builds a feature pyramid by
learning features at high resolution and downsamples these features to lower resolutions.
It applies coarse to fine refinement of the flow field, by first training a network to learn to
register downsampled inputs, before learning to register progressively upsampled inputs.
The intuition behind coarse to fine refinement is that at low resolutions, the high level
features disappear and only the low-frequency shape of the image remains. This is an
‘easier’ problem than matching both the shape and the higher frequency features, and it
is less sensitive to noise.

A common approach in optical flow literature (as discussed in the next section) is the
computation of a cost volume between features in the fixed and moving network. This
cost volume computes the similarity between each pair of voxels in the moving and fixed
images, providing a measure of ‘goodness of fit’ for each displacement. It can be computed
using Equation (2.13). It is common for there to be a maximum displacement, such that
|d| < dmax. This dmax value is sometimes called the ‘search radius’ and can aid in conserving
space. Some approaches compute the cost volume for all locations [32]. Moreover, the cost
function can also vary. Dot products are used in [33] instead of the mean squared error.

Instead of directly passing the features directly into the network that outputs a flow
field, the cost volume is passed into the network that outputs the flow field. Figure 2.1
illustrates how this approach differs from the approach used by Voxelmorph, which simply
stacks the input images. This additional layer of indirection can serve as a way to force
the network to learn useful feature representations of the input images. It has been found
to improve performance in many 2D optical-flow networks. Probabilistic Dense Displace-
ment Network (PDDNet) [14], uses this technique to compute 6D cost volume between
learned features in the three-dimensional moving and fixed images. ConvexAdam [24] is
another approach that computes a cost volume. Unlike PDDNet, however, it is a discrete-
optimization based method that uses the cost volume to provide a goodness-of-fit value for
each of the displacement in the discrete set of possible displacements.

Another similarity between PDDNet and ConvexAdam is an ‘instance optimization’
step, that fine tunes the flow field generated by the network by directly optimizing the loss
objective using iterative gradient-based optimizer as shown in Equation. This optimiza-
tion is performed for a very few number of steps (< 100, for example) and is performed
directly on the GPU. Thus it is significantly faster than traditional optimizer packages
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(a)

Correlate

(b)

Figure 2.1: Two different neural network architectures for image registration. a) Input
images are stacked and passed through one or more networks that output a flow field. This
architecture is used by Voxelmorph [28], CascadeNet [31] and LapIRN [10]. b) Cost-volume
based architecture where features are explicitly learned by the network for each image and
the cost volume that computes some goodness of fit tensor. PDDNet [14] implements this
architecture for medical image registration.
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which implement slower, but more sophisticated optimizers.

2.3.3 Optical Flow Networks

Optical flow is the general problem of computing the motion of an object from images.
Often, this motion can be described using a flow field. Optical flow is an important
problem in computer vision and has a range of applications including action recognition
and pose estimation. It differs from the image registration problem in that the images
are typically of the same object and the consistency of the intensity of objects between
both objects is expected. The general image registration problem does not have these
constraints. Nevertheless, the two problems are similar. In deep learning settings, the
inputs to the network are two images between which to compute flow and the output is
a flow field. As such, optical flow architectures can be used directly for medical image
registration.

Flownet [12] is one of the earliest and best known works that applied deep learning to the
optical flow problem. It introduced two architectures: FlownetCorr and FlownetSimple,
abbreviated as FlownetC and FlownetS. These architectures differ in one fundamental
aspect: the computation of a cost volume. In FlownetS, the input images are stacked
together and fed to the network as input, which outputs a flow field. FlownetC, in contrast,
has a feature-extractor network that first computes features for both the images. Next,
these features are used to compute a cost volume, which is then fed into a second network
that outputs a flow field. While the original Flownet paper found that both network
architectures had similar performance, later works [13] have shown that computing an
explicit correlation between fixed and moving features results in improved performance.
A follow-up work, Flownet2 [13], demonstrates this result, and also improves the original
Flownet architecture’s results by showing that iterative refinement through cascading of
networks yields better results.

PWCNet [33] implements and builds on key concepts that have become prevalent in
optical flow literature: feature pyramids, iterative refinement and explicit cost volume
computation. Feature pyramids are built by generating features, typically at full resolution,
and downsampling them to lower resolutions. Intuitively, a flow field that achieves good
resolution at high resolution also achieves one at a lower resolution. Optical flow for lower
resolution features might be simpler since the range of displacement is smaller. PWCNet
iteratively refines the flow fields from a coarse to fine manner, by feeding in warped images
at higher resolutions and combining flow fields generated at higher resolutions with those
generated at lower resolutions.

15



Finally, Recurrent All Pairs Field Transform (RAFT) [32], shares many of the key
ideas that drive PWCNet’s performance: multi-scale features and explicit cost volume
computation. Rather than using a cost volume between a subset of voxels in the fixed
and moving features, RAFT computes correlation between all pairs, thereby removing
the inherent limitation of restricting flow to a certain radius. It also uses a lightweight
RNN to iteratively update a displacement field, and on each iteration it samples from this
cost volume. RAFT is able to achieve state-of-the-art optical flow performance and its
architecture inspired the one developed in this thesis.

2.4 Chapter Summary

Image registration can be posed as an optimization problem consisting of a data fidelity
or image similarity term as well as a smoothness-based regularization term. Moreover, it
is common to parameterize the spatial transformation as a flow field that describes the
amount of displacement each spatial location experiences in 3D. This formulation is not
dissimilar to optical flow in computer vision, where the objective is to find a flow field
that describes the motion of objects between two images. Interestingly, neural network
architectural patterns such as multi-scale and iterative refinement have found success in
both domains. A challenge with extending optical flow architectural patterns to medical
images is that medical images tend to be larger, partly owing to the fact that medical
images can be 3D.

The next section explores a novel architecture for medical image registration that is
heavily influenced by architectures from optical flow literature. Like RAFT and PWCNet,
multiple scales are used and an explicit cost volume is used as input to the model. The
architecture overcomes the challenge of adopting optical flow architectures to large medical
image data. This work explores whether the combination of explicit cost volume with
multi-scale iterative refinement brings improvements to medical image registration.
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Chapter 3

Recurrence With Correlation
Network for Medical Image
Registration

This chapter outlines the main contribution of this thesis: the Recurrence With Correlation
Network (RWCNet) which combines explicit cost volume computation, common in optical
flow networks, with multi-scale refinement for medical image registration. It is organized
as follows: Section 3.1 provides some background and motivation for the architecture pre-
sented, Section 3.2 outlines the specifics of the architecture developed, Section 3.3 describes
the experiments carried out, Section 3.4 outlines and discusses the significance of the results
and, finally, Section 3.5 summarizes the main contributions of RWCNet.

3.1 Background for RWCNet

While DLIR has shown a lot of promise by outperforming conventional optimization meth-
ods on some standard datasets, challenges to adoption remain. Until recently, DLIR lagged
behind conventional approaches when a large deformation field was required [30]. In this
setting, the solution space that achieves good similarity between fixed and moving images
is large and it can be difficult to learn an optimal solution for unseen data.

Several strategies have been explored to improve DLIR performance for large displace-
ments. One strategy is iterative refinement of a flow field, where the network learns to
iteratively augment a displacement field with smaller displacements [10, 11]. At each iter-
ation, the space of possible solutions is smaller and, thus, becomes an easier optimization
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problem. In optical flow literature, it is common to combine iterative models with explicit
cost volume computation for continuous-domain optimization [33, 32]. These methods
have demonstrated excellent performance for 2D images, often achieving state-of-the-art.
The computation of an explicit cost volume is not as common for 3D medical image reg-
istration, since it can be prohibitively large to store in GPU memory. To the author’s
knowledge, there is no work that incorporates multi-scale refinement with an explicit cost
volume computation.

Another desired property of DLIR is patient-specific fine tuning, as the distribution of
medical images is long-tail and unlikely to be fully represented by the training dataset.
There are several strategies to patient-specific fine-tuning. ConvexAdam [24] and PDDNet
[14] contain an ‘instance optimization’ layer where a flow field is refined using iterative
gradient-based optimization (e.g. Adam optimization).

In this work, the objective of the DLIR architecture development was to combine multi-
scale iterative learning with an explicit cost volume computation. Potential memory issues
are addressed by feeding corresponding fixed and moving patches at higher resolutions.
A modification was also introduced to the commonly found instance optimization layer
that is able to improve performance on a large displacement dataset. This combination of
approaches, to the author’s knowledge, is novel in DLIR. The technical contributions are
listed as follows:

• A novel network architecture, Recurrence with Correlation (RWCNet), for DLIR that
outperforms other coarse to fine networks in some datasets.

• Ablations of architectural components as well as the fine-tuning step to demonstrate
the performance of the various architectural features of the registration network.

3.2 Methods

Sub-network Architecture.

The architecture for the recurrent neural network (RNN) sub-network is shown in Figure
3.1. Given a fixed and moving image pair (f and m, respectively), RWCNet obtains fixed
and moving features (Ff and Fm,0) by feeding both images through a feature extractor
network. A voxel-wise correlation between the fixed and moving features is computed, C.
Due to the large number of dimensions, the correlation is restricted so that only voxels
within a certain ‘search range’, r of the moving voxel are considered. Additionally, the
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Figure 3.1: RAFT-inspired [32] RNN network architecture. It has four main components:
1) a feature extractor network for extracting fixed and moving features from the images, as
well as a context encoder network for extracting moving image context 2) computation of a
cost volume through correlation of the input features 3) update aggregate displacement and
hidden state using a GRU. 4) spatial transformer network (STN) that warps the moving
features using the aggregate flow field.
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moving image is fed through a context network that extracts contextual information for
the hidden network. The output of the contextual network is used as the initial hidden
state of the RNN, h0. Finally, a displacement field with zero displacement, D0 is initialized.

The hidden state, flow and cost volume are fed into an update block that is a modified
gated recurrent unit (GRU) [34]. The GRU is almost identical in implementation to the
one used by RAFT [32], and it outputs a new hidden state and a new displacement field,
h1 and ∆D. The new displacement field is used to update the aggregate displacement, i.e,
D1 = ∆D+D0. This new displacement field can subsequently be used to warp the moving
features using a spatial transformer network, denoted STN. The warped features will be
used in the next RNN iteration for cost volume computation. This process of updating
displacement field with GRU cell and updating features is repeated for N RNN time steps.

Coarse to Fine Registration.

Like LAPIRN and many optical flow networks, RWCNet adopts a course to fine approach
to image registration. For each resolution, s, a new RNN is trained using inputs from
the previous resolution. The model is not trained end to end. The weights from previous
resolutions are frozen at higher resolutions. At high resolutions, computing the cost volume
for the whole volumes becomes prohibitively expensive; as such, the approach is to divide
the input images into uniform, non-overlapping windows or patches. The size of the patches
at each resolution is parameterized by the ‘patch factor’, ps ∈ [0, 1]. The size of the patches
at resolution s is computed as ps×S where S is the size of the full image at 1× resolution.
At higher resolutions, the flow field is used to warp the initial moving image (or patch) using
flow fields computed at lower resolutions. Furthermore, the final hidden state is cached at
lower resolutions and added to the initial hidden state at higher resolutions, increasing the
non-linearity of the network and providing additional context to the network.

Instance Optimization.

At inference time, the flow field generated by the network is fine tuned using gradient-
based iterative optimization. An ADAM-based optimizer is used in favour of the simple
gradient-descent approach described by Equation (2.5), as implemented in PDD-Net and
ConvexAdam.
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Figure 3.2: Multi-scale refinement of flow field using separate RNNs for each resolution.
Note, at higher resolutions, patches of the input image are fed into the network, rather
than the entire image. Not shown is the fact the final hidden layer is upsampled and
concatenated with the first hidden state of the next resolution.
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3.3 Experiments

3.3.1 Datasets

RWCNet is trained and validated with the OASIS [35] and NLST datasets [36]. Figure 3.3
shows samples from the OASIS and NLST datasets. The OASIS dataset consists of 414 T1-
weighted MRI scans of individuals from ages 18-96 with mild to severe Alzheimer’s. The
scans are skull-stripped and resampled onto an isotropic grid and cropped to a uniform size.
35 segmentation labels are provided for important brain regions. The dataset is split into
395 images for training and 19 for validation. Inter-subject registration in this context could
be used for constructing a sub-population brain atlas or for analysing intensity changes in
consistent brain regions that are linked to disease progression.

NLST is a lung-CT dataset with pairs of inhale/exhale scans; keypoints and masks
are provided by the ‘Learn2Reg’ (L2R) 2022 competition [37] for semi-supervised train-
ing. A subset of the image pairs (100 out of 150) of the NLST dataset released by the
L2R competition is used for both training and validation, with a 90:10 training/validation
split. Corresponding keypoints indicating locations of lung nodules in the inhalation and
exhalation images are provided as auxiliary information. Since respiration is accompanied
by a large change in lung volume, registration of the NLST dataset represents a large-
displacement setting.

3.3.2 Training Parameters

Each sub-network is trained separately and in a coarse to fine manner. Additionally, the
inputs at higher resolutions are patched to decrease GPU memory requirements. Table 3.1
shows the number of steps and the sizes of the inputs at each resolution. To address over
fitting, dropout with probability 0.5 is used for the feature networks. The network takes
about 30 hours to train both the NLST and OASIS datasets on an NVIDIA A100 with
32GB of RAM.

For OASIS, the similarity component of the loss function was a summation of the mean
squared error (MSE) between the warped moving image and the fixed image intensities
as well as the Dice loss between the warped segmentation and the fixed segmentation.
The regularization loss was the average gradient of the flow field, as used in Voxelmorph.
For NLST, the data was range normalized to between 0 and 1, with -4000 serving as
the minimum value and 16000 serving as the maximum value. The loss function was a
combination of the MSE and the keypoint discrepancy loss The mean gradient of the flow
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(a) OASIS

(b) NLST

Figure 3.3: Sample images from the OASIS (a) and NLST (b) datasets. Note, segmenta-
tions are available for the OASIS dataset and keypoints indicating the positions of nodules
are available for the NLST dataset.
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Table 3.1: Resolution-specific Parameters.

Resolution RNN Steps Patches Per Image Patch Size1 Training Steps

0.25 12 1 0.25× S 30000
0.5 12 8 0.25× S 45000
1 4 8 0.5× S 60000

field was used as the regularization loss on the flow field. For both datasets, an ADAM
optimizer with learning rate of 3× 10−4 was used.

LAPIRN, another multi-resolution model, was trained on OASIS using training param-
eters from [10]. For NLST, training was carried out with a supervised discrepancy loss
between the fixed and moving keypoints once the displacement is applied to the moving
keypoints. MSE was used as the image-space loss for NLST, as it was found that it im-
proved the performance on the validation dataset as when compared to normalized cross
correlation (NCC). ConvexAdam, an optimization-based method, was found to outperform
LAPIRN for the large displacement dataset and was also tested. Since the approach also
incorporates instance-specific fine tuning, ablation tests were performed on ConvexAdam
without instance-specific fine tuning to study performance of discrete optimization step on
the dataset.

3.4 Results

Figure 3.4 shows qualitative results generated for the NLST and OASIS datasets. Table 3.2
summarizes the results when comparing RWCNet with LAPIRN and ConvexAdam on the
NLST and OASIS datasets. Note that RWCNet without fine-tuning outperforms LAPIRN
and simple convex optimization without instance optimization on the NLST dataset. With
Adam optimization, both methods converge to the same point. RWCNet is also able to
outperform both methods on the validation split of OASIS. Fine-tuning with Adam actually
worsens the performance of the model on the OASIS dataset, as it converges to the same
local optima as ConvexAdam.

Table 3.3 shows results from the architectural ablation tests. These ablation results 3.3
provide interesting insights into the role that architecture plays in registration accuracy in
different datasets. Unsurprisingly, multi-resolution registration plays a crucial role in the
accuracy of RWCNet; registering at only 4× downsampling on the NLST dataset yields
a keypoint discrepancy of 5.52 mm, whereas registering at multiple resolutions yields a
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Target Moving Warped

(b) NLST sample results

Figure 3.4: Qualitative results, showing the target, moving and warped images for OASIS
(a) and NLST (b).
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Table 3.2: Experiment Results on NLST and OASIS Validation

Experiment NLST Keypoint
Accuracy (mm)

↓

OASIS Dice (%) ↑

Zero Displacement 9.73 52.4
ConvexAdam [24] 1.48 76.4

ConvexAdam w/o IO [24] 2.78 75.6
Direct optimization with ADAM 2.03 76.2

LAPIRN [10] 5.51 80.0

RWCNet 2.11 80.7
RWCNet with ADAM IO 1.48 76.4

discrepancy of 2.11mm. OASIS Dice, likewise, drops from 80.7% to 74.0%.

The impact of correlation and number of RNN time steps is markedly different for both
datasets. In the OASIS datasets, replacing correlation with stacking of the input feature
tensors does not drastically impact the registration performance. The Dice score drops by
0.7, which might be negligible and might be explainable by the randomness inherent in
neural network training. Likewise, when only 2 RNN time steps are used in RWCNet, the
drop in accuracy is even lower in the OASIS dataset; the Dice score only drops by 0.6%.

This is in contrast to NLST, where decreasing the number of RNN time steps and
removing correlation drastically decrease performance. The keypoint accuracy decreases

Table 3.3: Ablation Experiment Results on NLST and OASIS Datasets

Experiment NLST Keypoint
Accuracy (mm)

↓

OASIS Dice (%) ↑

RWCNet 2.11 80.7
RWCNet with single resolution (4x) 5.52 74

RWCNet without correlation 4.10 80.0
RWCNet with 2-timestep GRU 5.17 80.1
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Table 3.4: Inference times for LAPIRN, RWCNet and ConvexAdam

Registration Method Inference Time (seconds)

RWCNet 26.1
ConvexAdam 7.8

LAPIRN 0.33

to 4.10mm when correlation is not computed. Likewise, when only 2 time steps are used,
the accuracy decreases to 5.17mm. As mentioned, NLST is a large displacement dataset,
whereas the OASIS dataset requires small displacements for registration. The results
suggest that cost volume computation and recurrent networks provide better support for
generalization on large displacement datasets.

Table 3.4 shows the inference speeds of the three methods. These speeds were measured
on an A100 GPU with 32GB GPU RAM. Note, that RWCNet takes considerably longer.
This is mostly due to the need for patching and unifying tensors, which is performed on
the CPU to conserve memory.

3.5 Chapter Summary

The DLIR network developed in this thesis, RWCNet, borrows key ideas from optical flow
literature; specifically that of cost volume computation and iterative refinement, to improve
medical image registration performance. For the large displacement NLST dataset, it was
found that the model does not outperform variational optimization methods, although it
is more performant than comparable deep learning methods. In the small displacement
setting, RWCNet has comparable performance to another multi-scale model, LAPIRN.
Instance optimization, which entails the fine tuning of the flow field using an ADAM
optimizer, does improve the performance of RWCNet so that it is similar to the performance
of ConvexAdam. Unfortunately, directly adopting instance optimization to the network is
problematic, as it worsens the performance of the network on the OASIS dataset. Future
work should investigate whether the instance optimization step can be augmented with
features learned by the network to maintain accuracy on the small-displacement task while
still maintaining gains for the large-displacement registration task.

The key takeaway of this work stems from the ablation studies; it shows that archi-
tectural features such as explicit cost volume computation and iterative refinement via
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RNN improves the ability of the network to generalize in the large displacement setting,
while having negligible impact on the performance in the small displacement setting. Fu-
ture work might benefit from this finding and, in practice, it might justify the need for
dataset-specific registration architectures.
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Chapter 4

Conclusion

This chapter summarizes the contributions from Chapter 3 in the broader context of med-
ical image registration and image analysis. Next steps for better understanding the results
of this work and for improving the accuracy and usability of the architecture are discussed.

4.1 Summary of Thesis and Contributions

DLIR techniques proposed in recent years have typically been outperformed by direct
optimization methods in large displacement settings. In this work, it was shown that per-
formance can be improved on a large displacement Lung CT dataset by combining explicit
cost-volume computation and multi-scale iterative refinement. With instance optimization,
RWCNet is competitive with ConvexAdam, achieving the same keypoint discrepancy error
of 1.48mm. Without fine tuning, the registration accuracy in the lung dataset is worse, by
about 1mm. In small displacement settings, RWCNet achieves competitive performance
with LAPIRN, with marginally higher Dice loss of 80.7%, compared to 80.1%. With fine
tuning, however, the Dice loss drops to around 74.0%.

Ablations were performed to illustrate the benefits of the adopted methods. It was
shown that multi-scale iterative refinement plays a key role; performing registration at a
single resolution drastically decreases the accuracy of the model. RNN steps and explicit
cost volume computation are also significant, however they mostly play a role in the large
displacement dataset. On OASIS, the Dice score does not change drastically without these
features. This suggests that these architectural features are valuable in large displacement
settings. This is a significant finding, as it can inform future work for large displacement
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settings. The next section more concretely details future work that needs to be carried
out.

4.2 Future Work

4.2.1 Future Experiments

The network was trained and validated against inter-subject brain MRI data and lung CT
data. While these datasets offer their own unique challenges, they do not wholly represent
the variety of datasets that need to make use of registration. Future work should test this
model against multimodal datasets, such as CT-MR or even MR-Ultrasound. Another
setting where this model hasn’t been tested is that of hard-tissue registration. For example,
the spinal cord does not deform in a manner similar to soft tissue. Performing registration
on such a dataset can yield an interesting point of comparison to the results presented in
this paper.

4.2.2 Automated Hyperparameter Tuning

The findings in this paper highlight the need for dataset-specific hyperparameter selec-
tion. In the small displacement setting RWCNet yields almost identical Dice accuracy
as LapIRN. In the larger displacement setting, RWCNet drastically outperforms LapIRN.
Unfortunately, RWCNet is more resource intensive than LapIRN and its inference speed is
significantly slower than LapIRN. Thus, there is no advantage to using RWCNet in small
displacement settings. Automatic self-configuring network based on the attributes of the
dataset, similar to nnU-net [38] for medical image segmentation, would be a desirable prop-
erty for the usability of DLIR. Such a tool can help clinical researchers use this network
without having to worry about the minutiae of registration, since registration is often a
means to an end in many clinical analysis pipelines, such as tractography.

4.2.3 Strategies for Improving Generalization

Lastly, the ability of the model to generalize to data outside of the training set is not
well explored. Even in situations where large datasets can be obtained for training, the
distribution of images in clinical practice can be long-tail. In practice, the image might
be captured using a different imaging protocol than those in the training dataset, or the
image might reflect some disease or anomaly that is not present in the training dataset.
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Figure 4.1: Qualitative comparison of image inpainting result (center) using a 2D generative
network with input (left) and original image (right)

There are several strategies for improving generalization accuracy. Data augmentation
to artificially introduce noise or other anomalous behaviour can, in practice, improve gener-
alization accuracy of DLIR [39]. Self-supervised training is another approach to improving
generalization accuracy. To the author’s knowledge, self-supervised training has not been
widely studied for image registration. Inpainting, which is the task of generating an image
from masked data, is a common pretext task. Figure shows an example of inpainting,
using a network trained by the author of this thesis, applied to the spine. Future work
should study the effect of using inpainting and other self-supervised learning strategies to
initialize weights for image registration.

Another avenue for improved registration is to generate synthetic displacement fields
during training time and to modify training so that the network tries to learn the dis-
placement field in a ‘supervised’ fashion. Such an approach has been studied widely in
literature, but suffers from the limitation that it is not easy to generate physiologically
accurate displacements at training time [40]. For the spinal cord tractography problem,
there might be a way to combine finite element modelling of the spine to provide a way to
generate physiologically realistic deformations for this problem space. While there is some
prior work [41] in this space, there is space for future work to further explore this problem.
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