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Abstract

A multi-agent system (MAS) is a dynamic system that consists of a group of interacting
agents distributed over a network. In the past decades, the study of distributed coordi-
nation of multi-agent systems has been widely attracted by many groups of researchers
such as mathematicians, engineers, physicists, and others. This is partly due to various
applications in many areas, including spacecraft formation flying, multiple robot coordi-
nation, flocking, consensus or synchronization, cooperative control of vehicle formations,
etc. As one of the most important problems in distributed coordination, consensus means
that a group of agents achieves an agreement on a common value by designing the control
law which is based on the information received by interacting with neighbors. There are
many consensus methods that have been studied in recent years. Some problems focused
on seeking the consensus of continuous-time (CT) multi-agent systems or discrete-time
(DT) multi-agent systems, the others considered consensus problems on hybrid systems
which are dynamical systems involving the interaction of continuous and discrete dynam-
ics. Most consensus algorithms have been proposed for the multi-agent systems, but most
results of consensus analysis are on the situation that all agents are continuous-time or
discrete-time dynamic behavior. There are, however, some practical problems that the
discrete-time and continuous-time dynamic agents coexist and interact with each other
at the same time. Thus, it is reasonable to study consensus problems in such hybrid
multi-agent systems (HMASs).

Generally, the consensus protocols are designed to ensure that the states of all agents
converge to a common value. However, up to date, in many practical problems, the states
of agents may converge to prescribed ratios rather than a common value, such as com-
partmental mass-action systems, water distribution systems, and multiscale coordination
control between spacecrafts and their simulating vehicles on ground. To deal with this
problem, the scaled consensus problem has been introduced, where all agents will converge
to the assigned proportions. Different from the standard consensus, where a group of agents
seek to agree on a common quantity depending on the states of agents, scaled consensus
implies that the state of each agent will approach prescribed ratios in the asymptote.

So this work aims to study the (scaled) consensus problems in hybrid multi-agent
systems under fixed and switching topologies including linear and nonlinear dynamics.
Furthermore, we study consensus problems with communication delays, external pertur-
bations, finite-time (scaled) consensus problems and also apply to the random networks.
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Chapter 1

Introduction

1.1 Motivations

An agent is a computational mechanism like a computer program or a robot, which can
interact with its neighbors or environment, and also adapt when its environment changes.
During to the ability of adaptation and interaction, it is considered as an autonomous
agent. An agent has appeared in several areas depending on the purpose of applications
such as in medicine, military, agriculture, transportation and other areas (see e.g.,in Figure
1.1).

(a) (b) (c)

Figure 1.1: An autonomous agent
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A multi-agent system is a dynamical system consisting of a group of agents which can
interact with each other or their environment (see e.g.,Figure 1.2).

Figure 1.2: Muti-agent systems

Over the past decades, multi-agent systems have been broadly studied due to its wide
applications, such as in 1980s and 1990s, many scientists, especially in computer science,
have actively studied in multi-agent systems, typically referred to software agents. More-
over, multi-agent systems can be applied to artificial intelligence. Since most problems can
be simplified by dividing into subproblems, so it is important to study how all agents work
together as a team to reach the goal. In particular, Weiss (1999, [110]) replaced the single
agents by the multi-agent systems as the computing paradigm in artificial intelligence.

2



Furthermore, in robotic society, multi-agent systems are referred to multi-robot systems
(as the agents can be robots), and have been extensively studied since the early 1990s. For
example, Sugihara and Suzuki (1990, [92]) studied the distributed motion coordination of
multiple robots (see e.g.,Figure 1.3).

Figure 1.3: Multi-robots

In the recent years, many research topics in multi-agent systems have been actively
studied, such as consensus or agreement problems (2007, [73]), flocking (2006, [72]), forma-
tion control (2009, [117]), coverage control (2004, [16]), containment control (2011, [10]),
distributed estimation (2008, [126]), and others (see e.g., Figure 1.4).

Figure 1.4: Formation control
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In mathematics, a hybrid multi-agent system can be represented as a communication
network or directed graph [78], where all agents are regarded as the nodes and the inter-
action between two agents has been represented by the edge in a graph. This implies that
(vi, vj) ∈ E corresponds to an available information link from agent i to agent j. Besides,
each agent updates its current state based on the information received from its neighbours
(see e.g., Figure 1.5).

Figure 1.5: A communication network of a multi-agent system

As one of the most fundamental and important research topics in multi-agent coordina-
tion, consensus algorithms have received significant attention. The objective of consensus
algorithm is to design an appropriate control input based on the local information that
enables all agents to reach an agreement on some common features, which can be velocities,
positions, attitudes, and many other quantities. The original work of consensus problems
was proposed by Degroot (1974, [18]). In the recent years, many consensus algorithms
were proposed based on the dynamic model of agents. In 1995, for example, Vicsek et al
[98] presented the discrete time model of agents moving with the same speed and proved
by simulation that all agents can move to one direction. In 2003, Jadbabaie et al [40] used
the nearest neighbor rules for proving the model of Vicsek in [98]. Moreover, Wang et
al (2007, [116]) proposed the new method for solving consensus problem in discrete time
multi-agent systems with time-delays, more results about consensus seeking in discrete
time multi-agent systems can be seen in ([55], [6]) and references therein.

For continuous time dynamic agents, many consensus algorithms have been proposed,
such as in 2004, Olfati-Saber and Murray [74] showed the consensus results of continuous
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time dynamic agents with switching topology and time-delays. In addition, Ren and Beard
(2005, [80]) also studied the consensus in continuous time multi-agent systems and used
some concepts from graph theory and matrix theory to extend the results in [74], which
gave more relaxation conditions than the previous works. More results about consensus
seeking in continuous time multi-agent systems can be seen in ([122], [79]) and references
therein. Inspired by the result of Halloy et al ([32], 2007) who studied a group decision-

Figure 1.6: Group decision-making between robots and cockroaches [32]

making between animals and autonomous robots by proving that the group of autonomous
robots mixed with cockroaches can share shelter together under some conditions(see e.g.,
Figure 1.6). Hence, it is reasonable to study consensus problems in the dynamical systems
involving the interaction of continuous-time and discrete-time dynamics, which is typically
called as the hybrid systems (Antsaklis(2000), [4]). In particular, the study of consensus
problems under switching topologies have been actively attracted by many researchers, such
as in 2008, Sun et al [95] showed the average consensus results of dynamic agents with
switching topologies and time-varying delays. Moreover, Zheng and Wang (2015, [133])
studied the consensus of switched multi-agent systems. See more results for consensus
seeking of switched multi-agent systems in ([137], [124]) and extensive references.

According to the above discussion, most consensus problems have been studied only
when all the agents are discrete-time or continuous-time dynamic behaviours. As a re-
sult, Zheng et al (2017, [132]) introduced the consensus problems of hybrid multi-agent
systems (HMASs), where the continuous-time and discrete-time dynamic agents coexist
and interact with each other. This system has actively been studied my many groups of
researchers, such as, Zheng et al [134] who extended the consensus results of [132] into

5



the second order case in 2019. Furthermore, the consensus problems of hybrid multi-agent
systems with heterogeneous dynamics have been studied by Zhao et al [131] in 2020. See
more results about consensus problems in hybrid multi-agent systems in [67, 105, 87, 37]
and references therein.

However, in some real multi-agent systems, a state of agents may encounter some abrupt
changes (or agents exchange information to their neighbors instantaneously) at a certain
time moments and cannot be considered continuously, which the continuous-time consensus
algorithms cannot be applied. To deal with this problem, impulsive consensus protocols
have been introduced. The primary idea of the impulsive consensus method is based on
the strategy of impulsive control which is to change the state instantaneously at certain
instants, so it can reduce control cost and the amount of transmitted information dramat-
ically. Furthermore, impulsive control can deal with systems that cannot be controlled by
the continuous control methods or impossible to provide continuous control inputs. For
example, consider a multi-agent system where each agent represents a deep-space space-
craft. A consensus problem is to design a control law that allows all spacecrafts reach an
agreement upon certain quantity of interests, such as velocity, position, and direction. If
each spacecraft has only limited fuel supply, it cannot leave its engine on and exchange
information with the others continuously. Hence, it is more practical for the spacecrafts to
communicate with their neighbors once in a while at discrete moments which can be mod-
eled by impulsive consensus protocols. Consequently, impulsive consensus protocols have
been rapidly developed lately (see, e.g., [42, 26, 130, 127, 129, 65, 66, 68, 24, 107, 114, 115]).

The aforementioned works primarily focus on complete consensus problems, that is,
the consensus protocols are designed to ensure that the states of all agents converge to
a common value. However, up to date, in many practical problems, the states of agents
may converge to prescribed ratios rather than a common value, such as compartmental
mass-action systems [30], water distribution systems, and multiscale coordination control
between spacecrafts and their simulating vehicles on ground [28, 58]. In order to deal with
this problem Roy (2015, [81]) introduced a new type of consensus called ”scaled consensus”.
Different from the standard consensus that a group of agents seek to agree on a common
quantity depending on the states of agents, scaled consensus implies that the state of each
agent will converge to prescribed ratios in the asymptote.

In the recent years, scaled consensus problems have been attracted by many researchers,
for instance, scaled consensus problem of multi-agent systems under fixed and strongly
connected topology have been studied by Roy[81] in 2015. In 2017, Ebrahimkhani et al
[20] applied the idea of [81] to the descriptor multi-agent systems. Moreover, since time-
delay cannot be avoided in some real applications, some people extended scaled consensus
to the delayed multi-agent systems, such as Aghoblagh et al (2015, [1]), Aghoblagh et al
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(2016, [2]), Shang (2017, [84]), Ebrahimkhani and Hashemzadeh (2018, [21]), Xing and
Deng (2018, [123]).

On the other hand, scaled consensus problems have been broadly investigated in switch-
ing networks. For example, Meng and Jia (2016, [69]), Shang (2019, [86]), Chen et al (2020,
[11]), and Li et al (2020, [48]). Furthermore, scaled consensus problems have been extended
to heterogeneous systems by Liu et al (2016, [61]), and to the multiple non-identical lin-
ear autonomous agents by Cheng-Liu and Liu in 2017[62] and other problems (see, e.g.,
[83, 85, 128, 34, 35, 44, 53, 52]).

In the actual network, it can be seen that each agent receiving information from its
neighbors may has time delays induced by the distance among them, and sometimes has
self-delay obtained by processing its information. These delays will lead in general to a
reduction of the performance or instability of the system. Therefore, investigating the
time-delay problem of the multi-agent system comes to be important (see e.g.,[108, 121,
66, 63, 65]).

In some practical applications, it is important to drive the multi-agent systems (MASs)
to a desirable state as soon as possible. Therefore, the convergence rate is an important
indicator in the design of protocols. It is often required that the eventual consensus is
reached in a finite time, whether or not this depends on the initial configuration of the
system. Hence, the finite-time consensus problems have been actively studied in hybrid
dynamic systems, specifically, the switched system that consists of continuous-time and
discrete-time subsystems. For example, Jiang and Wang (2009, [41]) proved that the
multi-agent system under nonlinear interaction can reach the consensus state in finite
time. Lin, Yu and Chen (2016, [64]) proposed switching protocols to solve the finite-time
consensus of multi-agent systems. Besides, in 2017, Lin and Zheng [56] proposed the finite-
time consensus protocol to guarantee reaching consensus of switched multi-agent systems in
finite time and also studied fixed-time consensus problems of switched multi-agent systems.
See more works about finite-time consensus problems in MASs in [118, 119, 13, 94].

It is motivated by above discussion, this thesis aims to investigate some problems
in HMASs under such as (scaled) consensus problems and finite-time (scaled) consensus
problems, see the contributions of the thesis in the next section.
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1.2 Contribution of the thesis

The main contributions of this thesis are summarized as follows:

1. The considered hybrid multi-agent system is quite general as the system consists
of a group of continuous-time discrete-time dynamics agents that can interact with
each other which can be utilized to model the practical networking agent systems.
Furthermore, it can be seen that if there is no continuous (or discrete) time dynamic
agents, the system is a discrete (or continuous) system. Moreover, we also investigate
the (scaled) consensus problems of nonlinear (hybrid) multi-agent systems.

2. According to above discussion, the consensus results are guaranteed only on the
situation that the interactions among agents occur at the sampling times tk [132],
but in real applications the communications among continuous-time dynamic agents
can happen in real time. To deal with this problem, we introduce the impulsive
consensus protocols and show that the system reaches consensus under appropriate
conditions.

3. Since time-delay and external perturbations cannot be avoidable in some practical
problems and the communication delays have not been studied in hybrid multi-agent
system yet, so the consensus problems of hybrid multi-agent system with communi-
cation delays and impulsive delays have been studied. In addition, scaled consensus
problems of multi-agent systems with external perturbation are also investigated.

4. Compared with the usual consensus problems focus on reaching an agreement on a
common quantity, the scaled consensus problem means that the state of each agent
will converge to a prescribed ratio in the asymptote, which implies the generalization
of consensus. In addition, by selecting appropriate scalar scales, the scaled consensus
problem can solve the group consensus problems, bipartite consensus problems, etc.

5. As mentioned above, an impulsive control method is a powerful control method,
in particular, when an agent exchanges information instantaneously and cannot be
considered continuously. To the best of our knowledge and from the previous works
[81, 20, 1, 2, 84, 21, 123, 69, 86, 11, 48, 61, 62, 83, 85, 128, 34, 35, 44], the impulsive
control has not been studied on scaled consensus problems yet. This work aims to
investigate scaled consensus problems by using the impulsive consensus protocols.
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6. Inspired by the above discussion and aforementioned works [118, 119, 13, 94, 64, 56],
this work also studies the finite-time scaled consensus problems of hybrid multi-agent
systems via impulsive control and multi-agent systems with impulsive perturbations,
respectively.

7. The communication among agents may change over the time because of link or node
failure, package drops etc, which can happen randomly and cannot avoid in some
practical problems. Hence, in this work, we extend the scaled consensus ideas to the
hybrid multi-agent systems over random networks.

1.3 Thesis Organization

The organization of this thesis is summarized as follows.

In Chapter 1, the introduction of this thesis is given. Chapter 2 introduces the nota-
tions, the mathematical background information of algebraic graph theory, matrix theory
and the Kronecker product, hybrid multi-agent systems, and consensus problems. More-
over, the stabilization, Razumikhin techniques, impulsive mechanism, some useful defini-
tions, lemmas, and properties are also provided in this chapter.

In Chapter 3, consensus problems of hybrid multi-agent systems including with the
nonlinear and linear dynamics have been investigated. Moreover, the consensus of hybrid
multi-agent systems with and without communication delays have also been studied.

In Chapter 4, we study scaled consensus problems of hybrid multi-agent systems with
and without communication delays, scaled consensus problems of multi-agent systems un-
der fixed and switched topologies via impulsive protocols and also for the systems with
external perturbations.

In Chapter 5, the finite-time consensus and finite-time scaled consensus problems of hy-
brid multi-agent systems have been studied, respectively. Moreover, the finite-time scaled
consensus of multi-agent systems with impulsive perturbations have also been studied in
this chapter.

In Chapter 6, we apply the ideas of scaled consensus problems into the hybrid multi-
agent systems over random networks.

In Chapter 7, we summarize the results and also discuss some future research directions
along the line of this thesis.
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Chapter 2

Background

This chapter establishes the basic knowledge and notations to understand the thesis. Con-
sensus is usually studied through graph theoretical methods and matrix theory. Hence, a
short summary on the subjects are presented as follows.

2.1 Notations

Throughout the thesis, we denote by R the real number set, N the positive integer set,
Rn the n− dimensional real vector space. For a given vector y = [y1, y2, . . . , yn] ∈ Rn, yT

denotes its transpose. A vector is non-negative if all its elements are non-negative. The
Euclidean norm (also called the vector magnitude, Euclidean length, or 2-norm) of a vector
y with n elements is defined by ∥y∥ =

√∑n
i=1 y

2
i . The 1n and 0n are the column vector

with all entries are equal to one and zero, respectively. In is an n−dimensional identity
matrix and the diagonal matrix with diagonal elements being a1, a2, ..., an is denoted by
diag {a1, a2, ..., an}.

Furthermore, Rn×n stands for the set of n × n matrix, for the matrix B = [bij]n×n ∈
Rn×n, BT and B−1 denote its transpose and inverse of the matrix B, respectively. The

spectral norm of B is defined by ∥B∥ =
√
λmax(BBT ). A matrix B = [bij]n×n is said to

be non-negative, denoted by B ≥ 0, if all its entries are non-negative. If B > 0, then B is
symmetric positive definite, i.e., xTBx > 0, for all x ∈ Rn,x ̸= 0. The notation ⊗ denotes
the Kronecker product.
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2.2 Algebraic Graph Theory

Generally, the consensus problem is strongly related to graph theory and use intensely
graph theoretical methods for description and analysis of networks (e.g., [74, 80, 73]).
Hence, some basic notions of the subject are presented based on the quoted works and
specialized books as [15, 39] in this section. The following definitions are modified for the
purpose of this thesis from the standard notions of graph theory.

Definition 2.2.1. A directed graph (or digraph) with n nodes is denoted by G = (V , E ,A),
where

• V = {v1, v2, ..., vn} is a set of vertices,

• E = {eij = (vi, vj)} ⊆ V × V is a set of edges, and

• A = [aij]n×n is a weighted adjacency matrix.

Note that in a directed graph, all edges have unique direction and each edge is described
as an ordered pair of vertices (vi, vj) representing and edge that starts at vertex i and
terminates at vertex j, and there is one-way adjacency between the ordered pairs (see
Figure 2.1 for the example of a directed graph).

Figure 2.1: A directed graph G with 6 vertices
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On the other hands, an undirected graph is described to be a graph with collection of
vertices connected in a way where all the edges are bidirectional, and there is no orientation.
In other words, if we consider the ordered pair (vi, vj) is the same as (vj, vi). Figure 2.2
shows the example of the undirected graph.

Figure 2.2: An undirected graph with 6 vertices

In the context of this thesis, the nodes correspond to agents, and the information flow
from agent i to j is represented by the edge of a communication network denoted by eij
or (vi, vj). Moreover, in this thesis we do not consider information flow from an agent to
itself and assume that underlying information graph is simple.

Definition 2.2.2. The in-degree of node vi denoted by degin(vi) is defined as the number
of edges which are coming into vi and the out-degree of vi denoted by degout(vi) is the
number of its outgoing edges.

Definition 2.2.3. A graph is said to be balanced if the out-degree and in-degree of each
node are equal i.e., degin(vi) = degout(vi), for all vi ∈ V .

Definition 2.2.4. The set of all neighbors of a node vi ∈ V in a directed graph G is
denoted by Ni = {j : (vi, vj) ∈ E}.

Definition 2.2.5. A directed path of G is a sequence of edges (v1, v2), (v2, v3), (v3, v4), . . .
in a digraph G.

Definition 2.2.6. A digraph G is said to be strongly connected if there is a directed path
connecting any two arbitrary nodes in G.
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Definition 2.2.7. A directed tree is a digraph such that there is only one root (that is, no
edge points to this vertex) in it, and every vertex except the root has exactly one parent.
Moreover, if a directed tree connects all the vertices of a graph G, it is called as a directed
spanning tree. Obviously, a graph may have more than one spanning tree ( Figure 2.3
shows an example of a spanning tree of a digraph G in Figure 2.1).

Figure 2.3: A spanning tree of G in Figure 2.1

Furthermore, an undirected tree is the undirected graph where all the nodes can be
connected by the way of a single undirected path. A directed tree is defined as spanning
when it connects all the nodes in the graph and a graph is said to have or contain a
directed spanning tree if a subset of the edges forms a directed spanning tree. This is
equivalent to saying that the graph has at least one node with directed paths to all other
nodes. For undirected graphs, the existence of a directed spanning tree is equivalent to
being connected. However, in directed graphs, the existence of a directed spanning tree is
a weaker condition than being strongly connected. A strongly connected graph contains
at least one directed spanning tree.

13



Associated with the communication graph is its adjacency matrix denoted by A =
[aij]n×n, where the element aij denotes the connection between the agent i and agent j. As
mentioned earlier, in our work graph is simple (there is no self-loops) and therefore aii = 0.
Thus, for i ̸= j,

aij =

{
1, if (vi, vj) ∈ E
0, otherwise.

It can be seen that the structure of a weighted graph can be represented by adjacency
matrix. Hence, one can study, using algebraic graph theory, all the properties of a graph
by only looking at its associated adjacency matrix. Two of these properties are weighted
in-degree and out-degree of node vi that are defined respectively as follows

degin(vi) =
n∑
i=1

aji

and

degout(vi) =
n∑
i=1

aij.

Additionally, if the adjacency matrix of a graph is symmetric, then the graph is undi-
rected. Another matrix that we may assign to a weighted graph is Laplacian matrix
and it is one of the most important matrices in studying of multi-agent systems. It is
denoted by L = D −A, where D denotes diagonal weighted out-degree matrix defined by
D = [dij]n×n, where

dij =

{
degout(i), if i = j

0, otherwise.
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For example, consider the undirected graph G with 6 vertices as shown in Figure 2.4.
Then,the degree matrix of G can be demonstrated as follows:

Figure 2.4: An undirected graph G with 6 vertices
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Hence, the Laplacian matrix of G can be calculate as follows:

The following properties are some characteristics of the Laplacian matrix for undirected
connected graph G that are applicable to the multi-agent systems obtained from [113]:

• L is a symmetric matrix.

• L consists of n non-negative, real-valued eigenvalues (0 = λ1 ≤ λ2 ≤ · · · ≤ λn),
where the minimum eigenvalue is zero.

• Row sum of the Laplacian matrix for each row is equal to zero i.e., L1n = 0 with a
vector 1n = (1, . . . , 1)T . In addition, since G is undirected and connected, the column
sum of the Laplacian matrix for each column is equal to zero i.e., 1TnL = 0, where
1n = (1, . . . , 1)T .

2.3 Matrix Theory

In this section, some mathematical notations and basic definitions from matrix theory that
will be used in the remainder of this thesis are provided. The main references in this section
are [39, 60].

2.3.1 Stochastic Matrix

For the set of nonnegative matrices, we define an order as follows:

• The matrix A = [aij] is said to be a non-negative matrix if all the elements of A are
equal to or greater than zero i.e., aij ≥ 0 for all i, j.
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• If A and B are non-negative matrices, then A ≥ B implies A−B is a nonnegative
matrix.

• A is a stochastic matrix if A is non-negative and all its row sums are equal to one.

• A stochastic matrix P is called indecomposable and aperiodic (SIA) if there exists
a column vector y such that limk→∞Pk = 1ny

T , where 1n = (1, 1, ..., 1)T is a n × 1
vector.

The following results are interesting lemmas corresponding to the Stochastic matrix and
the SIA matrix that will be used in this thesis.

Lemma 2.3.1. [80] Let A = [aij]n×n be a stochastic matrix. If A has an eigenvalue λ = 1
with algebraic multiplicity equal to one, and all the other eigenvalues satisfy |λ| < 1, then
A is SIA, that is,

lim
k→∞

Ak = 1ny
T ,

where y satisfies ATy = y and 1Tny = 1. Furthermore, each element of y is non-negative.

Lemma 2.3.2. [132] Let H = diag{h1, h2, ..., hn} and 0 < hi <
1
dii
, i ∈ In. Then,

In −HL is SIA, i.e., lim
k→∞

[In −HL]k = 1ny
T

if and only if graph G has a spanning tree. Furthermore, [In−HL]Ty = y, 1Tny = 1 where
each element of y is non-negative.

2.3.2 Kronecker product

The Kronecker product is an operation performed on two matrices or vectors with a random
size in which results in a block matrix. This operation is denoted with symbol ⊗. For
example, let A = [aij] ∈ Rm×n and B = [bij] ∈ Rp×q. Then, the Kronecker product of A
and B denoted by A⊗B is defined as follows [91]:

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...

...
. . .

...
am1B am2B · · · amnB

 (2.1)

Let A = [aij] ∈ Rm×n, B = [bij] ∈ Rp×q, C = [cij] ∈ Rn×k and D = [dij] ∈ Rq×r, some
important properties of the Kronecker product used in this thesis are as follows [39]
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• A⊗ (B+C) = A⊗B+A⊗C

• (A+B)⊗C = A⊗C+B⊗C

• (βA)⊗B = A⊗ (βB) = βA⊗B

• (A⊗B)⊗C = A⊗ (B⊗C)

• (A⊗B)T = AT ⊗BT

• (A⊗B)−1 = A−1 ⊗B−1

• (A⊗B)⊗ (C⊗D) = AC⊗BD

• If A and B are (semi-)positive definite, then A⊗B is also (semi-)positive definite.

2.4 Multi-agent systems

In this section the correlation between algebraic graph theory and cooperative control of
multi-agent is presented. To introduce hybrid multi-agent systems we first need to define
agents.

Definition 2.4.1. An agent is a dynamical system with a state vector which evolves
through time based on its past value and a control input vector. Here, the state of the
agents is not dependent on any other agent, but control input is a function of the agent
and some other agents state vectors.

Definition 2.4.2. A multi-agent system is a set of agents that exchange information and
collaborate to each other based on a common control strategy to achieve a goal as a single
entity which cannot be done by each agent alone.

As mentioned in the previous chapter, multi-agent systems have been attractively stud-
ied in the recent years because of various applications in many areas (see [92, 16, 72, 73,
126, 10]). If the communication among agents allows continuous information sharing, the
system could be modelled as a continuous-time multi-agent system and the dynamics of
each agent can be described as follows[80]:

ẋi(t) = ui(t), (2.2)
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on the other hand, if the communication among agents allows discrete-time information
sharing, the system could be modelled as a discrete-time multi-agent system and the dy-
namics of each agent can be described as follows[80]:

xi(k + 1) = xi(k) + ui(k), k ∈ N, (2.3)

where xi(t) ∈ R and ui(t) ∈ R are the state and control input of agent i at time t,
respectively.

Next, we introduce the formal definition of hybrid multi-agent systems based on the
continuous-time and discrete-time dynamics agents as follows.

Definition 2.4.3. A hybrid multi-agent system is a set of agents consisting of continuous-
time dynamics agents and discrete-time dynamics agents that can exchange information
and collaborate to each other based on a control strategy to achieve a goal.

2.5 Consensus problem

According to the previous section, one of the most attractive problems in multi-agent
systems is consensus that aims to design distributed control protocols to drive a group
of agents to achieve agreement on states, such as position and velocity[80]. Next, some
important definitions from [80] that are the key to understand consensus algorithm are
introduced.

Definition 2.5.1. (Distributed Control Protocols [80]):
The control given by ui = gi(xi1 , xi2 , . . . , ximi

) for some function gi(·) is said to be dis-
tributed if mi < N for all i, that is, the control input of each node depends on some proper
subset of all the nodes. It is said to be a protocol with topology G if ui = gi(xi, xj|j ∈ Ni),
that is, each node can obtain information about the state only of itself and its neighbors
in Ni

Definition 2.5.2. (Consensus Problem [80]): Find a distributed control protocol that
drives all states to the common value, that is, xi = xj,∀i, j: this value is called consensus
value.

Definition 2.5.3. The protocol ui is said to solve the consensus problem if for any initial
conditions,

lim
t→∞

∥xi(t)− xj(t)∥ = 0, for all i, j.

In the recent years, many consensus algorithms were proposed to solve the consensus
problems based on the dynamic model of agents [40, 116, 55, 6].
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2.6 Useful Definitions Lemmas and Properties

In this section, we introduce some useful definitions, Lemmas and properties that are used
in this thesis.

Definition 2.6.1. [26] (Mirror Graphs) Let G = (V , E ,A) be a weighted digraph and Ẽ
be the set of reverse edges of G obtained by reversing the order of nodes of all the pair in
E . The mirror of G is denoted by Ĝ = (V , Ê , Â) with the same set of nodes as G, the set of
edges Ê = E

⋃
Ẽ , and the symmetric adjacency matrix Â = [âij]n×n with elements

âij = âji =
aij + aji

2
≥ 0.

Definition 2.6.2. [15] Let G be an undirected graph with the Laplacian matrix L, the
algebraic connectivity is defined as

λ2(L) = min
x̸=0, 1T x=0

xTLx
xTx

,

where λ2(L) is the second smallest eigenvalue of L.

Definition 2.6.3. [23] Let A be a Hermitian positive definite matrix of size n. For n
nonzero vectors p1, . . . , pm ∈ Rn, if

< Api, pj >= 0, i ̸= j, i, j = 1, 2, . . . ,m,

then p1, . . . , pm is called A-conjugate, where < ·, · > denote the vector inner product.

Proposition 1. [82] Let G = (V , E ,A) be a digraph with an adjacency matrix A = [aij]
satisfying aii = 0, ∀i. Then, all the following statements are equivalent:
i) G is balanced,
ii) 1TL = 0, and
iii)

∑n
i=1 ui = 0, ∀x ∈ Rn with u = −Lx.

Lemma 2.6.1. [74] Let L be the Laplacian matrix of a directed graph G and Ĝ be the mirror
graph of G. Then

L̂ = Sym(L) = 1

2
(L+ LT )

is a valid Laplacian matrix for Ĝ if and only if G is balanced.

Next, lemmas regarding the properties of the Laplacian matrix and having a spanning
tree of a network play an important role in the analysis of consensus of multi-agent systems:
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Lemma 2.6.2. [79] Given a directed graph G with Laplacian Matrix L, L has at least one
zero eigenvalue with an associated eigenvector 1n, and all the nonzero eigenvalues are in
the open right half plane. Furthermore, L has exactly one zero eigenvalue if and only if
the G contains a directed spanning tree.

Lemma 2.6.3. [111] Let P1, P2, . . . , Pn be a finite set of SIA matrices with the property that,
for each sequence Pi1 , Pi2 , . . . , Pik of positive length, the matrix product Pi1 · Pi2 · · ·Pik is
SIA. Then, for each infinite sequence Pi1 , Pi2 , . . . , Pik , . . . , there exists a column vector y
such that limk→∞ Pik · Pik−1

· · ·Pi1 = 1ny
T .

Lemma 2.6.4. [40] Let G be a digraph and Gi1 ,Gi2 , . . . ,Gik be directed graphs. If
k⋃
j=1

Gij ⊂ G

has a spanning tree, then the matrix product Pik · Pik−1
· · ·Pi1 is SIA, where Pij is a

stochastic matrix corresponding to each directed graph Gij .
Lemma 2.6.5. [40] Let Ḡ be a set of all possible interaction graphs for the multi-agent

networks based on the impulsive system. If
k⋃
j=1

Gij ⊂ Ḡ has a spanning tree and Pti is

a stochastic matrix corresponding to each directed graph Gti , then the matrix product
ePtk

∆tk · ePtk−1
∆tk−1 · · · ePt1∆t1 is SIA, where ∆ti > 0 are bounded.

Lemma 2.6.6. [80] A stochastic matrix has algebraic multiplicity equal to one for eigenvalue
λ = 1 if and only if the graph associated with matrix has a spanning tree. Furthermore, a
stochastic matrix with positive diagonal elements has the property that |λ| < 1 for every
eigenvalue not equal to one.

Lemma 2.6.7. [80] Let A = [aij]n×n be a stochastic matrix. If A has an eigenvalue λ = 1
with algebraic multiplicity equal to one, and all the other eigenvalues satisfy |λ| < 1, then
A is SIA, that is, limk→∞ Ak = 1ny

T ,where y is nonnegative and satisfies ATy = y,
1Tny = 1.

Lemma 2.6.8. [41] Suppose function ϕ : R2 → R satisfies ϕ(xi, xj) = −ϕ(xj, xi), i, j ∈
IN , i ̸= j. Then, for any undirected graph G and a set of numbers y1, y2, . . . , yN ,

N∑
i=1

∑
j∈Ni

aijyiϕ(xj, xi) = −1

2

∑
(vi,vj)∈E

aij(yj − yi)ϕ(xj, xi).

Lemma 2.6.9. [49] For xi ∈ R, i = 1, 2, . . . , n, 0 < p ≤ 1, then( n∑
i=1

|xi|
)p

≤
n∑
i=1

|xi|p ≤ n1−p
( n∑
i=1

|xi|
)p
.
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Lemma 2.6.10. [72] For a connected undirected graph G, the Laplacian matrix L of G has
the following properties.

1. For any x = [x1, . . . , xn]
T ∈ Rn,

xTLx =
1

2

n∑
i,j=1

aij(xj − xi)
2 =

1

2

n∑
i=1

∑
j∈Ni

aij(xj − xi)
2;

2. 0 is a simple eigenvalue of L and 1n is the associated eigenvector;

3. If the eigenvalues of L are denoted by 0 ≤ λ1 < λ2 ≤ · · · ≤ λn, then the second
smallest eigenvalue λ2 > 0. Furthermore, if 1Tnx = 0, then xTLx ≥ λ2x

Tx.

Lemma 2.6.11. [135] Let L be the Laplacian matrix of a connected undirected graph G
with N vertices and 0 ≤ λ1 < λ2 ≤ · · · ≤ λN be the eigenvalues of L. Then,
(1) the eigenvalues of L2 are 0 ≤ λ21 < λ22 ≤ · · · ≤ λ2N ;
(2) if η ≥ 1, then L2 ≤ ηλNL.
Lemma 2.6.12. [73] Consider a network of agents xi(k + 1) = xi(k) + ui(k) with topology
G applying the distributed consensus algorithm

xi(k + 1) = xi(k) + h
n∑
j=1

aij[xj(k)− xi(k)],

where 0 < h < 1/∆ and ∆ is the maximum degree of the network.
Let G be a strongly connected digraph. Then,
(i) a consensus is asymptotically reached for all initial states;
(ii) the group decision value is x̄ =

∑
iwixi(0), where

∑
iwi = 1;

(iii) if the digraph is balanced, an average-consensus is asymptotically reached and x̄ =
1

n

∑
i

xi(0).

Lemma 2.6.13. [5] Let A be a Hermitian positive definite matrix of size n. Then the
conjugate gradient algorithm finds the solution of Ax = b within n iterations in the
absence of roundoff errors.

Lemma 2.6.14. [15, 74] Let L be the Laplacian of an undirected graph G with N vertices,
λ1 ≤ λ2 ≤ · · · ≤ λN be the eigenvalues of L. Then
(1) 0 is an eigenvalue of L and 1N is the associate eigenvector, that is, L1N = 0;
(2) If G is connected, then λ1 = 0 is the algebraically simple eigenvalue of L and
(3) If 0 is the simple eigenvalue of L, then it is an n−multiplicity eigenvalue of L⊗ In and
the corresponding eigenvalues are 1N ⊗ ei, i = 1, 2, . . . , n.
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2.7 Stabilization

As one of the most crucial issues in dynamical system analysis, stability of solutions of the
dynamical systems has been widely studied in the dynamic systems and control commu-
nity(see, e.g., [31, 9, 71, 100, 102, 29, 101, 76]).

Generally, solving consensus problem in multi-agent systems, we can always transform
the network models into the equivalent consensus error system, then study the asymptotic
stability of the trivial state of the error system. It has been shown that the Lyapunov’s sta-
bility method can be extended to analyze the stability of dynamical systems by employing
a positive definite function V (t). Thus, the consensus problem of hybrid multi-agent sys-
tems becomes the stability problem of the error system. However, due to the complexities
of node dynamics and topological structures of networks, all the nodes cannot achieve the
goal themselves. Therefore, appropriate consensus protocols are introduced to guarantee
reaching consensus of the systems.

2.7.1 Stability via Razumikhin techniques

In this section, we introduce the stabilization of the systems via Razumikhin techniques
being used to prove one of our main results.

Let t0 < t1 < t2 < · · · < tk < · · · with limk→∞tk = ∞. Consider the impulsive
functional differential equation{

x′(t) = f(t, xt), t ≥ t0,

x(tk) = Jk(x(t
−
k )), k ∈ N,

(2.4)

where N is the set of all positive integers, f : [t0,∞)×PC → Rn and Jk(x) : S(ρ) → Rn for
each k ∈ N, and PC = PC([−τ, 0],Rn) = {ϕ : [−τ, 0] → Rn, ϕ(t) is continuous everywhere
except at a finite nuber of points t̄ at which ϕ(t̄+) and ϕ(t̄−) exist and ϕ(t̄+) = ϕ(t̄)},
S(ρ) = {x ∈ Rn : |x| < ρ}, and x′(t) denotes the right-hand derivative of x(t).
For each t ≥ t0, xt ∈ PC is defined by xt(r) = x(t + r), −τ ≤ r ≤ 0. For ϕ ∈ PC, the
norm of ϕ is defined by ∥ϕ∥ = sup−τ≤r≤0|ϕ(r)|, where | · | denotes the norm of the vector
in Rn.

Throughout this work, we assume that there exists a ρ1 > 0, ρ1 ≤ ρ such that x ∈ S(ρ1)
implies Jk(x) ∈ S(ρ) for all k ∈ N . Let K,K∗and Ω be defined by

K = {w ∈ C(R+, R+), strictly increasing and w(0) = 0},
K∗ = {ψ ∈ K,ψ(s) < s for s > 0},
Ω = {H ∈ C(R+, R+), H(0) = 0, H(s) > 0 for s > 0}.

23



Lemma 2.7.1. [125]Assume that there exist functions V ∈ V0, w1, w2 ∈ K,ψ ∈ K∗ and
H ∈ Ω such that

(i) w1(|x|) ≤ V (t, x) ≤ w2(|x|), for (t, x) ∈ [t0,∞)× S(ρ)
(ii) for all x ∈ S(ρ1) and k ∈ N ,

V (tk, Jk(x)) ≤ ψ(V (t−k , x)).

(iii) For any solution x(t) of Eq.(2.4), V (t+ s, x(t+ s)) ≤ ψ−1(V (t, x(t))),
−τ ≤ s ≤ 0, implies that

D+V (t, x(t)) ≤ g(t)H(V (t, x(t))),

where g : [t0,∞) → R+ locally integrable, ψ−1 is the inverse function of ψ.
(iv) H is nondecreasing and the exist constants α2 ≥ α1 > 0 and η > 0 such that for

all k ∈ N and µ > 0,

α1 ≤ tk − tk−1 ≤ α2 and

∫ µ

ψ(µ)

du

H(u)
−
∫ tk

tk−1

g(s)ds ≥ η.

Then, the zero solution of Eq.(2.4) is uniformly asymptotically stable.

2.7.2 Impulsive mechanism

Discrete-time linear impulsive system

Consider the following impulsive system{
x(tk+1) = Ax(tk), tk ̸= tl,

∆x(tl) = x(t+l )− x(t−l ) = Bkx(tl), tk = tl, k, l ∈ N,
(2.5)

where x(tk) ∈ Rn, A,Bk ∈ Rn×n. The discrete time instant tk satisfy 0 ≤ t0 < t1 <
t2 < · · · < tk < . . . and limk→∞ tk = ∞. ∆x(tk) = x(t+k ) − x(t−k ), x(t

+
k ) = lim

t→t+k

x(tk) and

x(t−k ) = lim
t→t−k

x(tk). Without loss of generality, we assume that lim
t→t+k

x(tk) = x(tk), which

implies that the solution x(t, t0, x0) is right continuous at time tk. Then,

x(t, t0, x0) = A(t−tk)
k∏
i=1

(In +Bi)A
(ti−ti−1)x(0), (2.6)
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where tk ≤ t < tk+1, k ∈ N+.

Lemma 2.7.2. [46] All solutions of system (2.5) are asymptotically stable if the following
conditions are satisfied:
(H1) 0 < α1 ≤ tk − tk−1 ≤ α2 <∞,
(H2) ||(In +Bk)A

(tk−tk−1)|| ≤ b < 1, k ∈ N+.

Continuous-time linear impulsive system

Consider the following impulsive system{
ẋ(t) = Ax(t), t ̸= tk,

∆x(tk) = Bkx(tk), k ∈ N,
(2.7)

where x(t) ∈ Rn, A,Bk ∈ Rn×n. The discrete time instant tk satisfy 0 ≤ t0 < t1 <
t2 < · · · < tk < . . . and limk→∞ tk = ∞. ∆x(tk) = x(t+k ) − x(t−k ), x(t

+
k ) = lim

t→t+k

x(tk) and

x(t−k ) = lim
t→t−k

x(tk). Without loss of generality, we assume that lim
t→t+k

x(tk) = x(tk), which

implies that the solution x(t, t0, x0) is right continuous at time tk. Then,

x(t, t0, x0) = eA(t−tk)
k∏
i=1

(In −Bi)e
A(ti−ti−1)x(0), (2.8)

where tk ≤ t < tk+1, k ∈ N+.

Lemma 2.7.3. [46] All solutions of system (2.7) are asymptotically stable if the following
conditions are satisfied:
(H1) 0 < α1 ≤ tk − tk−1 ≤ α2 <∞,
(H2) ||(In +Bk)e

A(tk−tk−1)|| ≤ b < 1, k ∈ N+.

Lemma 2.7.4. [70] Consider the nonlinear impulsive dynamical system given by{
ẋ(t) = fc(x(t)), x(0) = x0, (t,x(t)) /∈ S for t ∈ Ix0 ,
∆x(t) = fd(x(t)), (t,x(t)) ∈ S,

(2.9)

where t ≥ 0, x(t) ∈ D ⊆ Rn, D is an open set with 0 ∈ D, fc : D → Rn is continuous,
fd : S → Rn is continuous, and S ⊂ [0,∞)×D is the resetting set.
Assume there is a continuously differentiable function V : D → R+, satisfying
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V (0) = 0, V (x) > 0, x ∈ D, x ̸= 0, and{
V ′(x)fc(x) ≤ −γ(V (x))α, x /∈ Z,
V (x+ fd(x) ≤ V (x), x ∈ Z,

(2.10)

where Z ⊂ D, γ > 0, α ∈ (0, 1). Then the zero solution x(t) ≡ 0 to (2.9) is finite-time
stable. In addition, if D = Rn, V (·) is radially unbounded, then the zero solution x(t) ≡ 0
to (2.9) is globally finite-time stable.
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Chapter 3

Consensus of Hybrid multi-agent
systems

This chapter studies consensus problems of hybrid multi-agent systems (HMASs) under
fixed topologies. By introducing the impulsive consensus protocols to the continuous-
time dynamics agents with and without communication delays, the consensus problems of
HMASs are, respectively, solved in Section 3.2 and Section 3.3. In Section 3.2, the consensus
protocol for hybrid multi-agent systems with no communication delays is proposed. In
Section 3.3, the consensus protocol for hybrid multi-agent systems with communication
delays is studied. In particular, we assume that the communication between continuous-
time dynamic agents have delays, but the communication among discrete-time dynamic
agents has no delay and the communication between the discrete-time dynamic agents and
the continuous-time dynamic agents has also no delay. In addition, we also study consensus
problems when the dynamics of agents are linear (called linear hybrid multi-agent systems
(LHMASs)) and nonlinear (called nonlinear hybrid multi-agent systems (NHMASs)) in
Section 3.4 and Section 3.5, respectively. In Section 3.6, numerical examples are provided
to illustrate the effectiveness of the theoretical results.

3.1 Problem formulation

In this section, we assume that the hybrid multi-agent system consists of n agents
which are continuous-time and discrete-time dynamic agents, labelled 1 through n, where
the number of continuous-time dynamic agents is c, c < n. Without loss of generality,
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we assume that agent 1 through c are continuous-time dynamic agents. Moreover, Ic =
{1, 2, 3, ..., c}, In\Ic = {c + 1, c + 2, c + 3, ..., n}. Then, each agent has the dynamics as
follows: {

ẋi(t) = ui(t), for i ∈ Ic,
xl(tk+1) = xl(tk) + ul(tk), tk = kh, k ∈ N for l ∈ In\Ic,

(3.1)

where h is the sampling period, xi ∈ R and ui ∈ R are the state and control input of agent
i, respectively. The initial conditions are xi(0) = xi0, and x(0) = [x10, x20, ..., xn0]

T .
Moreover, the hybrid multi-agent system (3.1) is modelled as a connected directed

graph, where all agents are regarded as the nodes and the interaction between two agents
has been represented by the edge in a graph. This implies that (vi, vj) ∈ E corresponds
to an available information link from agent i to agent j. Besides, each agent updates
its current state based on the information received from its neighbours. Furthermore, we
suppose that there exists communication behaviour as in hybrid multi-agent system (3.1),
that is, there are agent i and agent j which make aij > 0.

Definition 3.1.1. The hybrid multi-agent system (3.1) is said to reach consensus if for
any initial conditions,

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, for i, j ∈ In, (3.2)

and

lim
t→∞

∥xi(t)− xj(t)∥ = 0, for i, j ∈ Ic. (3.3)

According to the results of Zheng et al.[132], two classes of consensus protocols were
proposed for solving consensus in hybrid multi-agent systems if all agents communicate with
their neighbours and update their control inputs in the sampling time tk. In this section,
the consensus problems of hybrid multi-agent systems with and without communication
delays have been studied when the continuous-time dynamic agents can interact with their
neighbors in real time. By using graph theory, matrix theory and Lyapunov method, the
consensus results of hybrid multi-agent systems can be guaranteed under some necessary
and sufficient conditions.
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3.2 Consensus of HMASs with no communication de-

lays

In this section, we assume that all continuous-time dynamic agents communicate with
their neighbours and update their control inputs in real time, while all discrete-time dy-
namic agents communicate with their neighbours and update their control inputs at a
sampling time tk. In addition, the interactions between the discrete-time dynamic agents
and the continuous-time dynamic agents happen only at t = tk.

In this work, we assume that the hybrid multi-agent system (3.1) has been modelled as
a connected digraph G = Gc ∪ Gd ∪ G ′, where Gc, Gd, G ′ are the communication networks
of continuous-time dynamic agents, discrete-time dynamic agents, and the interactions
between each other, respectively. Then the consensus protocol for the hybrid multi-agent
system (3.1) is defined as follows: for t ∈ (tk−1, tk],

ui(t) =
∑
j∈Ni

aij[xj(t)− xi(t)] +
∞∑
k=1

∑
s∈N ′

i

a′is[xs(t)− xi(t)]δ(t− tk), for i ∈ Ic

ul(tk) = h
∑
j∈Nl

blj[xj(tk)− xl(tk)], for l ∈ In/Ic

(3.4)
where A = [aij] and B = [blj] are the weighted adjacency matrices associated with the
graph Gc ∪G ′ and Gd ∪G ′, respectively. Moreover, h = tk − tk−1 is the sampling period, Ni

and N ′
i are the neighbor sets of i in Gc ∪ G ′ at time t ̸= tk and t = tk, respectively. Nl is a

neighbor set of agent l in Gd ∪ G ′ at time tk and δ(·) is the Dirac delta function; i.e.,

δ(t− tk) =

{
1, t = tk

0, t ̸= tk.

To establish our main results, some assumptions are provided as follows:

(A1) 0 < h <
1

maxi∈In{dii}
;

(A2) there exists a constant 0 < α ≤ 1 such that

(1− α)I− L′ − L′T + L′TL′ ≤ 0,

where L′ is the Laplacian matrix of Gc ∪ G ′ at t = tk.

Now, we are in the position to introduce our main result.
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Theorem 3.2.1. Let G be a directed connected communication network of the hybrid multi-
agent system (3.1). Assume that the assumptions (A1) and (A2) hold. Then, the hybrid
multi-agent system (3.1) with the protocol (3.4) reaches consensus if and only if Gc ∪ G ′

and Gd ∪ G ′ are both balanced and contain a spanning tree.

Proof. (Sufficiency) First of all, consider for each i ∈ Ic. Without loss of generality, we
assume that all discrete-time dynamic agents have interacted with some continuous-time
dynamic agents. Hence, the system (3.1) with the protocol (3.4) can be described as an
impulsive system on the communication network Gc∪G ′ with n nodes, where n = |Gc∪G ′|.

For simplicity of presentation, agents which maintain communication with agent i for
a period of time are called as regular neighbors of agent i, while the agents which maintain
information exchange at impulsive time are called impulsive neighbors of agent i. The
sets of regular neighbors and impulsive neighbors of agent i are denoted by Ni and N ′

i ,
respectively. In addition, let D be diagonal matrix with the out-degree of each vertex along
the diagonal, where the out-degree of node i is denoted by

∑
j∈Ni

aij. Then, the Laplacian
matrix of Gc ∪ G ′ at t ̸= tk is denoted by L = [lij]n×n, defined as L = D −A, where

lij =


∑
j∈Ni

aij, i = j

−aij, i ̸= j.

On the other hand, for t = tk, the out-degree of node i is denoted by
∑

j∈N ′
i
a′ij. Then, the

Laplacian matrix of Gc ∪ G ′ at t = tk is denoted by L′ = [l′ij]n×n, where

l′ij =


∑
j∈N ′

i

a′ij, i = j

−a′ij, i ̸= j.

Hence, for i ∈ Ic, the system (3.1) with the protocol (3.4) can be written as an impulsive
system on the communication network Gc ∪ G ′ with n nodes as follows:


ẋi(t) =

∑
j∈Ni

aij[xj(t)− xi(t)], t ̸= tk,

∆xi(tk) =
∑
j∈N ′

i

a′ij[xj(tk)− xi(tk)],
(3.5)

where t ∈ R+, xi(t) ∈ R is the state of agent i at time t, i = 1, 2, ..., ∆xi(tk) = xi(t
+
k ) −

xi(t
−
k ): xi(t

+
k ) = lim

ϵ→0+
xi(tk + ϵ) and xi(t

−
k ) = lim

ϵ→0+
xi(tk − ϵ).
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This implies that an agent i can intermittently update its state on the basis of the state
information of itself and its neighbours at time tk. Without loss of generality, we assume
that lim

ϵ→0+
xi(tk − ϵ) = xi(tk), that is, xi(tk) is left-continuous. The sequence {tk} satisfies

0 < t1 < t2 < · · · < tk < · · · and limk→∞ tk = ∞.

Letting x = (x1, x2, ..., xn)
T ∈ Rn, the system (3.5) can be written as the form:{

ẋ(t) = −Lx(t), t ̸= tk,

∆x(t) = −L′x(t), t = tk, k ∈ N
(3.6)

where L and L′ are the Laplacian matrix of Gc ∪ G ′ when t ̸= tk and t = tk, respectively.
Since Gc ∪ G ′ is balanced, from the consequence of Proposition 4 [18], then x̄ = Ave(x) =

1

n

n∑
j=1

xj is invariant quantity i.e.,

x̄(t) = x̄(0) =
1

n

n∑
j=1

xj(0),

which is not true for an arbitrary digraph. The invariant of x̄ allows decomposition of xi
for i = 1, 2, ..., n as in the following equation:

ηi(t) = xi(t)− x̄, t ∈ (tk−1, tk],

ηi(t
+
k ) = xi(t

+
k )− x̄ and ηi(t

−
k ) = ηi(tk), i = 1, 2, 3, ..., n, with initial conditions x(t0) =

x(0) = [x10, x20, ..., xn0]
T , where η = (η1, . . . , ηn)

T is the error vector or disagreement vector.
Thus, {

η̇(t) = −Lη(t), t ̸= tk

η(t+k ) = [I− L′]η(tk), t = tk, k ∈ N.
(3.7)

Consider the Lyapunov function candidate as follows:

V (η) = ηTη.

Let V (η) =: V (η(t)). Since Gc ∪ G ′ is balanced, by Lemma 2.6.1 [74] L̂ = Sym(L) =
(L+ LT )/2, the total derivation of V (η) with respect to (3.7) is

V̇ (t) = η̇T (t)η(t) + ηT (t)η̇(t)

= −ηT (t)(LT + L)η(t)
= −2ηT (t)(L̂)η(t) t ∈ (tk−1, tk).
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Since the mirror graph Ĝ of Gc ∪ G ′ is a connected undirected graph, the definition 2.6.2

[15] gives us min
x ̸=0, 1T x=0

xT L̂x
xTx

= λ2(L̂). Hence,

V̇ (t) ≤ −2λ2(L̂)V (t) for t ∈ (tk−1, tk),

which implies that, for t ∈ (tk−1, tk],

V (t) ≤ e−2λ2(L̂)(t−tk−1)V (t+k−1).

On the other hand, when t = tk−1, by using (1−α)I−L′−L′T +L′TL′ ≤ 0, for 0 < α ≤ 1,
one obtains

V (t+k−1) = ηT (tk−1)(I− L′)T (I− L′)η(tk−1)

= ηT (tk−1)[I− L′T − L′ + L′TL′ − αI+ αI]η(tk−1)

= ηT (tk−1)[(1− α)I− L′T − L′ + L′TL′]η(tk−1) + αηT (tk−1)η(tk−1)

≤ αηT (tk−1)η(tk−1)

= αV (tk−1).

In general, for t ∈ (tk−1, tk],

V (t) ≤ αk−1e−2λ2(L̂)(t−t+0 )V (t+0 ).

Hence, for t ∈ (tk−1, tk],

|η(t)| ≤ α(k−1)/2e−λ2(L̂)(t−t0)|η(t+0 )|.

Thus,
∥xi(t)− x̄∥ → 0 as t→ ∞ or lim

t→∞
xi(t) = x̄, ∀i ∈ Ic.

This implies that, for t ∈ (tk−1, tk],

lim
t→∞

∥xi(t)− xj(t)∥ = 0 for i, j ∈ Ic. (3.8)

Now, we will show that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ In.
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Consider, for i, j ∈ In,

∥xi(tk)− xj(tk)∥ ≤ ∥xi(tk)− xi(t)∥+ ∥xi(t)− xj(t)∥+ ∥xj(t)− xj(tk)∥. (3.9)

The proof can be separated into three cases as follows:
Case 1. If i, j ∈ Ic, the above discussion gives

lim
tk→∞

xi(tk) = lim
t→∞

xi(t) = x̄, ∀i ∈ Ic.

This implies that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ Ic ⊂ In. (3.10)

Case 2. If i, j ∈ In\Ic = {c+1, c+2, ..., n}, the problem can be simplified by considering
the communication network of Gd ∪ G ′. Since the discrete-time dynamic agents interact
with their neighbours at time t = tk, one obtains

xi(tk+1) = xi(tk) + h
∑

(i,j)∈E ′

bij[xj(tk)− xi(tk)], (3.11)

where h = tk − tk−1 is a sampling period, E ′ is the set of edges and B = [bij]r×r is the
adjacency matrix of Gd ∪ G ′, where |Gd ∪ G ′| = r ≤ n is the number of the discrete-time
dynamic agents and continuous-time dynamic agents that interact with them.
Letting x(tk) = [x1(tk), x2(tk), ..., xr(tk)]

T , the equation (3.11) can be written as

x(tk+1) = [Ir − hLd]x(tk),

where Ir is an identity matrix and Ld is the Laplacian matrix of Gd ∪ G ′.

According to Lemma 2.3.2, since Gd∪G ′ has a directed spanning tree and h <
1

maxi∈In{dii}
,

there exists a column vector y such that

lim
k→∞

[Ir − hLd]k = 1yT where [Ir − hLd]Ty = y.

Thus,
lim
tk→∞

x(tk) = lim
k→∞

[Ir − hLd]kx(0) = 1yTx(0) and LTd y = 0.

This implies that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ In\Ic. (3.12)
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Moreover, there exists a column vector y such that

lim
tk→∞

xi(tk) = yTx(0) for all i ∈ In\Ic.

Case 3. If j ∈ In\Ic and i ∈ Ic ( or i ∈ In\Ic and j ∈ Ic), we consider, for
i, l ∈ Ic and j ∈ In\Ic,

∥xi(t)− xl(t)∥ ≤ ∥xi(t)− xi(tk)∥+ ∥xi(tk)− xj(tk)∥+ ∥xj(tk)− xl(tk)∥
+ ∥xl(tk)− xl(t)∥.

Since, for i, l ∈ Ic,
lim
t→∞

∥xi(t)− xl(t)∥ = 0, and lim
t→∞

xi(t) = x̄, ∀i ∈ Ic.

When t→ ∞, we have tk → ∞. Thus,

lim
tk→∞

∥xi(t)− xi(tk)∥ = 0 and lim
tk→∞

∥xl(tk)− xl(t)∥ = 0.

This implies that lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 and lim
tk→∞

∥xj(tk)− xl(tk)∥ = 0.

Hence,

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, for j ∈ In\Ic and i ∈ Ic.

From Case 1,2 and 3, we can conclude that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ In. (3.13)

Therefore, from (3.8) and (3.13), the hybrid multi-agent system (3.1) with protocol (3.4)
reaches consensus.
(Necessity) Suppose that Gc ∪ G ′ and Gd ∪ G ′ are not balanced and do not contain a
spanning tree. Then, by Lemma 2.3.2, we have lim

k→∞
[I− hLd]k ̸= 1yT . Hence,

lim
tk→∞

∥xi(tk)− xj(tk)∥ ≠ 0 for i, j ∈ In.

This implies that the hybrid multi-agent system (3.1) cannot achieve consensus.

Remark. It can be seen that if c = n, then the hybrid multi-agent systems can reduce as
a continuous-time dynamic system. On the other hand if c = 0, the hybrid multi-agent
systems is a discrete-time dynamic system.

Remark. It is easy to see that the results from Theorem 3.2.1 are more general than the
results of Zheng et al [132], the interactions among agents are assumed to occur only at
the sampling time tk.
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3.3 Consensus of HMASs with communication delays

In this section, the consensus problems of hybrid multi-agent systems with communication
delays have been studied, where the information ( from vi to vj for all i, j ∈ Ic) passes
through edge (vi, vj) with the coupling time delays τ(t). Here, we assume that the com-
munications among discrete-time dynamic agents have no delays and the communications
between the discrete-time dynamic agents and the continuous-time dynamic agents have
also no delays. Then, the consensus protocol for hybrid multi-agent system (3.1) is defined
as follows: for t ∈ (tk−1, tk],

ui(t) =
∑
j∈Ni

aij[xj(t− τ(t))− xi(t− τ(t))]

+
∞∑
k=1

∑
s∈N ′

i

a′is[xs(t)− xi(t)]δ(t− tk), for i ∈ Ic

ul(tk) = h
∑
j∈Nl

blj[xj(tk)− xl(tk)], for l ∈ In\Ic,

(3.14)

where A = [aij] and B = [blj] are the weighted adjacency matrices associated with the
graph Gc ∪G ′ and Gd ∪G ′, respectively. Moreover, h = tk − tk−1 is the sampling period, Ni

and N ′
i are the neighbor sets of i in Gc ∪ G ′ at time t ̸= tk and t = tk, respectively. Nl is a

neighbor set of agent l in Gd ∪ G ′ at time tk and δ(·) is the Dirac delta function.
To establish our main results, some assumptions are provided as follows:

(A1) 0 < h <
1

maxi∈In{dii}
;

(A2) there exists positive constants α, β such that for all k ∈ N the following
conditions are satisfied:

(i) [1 + 2λ2(L̂) + λ2(L′L′T )] · ∥L∥ ≤ α;
(ii) ln[1 + 2λ2(L̂) + λ2(L′L′T )]− α(tk − tk−1) ≥ β > 0,

where L̂ is a symmetric matrix of L, which has zero row sums ; L and L′ are the Laplacian
matrices of Gc ∪ G ′ when t ̸= tk and t = tk, respectively.
Now, we are in the position to introduce our main result.

Theorem 3.3.1. Let G be a communication network of the hybrid multi-agent system (3.1),
which is undirected. Assume that the assumptions (A1) and (A2) are satisfied. Then,
the hybrid multi-agent system (3.1) with the protocol (3.14) reaches consensus if and only
if G is connected.

Proof. (Sufficiency) Consider a communication network G = Gc ∪ Gd ∪ G ′ defined as a
previous section. Since there are interactions among discrete-time dynamic agents and
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continuous-time dynamic agents. Hence, for i ∈ Ic, the system (3.1) with the protocol
(3.14) can be described as an impulsive system on the communication network Gc∪G ′ with
r nodes, where |Gc ∪ G ′| = r ≤ n as follows:


ẋi(t) =

∑
j∈Ni

aij[xj(t− τ(t))− xi(t− τ(t))], t ∈ (tk−1, tk),

∆xi(tk) =
∑
j∈N ′

i

a′ij[xj(tk)− xi(tk)],
(3.15)

where t ∈ R+, xi(t) ∈ R is the state of agent i at time t, i = 1, 2, ..., r. ∆xi(tk) =
xi(t

+
k )− xi(t

−
k ): xi(t

+
k ) = lim

h→0+
xi(tk + h) and xi(t

−
k ) = lim

h→0+
xi(tk − h).

Letting x = (x1, x2, ..., xr)
T ∈ Rr, the system (3.15) can be written as the form:{

ẋ(t) = −Lx(t− τ(t)), t ̸= tk,

∆x(t) = −L′x(t), t = tk, k ∈ N
(3.16)

where L and L′ are the Laplacian matrix of Gc ∪ G ′ when t ̸= tk and t = tk, respectively.
Since Gc ∪G ′ is connected, from the consequence of Proposition 4 [18], then x̄ = Ave(x) =

1

r

r∑
j=1

xj is invariant quantity i.e.,

x̄(t) = x̄(0) =
1

r

r∑
j=1

xj(0),

which is not true for an arbitrary digraph. The invariant of x̄ allows decomposition of xi
for i = 1, 2, ..., r as in the following equation:

ξi(t) = xi(t)− x̄, t ∈ (tk−1, tk],

ξi(t
−
k ) = xi(t

−
k ) − x̄ and ξi(t

+
k ) = ξi(tk), i = 1, 2, 3, ..., r, with initial conditions

x(t0) = x(0) = [x10, x20, ..., xr0]
T , where ξ = (ξ1, ..., ξr)

T is the error vector or disagreement
vector. Thus, {

ξ̇(t) = −Lξ(t− τ(t)), t ̸= tk

[I + L′]ξ(tk) = ξ(t−k ), t = tk, k ∈ N.
(3.17)

Since the graph Gc ∪ G ′ is connected, it follows from Lemma 3.3 in [80] that the Laplacian
L′ has exactly one zero eigenvalue and the rest n−1 eigenvalues all have positive real-parts.

36



Furthermore, L̂ =
1

2
(L′ + L′T ) is a symmetric matrix and has zero row sums. Thus, the

eigenvalues of matrices L̂ and L′L′T can be ordered as

0 = λ1(L̂) < λ2(L̂) ≤ · · · ≤ λr(L̂),

and

0 = λ1(L′L′T ) < λ2(L′L′T ) ≤ · · · ≤ λr(L′L′T ).

On the other hand, since L̂ and L′L′T are symmetric, by definition 2.6.2, we know

λ2(L̂) = min
ξ ̸=0, 1T ξ=0

ξT L̂ξ
ξT ξ

. (3.18)

λ2(L′L′T ) = min
ξ ̸=0, 1T ξ=0

ξT (L′L′T )ξ

ξT ξ
. (3.19)

Consider the Lyapunov function candidate as follows:

V (t, ξ(t)) =
1

2
ξT (t)ξ(t).

For t = tk, for all ξ(t) ∈ S(ρ1), 0 < ρ1 ≤ ρ, we have

ξT (t−k )ξ(t
−
k ) = ξT (tk)(I + L′T )(I + L′)ξ(tk)

= ξT (tk)[I + L′ + L′T + L′TL′]ξ(tk)

≥
[
1 + 2λ2(L̂) + λ2(L′L′T )

]
ξT (tk)ξ(tk). (3.20)

That is

V (tk, ξ(tk)) ≤
1[

1 + 2λ2(L̂) + λ2(L′L′T )
]V (t−k , ξ(t

−
k )).

Let

ψ(t) =
t[

1 + 2λ2(L̂) + λ2(L′L′T )
] ,

then ψ(t) is strictly increasing and ψ(0) = 0 with ψ(t) < t for all t > 0. Hence, the

condition (ii) of Lemma 2.7.1 is satisfied. Also, by letting w1(|x|) = w2(|x|) =
|x|2

2
, the

condition (i) of Lemma 2.7.1 is satisfied. For any solution of (3.17), if

V (t− τ(t), ξ(t− τ(t))) ≤ ψ−1(V (t, ξ(t))),

37



by calculating the upper Dini derivative of V (t) along the solutions of Eqs. (3.17) and
using the inequality xTy + yTx ≤ ϵxTx+ ϵ−1yTy, one obtains

D+V (t) = −ξT (t)Lξ(t− τ(t))

≤ ∥L∥ ·
[
V (t, ξ(t)) + sup

t−τ≤s≤t
V (s, ξ(s))

]
≤
[
1 + 2λ2(L̂) + λ2(L′L′T )

]
· ∥L∥V (t, δ(t))

≤ αV (t, ξ(t)). (3.21)

Letting g(t) ≡ 1 and H(t) = αt. Thus, the condition (iii) of Lemma 2.7.1 is satisfied.
Moreover, the condition (A2)(ii) implies that∫ µ

ψ(µ)

du

H(u)
−
∫ tk

tk−1

g(s)ds =
1

α
{ln(µ)− ln[

µ

1 + 2λ2(L̂) + λ2(L′L′T )
]} − (tk − tk−1)

=
ln
[
1 + 2λ2(L̂) + λ2(L′L′T )

]
α

− (tk − tk−1)

≥ β

α
> 0. (3.22)

The condition (iv) of Lemma 2.7.1 is satisfied. Therefore, all the conditions of Lemma
2.7.1 are satisfied. This implies that, for t ∈ (tk−1, tk],

lim
t→∞

∥xi(t)− xj(t)∥ = 0 for i, j ∈ Ic. (3.23)

On the other hand, since the communication of discrete-time dynamic agents has no delay
and the communication between the discrete-time dynamic agents and the continuous-time
dynamic agents has also no delay, then showing that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ In.

can be done by using the similar way of proving in Theorem 3.2.1. Hence, the remain
part will be omitted. Therefore, the hybrid multi-agent system (3.1) with protocol (3.14)
reaches consensus.

(Necessity) Suppose that Gc ∪ G ′ and Gd ∪ G ′ are not connected, which implies that
there is no any spanning tree. Then, using similar idea in the proof of Necessity part of
Theorem 3.2.1, the hybrid multi-agent system (3.1) cannot achieve consensus.
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3.4 Consensus of LHMASs via impulsive protocols

Consider a linear hybrid multi-agent system (LHMAS) consisting of N agents which are
continuous-time and discrete-time dynamic agents, labelled 1 throughN , where the number
of continuous-time dynamic agents is c, c < N . Without loss of generality, we assume that
agent 1 through c are continuous-time dynamic agents. Moreover, Ic = {1, 2, 3, ..., c},
IN\Ic = {c+ 1, c+ 2, c+ 3, ..., N}. Then, each agent has the dynamics as follows:{

ẋi(t) = Axi(t) + ui(t), for i ∈ Ic,
xi(tk+1) = Cxi(tk) + ui(tk), tk = kh, for i ∈ IN\Ic,

(3.24)

where h is the sampling period, xi(t) = [xi1(t), x
i
2(t), ..., x

i
n(t)]

T ∈ Rn and ui ∈ Rn are the
state and control input of agent i at time t, respectively. In this work, we assume that
there exists communication behaviour as in hybrid multi-agent system (3.24), that is, there
are agent i and agent j which make aij > 0 and the following assumption is provided to
obtain the main results:

(A1): ∥A∥ ≠ 0 and ∥C∥ ≠ 0, where A,C ∈ Rn×n.

Definition 3.4.1. The hybrid multi-agent system (3.24) is said to reach consensus if for
any initial conditions,

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, for i, j ∈ IN , (3.25)

and

lim
t→∞

∥xi(t)− xj(t)∥ = 0, for i, j ∈ Ic. (3.26)

Assume that all agents communicate with their neighbors only at the sampling time
tk, then the dynamics of each agent is designed as

ui(t) =
∞∑
k=1

δ(t− tk)Bk

∑
j∈Ni

aij(x
j(t)− xi(t)), for i ∈ Ic,

ui(tl) =
∞∑
k=1

δ(tl − tk)Ck

∑
j∈Ni

aij(x
j(tl)− xi(tl)), for i ∈ IN\Ic,

(3.27)

where Bk ∈ Rn×n and Ck ∈ Rn×n are impulsive matrices to be determined later. The
discrete time instant tk satisfy 0 ≤ t0 < t1 < t2 < · · · < tk < . . . and lim

k→∞
tk = ∞, δ(t) is
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the Dirac delta function.

To establish our main results, the following assumptions are provided:
(A2) There exist positive constants α1, α2 such that 0 < α1 ≤ tk − tk−1 ≤ α2 <∞,
(A3) ∥(I− λciBk)e

A(tk−tk−1)∥ ≤ α3 < 1, k ∈ N+, for some α3 > 0,
(A4) ∥(I+ λdiCk)A

(tk−tk−1)∥ ≤ α4 < 1, k ∈ N+, for some α4 > 0,
where λci and λ

d
i are the eigenvalues of the Laplacian matrix L1 = L(Gc ∪G ′)

and L2 = L(Gd ∪ G ′), respectively.

Theorem 3.4.1. Let G be a directed connected communication network of (3.24). Assume
that the assumptions (A1)-(A4) hold. Then, the hybrid multi-agent system (3.24) with
the protocol (3.27) reaches consensus if Gc ∪ G ′ and Gd ∪ G ′ are both balanced and contain
a spanning tree.

Proof. Assume that a digraph Gc ∪ G ′ and Gd ∪ G ′ both balanced and contain spanning
tree. For i ∈ Ic, it can be seen that the system (3.24) with the protocol (3.27) can be
described as an impulsive system on the communication network Gc ∪ G ′ with r nodes,
where |Gc ∪ G ′| = r ≤ N. WLOG, we assume that all discrete-time dynamics agents have
a communication with some continuous-time dynamics agents. Thus, r = N and the
dynamics of each agent can be described as follows:ẋ

i(t) = Axi(t), t ̸= tk,

∆xi(tk) = Bk

∑
j∈Ni

aij(x
j(tk)− xi(tk)), k ∈ N. (3.28)

Let x(t) = [x1(t), x2(t), . . . , xN(t)]T , then the system (3.28) can be written as{
ẋ(t) = (IN ⊗A)x(t), t ̸= tk,

∆x(tk) = (IN ⊗Bk)(−L1 ⊗ In)x(tk), k ∈ N.
(3.29)

Since Gc∪G ′ is strongly connected and balanced, then L1 = L(Gc∪G ′) is symmetric. Then,
there exists an orthogonal matrix U ∈ RN×N such that

UL1U
−1 = UL1U

T = D = diag{λc1, λc2, . . . , λcN},

where {λci , } = σ(L1) is the spectrum of L1. Inspired by Wang et al (2008)[99], let

x̄(t) = (U⊗ In)x(t).
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Thus

x(t) = (U⊗ In)
−1x̄(t) = (U−1 ⊗ In)x̄(t).

Using the Kronecker product properties, we have when t ∈ [tk, tk+1), k ∈ N+,

dx̄(t)

dt
= (U⊗ In)ẋ(t)

= (U⊗ In)(IN ⊗A)x(t)

= (U⊗ In)(IN ⊗A)(U−1 ⊗ In)x̄(t)

= (UINU
−1)⊗ (InAIn)x̄(t)

= (IN ⊗A)x̄(t) (3.30)

and

∆x̄(tk) = (U⊗ In)∆x(tk)

= (U⊗ In)(IN ⊗Bk)(−L1 ⊗ In)x̄(t
−
k )

= (U⊗ In)(IN ⊗Bk)(−L1 ⊗ In)(U
−1 ⊗ In)x̄(t

−
k )

= (−UINL1U
−1)⊗ (InBkInIn)x̄(t

−
k )

= (−D⊗Bk)x̄(t
−
k ), k ∈ N+. (3.31)

From (3.30) and (3.31), the system (3.29) becomes
dx̄(t)

dt
= (IN ⊗A)x̄(t), t ̸= tk,

∆x̄(tk) = (−D⊗Bk)x̄(t
−
k ), k ∈ N+.

(3.32)

Therefore 
dx̄i(t)

dt
= Ax̄i(t), t ̸= tk,

∆x̄i(tk) = (−λciBk)x̄
i(t−k ), i = 1, 2, . . . , N, k ∈ N+.

(3.33)

Since Gc ∪ G ′ contains a spanning tree, then λc1 = 0 is the algebraically simple eigenvalue
of L1 and λci are positive for i > 1. Thus, we have

0 = λc1 < λc2 ≤ · · · ≤ λcN .

Assume that the lim
t→t+k

x̄(t) = x̄(tk) i.e., the solution x̄(t) is right continuous at time tk.

Then

x̄(t, t0, x0) = eA(t−tk)
k∏
i=1

(I− λciBk)e
A(ti−ti−1)x(0), (3.34)
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where tk ≤ t < tk+1, k ∈ N+.
Hence, by the assumptions (A1), (A2) and Lemma 2.7.3, the system (3.33) is asymptot-
ically stable i.e., x̄i(t) → 0 as t→ ∞, i = 2, . . . , N. It can be verified that

(L1 ⊗ In)x(t) = (U⊗ In)
−1(U⊗ In)(L1 ⊗ In)(U

−1 ⊗ In)x̄(t)

= (U⊗ In)
−1(D⊗ In)x̄(t)

= (U⊗ In)
−1[0 λc2x̄

2(t) · · ·λcN x̄N(t)]T .

Because x̄i(t) → 0 as t→ ∞, i = 2, . . . , N. So, (L1⊗ In)x(t) → 0 as t→ ∞. Since Gc∪G ′

contains a spanning tree, by Lemma 2.6.14, 0 is the eigenvalue of L1⊗ In with multiplicity
n. The n linearly independent eigenvalues associated with the eigenvalue 0 of L1 ⊗ In are
1N ⊗ ei, i = 1, 2, . . . , n. Therefore

x(t) → 1N ⊗ s, as t→ ∞; s =
n∑
i=1

αiei, αi ∈ R, i = 1, 2, . . . , n.

This implies that

lim
t→∞

∥xi(t)− xj(t)∥ = 0, ∀i, j ∈ Ic.

Next, we will show that

lim
t→∞

∥xi(tk)− xj(tk)∥ = 0, ∀i, j ∈ IN .

The proof can be separated into three cases as follows:

Case 1. If i, j ∈ Ic, the above discussion gives

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, ∀i, j ∈ Ic.

Case 2. If i, j ∈ IN\Ic = {c + 1, c + 2, ..., N}, the problem can be simplified by
considering the communication network of Gd ∪ G ′. For each i ∈ IN\Ic, the dynamics of
agent i can be described as the discrete-time linear multi-agent system (DLMAS) on the
communication network Gd ∪ G ′ with d nodes where |Gd ∪ G ′| = d ≤ N. For simplicity, we
assume that all continuous-time dynamic agents have communications with some discrete-
time dynamic agents. Thus, |Gd ∪ G ′| = d = N. From 3.24 and protocol 3.27, for each
i ∈ IN\Ic we have

xi(tl+1) = Cxi(tl) +
∞∑
k=1

δ(tl − tk)Ck

∑
j∈Ni

aij(x
j(tl)− xi(tl)), for i ∈ IN (3.35)
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Let x(t) = [x1(t), x2(t), . . . , xN(t)]T , then the system (3.24) can be written as{
xi(tl+1) = (IN ⊗C)x(tl), tl ̸= tk,

∆x(tl) = (IN ⊗Ck)(−L2 ⊗ In)x(tl), k, l ∈ N.
(3.36)

Since Gd∪G ′ is strongly connected and balanced, then L2 = L(Gd∪G ′) is symmetric. Then,
there exists an orthogonal matrix W ∈ RN×N such that

WL2W
−1 = WL2W

T = P = diag{λd1, λd2, . . . , λdN},

where {λdi } = σ(L2) is the spectrum of L2. Motivated by Wang et al.(2008), let

x̄(tl) = (W⊗ In)x(tl).

Thus

x(tl) = (W⊗ In)
−1x̄(tl) = (W−1 ⊗ In)x̄(tl).

Using the Kronecker product properties, we have when tl ̸= tk for k, l ∈ N+

x̄(tl+1) = (W⊗ In)x(tl+1)

= (W⊗ In)(IN ⊗C)(W−1 ⊗ In)x̄(tl)

= (IN ⊗C)x̄(tl) (3.37)

and when tl = tk for k, l ∈ N+, we have

∆x̄(tl) = (W⊗ In)∆x(tl)

= (W⊗ In)(IN ⊗Ck)(−L2 ⊗ In)(W
−1 ⊗ In)x̄(tl)

= (−P⊗Ck)x̄(tl), l ∈ N+. (3.38)

From (3.37) and (3.38), the system (3.36) becomes{
x̄(tl+1) = (IN ⊗C)x̄(tl), tl ̸= tk,

∆x̄(tl) = (−P⊗Ck)x̄(tl), l ∈ N+.
(3.39)

Therefore {
x̄i(tl+1) = Cx̄i(tl), tl ̸= tk,

∆x̄i(tl) = (−λdiCk)x̄
i(tl), i = 1, 2, . . . , N, l ∈ N+.

(3.40)
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It can be seen that λd1 = 0 is the algebraically simple eigenvalue of L2 and the others are
positive since Gd ∪ G ′ contains a spanning tree. Thus, we have

0 = λd1 < λd2 ≤ · · · ≤ λdN .

Assume that the lim
t→t+k

x̄(t) = x̄(tk) i.e., the solution x̄(t) is right continuous at time tk.

Then

x̄(t, t0, x0) = C(t−tk)
k∏
i=1

(I− λdiCk)C
(ti−ti−1)x(0), (3.41)

where tl ≤ t < tl+1, l ∈ N+.
Hence, by the assumptions (A1), (A2) and Lemma 2.7.2, the system (3.40) is asymptot-
ically stable i.e., x̄i(tl) → 0 as tl → ∞, i = 2, . . . , N. It can be verified that

(L2 ⊗ In)x(tl) = (W⊗ In)
−1(U⊗ In)(L2 ⊗ In)(W

−1 ⊗ In)x̄(tl)

= (W⊗ In)
−1(P⊗ In)x̄(tl)

= (W⊗ In)
−1[0 λd2x̄

2(t) · · ·λdN x̄N(tl)]T .

Because x̄i(tl) → 0 as tl → ∞, i = 2, . . . , N. So, (L2 ⊗ In)x(t) → 0 as t → ∞. Since
Gd ∪ G ′ contains a spanning tree, by Lemma 2.6.14, 0 is the eigenvalue of L2 ⊗ In with
multiplicity n. The n linearly independent eigenvalues associated with the eigenvalue 0 of
L2 ⊗ In are 1N ⊗ ei, i = 1, 2, . . . , n. Therefore

x(tl) → 1N ⊗ s, as tl → ∞; s =
n∑
i=1

αiei, αi ∈ R, i = 1, 2, . . . , n.

This implies that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, ∀i, j ∈ IN\Ic.

Case 3. If j ∈ IN\Ic and i ∈ Ic ( or i ∈ IN\Ic and j ∈ Ic),
we consider, for i, l ∈ Ic and j ∈ IN\Ic,

∥xi(t)− xl(t)∥ ≤ ∥xi(t)− xi(tk)∥+ ∥xi(tk)− xj(tk)∥+ ∥xj(tk)− xl(tk)∥
+ ∥xl(tk)− xl(t)∥.

Since, for i, l ∈ Ic,

lim
t→∞

∥xi(t)− xl(t)∥ = 0, i.e., lim
t→∞

xi(t) = q, ∀i ∈ Ic,
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where q is a constant. When t→ ∞, we have tk → ∞. Thus,

lim
tk→∞

∥xi(t)− xi(tk)∥ = 0 and lim
tk→∞

∥xl(tk)− xl(t)∥ = 0.

This implies that lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 and lim
tk→∞

∥xj(tk)− xl(tk)∥ = 0.

Hence,

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, for j ∈ IN\Ic and i ∈ Ic.

From Case 1, Case 2 and Case 3, we can conclude that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ IN . (3.43)

This completes the proof.

3.5 Consensus of NHMASs via impulsive protocols

Consider a nonlinear hybrid multi-agent system (NHMAS) consisting of N agents which are
continuous-time and discrete-time dynamic agents, labelled 1 throughN , where the number
of continuous-time dynamic agents is c, c < N . Without loss of generality, we assume that
agent 1 through c are continuous-time dynamic agents. Moreover, Ic = {1, 2, 3, ..., c},
IN\Ic = {c+ 1, c+ 2, c+ 3, ..., N}. Then, each agent has the dynamics as follows:{

ẋi(t) = f(t, xi(t)) + ui(t), for i ∈ Ic,
xi(tl+1) = xi(tl) + hf(tl, xi(tl)) + ui(tl), for i ∈ IN\Ic,

(3.44)

where h is the sampling period, xi ∈ R and ui ∈ R are the state and control input of
agent i at time t, respectively. f(·, ·) is a nonlinear function. The initial conditions are
xi(0) = xi0, and x(0) = [x10, x20, ..., xN0]

T .

In this work, we assume that all agents can update their states and interact with their
neighbours only at the sampling time t = tk. Thus, the impulsive consensus protocols can
be described as follows:

ui(t) =
∞∑
k=1

δ(t− tk)Bk

∑
j∈Ni

aij(xj(t)− xi(t)), for i ∈ Ic,

ui(tl) =
∞∑
k=1

δ(tl − tk)Ck

∑
j∈Ni

aij(xj(tl)− xi(tl)), for i ∈ IN/Ic,
(3.45)
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where Bk ∈ RN×N and Ck ∈ RN×N are impulsive matrices to be determined later. The
discrete time instant tk satisfy 0 ≤ t0 < t1 < t2 < · · · < tk < . . . and lim

k→∞
tk = ∞, δ(t) is

the Dirac delta function.

To establish our main results, the following assumptions are provided:

(A1) For any x(t), y(t) ∈ Ω ⊂ Rn, there exists a constant β, such that

(x(t)− y(t))T (f(t, x(t))− f(t, y(t))) ≤ β(x(t)− y(t))T (x(t)− y(t)),

where Ω is a bounded set.

(A2) There exist two constants τ1 and τ2 such that 0 < τ1 ≤ tk−tk−1 ≤ τ2 <∞, k ∈ N+.

(A3) There exist some constants 0 < αk < 1 and 0 < γ < 1 such that

(1− αk)L − 2bkLL+ (bk)
2LLL ≤ 0

and
αke

β(tk−tk−1) ≤ γ < 1, k ∈ N,

where L is the Laplacian matrix of Gc ∪ G ′.

(A4) There exist some constants α > 0 such that

(f(k, x(k))− f(k, y(k))) ≤ α(x(k)− y(k)), k ∈ N,

where f(·) is a nonlinear function.

Theorem 3.5.1. Let G be a directed connected communication network of the hybrid multi-
agent system (3.44). Assume that the assumptions (A1)-(A4) hold. Then, the multi-agent
system (3.44) with the protocol (3.45) reaches consensus if Gc ∪ G ′ and Gd ∪ G ′ are both
balanced and contain a spanning tree.

Proof. Assume that a digraph Gc ∪ G ′ and Gd ∪ G ′ both balanced and contain spanning
tree. For i ∈ Ic, it can be seen that the system (3.44) with the protocol (3.45) can
be described as an impulsive system on the communication network Gc ∪ G ′ with r nodes,
where |Gc∪G ′| = r ≤ N.WLOG, we assume that all DT agents have a communication with
some CT agents. Thus, r = N . For simplicity, in the following we choose Bk = bkI, k ∈ N
and the dynamics of agents can be described as follows:ẋi(t) = f(t, xi(t)), t ̸= tk,

∆xi(tk) = bk
∑
j∈Ni

aij(xj(t
−
k )− xi(t

−
k )), k ∈ N. (3.46)
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Let x(t) = [x1(t), x2(t), . . . , xN(t)]
T , then the system (3.46) can be written as{

ẋ(t) = F(t,x(t)), t ̸= tk,

∆x(tk) = (−bkL)x(t−k ), k ∈ N,
(3.47)

where F(t, x(t)) = (f(t, x1(t)), f(t, x2(t)), . . . , f(t, xN(t)))
T . Then, we have{

ẋ(t) = F(t,x(t)), t ̸= tk,

x(t+k ) = (I− bkL)x(t−k ), k ∈ N,
(3.48)

where L is the Laplacian matrix of Gc ∪ G ′.

Let Vi(x(t)) =
∑
j∈Ni

aij(xj(t) − xi(t))
T (xj(t) − xi(t)). Consider the Lyapunov function

candidate

V (x(t)) =
N∑
i=1

Vi(x(t))

=
N∑
i=1

∑
j∈Ni

aij(xj(t)− xi(t))
T (xj(t)− xi(t))

= xT (t)Lx(t).

Taking the Dini derivative of V (x(t)) for t ∈ [tk−1, tk), k ∈ N+, by the assumption (A1),
we obtain

D+V (x(t)) =
N∑
i=1

D+Vi(x(t))

= 2
N∑
i=1

∑
j∈Ni

aij(xj(t)− xi(t))
T (ẋj(t)− ẋi(t))

= 2
N∑
i=1

∑
j∈Ni

aij(xj(t)− xi(t))
T (f(t, xj(t))− f(t, xi(t)))

≤ 2β
N∑
i=1

∑
j∈Ni

aij(xj(t)− xi(t))
T (xj(t)− xi(t))

= 2βV (x(t)).
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Then

V (x(t)) ≤ e2β(t−tk−1)V (x(t+k−1)), t ∈ [tk−1, tk), k ∈ N+. (3.49)

On the other hand, when k ∈ N+, by the assumption (A3), we have

V (x(t+k )) = xT (t+k )Lx(t
+
k )

= xT (t−k )[(1− αk)L − 2bkLL+ (bk)
2LLL]xT (t−k )

= xT (t−k )[(1− αk)L − 2bkLL+ (bk)
2LLL − αkL]xT (t−k ) + αkx

T (t−k )Lx
T (t−k )

≤ αkV (x(t−k )).

By mathematical induction, one obtains that, for t ∈ [tk−1, tk), k ∈ N+, k ≥ 2,

V (x(t)) ≤ e2β(t−tk−1)

k−1∏
i=1

αje
2β(tj−tj−1)V (x(t+0 )). (3.50)

It follows from (A2) and (A3) that

V (x(t)) ≤ e2|β|τ2γkV (x(t+0 )), t ∈ [tk−1, tk), k ∈ N+, k ≥ 2.

Hence, V (x(t)) → 0 as t→ ∞. Since G is connected, one obtains that

lim
t→∞

∥xi(t)− xj(t)∥ = 0, ∀i, j ∈ Ic.

Next, we will show that

lim
tk→∞

||xi(tk)− xj(tk)|| = 0, ∀i, j ∈ IN .

The proof can be separated into three cases as follows:
Case 1. If i, j ∈ Ic, the above discussion gives

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, ∀i, j ∈ Ic.

Case 2. If i, j ∈ IN\Ic = {c+1, c+2, ..., N}, the problem can be simplified by considering
the communication network of Gd ∪G ′, where |Gd ∪G ′| = d ≤ N. For simplicity, we assume
that all CT agents have communications with some DT agents. Thus, |Gd ∪ G ′| = d = N.
From (3.44) and protocol (3.45), for each i ∈ IN\Ic, we have

xi(tl+1) = xi(tl) + hf(tl, xi(tl)) +
∞∑
k=1

δ(tl − tk)Ck

∑
j∈Ni

aij(xj(tl)− xi(tl)). (3.51)
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For simplicity, we choose Ck = ckI, k ∈ N. Thus, by the definition of the Dirac delta
function, we get {

xi(tl+1) = xi(tl) + hf(tl, xi(tl)), tl ̸= tk,

∆xi(tk) = hf(tk, xi(tk)) + ui(tk), k ∈ N.
(3.52)

Let x(t) = [x1(t), x2(t), . . . , xN(t)]
T , then the system (3.52) can be written as{

x(tl+1) = x(tl) + hF(tl,x), tl ̸= tk,

x(tk+1) = (I − ckL′)x(tk) + hF(tk,x), k ∈ N.
(3.53)

where F(tl,x) = (f(tl, x1), f(tl, x2), . . . , f(tl, xN))
T .

It follows from the results of Han [33] that the system (3.53) can achieve exponential
consensus, that is, there exist two constants M0 > 0 and σ > 0 such that

∥xi(tk)− xj(tk)∥ ≤M0e
−σ(tk−t0),

which leads to

lim
tk→∞

||xi(tk)− xj(tk)|| = 0, ∀i, j ∈ IN\Ic.

Case 3. If j ∈ IN\Ic and i ∈ Ic ( or i ∈ IN\Ic and j ∈ Ic),
we consider, for i, l ∈ Ic and j ∈ IN\Ic,

∥xi(t)− xl(t)∥ ≤ ∥xi(t)− xi(tk)∥+ ∥xi(tk)− xj(tk)∥+ ∥xj(tk)− xl(tk)∥
+ ∥xl(tk)− xl(t)∥.

It follows from Case 1 that for i, l ∈ Ic,

lim
t→∞

∥xi(t)− xl(t)∥ = 0.

As t→ ∞, we have tk → ∞. Then, we get

lim
tk→∞

∥xi(t)− xi(tk)∥ = 0 and lim
tk→∞

∥xl(tk)− xl(t)∥ = 0,

which gives us lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 and lim
tk→∞

∥xj(tk)− xl(tk)∥ = 0.

Therefore,

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0, for j ∈ IN\Ic and i ∈ Ic.
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It follows from Case 1,2 and 3 that

lim
tk→∞

∥xi(tk)− xj(tk)∥ = 0 for i, j ∈ IN . (3.54)

This completes the proof.

3.6 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of the-
oretical results in this work. With out loss of generality, we assume that all discrete-time
dynamic agents have interactions to some continuous-time dynamic agents and for simplic-
ity, we consider the equidistant impulsive interval tk − tk−1 ≡ h.

Example 1. Assume that there are 8 agents consisting of six continuous-time dynamic
agents and two discrete-time dynamic agents, denoted by 1 − 6 and 7 − 8, respectively.
In the following, all networks with 0 − 1 weights will be needed. Let x(0) = [−6 4 −
2 1 − 1 2 − 4 6]T and h = 0.3. The communication network G is shown in Figure
3.1, where the dashed lines mean that each agent exchanges information at time t = tk.

Figure 3.1: A connected directed network G.

Consider a communication network G in Figure 3.1, it can be seen that Gc ∪ G ′ and
Gd ∪ G ′ are balanced and contain a directed spanning tree with dmax = 2. The Laplacian
matrix of a network Gc ∪ G ′ is described as following:
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L′ =



1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 2 −1 0 0 0 −1
0 0 0 2 −1 0 −1 0
0 0 0 0 1 −1 0 0
−1 0 0 0 0 1 0 0
0 0 0 −1 0 0 2 −1
0 0 −1 0 0 0 −1 2


.

Choosing the sampling period h = 0.3 < 0.5 = (dmax)
−1 and by using MATLAB, it easy

to calculate that
(1− α)I − L′ − L′T + L′TL′ ≤ 0,

for some appropriate α. Thus, the assumption (A1) and (A2) are satisfied. By using the
consensus protocol (3.4), the state trajectories of all agents are shown in Figure 3.2, which
is consistent with the sufficiency of Theorem 3.2.1.

Figure 3.2: The state trajectories of all agents using consensus protocol (3.4) for h = 0.3.
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In addition, it can be seen that if h = 0.675 > 0.5, which implies that the condition
(A1) is not satisfied, and hence the consensus protocol (3.4) cannot guarantee achieving
consensus as shown in Figure 3.3.

Figure 3.3: The state trajectories of all agents using consensus protocol (3.4) for h = 0.675

Example 2. Assume that there are 8 agents consisting of six continuous-time dynamic
agents and two discrete-time dynamic agents, denoted by 1− 6 and 7− 8, respectively. In
the following, all networks with 0 − 1 weights will be needed and let x(0) = [−6 4 −
2 1 − 1 2 − 4 6]T . The communication network G is shown in Figure 3.02, where
the dashed lines mean that each agent exchanges information at time t = tk.

x1 x2 x3

x4x5x6 x7

x8

Figure 3.02: A connected undirected network G.
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It is easy to see that Gc∪G ′ and Gd∪G ′ are both connected with dmax = 3. By choosing the
sampling period h = 0.15 < 0.33 ≤ 1

max8i=1dii
and for some appropriate α (using MATLAB),

we have

(1− α)I − 2L′ + L′TL′ ≤ 0.

Thus, the assumption (A1) and (A2) hold. According to Theorem 3.2.1, the consensus
problems can be solved and the state trajectories of all agents are shown in Figure 3.4.

Figure 3.4: The state trajectories of all agents using the consensus protocol (3.4) under
the communication network G with h = 0.15.
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Furthermore, if some conditions are not satisfied, the system (3.1) cannot reach con-
sensus under protocol (3.4), for example, pick h = 0.57 > 0.33, then the state of agents
cannot converge (see Figure 3.5).

Figure 3.5: The state trajectories of all agents using the consensus protocol (3.4) under
the communication network G with h = 0.57.

Next, we will show the effectiveness of Theorem 3.3.1. Consider the networked topology
G which has the dynamics as in Figure 3.02 with 0 − 0.345 weights and assume that the
communication delays process only in the impulsive interval (tk−1, tk), which implies that
there is no delays at the sampling time tk. It can be seen by using MATLAB that there
exists positive constants α, β such that for all k ∈ N,

[1 + 2λ2(L̂) + λ2(L′L′T )] · 1.38 ≤ α

and
ln[1 + 2λ2(L̂) + λ2(L′L′T )]− α(tk − tk−1) ≥ β > 0.
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If we choose the sampling period h = 0.2 and τ = 3.4, then all conditions are satisfied.
Hence, by Theorem 3.3.1 under protocol (3.14), the consensus problem is solved and the
state of all agents are as in Figure 3.6.

Figure 3.6: The state trajectories of all agents using the consensus protocol (3.14) for
h = 0.2 and τ = 3.4.

However, the consensus protocol (3.14) cannot guarantee solving consensus problem if
all conditions are not satisfied. For example, choosing h = 0.5 and τ = 3.4, obviously the
assumption (A1) is not satisfied, and hence the state of agents are shown as in Figure 3.7.
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Figure 3.7: The state trajectories of all agents using the consensus protocol (3.14) for
h = 0.5 and τ = 3.4.

Discussion

In this chapter, consensus problems of hybrid multi-agent systems under fixed topology
with and without communication delays have been studied. We assume that all continuous-
time dynamic agents communicate with their neighbors and update their own states in real
time, while the discrete-time dynamic agents communicate with their neighbors and update
their own states at time tk. Firstly, we assume that the hybrid multi-agent system (3.1)
described as a graph G = Gc ∪ Gd ∪ G ′, where Gc, Gd, G ′ is the communication network
of continuous-time dynamic agents, discrete-time dynamic agents, and the interactions
between each other, respectively. If the sampling period 0 < h < (dmax)

−1, where h =
tk − tk−1, k ∈ N and the assumption (A2) holds, Theorem 3.2.1 and protocol (3.4) shows
that the hybrid multi-agent system (3.1) reaches consensus if Gc ∪ G ′ and Gd ∪ G ′ are
balanced and contain a spanning tree. Obviously, the protocol (3.4) is a generalization of
[132]., where the interactions among agents occur only in the sampling time tk (see Case
1 and Case 2 ).

Secondly, the impulsive consensus protocol has been introduced to solve consensus prob-
lems of hybrid multi-agent systems with communication delays based on the continuous-

56



time dynamics. Theorem 3.3.1 under the protocol (3.14) shows that the consensus can
be guaranteed if the sampling period 0 < h < (dmax)

−1 and the condition (A2) holds.
However, if one of conditions in our theorems is not satisfied as showed in the examples,
our protocols cannot guarantee consensus.

Finally, the linear and nonlinear hybrid multi-agent systems are introduced in this
chapter, and the impulsive consensus protocols have been proposed to solve the consensus
problems.
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Chapter 4

Scaled consensus of Hybrid
multi-agent systems

As one of the fundamental problems in multi-agent coordination, consensus means that all
agents reach an agreement on some common features, which can be velocities, positions,
attitudes, and many other quantities. In this chapter, we aim to extend the results of
[132] to more general problems called scaled consensus problems, where all agents are not
necessary to achieve on the same value. In section 4.1, we employ the same methodology as
Roy[81] to extend the results of [132] by introducing the scaled consensus protocols for the
HMASs with no communication delays. Section 4.2.2 studies scaled consensus problems of
MASs under fixed and switched topologies via impulsive protocols. In Section 4.2.3, the
scaled consensus problems of HMASs with external perturbations via impulsive mechanism
have been investigated. Finally, in Section 4.2.4, we investigate the scaled consensus of
MASs with impulsive time delays under fixed and switching topologies.

4.1 Scaled consensus problems in Hybrid multi-agent

systems

4.1.1 Problem formulation

Consider the hybrid multi-agent system consists of n agents which are continuous-time and
discrete-time dynamic agents, labelled 1 through n, where the number of continuous-time
dynamic agents is c, c ≤ n. Without loss of generality, we assume that agent 1 through c
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are continuous-time dynamic agents and the scalar scaled of agent i is denoted by βi, βi ̸= 0.
Moreover, Ic = {1, 2, 3, ..., c}, In\Ic = {c+ 1, c+ 2, c+ 3, ..., n}. Then, each agent has the
dynamics as follows:{

βiẋi(t) = ui(t), for i ∈ Ic,
βixi(tk+1) = βixi(tk) + ui(tk), tk = kh, for i ∈ In\Ic,

(4.1)

where h is the sampling period, xi ∈ R, ui ∈ R and βi ∈ R/{0} are the state, control input
and the scalar scale of agent i, respectively. The initial conditions are xi(0) = xi0, and
x(0) = [x10, x20, ..., xn0]

T .

Moreover, the hybrid multi-agent system (4.1) is modelled as a connected directed
graph, where all agents are regraded as the nodes and the interaction between two agents
has been represented by the edge in a graph. This implies that (vi, vj) ∈ E corresponds
to an available information link from agent i to agent j. Besides, each agent updates
its current state based on the information received from its neighbours. Furthermore, we
suppose that there exists communication behaviour as in hybrid multi-agent system (4.1),
that is, there are agent i and agent j which make aij > 0.

Definition 4.1.1. Given any scalar scale βi ̸= 0 for the agent i, the hybrid multi-agent
system (4.1) is said to reach scaled consensus to (β1, . . . , βn) if for any initial conditions,
we have

lim
tk→∞

∥βixi(tk)− βjxj(tk)∥ = 0, for i, j ∈ In, (4.2)

and

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0, for i, j ∈ Ic. (4.3)

Remark. If a scalar scale βi = 1 for all i, the scaled consensus can reduce to the standard
consensus.

The following Lemma is one of the most important Lemmas that will be used to prove
our main results in this thesis.

Lemma 4.1.1. Given the scalar scale B = (β1, β2, . . . , βn), βi ̸= 0. Define βmax =

max1≤i≤n|βi|, H = diag{h1, h2, ..., hn} such that 0 < hi <
1

dmaxβmax
, i ∈ In, and

|B| = diag(|β1|, |β2|, ..., |βn|). If the communication network G contains a spanning tree,
then In −H|B|L is SIA, i.e., there exists a column vector y such that

lim
k→∞

[In −H|B|L]k = 1ny
T .
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Proof. Since h ∈ (0,
1

dmaxβmax
), one obtains

In −H|B|L = (In −H|B|D) +H|B|A

is a stochastic matrix with positive diagonal entries, where D = diag(d1, . . . , dn) and A
are the degree matrix and adjacency matrix of G, respectively. Obviously, for all i, j ∈ In;
i ̸= j, the (i, j)th entry of In−H|B|L is positive if and only if aij > 0. Then, G is the graph
associated with In−H|B|L. Since G contains a spanning tree, it follows from Lemma 2.6.6
and Lemma 2.6.7 that

lim
k→∞

[In −H|B|L]k = 1ny
T

for some a column vector y.

4.1.2 Consensus results

In this section, the scaled consensus problems of hybrid multi-agent system (4.1) have been
studied under two kinds of control inputs (consensus protocols), respectively.

Case I:We assume that all agents communicate with their neighbours and update their
control inputs in a sampling time tk. Then, the consensus protocol for hybrid multi-agent
system (4.1) is defined as follows:

ui(t) = |βi|
∑
j∈N c

i

aij[βjxj(tk)− βixi(tk)], for t ∈ (tk, tk+1], i ∈ Ic

ui(tk) = h · |βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic,
(4.4)

where A = [aij] is the weighted adjacency matrices associated with the graph G, h = hi =
tk+1 − tk for all i is the sampling period.
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Theorem 4.1.2. Let G be a directed connected communication network of the hybrid multi-

agent system (4.1) and βi ̸= 0 be any scalar scale of agent i. Assume that 0 < h <
1

dmaxβmax
and G contains a spanning tree. Then, the hybrid multi-agent system (4.1) with the
protocol (4.4) reaches scaled consensus to (β1, . . . , βn).

Proof. Let βi ̸= 0 be any scalar scale of agent i, we first show that equation (4.2) holds.
From (4.4) we have, for t ∈ (tk, tk+1],

βixi(t) = βixi(tk) + (t− tk)|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.
(4.5)

Therefore, it follows that

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In (4.6)

Let x(tk) = (x1(tk), x2(tk), ..., xn(tk))
T ∈ Rn, B = diag(β1, β2, ..., βn) ∈ Rn×n, |B| =

diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n and H = diag(h1, h2, . . . , hn). Then, equation (4.6) can
be written as

Bx(tk+1) = [In −H|B|L]Bx(tk). (4.7)

Since G has a directed spanning tree and 0 < h <
1

dmaxβmax
, by Lemma 4.1.1, we have

limk→∞[In −H|B|L]k = 1ny
T , where y is a column vector. Thus

lim
k→∞

Bx(tk) = lim
k→∞

[In −H|B|L]kBx(0) = 1ny
TBx(0).

As a consequence, equation (4.2) holds. Furthermore,

lim
tk→∞

βixi(tk) = yTBx(0) for i ∈ In. (4.8)

Now, we will show that

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ Ic.
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Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥
+ ∥βjxj(tk)− βjxj(t)∥. (4.9)

From equation (4.5), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥ ≤ h|βi|
∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥.

As t→ ∞, we have tk → ∞. Thus,

lim
t→∞

∥βixi(t)− βixi(tk)∥ = 0 for i, j ∈ Ic.

Taking the limit as t→ ∞ on both sides of equation (4.9), one obtains

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ Ic.

Furthermore,

lim
t→∞

βixi(t) = lim
tk→∞

βixi(tk) = yTBx(0) for i ∈ Ic,

which implies that equation (4.3) holds. Therefore, the hybrid multi-agent system (4.1)
with protocol (4.4) reaches scaled consensus.

Case II: All agents communicate with their neighbours and update their control inputs
in a sampling time tk. However, different from Case I, we assume that each continuous-
time dynamic agent can observe its own state in real time. Then, the consensus protocol
for hybrid multi-agent system (4.1) is defined by:

ui(t) = |βi|
∑
j∈N

aij[βjxj(tk)− βixi(t)], for t ∈ (tk, tk+1], i ∈ Ic

ui(tk) = h · |βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic,
(4.10)

where A = [aij] is the weighted adjacency matrices associated with the graph G, h = hi =
tk+1 − tk for all i is the sampling period.
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Theorem 4.1.3. Let G be a directed connected communication network of the hybrid multi-

agent system (4.1) and βi ̸= 0 be any scalar scale of agent i. Assume that 0 < h <
1

dmaxβmax
and G contains a spanning tree. Then, the hybrid multi-agent system (4.1) with the pro-
tocol (4.10) achieves scaled consensus to (β1, . . . , βn), where

H = diag

{
1− e−

∑n
j=1 a1j |β1|h∑n

j=1 a1j|β1|
. . . ,

1− e−
∑n

j=1 acj |βc|h∑n
j=1 acj|βc|

, h, . . . , h

}
.

Proof. We first show that equation (4.2) holds. From (4.10) we know that for t ∈ (tk, tk+1],

βixi(t) = βixi(tk)

+|βi|
(
1− e−

∑n
j=1 aij |βi|(t−tk)∑n

j=1 aij|βi|

)∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.

(4.11)
Accordingly, at time tk+1, the states of agents are

βixi(tk+1) = βixi(tk)

+|βi|
(
1− e−

∑n
j=1 aij |βi|h∑n

j=1 aij|βi|

)∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.

(4.12)
Letting x(tk) = (x1(tk), x2(tk), ..., xn(tk))

T ∈ Rn, B = diag(β1, β2, ..., βn) ∈ Rn×n,
|B| = diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n, equation (4.12) can be written as

Bx(tk+1) = [In −H|B|L]Bx(tk), (4.13)

where H = diag

{
1− e−

∑n
j=1 a1j |β1|h∑n

j=1 a1j|β1|
. . . ,

1− e−
∑n

j=1 acj |βc|h∑n
j=1 acj|βc|

, h, . . . , h

}
.

Since
1− e−

∑n
j=1 aij |βi|h∑n

j=1 aij|βi|
<

1

dii|βi|
for i ∈ Ic, and h <

1

dmaxβmax
, one obtains

0 < hi <
1

dmaxβmax
for H. Since G has a spanning tree, by Lemma 4.1.1, In −H|B|L is an

SIA, i.e., there exists a column vector y such that

lim
k→∞

[In −H|B|L]k = 1ny
T .
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Thus

lim
k→∞

Bx(tk) = lim
k→∞

[In −H|B|L]kBx(0) = 1ny
TBx(0).

As a consequence, equation (4.2) holds. Moreover,

lim
tk→∞

βixi(tk) = yTBx(0) for i ∈ In. (4.14)

Now, we will show that

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ Ic.

From equation (4.11), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥ ≤ |βi|∑n
j=1 aij|βi|

∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥. (4.15)

As t→ ∞, we have tk → ∞. Thus,

lim
t→∞

∥βixi(t)− βixi(tk)∥ = 0 for i, j ∈ Ic. (4.16)

Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥+ ∥βjxj(tk)− βjxj(t)∥.
(4.17)

Thus, by (4.16), we get

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ Ic. (4.18)

Furthermore,

lim
t→∞

βixi(t) = lim
tk→∞

βixi(tk) = yTBx(0) for i ∈ Ic,

which implies that equation (4.3) holds. Therefore, the hybrid multi-agent system (4.1)
with protocol (4.10) reaches scaled consensus.
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4.1.3 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of the-
oretical results in this work.

Example 1. Assume that there are 8 agents consisting of six continuous-time dynamic
agents and two discrete-time dynamic agents, denoted by 1−6 and 7−8, respectively. Let
x(0) = [−6 4 − 2 1 − 1 2 − 4 6]T . The communication network G with 0 − 1
weights is shown in Figure 4.1, where the dashed lines mean that each agent exchanges
information at time t = tk.

Figure 4.1: A connected directed network G.

Consider a communication network G in Figure 4.1, it can be seen that G is balanced
and contains a directed spanning tree with dmax = 2 and the Laplacian matrix of a network
G as

L =



1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 2 −1 0 0 0 −1
0 0 0 2 −1 0 −1 0
0 0 0 0 1 −1 0 0
−1 0 0 0 0 1 0 0
0 0 0 −1 0 0 2 −1
0 0 −1 0 0 0 −1 2


.
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Let the scalar scales be (2,−2, 1,−1, 3, 1.5,−2,−1), once obtains that βmax = 3.
Clearly, h = 0.02 < (2 · 3)−1 = (dmaxβmax)

−1. By using the consensus protocol (4.4),
the state trajectories of all agents are shown in Figure 4.2, which is consistent with the
sufficiency of Theorem 4.1.2.

Figure 4.2: The state trajectories of all agents using the consensus protocol (4.4) with
h = 0.02.
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Furthermore, the Figure 4.3 shows the state trajectories of all agents with scalar scales
(2,−2, 1,−1, 3, 1.5,−2,−1) using the consensus protocol (4.4) and communication network
G with h = 0.02.

Figure 4.3: The state trajectories of all agents with scalar scales (2,−2, 1,−1, 3, 1.5,−2,−1)
and h = 0.02.
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Moreover, If the scalar scale βi = 1 for all i, the state trajectories of all agents under
the consensus protocol (4.4) can be shown as in Figure 4.4.

Figure 4.4: The state trajectories of all agents with scalar scales (1, 1, 1, 1, 1, 1, 1, 1) and
h = 0.02.
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In addition, if the sampling period h = 0.4 > 0.33 = (dmaxβmax)
−1 the state trajectories

of all agent under the consensus protocol (4.4) are divergent as in Figure 4.5.

Figure 4.5: The state trajectories of all agents with scalar scales (2,−2, 1,−1, 3, 1.5,−2,−1)
and h = 0.4.
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Example 2. Assume that there are 8 agents consisting of six continuous-time dynamic
agents and two discrete-time dynamic agents, denoted by 1−6 and 7−8, respectively. The
communication network G with 0−1 weights is shown in Figure 4.6, where the continuous-
time dynamic agents can observe their own state in real time, while the interactions among
agents happen in the sampling time tk. It can be seen in Figure 4.6 that a network G is

Figure 4.6: A connected directed network G.

balanced and contains a spanning tree with dmax = 2. Moreover, the Laplacian matrix of
G can be described as following:

L =



1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 2 −1 0 0 0 −1
0 0 0 2 −1 0 −1 0
0 0 0 0 1 −1 0 0
−1 0 0 0 0 1 0 0
0 0 0 −1 0 0 2 −1
0 0 −1 0 0 0 −1 2


.
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Let the initial states of all agents be x(0) = [−6 4 − 2 1 − 1 2 − 4 6]T

and the scalar scales be (2,−2, 1,−1, 3, 1.5,−2,−1). Thus, βmax = 3 and by selecting the
sampling period h = 0.02 < (2 · 3)−1 = (dmaxβmax)

−1, all conditions of Theorem 4.1.3 are
satisfied. Hence, the consensus protocol (4.10) can guarantee reaching scaled consensus
of the system and the state trajectories of all agents are shown in Figure 4.7, which is
consistent with the sufficiency of Theorem 4.1.3.

Figure 4.7: The state trajectories of all agents using the consensus protocol (4.10) and
communication network G with h = 0.02.

71



In addition, the state trajectories of all agents with scalar scales (2,−2, 1,−1, 3, 1.5,−2,−1)
using the consensus protocol (4.10) and communication network G with h = 0.02 are de-
scribed as in Figure 4.8.

Figure 4.8: The state trajectories of all agents with scalar scales (2,−2, 1,−1, 3, 1.5,−2,−1)
under protocol (4.10) and h = 0.02.
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Furthermore, if the scalar scales βi = 1 for all i, the state trajectories of all agents
under the consensus protocol (4.10) with h = 0.02 can be described as in Figure 4.9.

Figure 4.9: The state trajectories of all agents with scalar scales (1, 1, 1, 1, 1, 1, 1, 1) and
h = 0.02.
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Moreover, if the sampling period h = 0.42 > 0.33 = (dmaxβmax)
−1 the state trajectories

of all agent under the consensus protocol (4.10) are divergent as in Figure 4.10.

Figure 4.10: The state trajectories of all agents with scalar scales
(2,−2, 1,−1, 3, 1.5,−2,−1) under protocol (4.10) with h = 0.42.
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Discussion

In this section, scaled consensus problems for the hybrid multi-agent system (4.1) con-
sisting of directed communication networks have been studied. Two consensus protocols
are proposed based on the interactions among agents. Firstly, we assume that the directed
communication networks G contains a spanning tree with 0 < h < (dmaxβmax)

−1 and inter-
actions among agents occur in the sampling time tk. Hence, by Theorem 4.1.2 and protocol
(4.4), the hybrid multi-agent system (4.1) achieves scaled consensus to (β1, . . . , βn). Sec-
ondly, assume that the directed communication networks G contains a spanning tree with
0 < h < (dmaxβmax)

−1 and interactions among agents occur in the sampling time tk but the
continuous-time dynamic agents can observe their own states in real time. By Theorem
4.1.3 and protocol (4.10), we show that the hybrid multi-agent system (4.1) achieves scaled
consensus to (β1, . . . , βn).

Moreover, under the consensus protocols (4.4) and (4.10), we see that if βi = 1 for all
i, the state trajectories of all agents are as in Figure 4.4 and Figure 4.9. This shows that
our scaled consensus results are more general than the consensus results of Zheng [132].

In addition, if the sampling period 0 < h < (dmaxβmax)
−1, Theorem 4.1.2 and Theorem

4.1.3 can guarantee reaching scaled consensus to (β1, . . . , βn) as shown in Figure 4.2 and
Figure 4.7. However, if h > (dmaxβmax)

−1, the hybrid multi-agent system (4.1) cannot
achieves scaled consensus to (β1, . . . , βn) under protocols (4.4) and (4.10) as shown in
Figure 4.5 and Figure 4.10.
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4.2 Scaled consensus problems in Multi-agent systems

In this section, scaled consensus problems of multi-agent systems have been investigated
by using impulsive consensus protocols

4.2.1 Scaled consensus of Nonlinear Multi-agent systems

In this section, we study scaled consensus problems of nonlinear multi-agent systems by
using impulsive consensus protocols

Consider a nonlinear multi-agent system (NMAS) consisting of N agents labelled 1
through N . Then, each agent has the dynamics as follows:

βiẋi(t) = f(t, xi(t)) + ui(t), for i ∈ IN (4.19)

where βi ̸= 0 is a scalar scaled of agent i, xi ∈ R and ui ∈ R are the state and control
input of agent i at time t, respectively. f(·) is a nonlinear function. The initial conditions
are xi(0) = xi0, and x(0) = [x10, x20, ..., xN0]

T .

In this work, we assume that all agents can update their states and interact with their
neighbours only at the sampling time t = tk. Thus, the impulsive consensus protocols can
be described as follows:

ui(t) =
∞∑
k=1

δ(t− tk)Bk|βi|
∑
j∈Ni

aij(βjxj(t)− βixi(t)), for i ∈ IN , (4.20)

where Bk ∈ RN×N is an impulsive matrix to be determined later. The discrete time
instant tk satisfy 0 ≤ t0 < t1 < t2 < · · · < tk < . . . and lim

k→∞
tk = ∞, δ(t) is the Dirac delta

function.
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Theorem 4.2.1. Let G be a directed connected communication network of the multi-agent
system (4.19). The nonlinear multi-agent system (4.19) under protocol (4.20) reaches
consensus if the following conditions are satisfied:

(i) G contains a spanning tree;
(ii) For any xi(t), xj(t) ∈ Ω ⊂ Rn; i ̸= j there exists a constant γ > 0, such that

(βixi(t)− βjxj(t))
T (f(t, βixi(t))− f(t, βjxj(t))) ≤ γ(βixi(t)− βjxj(t))

T (βixi(t)− βjxj(t));

(iii) There exist two constants τ1 and τ2 such that 0 < τ1 ≤ tk−tk−1 ≤ τ2 <∞, k ∈ N+;

(iv) There exist some constants bk, 0 < αk < 1 and 0 < η < 1 such that

(1− αk)|B|L − 2bk(|B|L)2 + (bk)
2(|B|L)3 ≤ 0

and
αke

γ(tk−tk−1) ≤ η < 1, k ∈ N,

where L is the Laplacian matrix of G and Ω is a bounded set.

Proof. Let Bk = bkIN , where bk is a constant. Then, the system (4.19) with protocol (4.20)
can be written asβiẋi(t) = f(t, xi(t)), t ̸= tk,

∆βixi(tk) = bk|βi|
∑
j∈Ni

aij(βjxj(t
−
k )− βixi(t

−
k )), k ∈ N. (4.21)

Let Bx(t) = [β1x1(t), β2x2(t), ..., βNxN(t)]
T , B = diag(β1, β2, ..., βN) ∈ RN×N ,

H = diag(h1, h2, . . . , hN), and |B| = diag(|β1|, |β2|, ..., |βN |) ∈ RN×N then the system
(4.21) can be written as{

Bẋ(t) = F(x(t), t), t ̸= tk,

∆Bx(tk) = (−bk|B|L)Bx(t−k ), k ∈ N,
(4.22)

where F(t, x(t)) = (f(t, x1(t)), f(t, x2(t)), . . . , f(t, xN(t)))
T . Then, we have{

Bẋ(t) = F(t,x(t)), t ̸= tk,

Bx(t+k ) = (IN − bk|B|L)Bx(t−k ), k ∈ N.
(4.23)
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Let Vi(t) := Vi(Bx(t)) = |βi|
∑
j∈Ni

aij(βjxj(t) − βixi(t))
T (βjxj(t) − βixi(t)). Consider the

Lyapunov function candidate

V (t) =
N∑
i=1

Vi(t)

= |βi|
N∑
i=1

∑
j∈Ni

aij(βjxj(t)− βixi(t))
T (βjxj(t)− βixi(t))

= (Bx(t))T (|B|L)(Bx(t)).

Taking the Dini derivative of V (t) for t ∈ [tk−1, tk), k ∈ N+, by condition (ii), one obtains

D+V (t) =
N∑
i=1

D+Vi(t)

= 2|βi|
N∑
i=1

∑
j∈Ni

aij(βjxj(t)− βixi(t))
T (βjẋj(t)− βiẋi(t))

≤ 2γV (t).

Then

V (x(t)) ≤ e2γ(t−tk−1)V (t+k−1), t ∈ [tk−1, tk), k ∈ N+. (4.24)

On the other hand, when k ∈ N+, by the condition (iv), we have

V (t+k ) = (Bx(t+k ))
T |B|L(Bx(t+k ))

= (Bx(t−k ))
T [(1− αk)|B|L − 2bk(|B|L)2 + (bk)

2(|B|L)3](Bx(t−k ))
= (Bx(t−k ))

T [(1− αk)|B|L − 2bk(|B|L)2 + (bk)
2(|B|L)3 − αk|B|L](Bx(t−k ))

+ αk(Bx(t−k ))
T |B|L(Bx(t−k ))

≤ αkV (t−k ).

By mathematical induction, one obtains that, for t ∈ [tk−1, tk), k ∈ N+, k ≥ 2,

V (t) ≤ e2γ(t−tk−1)

k−1∏
i=1

αje
2γ(tj−tj−1)V (x(t+0 )). (4.25)
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It follows from the conditions (iii) and (iv) that

V (t) ≤ e2|β|τ2ηkV (x(t+0 )), t ∈ [tk−1, tk), k ∈ N+, k ≥ 2.

Hence, V (x(t)) → 0 as t→ ∞. Since G is connected, one obtains that

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0, ∀i, j ∈ IN .

4.2.2 Scaled consensus of Multi-agent systems

In this section, scaled consensus problems of directed multi-agent systems with fixed and
switching topologies have been studied.

Fixed topology

Consider a multi-agent system consists of n agents which are continuous-time dynamic
agents, labelled 1 through n, and let In = {1, 2, 3, ..., n}. Then, the dynamics of each
agent with a scalar scale can be described as follows:

βiẋi(t) = ui, for i ∈ In, (4.26)

where βi ̸= 0, xi ∈ R and ui ∈ R are the scalar scale, state and control input of agent i,
respectively. The initial conditions are xi(0) = xi0, and x(0) = [x10, x20, ..., xn0]

T .

Definition 4.2.1. Given any scalar scale βi ̸= 0 for the agent i, the multi-agent system
(4.26) is said to reach scaled consensus to (β1, . . . , βn) if for any initial conditions,

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0, for i, j ∈ In, (4.27)

Remark. It can be seen that the scaled consensus problem is more general than the usual
consensus problems, that is, if βi = 1 for all i, then the scaled consensus problem can
reduce to the standard consensus problems that have been studied in [18, 97, 98, 40, 104,
8, 6, 74, 80, 27, 79].

Assuming that the multi-agent system (4.26) has been modelled as a connected digraph
G = (V , E ,A) = Gc ∪ Gd, where Gc = (Vc, Ec,A) and Gd = (Vd, Ed,A′);Vc = Vd = V are
the communication networks of system (4.26) at time t ̸= tk called ’continuous graph’ and
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at time t = tk called ’discrete graph’, respectively. Given any scalar scales βi ̸= 0 for
i = 1, 2, . . . , n, the scaled consensus protocol of multi-agent system (4.26) based on the
continuous graph and discrete graph is defined as follows: for t ∈ (tk−1, tk],

ui(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)]

+ h · |βi|
∞∑
k=1

∑
l∈N ′

i

a′il[βlxl(t)− βixi(t)]δ(t− tk), for i ∈ In, (4.28)

where βi is the scalar scale of agent i; h = tk − tk−1 is a sampling period; A = [aij]
(or A′ = [a′il]) is the weighted adjacency matrices associated with the graph Gc (or Gd)
and δ(·) is the Dirac delta function. Thus, for each scalar scale βi ̸= 0, the multi-agent
system (4.26) with protocol (4.28) can be written as:

βiẋi(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)]

+ h|βi|
∞∑
k=1

∑
l∈N ′

i

a′il[βlxl(t)− βixi(t)]δ(t− tk), for i ∈ In. (4.29)

By the definition of the Dirac delta function, the system (4.29) can be described as the
impulsive system:

βiẋi(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)], t ∈ (tk−1, tk),

∆βixi(tk) = h|βi|
∑
l∈N ′

i

a′il[βlxl(tk)− βixi(tk)],
(4.30)

where ∆βixi(tk) = βixi(t
+
k )−βixi(t

−
k ) : xi(t

+
k ) = lim

h→0+
xi(tk+h) and xi(t

−
k ) = lim

h→0+
xi(tk−h).

With out loss of generality, we assume that the solution of system (4.30) is left con-
tinuous, that is, βixi(t

−
k ) = βixi(tk) and let x(t) = (x1(t), x2(t), . . . , xn(t))

T ∈ Rn, B =
diag(β1, β2, . . . , βn) ∈ Rn×n, H = diag(h1, h2, . . . , hn), and |B| = diag(|β1|, |β2|, . . . , |βn|) ∈
Rn×n. Then, the system (4.30) can be written as the form:{

Bẋ(t) = −|B|LBx(t), t ̸= tk,

Bx(t+k ) =
(
In −H|B|L′)Bx(tk), k ∈ N.

(4.31)
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Theorem 4.2.2. Let G be a directed connected communication network of the multi-agent
system (4.26) and βi ̸= 0 be a scalar scale of agent i. The multi-agent system (4.26)
with protocol (4.28) reaches scaled consensus to (β1, . . . , βn) if the following conditions are
satisfied:

(i) Gc ∪ Gd are both balanced and contain a spanning tree;

(ii) 0 < h <
1

dmaxβmax
;

(iii) there exists a constant 0 < α ≤ 1 such that

(1− α)In −H|B|L′ − (H|B|L′)T + L′T (H|B|)2L′ ≤ 0,

where dmax = maxi{dii} and βmax = maxi{|βi|}, for i ∈ In, L′ is the Laplacian matrix of
Gc ∪ Gd at t = tk.

Proof. Since Gc ∪ Gd is balanced, from the consequence of [18], then

x̄ = Ave(x) =
1

n

n∑
j=1

xj is invariant quantity i.e., x̄(t) = x̄(0) =
1

n

n∑
j=1

xj(0), which is not

true for an arbitrary digraph. The invariant of x̄ allows decomposition of xi for i = 1, 2, ..., n
as in the following equation:

βiδi(t) = βixi(t)− βix̄, t ∈ (tk−1, tk],

βiδi(t
+
k ) = βixi(t

+
k )−βix̄ and βiδi(t

−
k ) = βiδi(tk), i = 1, 2, 3, ..., n, with initial conditions

x(t0) = x(0) = [x10, x20, ..., xn0]
T , where δ = (δ1, ..., δn)

T is the error vector or disagreement
vector. Thus, {

Bδ̇(t) = −|B|LBδ(t), t ̸= tk

Bδ(t+k ) = [In −H|B|L′]Bδ(tk), t = tk, k ∈ N.
(4.32)

Consider the Lyapunov function candidate as follows:

V (δ) = (Bδ)T (Bδ).

Let V (δ) =: V (δ(t)). Since Gc ∪ Gd is balanced, by Lemma 2.6.1 [74], we have

L̂ = Sym(L) = L+ LT

2
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and by definition 2.6.2 [15], the total derivation of V (δ) with respect to (4.32) is

V̇ (t) = (Bδ̇)T (Bδ) + (Bδ)T (Bδ̇)
= −(Bδ)T ((|B|L)T + |B|L)(Bδ)
= −2(Bδ)T (|B|L̂)(Bδ)
≤ −2λ2(|B|L̂)V (t).

This implies that, for t ∈ (tk−1, tk],

V (t) ≤ e−2λ2(|B|L̂)(t−tk−1)V (t+k−1).

On the other hand, when t = tk−1, using the fact from the condition (iii) that there exists
0 < α ≤ 1 such that

(1− α)In −H|B|L′ − (H|B|L′)T + L′T (H|B|)2L′ ≤ 0,

one obtains that

V (t+k−1) = (Bδ)T (tk−1)(In −H|B|L′)T (In −H|B|L′)(Bδ)(tk−1)

= (Bδ)T (tk−1)[In − (H|B|L′)T −H|B|L′ + L′T (H|B|)2L′ − αIn + αIn](Bδ)(tk−1)

= (Bδ)T (tk−1)[(1− α)In − (H|B|L′)T −H|B|L′ + L′T (H|B|)2L′](Bδ)(tk−1)

+ α(Bδ)T (tk−1)(Bδ)(tk−1)

≤ α(Bδ)T (tk−1)(Bδ)(tk−1)

= αV (tk−1).

For t ∈ (t0, t1],

V (t) ≤ e−2λ2(|B|L̂)(t−t0)V (t+0 ),

which leads to
V (t+1 ) ≤ αe−2λ2(|B|L̂)(t1−t0)V (t+0 ).
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Similarly, for t ∈ (t1, t2],

V (t) ≤ e−2λ2(|B|L̂)(t−t1)V (t+1 )

≤ αe−2λ2(|B|L̂)(t−t0)V (t+0 ).

In general, for t ∈ (tk−1, tk], we have

V (t) ≤ αk−1e−2λ2(|B|L̂)(t−t+0 )V (t+0 ).

Hence,

|δ(t)| ≤ α(k−1)/2e−λ2(|B|L̂)(t−t0)|δ(t+0 )|, t ∈ (tk−1, tk].

Therefore,

∥βixi(t)− βix̄∥ → 0 as t→ ∞ or lim
t→∞

βixi(t) = βix̄, ∀i ∈ In.

This implies that, for t ∈ (tk−1, tk],

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ In.

TThis completes the proof.

Switching topologies

In this section, the consensus problems of multi-agent systems under switching topologies
described by the impulsive systems have been studied. Using similar notations, the scaled
consensus protocol for multi-agent system based on the scalar scale βi ̸= 0 under switching
topology is defined as follows: for t ∈ (tk−1, tk],

ui(t) = |βi|
∑

j∈Ni(σ(t))

aij(σ(t))[βjxj(t)− βixi(t)]

+ h · |βi|
∞∑
k=1

∑
l∈N ′

i (s(k))

a′il(s(k))[βlxl(t)− βixi(t)]δ(t− tk), for i ∈ In, (4.33)

where h = tk−tk−1 is a sampling period; A = [aij] (or A′ = [a′ij]) is the weighted adjacency
matrices associated with the graph Gc (or Gd) and δ(·) is the dirac delta function.
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Furthermore, for some r,m ∈ N, σ : [0,∞) → {1, 2, 3, . . . , r} is a piecewise constant
function and s : N → {1, 2, 3, . . . ,m} is a constant function called the continuous-time
switching signal and discrete-time switching signal, respectively.

In this work, we assume that there is no switching on each impulsive interval, that is,
σ(t) = σ(k) for t ∈ (tk−1, tk]. Consequently, for any βi ̸= 0, the multi-agent system (4.26)
with protocol (4.33) can be written as

ẋi(t) = |βi|
∑

j∈Ni(σ(k))

aij(σ(k))[βjxj(t)− βixi(t)], t ∈ (tk−1, tk),

∆xi(tk) = h · |βi|
∑

l∈N ′
i (s(k))

a′il(s(k))[βlxl(tk)− βixi(tk)].
(4.34)

Let x(t) = (x1(t), x2(t), ..., xn(t))
T ∈ Rn, H = diag(h1, h2, . . . , hn), and

|B| = diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n , the system (4.34) can be written as the form:{
Bẋ(t) = −|B|Lσ(k)Bx(t), t ̸= tk,

∆Bx(t) = −H|B|L′
s(k)Bx(t), t = tk, k ∈ N,

(4.35)

where Lσ(k) and L′
s(k) are the Laplacian matrix of Gc ∪ Gd. The time sequence tk satisfies

0 < t1 < t2 < t3 < · · · < tk < · · · , lim
t→∞

tk = ∞. Without loss of generality, we assume that

lim
h→0+

xi(tk − h) = xi(tk), that is, xi(tk) is left-continuous.

Then, the system (4.35) can be written as{
Bẋ(t) = −|B|Lσ(k)Bx(t), t ̸= tk,

Bx(t+k ) =
(
In −H|B|L′

s(k)

)
Bx(tk), k ∈ N.

(4.36)

Theorem 4.2.3. Let G be a directed connected communication network of the multi-agent
system (4.26). The multi-agent system (4.26) under protocol (4.33) reaches scaled consen-
sus to (β1, . . . , βn) if the following conditions are satisfied:

(i) Gc ∪ Gd are both balanced and contain a spanning tree;

(ii) 0 < h <
1

dmaxβmax
;

(iii) there exists constants 0 < αi ≤ 1 such that

(1− αi)In −H|B|L′
s(k−1) − (H|B|L′

s(k−1))
T + L′T

s(k−1)(H|B|)2L′
s(k−1) ≤ 0,

where dmax = maxi{di} and βmax = maxi{|βi|}, for i ∈ In; L′
s(k−1) is the Laplacian matrix

of Gc ∪ Gd at t = tk.
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Proof. Let βiδi(t) = βixi(t) − βix̄, for t ∈ (tk−1, tk], where x̄ =
1

n

n∑
j=1

xj(0); βiδi(t
+
k ) =

βixi(t
+
k ) − βix̄ and βiδi(t

−
k ) = βiδi(tk), i = 1, 2, 3, ..., n, with initial conditions x(t0) =

x(0) = [x10, x20, ..., xn0]
T , where δ = (δ1, ..., δn)

T is the error vector or disagreement vector.
Thus, {

Bδ̇(t) = −|B|Lσ(k)Bδ(t), t ̸= tk

Bδ(t+k ) =
(
In −H|B|L′

s(k)

)
Bδ(tk), t = tk, k ∈ N.

(4.37)

Consider the Lyapunov function candidate as follows:

V (δ) = (Bδ)T (Bδ).

Let V (δ) =: V (δ(t)). Since Gc ∪ Gd is balanced, by Lemma 2.6.1 [74] we have

L̂ = Sym(L) = 1

2
(L+ LT ).

Hence, the total derivation of V (δ) with respect to (4.37) is

V̇ (t) = (Bδ̇)T (Bδ) + (Bδ)T (Bδ̇)
= −(Bδ)T ((|B|Lσ(k))T + |B|Lσ(k))(Bδ)
= −2(Bδ)T (|B|L̂σ(k))(Bδ)
≤ −2λ2(|B|L̂σ(k))V (t), t ∈ (tk−1, tk).

Then, for t ∈ (tk−1, tk],

V (t) ≤ e−2λ2(|B|L̂σ(k))(t−tk−1)V (t+k−1).

On the other hand, when t = tk−1, from the condition (iii), there exists 0 < αi ≤ 1 such
that

(1− αi)In −H|B|L′
s(k−1) − (H|B|L′

s(k−1))
T + L′T

s(k−1)(H|B|)2L′
s(k−1) ≤ 0.

One obtains that

V (t+k−1) = (Bδ)T (tk−1)(In −H|B|L′
s(k−1))

T (In −H|B|L′
s(k−1))(Bδ)(tk−1)

≤ αs(k−1)(Bδ)T (tk−1)(Bδ)(tk−1)

= αs(k−1)V (tk−1).
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Then, for t ∈ (tk−1, tk],

V (t) ≤ αs(1)αs(2) · · ·αs(k−1)e
−2λ2(|B|L̂σ(k))(t−tk−1) · · · e−2λ2(|B|L̂σ(2))(t1−t0)V (t+0 ).

Let α = max
k

{αs(k)} and λ2(|B|L̂) = min
k

{λ2(|B|L̂σ(k))}, then we have

V (t) ≤ αk−1e−2λ2(|B|L̂)(t−t0)V (t+0 ).

This implies that, for t ∈ (tk−1, tk],

|δ(t)| ≤ α(k−1)/2e−λ2(|B|L̂)(t−t0)|δ(t+0 )|.

Therefore,

∥βixi(t)− βix̄∥ → 0 as t→ ∞ or lim
t→∞

βixi(t) = βix̄, ∀i ∈ In.

This implies that, for t ∈ (tk−1, tk],

lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0 for i, j ∈ In.

Theorem 4.2.4. Let G be a directed connected communication network of the multi-agent
system (4.26) with the sampling period 0 < h < (dmaxβmax)

−1. Assume that for k = 1, 2, . . .
the interval (tk−1, tk] are uniformly bounded. Then, the multi-agent system (4.26) under
the protocol (4.33) achieves scaled consensus to (β1, . . . , βn) if Gc ∪Gd contains a spanning
tree.

Proof. For any t > 0, there exists a positive integer k such that t ∈ (tk−1, tk]. Then the
solution of (4.36) with initial conditions x(t0) = x(0) can be obtained by Mathematical
induction: for t ∈ (tk−1, tk],

Bx(t) = e−|B|Lσ(k)(t−tk−1)(In −H|B|L′
s(k−1))×

× e−|B|Lσ(k−1)(tk−1−tk−2) · · · (In −H|B|L′
s(1))e

−|B|Lσ(1)(t1−t0)Bx(0),

and

Bx(t+k ) = (In −H|B|L′
s(k))e

−|B|Lσ(k)(tk−tk−1)(In −H|B|L′
s(k−1))×

× e−|B|Lσ(k−1)(tk−1−tk−2) · · · (In −H|B|L′
s(1))e

−|B|Lσ(1)(t1−t0)Bx(0).
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Since (tk−1, tk] are uniformly bounded for k = 1, 2, . . . , then by Lemma 2.6.5 we have
e−|B|Lσ(k)(tk−tk−1) is a stochastic indecomposable and aperiodic (SIA) matrix. Furthermore,
Lemma 4.1.1 implies that (In−H|B|L′

s(k)) is also SIA because 0 < h < (dmaxβmax)
−1 giving

the other eigenvalues of H|B|L′ are less than 1 except one simple eigenvalue 0. Using the
Lemma 2.6.3 and 2.6.4, there exists a column vector y such that

lim
t→∞

e−|B|Lσ(k)(t−tk−1) · · · (In −H|B|L′
s(1))e

−|B|Lσ(1)(t1−t0)Bx(0) = 1yT

and

lim
tk→∞

(In −H|B|L′
s(k))e

−|B|Lσ(k)(tk−tk−1) · · · (In −H|B|L′
s(1))e

−|B|Lσ(1)(t1−t0)Bx(0) = 1yT .

Therefore, the multi-agent network described by system (4.37) reaches scaled consensus to
(β1, . . . , βn).

4.2.3 Scaled consensus of MASs with external perturbations

In some practical applications, the external perturbations or noises often exist in communi-
cations between agents. In this section, we study scaled consensus problem in MASs with
external perturbations. The dynamic of agent i with a nonzero scalar scale βi is defined
as follows:

βiẋi(t) = ui(t) + wi(t), for i ∈ In (4.38)

where wi(t) is an external disturbance for agent i and

ui(t) = |βi|
∑

j∈Ni(σ(t))

aij(σ(t))[βjxj(t)− βixi(t)]

+ h · |βi|
∞∑
k=1

∑
l∈N ′

i (s(k))

a′il(s(k))[βlxl(t)− βixi(t)]δ(t− tk), for i ∈ In,

where t ∈ (tk−1, tk] and βi is a nonzero scalar scale of agent i is the control input.
By the definition of Dirac delta function, (4.38) can be described as{

Bẋ(t) = −|B|Lσ(k)Bx(t) + w(t), t ̸= tk,

Bx(t+k ) =
(
In −H|B|L′

s(k)

)
Bx(tk), k ∈ N

(4.39)
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where x(t) = (x1(t), x2(t), ..., xn(t))
T and w(t) = (w1(t), w2(t), ..., wn(t))

T ∈ Rn,
H = diag(h1, h2, . . . , hn), and |B| = diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n.

To suppress disturbances in the network and make all agents reach consensus, we define

an output function zi(t) = βiηi(t) = βixi − βix̄, i = 1, 2, . . . , n, where x̄ =
1

n

n∑
j=1

xj(0).

Then, system (4.39) can be described as
Bη̇(t) = −|B|Lσ(k)Bη(t) +w(t), t ̸= tk

Bη(t+k ) =
(
In −H|B|L′

s(k)

)
Bη(tk), t = tk, k ∈ N

z(t) = Bη(t),
Bη(t+0 ) = Bη(0)

(4.40)

where z(t) is the controlled output, t0 ≥ 0 is the initial time and η = (η1, η2, . . . , ηn)
T is

an error vector.

For the disturbance signal w(·) ∈ Rn, define

∥w∥T =
[ ∫ T

0

∥w(t)∥2dt
]1/2

=
[ ∫ T

0

w(t)Tw(t)dt
]1/2

,

where T > 0 is an arbitrary constant. Then,w(t) is said to belong to L2[0, T ], if ∥w∥T <∞.
Throughout this work, it is assumed that the disturbance input w(t) ∈ L2[0, T ].

Then, the robust H∞ problem to be addressed can be formulated to achieve the fol-
lowing objectives:

i) System (4.40) is exponentially stable when w(t) = 0.
ii) Under the zero-initial condition, the controlled output z(t) satisfies

∥z(t)∥T ≤ γ∥w(t)∥T ,

for any nonzero w(t) ∈ L2[0, T ], where γ > 0 is a prescribed scalar. Moreover, the above
conditions are often called robust H∞ criteria for system (4.40).

Theorem 4.2.5. Let G be a directed connected communication network of the multi-agent
system (4.38) with the sampling period 0 < h < (dmaxβmax)

−1. If there exist positive
scalars λ, γ, 0 < αr < 1 and positive-definite matrices Pi such that

1

γ2
PiP

T
i −Pi|B|Li − (|B|Li)TPi + 2λPi + In < 0 (4.41)
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and (
In −H|B|L′

)T
Pi

(
In −H|B|L′

)
− αrPr ≤ 0, (4.42)

where i, r = 1, 2, . . . , l and j = 1, 2, . . . ,m, then, the impulsive system (4.40) satisfies the
robust H∞ criteria i) and ii).

Proof. For the system (4.40), the Lyapunov functions candidate can be defined as

Vσ(k)(δ) = (Bη)TPσ(k)(Bη),

where B = diag(β1, β2, ..., βn) ∈ Rn×n and σ(k) ∈ {1, 2, . . . , l}.
Let Vσ(k) =: Vσ(k)(η(t)), η =: η(t) and define

ψσ(k)(t) = V̇σ(k) + 2λVσ(k)(t) + ∥z∥2 − γ2∥w∥2.

It follows from (4.40) and (4.41) that

ψσ(k)(t)

= (Bη)T
(
−Pσ(k)|B|Lσ(k) − (|B|Lσ(k))TPσ(k) + 2λPσ(k) + In

)
(Bη) + (Bη)TPσ(k)w(t)

+w(t)TPσ(k)(Bη)− γ2w(t)Tw(t)

= −
(
γw(t)− 1

γ
P T
σ(k)(Bη)

)T(
γw(t)− 1

γ
PT
σ(k)(Bη)

)
+ (Bη)T

( 1

γ2
Pσ(k)P

T
σ(k) −Pσ(k)|B|Lσ(k) − (|B|Lσ(k))TPσ(k) + 2λPσ(k) + In

)
(Bη)

≤ (Bη)T
( 1

γ2
Pσ(k)P

T
σ(k) −Pσ(k)|B|Lσ(k) − (|B|Lσ(k))TPσ(k) + 2λPσ(k) + In

)
(Bη)

< 0, t ∈ (tk−1, tk].

Namely, for t ∈ (tk−1, tk],

V̇σ(k) + 2λVσ(k)(t) + ∥z∥2 − γ2∥w∥2 < 0. (4.43)

It follows from (4.43) that for t ∈ (tk−1, tk],∫ tk

tk−1

(
V̇σ(k) + 2λVσ(k)(t) + ∥z∥2 − γ2∥w∥2

)
dt < 0. (4.44)
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For any T ∈ (tk−1, tk] we denote that

Λ1 =
k−1∑
i=1

∫ ti

ti−1

V̇σ(i)(t)dt+

∫ T

tk−1

V̇σ(k)(t)dt

Λ2 =
k−1∑
i=1

∫ ti

ti−1

2λVσ(i)(t)dt+

∫ T

tk−1

2λVσ(k)(t)(t)dt

Λ3 =

∫ T

t0

(
∥z∥2 − γ2∥w∥2

)
dt.

Applying (4.44) successively on each subinterval from t0 to T with η(t0) = 0 gives

Λ1 + Λ2 + Λ3 < 0. (4.45)

It follows (4.42) from

Vσ(k)(t
+
k−1)−Vσ(k)(tk−1)

= (Bη(tk−1))
T
(
In −H|B|L′

s(k−1)

)T
Pσ(k)

(
In −H|B|L′

s(k−1)

)
(Bη(tk−1))

− (Bη(tk−1))
TPσ(k−1)(Bη(tk−1))

= (Bη(tk−1))
T
[(
In −H|B|L′

s(k−1)

)T
Pσ(k)

(
In −H|B|L′

s(k−1)

)
−Pσ(k−1)

]
(Bη(tk−1))

= (Bη(tk−1))
T
[(
In −H|B|L′

s(k−1)

)T
Pσ(k)

(
In −H|B|L′

s(k−1)

)
− ασ(k)Pσ(k−1)

]
(Bη(tk−1)) + (Bη(tk−1))

T
(
ασ(k)Pσ(k−1) −Pσ(k−1)

)
(Bη(tk−1))

≤ −(1− ασ(k))Vσ(k−1)(tk−1), k = 1, 2, . . .

that ∫ t1

t0

V̇σ(1)(t)dt+ · · ·+
∫ tk−1

tk−2

V̇σ(k−1)(t)dt+

∫ T

tk−1

V̇σ(k)(t)dt

= Vσ(k)(T )−
k−1∑
i=1

(
Vσ(i+1)(t

+
i )−Vσ(i)(ti)

)
> 0.
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Therefore,

k−1∑
i=1

∫ ti

ti−1

V̇σ(i)(t)dt+

∫ T

tk−1

V̇σ(k)(t)dt+
k−1∑
i=1

∫ ti

ti−1

2λVσ(i)(t)dt+

∫ T

tk−1

2λVσ(k)(t)(t)dt > 0.

(4.46)

It follows from (4.45) and (4.46) that

∥z∥2T − γ2∥w∥2T < 0, (4.47)

which immediately yields that ∥z∥T < γ∥w∥T .
If w = 0, it follows from (4.43) that

V̇σ(k) + 2λVσ(k)(t) < 0, t ∈ (tk−1, tk]

which implies that for t ∈ (tk−1, tk],

Vσ(k)(t) ≤ Vσ(k)(t
+
k−1)e

−2λ(t−tk−1). (4.48)

At time instant t = t+k ,

Vσ(k+1)(t
+
k ) = (Bη(tk))T

(
In −H|B|L′

s(k)

)T
Pσ(k+1)

(
In −H|B|L′

s(k)

)
(Bη(tk))

≤ ασ(k)Vσ(k)(tk). (4.49)

The following results come from (4.48) and (4.49). For t ∈ (t0, t1],

Vσ(1)(t) ≤ Vσ(1)(t
+
0 )e

−2λ(t−t0),

which leads to

Vσ(1)(t1) ≤ Vσ(1)(t
+
0 )e

−2λ(t1−t0),

and

Vσ(2)(t
+
1 ) ≤ ασ(1)Vσ(1)(t1) ≤ Vσ(1)(t

+
0 )ασ(1)e

−2λ(t1−t0).

In general, for t ∈ (tk−1, tk],

Vσ(k)(t) ≤ Vσ(1)(t
+
0 )ασ(1) · · ·ασ(k−1)e

−2λ(t−t0).

That is, system (4.39) is exponentially stable. This completes the proof.
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Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of the-
oretical results in this work.

Example 1. Assume that there are 4 agents denoted by 1− 4 and the initial conditions
are denoted by x(0) = [1 − 1 2 − 2]T . Consider the fixed communication network G
shown in Figure 4.11, where the dashed lines mean that each agent exchanges information
at time t = tk.

Figure 4.11: A connected directed network G at time t ̸= tk and t = tk, respectively.

It is obviously that Gc ∪ Gd is balanced and contain a directed spanning tree with
dmax = 1. Let scalar scales β = (1 0.4 1.5 − 2)T and choose the sampling period
h = 0.2, then h = 0.2 < 0.5 = (βmaxdmax)

−1 and by using MATLAB, one obtains

(1− α)In −H|B|L′ − (H|B|L′)T + (H|B|)2L′TL′ ≤ 0,

for some appropriate α. Thus, the assumption (ii) and (iii) are satisfied.
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Thus, using Theorem 4.2.2 and consensus protocol (4.28), the scaled consensus problem
is solved and the state trajectories of all agents are shown in Figure 4.12.

Figure 4.12: The state trajectories of all agents using scaled consensus protocol (4.28) with
scalar scales β = (1 0.4 1.5 − 2)T for h = 0.2.
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In addition, it can be seen that if h = 0.84 > 0.5, which implies that the condition (ii)
is not satisfied, and hence the consensus protocol (4.28) cannot guarantee achieving scaled
consensus to β = (1 0.4 1.5 − 2)T as shown in Figure 4.13.

Figure 4.13: The state trajectories of all agents using scaled consensus protocol (4.28) with
scalar scales β = (1 0.4 1.5 − 2)T for h = 0.84.
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Moreover, if the scalar scales of all agent are equal to one i.e., βi = 1 for all i, the state
trajectories of agents under protocol (4.28) with h = 0.2 can be described as in Figure
4.14.

Figure 4.14: The state trajectories of all agents using scaled consensus protocol (4.28) with
scalar scales β = (1 1 1 1)T and h = 0.2.
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Example 2. Consider the communication networks of the multi-agent system (4.26)
with switching topologies consisting of 4 agents denoted by 1− 4 as shown in Figure 4.15.
Assume that the impulse and switching occur simultaneously at the sampling time tk and
the switching happens in order of {G1,G2,G3} and {G ′

1,G ′
2}, respectively.

Figure 4.15: Switching topologies.

Clearly, each digraph of {G1,G2,G3} and {G ′
1,G ′

2} is balanced and contains a spanning
tree. Given scalar scales β = (1 0.4 1.5 − 2)T and the initial conditions x(0) =
[1 − 1 2 − 2]T , then βmax = 2 and dmax = 1.
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Choosing the sampling period h = 0.34 < 0.5 = (βmaxdmax)
−1 and for some suitable αi

(using MATLAB), we have

(1− αi)In −H|B|L′
s(k−1) − (H|B|L′

s(k−1))
T + L′T

s(k−1)(H|B|)2L′
s(k−1) ≤ 0.

Thus, the assumption (ii) and (iii) hold. Hence, the scaled consensus problem is solved
by using protocol (4.33) and the state of all agents are as in Figure 4.16.

Figure 4.16: The state trajectories of all agents using the consensus protocol (4.33) with
scalar scales β = (1 0.4 1.5 − 2)T and h = 0.34.
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However, if we choose h = 0.2 and β = (1 0.5 9.45 − 2)T , it can be seen that the
assumption (ii) is not satisfied. This implies that the consensus protocol (4.33) cannot
guarantee solving scaled consensus problem if all conditions are not satisfied (see Figure
4.17 for state trajectories).

Figure 4.17: The state trajectories of all agents using the consensus protocol (4.33) with
scalar scales β = (1 0.5 9.45 − 2)T and h = 0.2.
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4.2.4 Scaled consensus problems of MASs with impulsive time
delays

Fixed topology

In this section, the scaled consensus problems of multi-agent systems under fixed topology
have been studied.

Assuming that the multi-agent system (4.26) has been modelled as a connected digraph
G = (V , E ,A) = Gc ∪ Gd, where Gc = (Vc, Ec,A) and Gd = (Vd, Ed,A′);Vc = Vd = V are
the communication networks of system (4.26) at time t ̸= tk called ’continuous graph’
and at time t = tk called ’discrete graph’, respectively. Given any scalar scales βi ̸= 0
for i = 1, 2, . . . , n and In = {1, 2, . . . , n}, the scaled consensus protocol of multi-agent
system (4.26) based on the continuous graph and discrete graph is defined as follows: for
t ∈ (tk−1, tk],

ui(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)]

+ h · |βi|
∞∑
k=1

∑
l∈N ′

i

a′il[βlxl(t− τ)− βixi(t− τ)]δ(t− tk), for i ∈ In, (4.50)

where βi is the scalar scale of agent i; h = tk − tk−1 is a sampling period; A = [aij]
(or A′ = [a′il]) is the weighted adjacency matrices associated with the graph Gc (or Gd);
τ is the time-delay as processing the impulsive information according to graph Gd and δ(·)
is the dirac delta function.

Thus, for each scalar scale βi ̸= 0, the multi-agent system (4.26) with protocol (4.50)
can be written as:

βiẋi(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)]

+ h|βi|
∞∑
k=1

∑
l∈N ′

i

a′il[βlxl(t− τ)− βixi(t− τ)]δ(t− tk), for i ∈ In. (4.51)
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By the definition of the delta function, the system (4.51) can be described as the
impulsive system:

βiẋi(t) = |βi|
∑
j∈Ni

aij[βjxj(t)− βixi(t)], t ∈ (tk−1, tk),

∆βixi(tk) = h|βi|
∑
l∈N ′

i

a′il[βlxl(tk − τ)− βixi(tk − τ)],
(4.52)

where ∆βixi(tk) = βixi(t
+
k )−βixi(t

−
k ): xi(t

+
k ) = lim

h→0+
xi(tk+h) and xi(t

−
k ) = lim

h→0+
xi(tk−h).

With out loss of generality, we assume that the solution of system (4.52) is left con-
tinuous, that is, βixi(t

−
k ) = βixi(tk) and let x(t) = (x1(t), x2(t), . . . , xn(t))

T ∈ Rn, B =
diag(β1, β2, . . . , βn) ∈ Rn×n, H = diag(h1, h2, . . . , hn), and |B| = diag(|β1|, |β2|, . . . , |βn|) ∈
Rn×n. Then, the system (4.52) can be written as the form:{

Bẋ(t) = −|B|LBx(t), t ̸= tk,

Bx(t+k ) =
(
In −H|B|L′)Bx(tk − τ), k ∈ N.

(4.53)

To establish our main results, the following assumptions are provided:
(A1) e−|B|Lτ −H|B|L′ is a stochastic matrix with positive diagonal entries;
(A2) Gc ∪ Gd contains a spanning tree,

where L′ is the Laplacian matrix of Gc ∪ Gd at t = tk.

Theorem 4.2.6. Let G be a directed connected communication network of the multi-agent
system (4.26) with the sampling period 0 < h < (dmaxβmax)

−1. Assume that the assumption
(A1) and (A2) hold and for k = 1, 2, . . . the interval (tk−1, tk] are uniformly bounded,
that is, there exist positive constants tmin and tmax such that tmin ≤ tk − tk−1 ≤ tmax.
Then, the multi-agent system (4.26) under the protocol (4.50) reaches scaled consensus to
(β1, . . . , βn).

Proof. For any initial conditions x(t0) = x(0) and for t > 0, the solution of system (4.53)
is as the form (by Mathematical induction):

Bx(t) = e−|B|L(t−tk−1)(e−|B|Lτ −H|B|L′)

× e−|B|L(∆tk−1−τ) · · · (e−|B|Lτ −H|B|L′)e−|B|L(∆t1−τ)Bx(0), (4.54)

where t ∈ [tk−1, tk) and ∆ti = ti − ti−1.

It can be seen that the protocol (4.50) solves scaled consensus problems if and only if
Bx(t) → 1ξ as t→ ∞, for some ξ ∈ R.
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Next, we will show that Bx(t) → 1ξ as t → ∞ is equivalent to Gc ∪ Gd containing a
spanning tree.

Since e−|B|Lt is a stochastic matrix with positive diagonal entries (SPD) for any t > 0.
Furthermore, for any t > 0,

(e−|B|Lτ −H|B|L′)e−|B|Lt ≥ c
[
(e−|B|Lτ −H|B|L′) + e−|B|Lt],

where c is a positive constant. In addition, from (A1), (e−|B|Lτ − H|B|L′) is SPD, and
hence

(e−|B|Lτ −H|B|L′)e−|B|Lt

is also SPD when t > 0.

Next, we claim that (e−|B|Lτ −H|B|L′)e−|B|Lt has a spanning tree. Let dmax = max
i

{di}
and M = dmaxIn − |B|L, then for each i ̸= j, the (i, j)th entry of M is aij which implies
the graph Gc and M have the same edge set. For any t > 0, there exists ρ > 0 such that
e−|B|Lt = e−dmaxteMt ≥ ρM , and hence the edge set of Gc is a subset of the edge set of a
graph associated with e−|B|Lt.

On the other hand, the graph of Gd and the graph of H|B|L′ share the same edge
set. Hence, the union of Gc and Gd has a spanning tree implies that the union of e|B|Lτ

and H|B|L′ has a spanning tree. This implies that e−|B|Lτ −H|B|L′ has a spanning tree.
Therefore, (e−|B|Lτ −H|B|L′)e−|B|Lt contains a spanning tree.

Based on the above discussion, we have shown that (e−|B|Lτ −H|B|L′)e−|B|Lt, for t > 0
is SPD and the graph of it contains a spanning tree. Thus, by Lemma 2.6.1 and Lemma
2.6.3, (e−|B|Lτ −H|B|L′)e−|B|Lt is SIA.

Let Ξ = {(e−|B|Lτ −H|B|L′)e−|B|Lt : t ∈ [tmin, tmax]}. Since the time interval [tk−1, tk)
are uniformly bounded, for k ∈ N, then Ξ is compact and all of its elements are SIA
matrices. Thus, there exists a column vector y such that

lim
k→∞

(e−|B|Lτ −H|B|L′)e−|B|L(∆tk−1−τ) · · · (e−|B|Lτ −H|B|L′)e−|B|L(∆t1−τ)

= 1ny
T .

Since e−|B|L(t−tk−1) is a stochastic matrix, we have e−|B|L(t−tk−1)1n = 1n. Thus, for any
t− tk−1 ∈ [tmin, tmax],

lim
t→∞

e−|B|L(t−tk−1)(e−|B|Lτ −H|B|L′)e−|B|L(∆tk−1−τ) · · · (e−|B|Lτ −H|B|L′)e−|B|L(∆t1−τ)Bx(0)

= 1ny
TBx(0).
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This implies that

lim
t→∞

Bx(t) = 1ny
TBx(0).

Switching topologies

In this subsection, the consensus problems of multi-agent systems under switching topolo-
gies described by the impulsive system have been studied. Using similar notations, the
scaled consensus protocol for multi-agent system based on the scalar scale βi ̸= 0 under
switching topology is defined as follows: for t ∈ (tk−1, tk],

ui(t) = |βi|
∑

j∈Ni(σ(t))

aij(σ(t))[βjxj(t)− βixi(t)]

+ h · |βi|
∞∑
k=1

∑
l∈N ′

i (s(k))

a′il(s(k))[βlxl(t− τ)− βixi(t− τ)]δ(t− tk), for i ∈ In,

(4.55)

where h = tk − tk−1 is a sampling period; A = [aij] (or A′ = [a′ij]) is the weighted
adjacency matrices associated with the graph Gc (or Gd); sgn(·) is the signum function
defined as above and δ(·) is the dirac delta function. Furthermore, for some r,m ∈ N,
σ : [0,∞) → {1, 2, 3, . . . , r} is a piecewise constant function and s : N → {1, 2, 3, . . . ,m} is
a constant function called the continuous-time switching signal and discrete-time switching
signal, respectively.

In this work, we assume that there is no switching on each impulsive interval, that is,
σ(t) = σ(k) for t ∈ (tk−1, tk]. Consequently, for any βi ̸= 0, the multi-agent system (4.26)
with protocol (4.55) can be written as

ẋi(t) = |βi|
∑

j∈Ni(σ(k))

aij(σ(k))[βjxj(t)− βixi(t)], t ∈ (tk−1, tk),

∆xi(tk) = h · |βi|
∑

l∈N ′
i (s(k))

a′il(s(k))[βlxl(tk − τ)− βixi(tk − τ)].
(4.56)

Multiplying both sides of (4.56) by βi and letting x(t) = (x1(t), x2(t), ..., xn(t))
T ∈ Rn, B =

diag(β1, β2, ..., βn) ∈ Rn×n, H = diag(h1, h2, . . . , hn), and |B| = diag(|β1|, |β2|, ..., |βn|) ∈
Rn×n , the system (4.56) can be written as the form:{

Bẋ(t) = −|B|Lσ(k)Bx(t), t ̸= tk,

∆Bx(t) = −H|B|L′
s(k)Bx(t− τ), t = tk, k ∈ N,

(4.57)
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where Lσ(k) and L′
s(k) are the Laplacian matrix of Gc ∪ Gd at the impulse instant tk. The

time sequence tk satisfies 0 < t1 < t2 < t3 < · · · < tk < · · · , lim
t→∞

tk = ∞. Without loss of

generality, we assume that lim
h→0+

xi(tk−h) = xi(tk), that is, xi(tk) is left-continuous. Then,

the system (4.57) can be written as{
Bẋ(t) = −|B|Lσ(k)Bx(t), t ̸= tk,

Bx(t+k ) =
(
In −H|B|L′

s(k)

)
Bx(tk − τ), k ∈ N.

(4.58)

Now, we are in the position to introduce our main result.

Theorem 4.2.7. Let G be a directed connected communication network of the multi-agent
system (4.26) with 0 < h < (dmaxβmax)

−1. The switched multi-agent system (4.58) under
the protocol (4.55) is said to reach scaled consensus to (β1, . . . , βn) if the following condi-
tions are satisfied:

(i) Gc ∪ Gd is balanced and contains a spanning tree;
(ii) Dij := e−|B|Liτj −H|B|L′

j is a stochastic matrix with positive diagonal entries, where
L′ is the Laplacian matrix of Gc ∪ Gd at t = tk;

(iii) there exist positive constants tmin and tmax such that tmin ≤ tk − tk−1 ≤ tmax and
τσ(k) < tk − tk−1 for k = 1, 2, . . . ;

(iv) there exists a subsequence tkj ⊆ tk such that (tk−1, tk] for j ∈ N are uniformly
bounded from above.

Proof. Condition (ii) implies that initial conditions x(0) = x0 is well-defined for system
(4.58) and it can be obtained from condition (iii) that there exists a positive constant T
such that tkj − tkj−1

≤ T for all j ∈ N. Then, for any interval (tkj−1
, tkj ], the following

matrix

kj∏
i=kj−1+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(ti)−τs(i)) (4.59)

is a product of finite number of matrices.
Following the similar argument in Theorem 4.2.6, we have the matrix (4.59) is SIA

since the union of graphs across the interval (tkj−1
, tkj ] has a spanning tree. Next, define

the following set

Ω =
{ l∏
i=1

Dpi,qie
−|B|Lpi (∆i−τqi )|l ∈ Z, 1 ≤ l ≤ T/tmin; ∆i ∈ [tmin, tmax] for i = 1, 2, . . . , l;

the union of graphs Gp1 ,Gp2 , . . . ,Gpl and G ′
q1
,G ′

q2
, . . . ,G ′

ql
has a spanning tree

}
.
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As discussed for matrix (4.59), we can see that Ω is an SIA matrix set.

Furthermore, since all ∆i’s belong to a closed interval and
l∑

i=1

∆i is bounded, the set Ω is

compact. For any t > 0, there exist non-negative integers k and ĵ such that t ∈ (tk, tk+1] ⊆
(tkĵ , tkĵ+1

], and then for t ∈ (tk, tk+1], the solution x(t) can be obtained by mathematical

induction, and then combine the matrices product according to each interval (tkj , tkj+1
] to

get the form:

Bx(t) =
(
e−|B|Lσ(tk+1)

(t−tk)
kj∏

i=kj−1+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(i)−τs(i))
)

×
( ĵ−1∑
j=0

kj+1∏
i=kj+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(ti)−τs(i))
)
Bx(0). (4.60)

Since

k+1∏
i=kj+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(ti)−τs(i)) ∈ Ω, for j ≥ 0, then, by Lemma 2.6.3, there exists

a column vector y such that

lim
ĵ→∞

ĵ−1∑
j=0

kj+1∏
i=kj+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(ti)−τs(i)) = 1ny
T . (4.61)

In addition, tkĵ+1
− tkĵ ≤ T implies that

e−|B|Lσ(tk+1)
(t−tk)

kj∏
i=kj−1+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(i)−τs(i)) (4.62)

is bounded. Moreover, the matrix (4.62) is a stochastic matrix since it is a product of
stochastic matrices. This implies that

e−|B|Lσ(tk+1)
(t−tk)

kj∏
i=kj−1+1

Dσ(ti),s(i)e
−|B|Lσ(ti)

(∆(i)−τs(i))1n = 1n. (4.63)

From (4.61) and (4.63), it follows that lim
t→∞

Bx(t) = 1ny
TBx(0), i.e., the protocol (4.55)

solves scaled consensus problems.
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Simulations and Discussion

In this section, two examples are provided to show the effectiveness of theoretical results
in this work.

Example 3. Assume that there are 4 agents denoted by x1, x2, x3, x4 and the initial
conditions are denoted by x(0) = [1 − 1 2 − 2]T . Consider the fixed communication
network G shown in Figure 4.18, where the dashed lines mean that each agent exchanges
information at time t = tk.

Figure 4.18: A connected directed network G at time t ̸= tk and t = tk, respectively.

It can be seen that Gc ∪ Gd is balanced and contains a directed spanning tree with
dmax = 1. Let scalar scales β = (1 0.4 1.5 − 2)T and choose the sampling period
h = 0.22, then h = 0.22 < 0.5 = (βmaxdmax)

−1.
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Moreover, choosing τ = 6, it can be seen by MATLAB that the condition (ii) are sat-
isfied. Therefore, the scaled consensus problem is solved by Theorem 4.2.6 under protocol
(4.50) and the state trajectories of all agents are shown in Figure 4.19.

Figure 4.19: The state trajectories of all agents using scaled consensus protocol (4.50) with
scalar scales β = (1 0.4 1.5 − 2)T for h = 0.2.
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In addition, if h = 0.83 > 0.5 = (βmaxdmax)
−1, it can be seen that the consensus

protocol (4.50) cannot guarantee achieving scaled consensus to β = (1 0.4 1.5 − 2)T as
shown in Figure 4.20.

Figure 4.20: The state trajectories of all agents using scaled consensus protocol (4.50) with
scalar scales β = (1 0.4 1.5 − 2)T for h = 0.83.
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Moreover, if the scalar scales of all agent are equal to one i.e., βi = 1 for all i, the state
trajectories of agents under protocol (4.50) with h = 0.2 can be described as in Figure 4.21

Figure 4.21: The state trajectories of all agents using scaled consensus protocol (4.50) with
scalar scales β = (1 1 1 1)T and h = 0.2.
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Example 4. Consider the communication networks of the multi-agent system (4.26)
with switching topologies consisting of 4 agents denoted by x1, x2, x3, x4 as described in
Figure 4.22.

Figure 4.22: Switching topologies.

Assume that the impulse and switching occur simultaneously at the sampling time tk
and the switching happens in order of {G1,G2,G3} and {G ′

1,G ′
2}, respectively. Clearly, each

digraph of {G1,G2,G3} and {G ′
1,G ′

2} is balanced and contains a spanning tree.
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Given scalar scales β = (1 2.1 1.5 − 2)T and the initial conditions x(0) = [1 −
1 2 −2]T . It can be seen that dmax = 2 and βmax = 2.1, by choosing the sampling period
h = 0.2, one obtains that h = 0.2 < 0.23 = (βmaxdmax)

−1. Selecting τ = 6, we can see
by MATLAB that the assumption (ii) is satisfied. Hence, the scaled consensus problem is
solved by using protocol (4.55) and the states of all agents are as in Figure 4.23.

Figure 4.23: The state trajectories of all agents using the consensus protocol (4.55) with
scalar scales β = (1 2.1 1.5 − 2)T and h = 0.2.
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However, if we choose h = 0.2 and β = (5 1.5 − 2 1)T , it follows that h = 0.2 >
0.1 = (βmaxdmax)

−1, which implies the consensus protocol (4.55) cannot guarantee solving
scaled consensus problem (see Figure 4.24 for state trajectories).

Figure 4.24: The state trajectories of all agents using the consensus protocol (4.55) with
scalar scales β = (5 1.5 − 2 1)T and h = 0.2.

111



In addition, if the scalar scales of all agents are equal to 1, the state trajectories of all
agents under protocol (4.55) with h = 0.2 can be described as in Figure 4.25.

Figure 4.25: The state trajectories of all agents using the consensus protocol (4.55) with
scalar scales β = (1 1 1 1)T and h = 0.2.
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Chapter 5

Finite-time consensus problems in
Hybrid multi-agent systems

In this chapter, we study the finite-time (scaled) consensus problems in HMASs by us-
ing the impulsive consensus protocols. In Section 5.1, the impulsive consensus protocols
have been proposed to solve finite-time consensus problems in HMASs. In Section 5.2.1,
finite-time scaled consensus problems of HMASs have been studied by using the impulsive
consensus protocols. Furthermore, the finite-time scaled consensus of MASs with impul-
sive perturbations have been studied in Section 5.2.2. Finally, the numerical examples are
illustrated in the last section to show the effectiveness of our main results in Section 5.3.

5.1 Finite-time consensus of Hybrid multi-agent sys-

tems

In this section, finite-time scaled consensus problems of hybrid multi-agent systems via
impulsive control have been studied.

Problem formulation

In this section, we assume that the hybrid multi-agent system consists of n agents which are
continuous-time and discrete-time dynamic agents, labelled 1 through n, where the number
of continuous-time dynamic agents is c, c < n. Without loss of generality, we assume that
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agent 1 through c are continuous-time dynamic agents. Moreover, Ic = {1, 2, 3, ..., c},
In\Ic = {c+ 1, c+ 2, c+ 3, ..., n}. Then, each agent has the dynamics as follows:{

ẋi(t) = ui, for i ∈ Ic,
xj(tk+1) = xj(tk) + uj(tk), tk = kh, for j ∈ In\Ic,

(5.1)

where h is the sampling period, xi ∈ R and ui ∈ R are the state and control input of agent
i, respectively. The initial conditions are xi(0) = xi0, and x(0) = [x10, x20, ..., xn0]

T .

Definition 5.1.1. The hybrid multi-agent system (5.1) is said to reach finite-time consen-
sus if for any initial conditions, there is a setting time T such that

lim
t→T

∥xi(tk)− xj(tk)∥ = 0, and xi(tk) = xj(tk), ∀tk ≥ T for i, j ∈ In, (5.2)

and

lim
t→T

∥xi(t)− xj(t)∥ = 0, and xi(t) = xj(t), ∀t ≥ T for i, j ∈ Ic. (5.3)

Now, we are in a position to present our protocol that solves the consensus problem in
finite time: 

ui(t) = c1
∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α

+
∞∑
k=1

δ(t− tk)g(t)
∑
l∈N ′

i

a′il(xl(t)− xi(t)), for i ∈ Ic

uj(tk) = h
∑
l∈Ni

bjl[xl(tk)− xj(tk)], for j ∈ In\Ic,

(5.4)

where A = [aij] and B = [bij] are the weighted adjacency matrices associated with the
graph Gc ∪G ′ and Gd ∪G ′, respectively. Moreover, h = tk− tk−1 is the sampling period and
Ni is the set of neighbours of i. Moreover, c1, c2 > 0, c = min{c1, c2}; the odd function φ(·)
satisfying that y ·φ(y) ≥ yβ+1 > 0, ∀y ∈ R\{0}, φ(0) = 0; α, β are ratios of odd integers
with α+β ∈ (−2, 2); the discrete instant tk, k ∈ N+ satisfy 0 < t1 < t2 < · · · < tk < · · · and
limk→∞ tk = ∞ and δ(·) is the Dirac delta function.

Assume that there exist two constants r1 and r2 such that 0 < r1 ≤ tk+1− tk ≤ r2 <∞;
g(t) is a function to be designed later. Define the left and right value of the state at time
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tk as follows:

xi(t
+
k ) = lim

h→0+
xi(tk + h) and xi(t

−
k ) = lim

h→0+
xi(tk − h), h > 0.

Equivalently, the system (5.1) with the protocol (5.4) can be written as follows:


ẋi(t) = c1

∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α, t ̸= tk,

∆xi(tk) =
∑
l∈N ′

i

a′il[xl(tk)− xi(tk)], for i ∈ Ic

xj(tk+1) = xj(tk) + h
∑
l∈Ni

bjl[xl(tk)− xj(tk)], for j ∈ In\Ic,

(5.5)
where xi(t) ∈ R is the state of agent i at time t, i = 1, 2, ..., n. ∆xi(tk) = xi(t

+
k )− xi(t

−
k ).

To obtain our main results, some assumptions are provided as follows:
(A1) Let p1, . . . , pn ∈ Rn be C-conjugate and for any initial value x(0) ∈ Rn, the

discrete-time dynamic protocol algorithm is designed as: for k = 1, 2, . . . , n

x(k) = x(k − 1) +
< b− Cxk−1, pk >

< Cpk, pk >
· pk, C = ρI + L2, b = ρx∗, 0 < ρ < 1;

(A2) 0 < h <
1

maxi∈In{di}
;

(A3) 0 ≤ g(t) ≤ 2

γλN
, γ ≥ 1,

where L2 is the Laplacian matrix of Gd ∪ G ′ and x∗ =
1

m

m∑
j=1

xj(0), m = |Gd ∪ G ′| is the

convergence value of average consensus.

Theorem 5.1.1. Let G be an undirected communication network of the hybrid multi-agent
system (5.1). Assume that (A1)-(A3) are satisfied, then the hybrid multi-agent system
(5.1) with the protocol (5.4) reaches consensus in finite time if and only if Gc ∪ G ′ and
Gd ∪ G ′ are connected.

Proof. (Sufficiency) Let G = Gc ∪ Gd ∪ G ′ be an undirected communication network of
the hybrid multi-agent system (5.1), where Gc,Gd,G ′ are defined as previous discussion.
Firstly, consider for each i ∈ Ic. Without loss of generality, we assume that all discrete-
time dynamic agents interact with some continuous-time dynamic agents.
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Thus, the system (5.1) with the protocol (5.4) can be described as an impulsive system on
the communication network Gc ∪G ′ with r nodes, where |Gc ∪G ′| = r ≤ n. Hence, for each
i ∈ Ic, the system (5.1) with the protocol (5.4) can be written as an impulsive system on
the communication network Gc ∪ G ′ as follows:

ẋi(t) = c1
∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α, t ̸= tk,

∆xi(tk) =
∑
l∈N ′

a′il[xl(tk)− xi(tk)],
(5.6)

where xi(t) ∈ R is the state of agent i at time t, i = 1, 2, ..., r. ∆xi(tk) = xi(t
+
k ) − xi(t

−
k ):

xi(t
+
k ) = lim

h→0+
xi(tk + h) and xi(t

−
k ) = lim

h→0+
xi(tk − h).

Letting x(t) = (x1(t), x2(t), ..., xr(t))
T ∈ Rr, the system (5.6) can be written as:{

ẋ(t) = F (t, x(t)), t ̸= tk,

∆x(tk) = −g(tk)L′x(tk), k ∈ N,
(5.7)

where F (t, x(t)) = (f1(t, x(t)), . . . , fr(t, x(t)))
T and

fi(t, x(t)) = c1
∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α.

Here, we assume that xi(t
−
k ) = xi(tk), which implies that the solution is left continuous

at time tk. Then, one obtains{
ẋ(t) = F (t, x(t)), t ̸= tk,

x(t+k ) = (Ir − g(tk)L′)x(tk), k ∈ N,
(5.8)

where L and L′ are the Laplacian matrix of Gc ∪ G ′ when t ̸= tk and t = tk, respectively.

Let x̄(t) =
1

r

r∑
j=1

xi(t), which is time-invariant, i.e. x̄ = x̄(t) = x̄(0) = Ave(x(0)) =

1

r
(

r∑
i=1

xi(0)). As a results of the invariant of x̄(t), it allows the decomposition of xi as

follows
ηi(t) = xi(t)− x̄, for i = 1, 2, . . . , r.
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Consider the Lyapunov function:

V (η) =
1

2
ηT (t)η(t) =

1

2

r∑
i=1

η2i (t),

where η = (η1, η2, . . . , ηr)
T is the error vector.

For t ̸= tk, from Lemmas 2.6.8-2.6.10, one obtains that

V̇ (t) =
r∑
i=1

ηi(t)η̇i(t)

=
r∑
i=1

ηi

(
c1
∑
l∈Ni

ailφ(ηl(t)− ηi(t)) + c2
∑
l∈Ni

ail(ηl(t)− ηi(t))
α
)

= −1

2
c1

r∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))φ(ηi(t)− ηl(t))−
1

2
c2

r∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+1

≤ −1

2
c1

r∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
β+1 − 1

2
c2

r∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+1

≤ −1

2
c

r∑
i=1

∑
l∈Ni

ail

(
(ηi(t)− ηl(t))

β+1 + (ηi(t)− ηl(t))
α+1
)

≤ −c
r∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+β+2

2 ≤ −c

(
r∑
i=1

∑
l∈Ni

a
4

α+β+2

il (ηi(t)− ηl(t))
2

)α+β+2
4

= −c
(
2ηT (t)LBη(t)

)α+β+2
4 ≤ −c

(
4λ2(LB)V (t)

)α+β+2
4

= −c · 2
α+β+2

2 ·
(
λ2(LB)

)α+β+2
4 ·

(
V (t)

)α+β+2
4

,

where λ2(LB) is the second smallest eigenvalue of LB; LB is the Laplacian matrix of graph

G(B), and B = [a
4

α+β+2

il ] ∈ Rr×r.
On the other hand, by conditions of the theorem, one has(

2gi(tk)− γλNg
2
i (tk)

)
L ≥ 0.

It follows from Lemma 2.6.11 that

2gi(tk)L − g2i (tk)L2 ≥ 0,
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or (
Ir − gi(tk)L

)2
≤ Ir.

As t = tk, one obtains

V (t+k ) =
1

2

r∑
i=1

η2i (t
+
k ) =

1

2
ηT (t+k )η(t

+
k )

=
1

2
ηT (tk)(I − gi(tk)L′)2η(tk)

≤ 1

2
ηT (tk)η(tk)

=
1

2

r∑
i=1

η2i (tk) = V (tk).

Hence, from Lemma 2.7.4, we have η ≡ 0 is finite-time stable, i.e., there is a time T such
that xi(t) = x̄, ∀t ≥ T, ∀i ∈ Ic. Thus, the consensus can be achieved in finite time with
the protocol (5.4). This implies that, for t ∈ (tk−1, tk],

lim
t→T

∥xi(t)− xj(t)∥ = 0 and xi(t) = xj(t), ∀t ≥ T for i, j ∈ Ic. (5.9)

Now, we will show that

lim
tk→T

∥xi(tk)− xj(tk)∥ = 0, and xi(tk) = xj(tk), ∀tk ≥ T for i, j ∈ In.

Consider, for i, j ∈ In,

∥xi(tk)− xj(tk)∥ ≤ ∥xi(tk)− xi(t)∥+ ∥xi(t)− xj(t)∥+ ∥xj(t)− xj(tk)∥. (5.10)

The proof can be separated into three cases as follows:
Case 1. If i, j ∈ Ic, the proof can be done by the above discussion.

Case 2. If i, j ∈ In\Ic = {c + 1, c + 2, ..., n}, the problem can be simplified by con-
sidering the communication network of Gd ∪ G ′. Since the discrete-time dynamic agents
interact with their neighbours at time t = tk, one obtains

xi(tk+1) = xi(tk) + h
∑
j∈Ni

bij[xj(tk)− xi(tk)], (5.11)

where h = tk − tk−1 is a sampling period and B = [bij]m×m is the adjacency matrix of
Gd ∪ G ′, where |Gd ∪ G ′| = m ≤ n is the number of the discrete-time dynamic agents and
continuous-time dynamic agents that interact with them.
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According to Lemma 2.6.12, applying the distributed consensus algorithm (5.11) and
(A2), then a consensus is asymptotically reached for all initial states. Let the convergence
value be equal to x∗. Since G is balanced, the average consensus is asymptotically reached

and x∗ =
1

m

m∑
i=1

xi(0), i = 1, 2, . . . ,m. Let tk → ∞, then equation (5.11) can be rewritten

as

x∗ = x∗ − hL2x
∗, (5.12)

where L2 is the Laplacian matrix of Gd ∪ G ′. Furthermore, (5.12) can be simplified for

L2x
∗ = 0. (5.13)

By (A1), we have an arbitrarily small positive constant ρ, which satisfies 0 < ρ < 1 such
that C = ρI + L2, and b = ρx∗. Moreover, equation (5.13) is equivalent to the following
equation

Cx∗ = (ρI + L2)x
∗ = ρx∗ = b.

According to the above discussion, we can easily get that C is a symmetrical positive
definite matrix. By Lemma 2.6.13, the consensus of the multi-agent system can be reached
in a maximum of n step. Let an iterative step be a time unit, then the consensus of the
discrete multi-agent system can be reached in finite-time n = T ′ i.e., there is a time T ′

such that

lim
t→T ′

∥xi(tk)− xj(tk)∥ = 0 and xi(tk) = x∗, ∀tk ≥ T ′, ∀i, j ∈ In\Ic.

Case 3. If j ∈ In\Ic and i ∈ Ic, we consider i, l ∈ Ic and j ∈ In\Ic,

∥xi(t)− xl(t)∥ ≤ ∥xi(t)− xi(tk)∥+ ∥xi(tk)− xj(tk)∥+ ∥xj(tk)− xl(tk)∥+ ∥xl(tk)− xl(t)∥.

Since, for i, l ∈ Ic,

lim
t→T

∥xi(t)− xl(t)∥ = 0 and xi(t) = x̄, ∀t ≥ T, ∀i ∈ Ic.

When t→ ∞, we have tk → ∞. Thus, for any i, l ∈ Ic,

lim
t→T

∥xi(t)− xi(tk)∥ = 0, lim
t→T

∥xl(tk)− xl(t)∥ = 0,

and
xi(t) = xl(t) = x̄, ∀t ≥ T.
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By choosing T ∗ = max{T, T ′}, then there exists a real number x such that

lim
t→T ∗

∥xi(tk)− xj(tk)∥ = 0, lim
t→T ∗

∥xj(tk)− xl(tk)∥ = 0,

and
xi(t) = xj(t) = xl(t) = x, ∀t ≥ T ∗.

Hence, for each j ∈ In\Ic and i ∈ Ic,

lim
tk→T ∗

∥xi(tk)− xj(tk)∥ = 0, and xi(tk) = xj(tk) = x, ∀tk ≥ T ∗. (5.14)

Claim that x = x∗ = x̄. Consider, for each j ∈ In\Ic and i ∈ Ic,

∥xi(tk)− xj(tk)∥ ≤ ∥xi(tk)− x̄∥+ ∥x̄− x∗∥+ ∥x∗ − xj(tk)∥. (5.15)

Taking the limit on both sides of equations (5.15) as tk → T ∗, one obtains

lim
tk→T ∗

∥x̄− x∗∥ = 0, i.e., x̄ = x∗.

It follows form Case 1,2 and 3 that there is an T ∗ such that

lim
tk→T ∗

∥xi(tk)− xj(tk)∥ = 0, and xi(tk) = xj(tk) = x̄, ∀tk ≥ T ∗, for i, j ∈ In. (5.16)

Therefore, the hybrid multi-agent system (5.1) with protocol (5.4) reaches consensus in
finite time.
(Necessity) Suppose that Gc∪G ′ and Gd∪G ′ are not connected. Then, by Lemma 2.6.12,
we have lim

tk→∞
xi(tk) ̸= x∗ for some i ∈ In\Ic. Hence, there exist i, j ∈ In\Ic such that

lim
tk→∞

∥xi(tk)− xj(tk)∥ ≠ 0.

This implies that the hybrid multi-agent system (5.1) cannot achieve consensus.

Remark. The results in this paper establish a unified viewpoint for the finite-time consensus
of continuous-time and discrete-time multi-agent systems. In other words, if c = n, the
hybrid multi-agent system (5.1) becomes a continuous-time multi-agent system. And if
c = 0, the hybrid multi-agent system (5.1) becomes a discrete-time multi-agent system.
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5.2 Finite-time scaled consensus problems in Multi-

agent systems

5.2.1 Finite-time scaled consensus of MASs via impulsive proto-
cols

In this section, we study finite-time scaled consensus problems of multi-agent systems by
using the impulsive consensus protocols.

Consider a multi-agent system consists of n agents, labeled 1 through n. Let In =
{1, 2, 3, ..., n} and βi ̸= 0 be a constant, then the dynamics of each agent with scalar scale
is as follows:

βiẋi(t) = ui, for i ∈ In, (5.17)

where βi ∈ R/{0}, xi ∈ R and ui ∈ R are the scalar scale, state and control input of agent
i, respectively. The initial conditions are xi(0) = xi0, and x(0) = [x10, x20, ..., xn0]

T .

Definition 5.2.1. The multi-agent system (5.17) is said to reach finite-time scaled con-
sensus to (β1, . . . , βn) if for any initial conditions, there is a setting time T such that

lim
t→T

∥βixi(t)− βjxj(t)∥ = 0, and βixi(t) = βjxj(t), ∀t ≥ T, for i, j ∈ In. (5.18)

Now, we are in a position to present our protocol that solves the scaled consensus
problem in finite time:

ui(t) = c1|βi|
∑
l∈Ni

ailφ(βlxl(t)− βixi(t)) + c2|βi|
∑
l∈Ni

ail(βlxl(t)− βixi(t))
α

+ h · |βi|
∞∑
k=1

δ(t− tk)
∑
l∈N ′

i

a′il(βlxl(t)− βixi(t)), for i ∈ In. (5.19)

where βi is a nonzero scalar scale of agent i, A = [aij] and A′ = [a′ij] are the weighted
adjacency matrices associated with the graph G and G ′, respectively. Moreover, h =
tk − tk−1 is the sampling period and Ni is the set of neighbors of i.

Furthermore, c1, c2 > 0, c = min{c1, c2}; the odd function φ(·) satisfying that y ·φ(y) ≥
yγ+1 > 0, ∀y ∈ R \ {0}, φ(0) = 0; α, γ are ratios of odd integers with α + γ ∈ (−2, 2);
the discrete instant tk, k ∈ N+ satisfy 0 < t1 < t2 < · · · < tk < · · · and limk→∞ tk = ∞
and δ(·) is the Dirac delta function.
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Assume that there exist two constants r1 and r2 such that 0 < r1 ≤ tk+1− tk ≤ r2 <∞.
Equivalently, the system (5.17) with the protocol (5.19) can be written as follows:
βiẋi(t) = c1|βi|

∑
l∈Ni

ailφ(βlxl(t)− βixi(t)) + c2|βi|
∑
l∈Ni

ail(βlxl(t)− βixi(t))
α, t ̸= tk,

∆βixi(tk) = h · |βi|
∑
l∈N ′

i

a′il(βlxl(tk)− βixi(tk)), for k ∈ N

(5.20)
where xi(t) ∈ R is the state of agent i at time t, i = 1, 2, ..., n. ∆βixi(tk) = βixi(t

+
k ) −

βixi(t
−
k ); βixi(t

+
k ) = lim

h→0+
βixi(tk + h) and βixi(t

−
k ) = lim

h→0+
βixi(tk − h), h > 0.

Theorem 5.2.1. Let G be a communication network of the multi-agent system (5.17) and
βi ̸= 0 be a scalar scale of agent i. The multi-agent system (5.17) with the protocol (5.19)
is said to reach scaled consensus to (β1, . . . , βn) in finite time if the following conditions
are satisfied :

(i) 0 < h <
1

dmaxβmax
;

(ii) there exists a constant 0 < ϵ ≤ 1 such that

(1− ϵ)In −H|B|L′ − (H|B|L′)T + L′T (H|B|)2L′ ≤ 0;

(iii) G ∪ G ′ is connected,
where dmax = maxi{dii} and βmax = maxi{|βi|}, for i ∈ In; L′ is the Laplacian matrix of
G ∪ G ′ at t = tk.

Proof. (Sufficiency) For simplicity, we denote that x̂i(t) =: βixi(t) for all i.
Then, the system (5.20) can be written as

dx̂i(t)

dt
= c1|βi|

∑
l∈Ni

ailφ(x̂l(t)− x̂i(t)) + c2|βi|
∑
l∈Ni

ail(x̂l(t)− x̂i(t))
α, t ̸= tk,

∆x̂i(tk) = h · |βi|
∑
l∈N ′

i

a′il(x̂l(tk)− x̂i(tk)), for k ∈ N.
(5.21)

Assume that xi(t
−
k ) = xi(tk), which implies that the solution is left continuous at time tk

and denote x̂(t) = (x̂1(t), x̂2(t), ..., x̂n(t))
T ∈ Rn, H = diag(h, h, . . . , h),

B = diag(β1, β2, ..., βn) ∈ Rn×n and |B| = diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n. Then, the system
(5.21) can be described as:

dx̂(t)

dt
= F (t, x̂(t)), t ̸= tk,

x̂(t+k ) = (In −H|B|L′)x̂(tk), k ∈ N
(5.22)
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where F (t, x̂(t)) = (fT1 (t, x̂(t)), f
T
2 (t, x̂(t)), ..., f

T
n (t, x̂(t)))

T ;

fi(t, x̂(t)) = c1|βi|
∑
l∈Ni

ailφ(x̂l(t)− x̂i(t)) + c2|βi|
∑
l∈Ni

ail(x̂l(t)− x̂i(t))
α;

L and L′ are the Laplacian matrices of G ∪ G ′ when t ̸= tk and t = tk, respectively.

Let x̄(t) =
1

n

n∑
i=1

βixi(t) and denote that

ηi(t) = x̂i(t)− x̄, t ∈ (tk−1, tk],

ηi(t
+
k ) = x̂i(t

+
k )− x̄ and ηi(t

−
k ) = ηi(tk), i = 1, 2, 3, ..., n, with initial conditions

x̂(t0) = x̂(0) = [x̂10, x̂20, ..., x̂n0]
T . Thus,{

η̇(t) = F (t, η(t)), t ̸= tk

η(t+k ) = [In −H|B|L′]η(tk), t = tk, k ∈ N.
(5.23)

Consider the Lyapunov function:

V (η) =
1

2
ηT (t)η(t) =

1

2

n∑
i=1

η2i (t),

where η = (η1, ..., ηn)
T is the error vector or disagreement vector.

For t ̸= tk, using the fact from Lemmas 2.6.8-2.6.10, one obtains

V̇ (t) =
n∑
i=1

ηi(t)η̇i(t)

=
n∑
i=1

ηi

(
c1|βi|

∑
l∈Ni

ailφ(ηl(t)− ηi(t)) + c2|βi|
∑
l∈Ni

ail(ηl(t)− ηi(t))
α
)

= −1

2
c1|βi|

n∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))φ(ηi(t)− ηl(t))

− 1

2
c2|βi|

n∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+1
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≤ −1

2
c1|βi|

n∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
γ+1 − 1

2
c2|βi|

n∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+1

≤ −1

2
c|βi|

n∑
i=1

∑
l∈Ni

ail

(
(ηi(t)− ηl(t))

γ+1 + (ηi(t)− ηl(t))
α+1
)

≤ −c|βi|
n∑
i=1

∑
l∈Ni

ail(ηi(t)− ηl(t))
α+γ+2

2

≤ −c|βi|

(
n∑
i=1

∑
l∈Ni

a
4

α+γ+2

il (ηi(t)− ηl(t))
2

)α+γ+2
4

= −c|βi|
(
2ηT (t)LBη(t)

)α+γ+2
4 ≤ −c|βi|

(
4λ2(LB)V (t)

)α+γ+2
4

= −c|βi| · 2
α+γ+2

2 ·
(
λ2(LB)

)α+γ+2
4 ·

(
V (t)

)α+γ+2
4

,

where λ2(LB) is the second smallest eigenvalue of LB, where LB is the Laplacian matrix

of graph G(B), and B = [a
4

α+γ+2

il ] ∈ Rn×n. On the other hand, when t = tk−1, there exists
0 < ϵ ≤ 1 such that

(1− ϵ)In −H|B|L′ − (H|B|L′)T + L′T (H|B|)2L′ ≤ 0.

Hence,

V (t+k−1) =
1

2
ηT (tk−1)(In −H|B|L′)T (In −H|B|L′)η(tk−1)

=
1

2
ηT (tk−1)[In −H|B|L′T −H|B|L′ + (H|B|)2L′TL′ − ϵIn + ϵIn]η(tk−1)

=
1

2
ηT (tk−1)[(1− ϵ)In −H|B|L′T −H|B|L′ + (H|B|)2L′TL′]η(tk−1)

+
1

2
ϵηT (tk−1)η(tk−1)

≤ ϵ
1

2
ηT (tk−1)η(tk−1)

= ϵV (tk−1).

Thus, by Lemma 2.7.4, one obtains that η(t) ≡ 0 is finite-time stable i.e., there exists a
time T such that x̂i(t) = βixi(t) = x̄, ∀t ≥ T, ∀i ∈ In. Therefore, the scaled consensus
can be achieved in finite time.
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Remark. It is obvious that if βi = 1 for all i, then the scaled consensus protocol (5.19) can
be written as

ui(t) = c1
∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α

+ h ·
∞∑
k=1

δ(t− tk)
∑
l∈N ′

i

a′il(xl(t)− xi(t)), for i ∈ In.

Moreover, if βi = 1 for all i and there is no intermittent communications among agents (at
time tk), the protocol (5.19) can be reduced as

ui(t) = c1
∑
l∈Ni

ailφ(xl(t)− xi(t)) + c2
∑
l∈Ni

ail(xl(t)− xi(t))
α,

which was studied in [41].

5.2.2 Finite-time scaled consensus of MASs with impulsive per-
turbations

Consider a group of n identical agents described as in (5.17), in this section, the finite-time
scaled consensus problems of multi-agent system with impulsive perturbations have been
studied. To solve the finite-time scaled consensus problems, the scaled consensus protocol
is designed as follows:

ui(t) = |βi|
∑
j∈Ni

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

+
∞∑
k=1

pkβixi(t)δ(t− tk), for i ∈ In. (5.24)

where βi is a nonzero scalar scale of agent i and 0 < γ < 1; aij is the element in the
adjacency matrix of digraph G; sgn(·) is a signum function defined as above; pk > 0, k ∈
Z+ denotes the impulsive perturbation coefficient; δ(·) is the Dirac delta function and tk
is an impulsive instant for k ∈ Z+ satisfying 0 = t0 < t1 < t2 < · · · < tk < · · · , which
limt→∞tk = ∞.

By the definition of the Dirac delta function, the system (5.17) with protocol (5.24)
can be written as the impulsive differential equation as follows:βiẋi(t) = |βi|

∑
j∈Ni

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ, t ̸= tk,

∆βixi(tk) = pkβixi(tk), for k ∈ N,
(5.25)
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where ∆βixi(tk) = βixi(t
+
k ) − βixi(t

−
k ); βixi(t

+
k ) = lim

h→0+
βixi(tk + h) and βixi(t

−
k ) =

lim
h→0+

βixi(tk − h), h > 0.

Without loss of generality, we assume that the solution x(t) is left-continuous i.e.,
xi(t

−
k ) = xi(tk). Thus, system (5.25) can be written as:βiẋi(t) = |βi|

∑
j∈Ni

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ, t ̸= tk,

βixi(t
+
k ) = (1 + pk)βixi(tk), for k ∈ N.

(5.26)

Theorem 5.2.2. Let βi be a nonzero scalar scale of agent i. The multi-agent system (5.17)
under protocol (5.24) is said to reach scaled consensus to (β1, . . . , βn) in finite time if the
following assumptions are satisfied:

(A1) The communication network G is balanced and contains a spanning tree;
(A2) There exist constant γ ∈ (0, 1), pk > 0, and α ∈ [1,∞) such that

(1 + pk)
2

2
≤ α

2
1−γ .

Proof. Let x̄(t) =
1

n

n∑
i=1

βixi(t). It follows from (A2) that
∑
j∈Ni

aij =
∑
i∈Nj

aji.

Thus,

D+x̄(t) =
1

n

n∑
i=1

D+βixi(t)

=
1

n
|βi|

n∑
i=1

∑
j∈Ni

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

=
1

n
|βi|

n∑
i=1

n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

=
1

2n
|βi|

n∑
i=1

n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

+
1

2n
|βi|

n∑
i=1

n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ
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=
1

2n
|βi|

n∑
i=1

( n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

+
n∑
j=1

aijsgn(βixi(t)− βjxj(t))|βixi(t)− βjxj(t)|γ
)

=
1

2n
|βi|

n∑
i=1

( n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βjxj(t)− βixi(t)|γ

−
n∑
j=1

aijsgn(βjxj(t)− βixi(t))|βixi(t)− βjxj(t)|γ
)

= 0, t ̸= tk, k ∈ Z+.

Similarly, it holds that ∆x̄(t) = 0. This implies that x̄ is time-invariant, i.e.

x̄ = x̄(t) = x̄(0) = Ave(x(0)) =
1

n
(
n∑
i=1

βixi(0)).

The invariance of x̄ allows decomposition of βixi for i = 1, 2, ..., n as in the following
equation:

ηi(t) = βixi(t)− x̄, t ∈ (tk−1, tk],

ηi(t
+
k ) = βixi(t

+
k ) − x̄ and ηi(t

−
k ) = ηi(tk), i = 1, 2, 3, ..., n, where η = (η1, ..., ηn)

T is the
error vector or disagreement vector. Hence, the error system between βixi(t) and x̄ can be
written as η̇i(t) = |βi|

∑
j∈Ni

aijsgn(ηj − ηi)|ηj − ηi|γ, t ̸= tk

ηi(t
+
k ) = (1 + pk)ηi(tk), t = tk, k ∈ N.

(5.27)

Consider the Lyapunov function:

V (t) =
1

2

n∑
i=1

η2i (t). (5.28)
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It follows from (A2) that when t = tk−1,

V (t+k−1) =
1

2

n∑
i=1

η2i (t
+
k−1)

=
(1 + pk)

2

2

n∑
i=1

η2i (tk−1)

≤ α
2

1−γ V (tk−1). (5.29)

On the other hand, by calculating the upper right-hand Dini derivative of V (t) along
the state trajectory of system (5.27) as t ̸= tk, k ∈ N, we get

D+V (t) =
n∑
i=1

ηi(t)η̇i(t)

=
n∑
i=1

ηi(t)
(
|βi|

∑
j∈Ni

aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ
)

=
1

2
|βi|

n∑
i=1

n∑
j=1

ηi(t)aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ

+
1

2
|βi|

n∑
i=1

n∑
j=1

ηi(t)aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ

=
1

2
|βi|

n∑
i=1

( n∑
j=1

ηi(t)aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ

+
n∑
j=1

ηj(t)ajisgn(ηi(t)− ηj(t))|ηi(t)− ηj(t)|γ
)

=
1

2
|βi|

n∑
i=1

( n∑
j=1

ηi(t)aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ

−
n∑
j=1

ηj(t)ajisgn(ηj(t)− ηi(t))|ηi(t)− ηj(t)|γ
)

= −1

2
|βi|

n∑
i=1

n∑
j=1

(ηj(t)− ηi(t))aijsgn(ηj(t)− ηi(t))|ηj(t)− ηi(t)|γ
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= −1

2
|βi|

n∑
i=1

n∑
j=1

aij|ηj(t)− ηi(t)|γ+1

≤ −1

2
|βi|

(
n∑
i=1

∑
l∈Ni

aij
2

1+γ (ηj(t)− ηi(t))
2

) 1+γ
2

= −1

2
|βi|
(
2ηT (t)Lγη(t)

) 1+γ
2

≤ −1

2
|βi|
(
4λ2(Lγ)

) 1+γ
2 ·

(
V (t)

) 1+γ
2
, (5.30)

where λ2(Lγ) is the second smallest eigenvalue of Lγ, Lγ is the Laplacian matrix of graph

G(γ), and γ = [a
2

γ+1

ij ] ∈ Rn×n.

Therefore, by Lemma 2.7.4, the multi-agent system (5.17) with the protocol (5.24)
reaches scaled consensus to (β1, . . . , βn) in finite time.
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5.3 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of
theoretical results in this work.

Example 1. Consider the multi-agent system (5.17) under protocol (5.19) with 4 agents
described as in Figure 5.1.

Figure 5.1: A communication network G at time t ̸= tk and t = tk, respectively.

It is easy to see that the Laplacian matrices of G and G ′ are as follows:

L =


1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

 L′ =


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

 .
According to the Laplacian matrix L, the eigenvalues are λ1 = 0, λ2 = 0.5858, λ3 =

2, λ4 = 3.4142. Let the initial conditions x(0) = [2 1 0 − 1]T and scalar scales β1 =
−2, β2 = 1, β3 = 2, β4 = −1.5. By choosing α = 3/5, β = 1/3, φ(y) = yβ, c1 = c2 = 2,
and h = 0.1, one obtains that 0 ≤ h ≤ (βmaxdmax)

−1 = 0.25.
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Hence, all conditions of Theorem 5.2.1 are satisfied. Thus, the multi-agent system
(5.17) reaches scaled consensus under protocol (5.19) and the states of all agents can be
seen in Figure 5.2.

Figure 5.2: The state trajectories of all agents under protocol (5.19) with scalar scales
β = (−2, 1, 2, −1.5).
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Moreover, if the scalar scales βi = 1 for all i, the state trajectories of all agents under
protocol can be described as in Figure 5.3.

Figure 5.3: The state trajectories of all agents under protocol (5.19) with scalar scales
β = (1, 1, 1, 1).
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On the other hand, if h = 0.45 >
1

dmaxβmax
, which implies that the assumption (A1)

is not satisfied. Hence, the multi-agent system (5.17) cannot reach scaled consensus under
protocol (5.19) and the states of all agents are described in Figure 5.4.

Figure 5.4: The state trajectories of all agents using scaled consensus protocol (5.19) with
h = 0.40.
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In addition, if α = γ = 1, the finite-time scaled consensus protocol (5.19)

ui(t) = c1|βi|
∑
l∈Ni

ailφ(βlxl − βixi) + c2|βi|
∑
l∈Ni

ail(βlxl − βixi)

+ h · |βi|
∞∑
k=1

δ(t− tk)
∑
l∈N ′

i

a′il(βlxl − βixi), for i ∈ In. (5.31)

Thus, by choosing h = 0.1 together with β = (−2, 1, 2, −1.5), the state trajectories of
all agents are described in Figure 5.5

Figure 5.5: The state trajectories of all agents under protocol (5.31) with scalar scales
β = (−2, 1, 2, −1.5).
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If scalar scales βi = 1 for all i, the state trajectories of all agents under protocol (5.31)
can be depicted as in Figure 5.6.

Figure 5.6: The state trajectories of all agents under protocol (5.31) with scalar scales
β = (1, 1, 1, 1).
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If there is no instantaneous communications among agents, the consensus protocol
(5.19) can be considered as follows:

ui(t) = c1|βi|
∑
l∈Ni

ailφ(βlxl − βixi) + c2|βi|
∑
l∈Ni

ail(βlxl − βixi)
α. (5.32)

By selecting h = 0.1 and β = (−2, 1, 2, −1.5), the state trajectories of all agents
under protocol (5.32) can be seen as in Figure 5.7.

Figure 5.7: The state trajectories of all agents under protocol (5.32) with scalar scales
β = (−2, 1, 2, −1.5).
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Moreover, if scalar scales β = (1, 1, 1, 1) and h = 0.1, the state trajectories of all
agents under protocol (5.32) can be depicted as in Figure 5.8.

Figure 5.8: The state trajectories of all agents under protocol (5.32) with scalar scales
β = (1, 1, 1, 1).
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If there is no instantaneous communications among agents and α = β = 1, the consensus
of system (5.17) can be achieved asymptotically under the linear scaled consensus protocol
(5.17) as follows:

ui(t) = c · sgn(βi)
∑
l∈Ni

ail(βlxl − βixi). (5.33)

If the sampling period h = 0.1 and scalar scales are β = (−2, 1, 2, −1.5), the state
trajectories of all agents under protocol (5.33) can be described in Figure 5.9.

Figure 5.9: The state trajectories of all agents under protocol (5.33) with scalar scales
β = (−2, 1, 2, −1.5).
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If the sampling period h = 0.1 and the scalar scales βi = 1 for all i, The state trajectories
of all agents under protocol (5.33) can be described as in Figure 5.10.

Figure 5.10: The state trajectories of all agents under protocol (5.33) with scalar scales
β = (1, 1, 1, 1).
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Example 2. Consider the communication networks of the multi-agent system (5.17) with
impulsive perturbations under protocol (5.24) consisting of 4 agents denoted by x1, x2, x3, x4
as described Figure 5.11. Assume that the perturbation pk = 5 × 10−6 for all k and the

Figure 5.11: A communication network G of system (5.17).

initial states are x(0) = [3, 0, 2,−1]T , then there exists some constants α and γ which
satisfy the assumption (A2). Moreover, it is obvious that the digraph G is balanced and
contains a spanning tree, thus the assumption (A1) also satisfies. Hence, Theorem 5.2.2
under protocol (5.24) can guarantee achieving scaled consensus.
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By choosing γ = 0.2, the states of all agents with scalar scales β = (−2, 1, 2, −1.5)
are described in Figure 5.12.

Figure 5.12: The state trajectories of all agents under protocol (5.24) with scalar scales
β = (−2, 1, 2, −1.5).
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Moreover, if the sampling period h = 0.1 and the scalar scales βi = 1 for all i, The
state trajectories of all agents under protocol (5.24) can be described as in Figure 5.13.

Figure 5.13: The state trajectories of all agents under protocol (5.24) with scalar scales
β = (1, 1, 1, 1).
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However, if the perturbation is not small enough, the Theorem 5.2.1 under protocol
(5.24) cannot guarantee reaching scaled consensus. For example, choosing pk = 5 × 10−3

and scalar scales β = (−2, 1, 2, −1.5), the states of all agents are divergent (see Figure
5.14).

Figure 5.14: The state trajectories of all agents using scaled consensus protocol (5.24) with
pk = 5× 10−3.
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Chapter 6

Applications to Hybrid Multi-agent
systems over random networks

In some practical problems, the communication among agents may change over the time
due to link failures, packet drops, node failure, etc. Such variations in the network can
happen randomly, which attracts researchers’ great attention concerning random networks.
For instant, in 2005, Hatano and Mesbahi [36] studied consensus problem of multi-agent
systems under random networks. In 2007, Porfiri and Stilwell [77] extended the results of
Hatano and Mesbahi (2005) by introducing the relaxable conditions to solve the consensus
of MASs under random networks. Moreover, in 2008, Tahbaz-Salehi and Jadbabaie [96]
gave some necessary and sufficient conditions to solve consensus problem for stochastic
discrete-time linear dynamical systems. Other research topics of consensus problems under
random networks have also been addressed in [43, 59] and extensive references.

This chapter studies the scaled consensus problem of hybrid multi-agent systems (HMASs)
over random networks. Two scaled consensus protocols are introduced depending on the
communication among agents. Firstly, we assume that all agents communicate with their
neighbours and update their control inputs in a sampling time tk. Secondly, we study
scaled consensus problem when all agents communicate with their neighbours and update
their control inputs in a sampling time tk, where each continuous-time dynamic agent can
observe its own state in real time.
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6.1 Scaled Consensus of Hybrid Multi-agent systems

with random networks

Network Topology

In this subsection, we present some basic concepts of algebraic graph theory and random
networks that will be used in this thesis.

The information flow among the nodes of an undirected random network can be de-
scribed by a sequence of undirected random graphs Gi. At each time i, the random
graph is Gi = (V , Ei), where V = {vi, i = 1, . . . , n} is the determinate vertex set and
Ei = {eij} ⊂ V × V is the set of edges where eij denotes that agent i and j communicate
with each other. In the random graph on n vertices, we assume that the existence of eij ∈ Ei
is determined randomly and independently of other edges with probability pij ∈ [0, 1], for
i, j = 1, 2, . . . , n and i ̸= j (not consider self-loops and multiple edges). We define the edge
probability matrix P = P T ∈ Rn×n, 0 ≤ pij ≤ 1 and pii = 0. The adjacency matrix of Gi
is denoted by Ai = [aij] ∈ Rn×n, where

aij =

{
1, with probability pij,

0, with probability 1− pij,

for i ̸= j and aii = 0, ∀i. The degree matrix denoted byDi ∈ Rn×n is a diagonal matrix with

dii =
∑
j∈Ni

aij and maxi∈In{dii} is maximum degree of agent under any random network.

The Laplacian matrix of Gi is Li = [lij]n×n = Di − Ai. Due to the nature of Ai, the
Laplacian matrix Li is also random. Moreover, it can be seen that Li1 = 0 and 1TLi = 0.

Let G,A,L denote the sample space of all random space of all random graphs, all
adjacency matrices and all Laplacian matrices, respectively. The following properties are
used in this thesis [57]:

• The expected value of the adjacency matrix of Gi is denoted by Ā = E[Ai].

• The expected value of the Laplacian matrix is denoted by L̄ = E[Li] = [l̄ij]n×n, where

l̄ij =


n∑
j=1

pij, if i = j,

−pij, otherwise.

145



• Matrix L̄ corresponds to graph Ḡ which does not necessary to belong to G.

• Ḡ is the expected graph i.e., the average graph over time.

• Ḡ is connected if and only if λ2(L̄) > 0.

• 0 = λ1(Li) < λ2(Li) ≤ · · · ≤ λn(Li).

• Li is positive semi-definite and has a simple zero eigenvalue when Gi is a connected
undirected graph.

• If A ∈ Rn×n, Ā = E[A] ∈ Rn×n; āij = E[Aij].

• E[A+B] = E(A) + E(B);A,B ∈ Rn×n.

• E[aA] = aE[A], a ∈ R.

Problem Formulation

In this work, we assume that the hybrid multi-agent system consists of n agents which are
continuous-time and discrete-time dynamic agents, labelled 1 through n, where the number
of continuous-time dynamic agents is c, c < n. Without loss of generality, we assume that
agent 1 through c are continuous-time dynamic agents. Moreover, Ic = {1, 2, 3, ..., c},
In\Ic = {c+1, c+2, c+3, ..., n}. Then, the dynamics of agent i with non-zero scalar scale
βi are as follows:{

βiẋi(t) = ui, for i ∈ Ic,
βixi(tk+1) = βixi(tk) + ui(tk), tk = kh, k ∈ N for i ∈ In\Ic,

(6.1)

where h is the sampling period, xi ∈ R and ui ∈ R are the state and control input of agent
i, respectively. The initial conditions are xi(0) = xi0, and x(0) = [x10, x20, ..., xn0]

T .

Definition 6.1.1. The hybrid multi-agent system (6.1) is said to reach scaled consensus
to (β1, . . . , βn) in mean square if for any initial conditions, we have

lim
tk→∞

E(∥βixi(tk)− βjxj(tk)∥2) = 0, for i, j ∈ In, (6.2)

and

lim
t→∞

E(∥βixi(t)− βjxj(t)∥2) = 0, for i, j ∈ Ic. (6.3)
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Definition 6.1.2. The hybrid multi-agent system (6.1) converges scaled consensus to
(β1, . . . , βn) in almost surely if for any initial conditions, it holds that

P{ lim
tk→∞

∥βixi(tk)− βjxj(tk)∥ = 0} = 1, for i, j ∈ In, (6.4)

and

P{ lim
t→∞

∥βixi(t)− βjxj(t)∥ = 0} = 1, for i, j ∈ Ic. (6.5)

Remark. It is obvious that reaching scaled consensus in mean square (almost surely) can
guarantee reaching standard consensus in mean square (almost surely) when scalar scales
βi = 1 for all i.

6.1.1 Consensus results

In this section, the scaled consensus problems of hybrid multi-agent system (6.1) have been
studied under two kinds of control inputs (consensus protocols), respectively.

Case I

In this section, we assume that all agents communicate with their neighbours and update
their control inputs in a sampling time tk. Then, the consensus protocol for hybrid multi-
agent system (6.1) is defined as follows:

ui(t) = |βi|
∑
j∈N c

i

aij[βjxj(tk)− βixi(tk)], for t ∈ (tk, tk+1], i ∈ Ic

ui(tk) = h · |βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic,
(6.6)

where A = [aij] is the weighted adjacency matrices associated with the graph G, h = hi =
tk+1 − tk for all i is the sampling period.
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Theorem 6.1.1. Let βi ̸= 0 be any scalar scale of agent i and assume that 0 < h <
(dmaxβmax)

−1. Then, the hybrid multi-agent system (6.1) with the protocol (6.6) reaches
scaled consensus to (β1, . . . , βn) in mean square if and only if Ḡ is connected.

Proof. (Sufficiency) Let βi ̸= 0 be any scalar scale of agent i, we first show that equation
(6.2) holds. From (6.1) and (6.6), one has, for t ∈ (tk, tk+1],

βixi(t) = βixi(tk) + (t− tk)|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.
(6.7)

Therefore, it follows that

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In (6.8)

Let x(tk) = (x1(tk), x2(tk), ..., xn(tk))
T ∈ Rn, B = diag(β1, β2, ..., βn) ∈ Rn×n, |B| =

diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n and H = diag(h1, h2, . . . , hn). Then, equation (6.8) can
be written as

Bx(tk+1) = [In −H|B|L]Bx(tk), (6.9)

which is equivalent to

Bx(tk) = [In −H|B|L]kBx(0). (6.10)

Since Ḡ is connected and h <
1

2dmaxβmax
, by Lemma 4.1.1, we know that [In −H|B|L] is

SIA. Then, by Lemma 2.6.3, one obtains

Wtk = [In −H|B|L]k

is also SIA. Moreover, it follows from [57] that the eigenvalues of Wtk −
1n1

T
n

n
are as the

form
λi =

(
1−Hλi(|B|Ltk)

)dk , i = 2, . . . , n.

Since Ltk is a symmetric positive semi-definite matrix, so all its eigenvalues are non-negative
and

0 = λ1(|B|Ltk) ≤ λ2(|B|Ltk) ≤ · · · ≤ λn(|B|Ltk). (6.11)
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It follows that λ1(Wtk) = 1 with the corresponding eigenvector u1 =
1√
n
1n. Also,

ρ
(
Wtk −

1n1
T
n

n

)
= max

(
|λ2(Wtk)|, . . . , |λn(Wtk)|

)
. (6.12)

By Lemma 2.4 [57], we have

∥Bx(tk+1)− x̄∥2 ≤ ρ2
(
Wtk −

1n1
T
n

n

)
∥Bx(tk)− x̄∥2 (6.13)

which implies that

∥Bx(tk)− x̄∥2 ≤ ρ2
(
Wt0 −

1n1
T
n

n

)
· · · ρ2

(
Wtk−1

− 1n1
T
n

n

)
∥Bx(0)− x̄∥2. (6.14)

Taking the expectation on both sides of (6.14) and using the independent property of
random matrix Wtk , we have

E
(
∥Bx(tk)− x̄∥2

)
≤ E

(
ρ2
(
Wt0 −

1n1
T
n

n

))
· · ·E

(
ρ2
(
Wtk−1

− 1n1
T
n

n

))
∥Bx(0)− x̄∥2.

≤ max
i=0,1,...k−1

E
(
ρ2
(
Wti −

1n1
T
n

n

))k∥Bx(0)− x̄∥2. (6.15)

In order to prove that the state vector sequence of system (6.15) converges in mean square,

we only need to prove that E
(
ρ2
(
Wti −

1n1
T
n

n

))
< 1 for i = 0, 1, . . . . By Lemma 2.2 [57],

it can be seen that the eigenvalues of Wti −
1n1

T
n

n
are λi, where

λi = (1− hλti(|B|Lti))di , i = 2, 3, . . . , n.

Based on Gersgorin Disc Theorem [19], we have the sampling period

0 < h <
1

dmaxβmax
≤ 1

λ̄n

with non-zero probability where λ̄n = max
i=0,1,...k−1

{λn(Lti)}. This implies that

(1− hλti(|B|Lti))di ≥ 0 and ρ2
(
Wti −

1n1
T
n

n

)
= (1− hλ2(|B|Lti))2di ≤ 1.
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Since the expected graph Ḡ is connected, there is at least one graph G with non-zero
probability for λ2(L) > 0. Thus,

(1− hλi(|B|L))2d < 1 =⇒ E
(
ρ2
(
Wti −

1n1
T
n

n

))
< 1.

Hence, lim
tk→∞

E
[
∥Bx(tk)− x̄∥2

]
= 0. i.e.,

lim
tk→∞

E
[
∥βixi(tk)− βjxj(tk)∥2

]
= 0, for i, j ∈ In. (6.16)

Now, we will show that

lim
t→∞

E(∥βixi(t)− βjxj(t)∥2) = 0 for i, j ∈ Ic.

Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥
+ ∥βjxj(tk)− βjxj(t)∥. (6.17)

It is obvious that

∥βixi(t)− βjxj(t)∥2 ≤ ∥βixi(t)− βixi(tk)∥2 + ∥βixi(tk)− βjxj(tk)∥2

+ ∥βjxj(tk)− βjxj(t)∥2, (6.18)

and hence

E
[
∥βixi(t)− βjxj(t)∥2

]
≤ E

[
∥βixi(t)− βixi(tk)∥2

]
+ E

[
∥βixi(tk)− βjxj(tk)∥2

]
+ E

[
∥βjxj(tk)− βjxj(t)∥2

]
. (6.19)

From equation (6.7), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥2 ≤ h|βi|
∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥2. (6.20)

Hence,

E
[
∥βixi(t)− βixi(tk)∥2

]
≤ h|βi|

∑
j∈Ni

aijE
[
∥βjxj(tk)− βixi(tk)∥2

]
. (6.21)
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As t→ ∞, we have tk → ∞. Thus,

lim
t→∞

E
[
∥βixi(t)− βixi(tk)∥2

]
= 0 for i, j ∈ Ic.

Taking the limit as t→ ∞ on both sides of equation (6.19), one obtains

lim
t→∞

E
[
∥βixi(t)− βixi(t)∥2

]
= 0 for i, j ∈ Ic.

Therefore, the hybrid multi-agent system (6.1) with protocol (6.6) reaches scaled consensus.

(Necessity) If the expected graph is Ḡ which is not connected, there exist at least two
components with zero probability of communication between each other. This implies that
there is no path between two components. Hence, the information of these two components
cannot reach consensus for any initial condition.

Theorem 6.1.2. Assume that the sampling period 0 < h <
1

dmaxβmax
. Then, the HMAS

(6.1) reaches scaled consensus to (β1, . . . , βn) almost surely if and only if the expected
graph Ḡ is connected.

Proof. (Sufficiency) Assume that Ḡ is connected. Let x(t) = [x1(t), . . . , xn(t)]
T , as a

result of Markovapo’s inequality, for any a > 0, we have

P{∥βx(tk)− x̄∥2 ≥ a2} ≤
E
[
∥βx(tk)− x̄∥2]

a2
. (6.22)

Because ∥βx(tk) − x̄∥2 ≥ a2 is equivalent to ∥βx(tk) − x̄∥ ≥ a, inequality (6.22) can be
written as

P{∥βx(tk)− x̄∥ ≥ a} ≤
E
[
∥βx(tk)− x̄∥2]

a2
. (6.23)

It follows from Theorem 6.1.1 that

∥βx(tk+1)− x̄∥2 ≤ ρ2
(
Wtk −

1n1
T
n

n

)
∥βx(tk)− x̄∥2.

Therefore,

∞∑
k=0

P{∥βx(tk)− x̄∥ ≥ a} ≤
E
[
∥βx(tk)− x̄∥2]
a2(1− α)

, (6.24)
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where α = max
i=0,1,...k−1

{E
[
ρ2(Wtk − 1n1

T
n

n
)
]
}. Using the Borel-Cantelli Lemma leads to

P{∥βx(tk) − x̄∥ ≥ a i.o.} = 0. Thus, we conclude that agents reach scaled consensus
almost surely. i.e.,

P{ lim
tk→∞

∥βixi(tk)− βjxj(tk)∥ = 0} = 1, for i, j ∈ In

or βjxj(tk) → βixi(tk) almost surely for all i, j ∈ In.

Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥
+ ∥βjxj(tk)− βjxj(t)∥. (6.25)

From equation (6.7), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥ ≤ h|βi|
∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥. (6.26)

As t → ∞, tk → ∞ and from the previous discussion, we know that βjxj(tk) → βixi(tk)
almost surely for all i, j ∈ In. It can be seen from (6.26) that βjxj(t) → βixi(tk) almost
surely for all i, j ∈ Ic as t → ∞. And hence, from (6.25) , one obtains βjxj(t) → βixi(t)
almost surely for all i, j ∈ Ic as t→ ∞.

(Necessity) The proof is similar to the argument used in Theorem 6.1.1.

Corollary 6.1.2.1. Assume that the sampling period 0 < h <
1

dmaxβmax
and the expected

graph Ḡ is connected. Then, the following statements are equivalent
(a) the HMAS(6.1) reaches scaled consensus in mean square;
(b) the HMAS(6.1) reaches scaled consensus almost surely.

Proof. Based on Theorem 6.1.1 and Theorem 6.1.2, it is obvious that (a) ⇐⇒ (b).

152



Case II

In this section, we assume that all agents communicate with their neighbours and update
their control inputs in a sampling time tk, where each continuous-time dynamic agent
can observe its own state in real time. Then, the scaled consensus protocol for hybrid
multi-agent system (6.1) is defined by:

ui(t) = |βi|
∑
j∈N

aij[βjxj(tk)− βixi(t)], for t ∈ (tk, tk+1], i ∈ Ic

ui(tk) = h · |βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic,
(6.27)

where A = [aij] is the weighted adjacency matrices associated with the graph G, h = hi =
tk+1 − tk for all i is the sampling period and βi ̸= 0 is a scalar scale of agent i.

Theorem 6.1.3. Let βi ̸= 0 be any scalar scale of agent i and

H = diag

{
1− e−

∑n
j=1 a1j |β1|h∑n

j=1 a1j|β1|
, . . . ,

1− e−
∑n

j=1 acj |βc|h∑n
j=1 acj|βc|

, h, . . . , h

}
.

Assume that 0 < h <
1

dmaxβmax
. Then, the hybrid multi-agent system (6.1) with the

protocol (6.27) achieves scaled consensus to (β1, . . . , βn) in mean square if and only if the
expected graph Ḡ is connected.

Proof. (Sufficiency) We first show that equation (6.2) holds. From (6.27) we know that
for t ∈ (tk, tk+1],

βixi(t) = βixi(tk)

+|βi|
(
1− e−

∑n
j=1 aij |βi|(t−tk)∑n

j=1 aij|βi|

)∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.

(6.28)
Accordingly, at time tk+1, the states of agents are

βixi(tk+1) = βixi(tk)

+|βi|
(
1− e−

∑n
j=1 aij |βi|h∑n

j=1 aij|βi|

)∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ Ic

βixi(tk+1) = βixi(tk) + h|βi|
∑
j∈Ni

aij[βjxj(tk)− βixi(tk)], for i ∈ In\Ic.

(6.29)
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Letting x(tk) = (x1(tk), x2(tk), ..., xn(tk))
T ∈ Rn, B = diag(β1, β2, ..., βn) ∈ Rn×n,

|B| = diag(|β1|, |β2|, ..., |βn|) ∈ Rn×n, equation (6.29) can be written as

Bx(tk+1) = [In −H|B|L]Bx(tk) (6.30)

which is equivalent to

Bx(tk) = [In −H|B|L]kBx(0), (6.31)

where H = diag

{
1− e−

∑n
j=1 a1j |β1|h∑n

j=1 a1j|β1|
, . . . ,

1− e−
∑n

j=1 acj |βc|h∑n
j=1 acj|βc|

, h, . . . , h

}
.

It follows from
1− e−

∑n
j=1 aij |βi|h∑n

j=1 aij|βi|
<

1

dii|βi|
for i ∈ Ic

and h <
1

dmaxβmax
, that 0 < hi <

1

dmaxβmax
for H.

Because the expected graph Ḡ is connected, by Lemma 4.1.1 and Lemma 2.6.3, one obtains

Utk =
(
In −H|B|L

)k
is SIA. In addition, we know from Lemma 2.2[57] that the eigenvalues of Utk −

11T

n
are

λi =
(
1−Hλi(|B|L)

)k
, i = 2, . . . , n.

Since L is a symmetric positive semi-definite matrix, all its eigenvalues are non-negative
and

0 = λ1(|B|L) ≤ λ2(|B|L) ≤ · · · ≤ λn(|B|L). (6.32)

It follows that λ1(Utk) = 1 with the corresponding eigenvector u1 =
1√
n
1. Also,

ρ
(
Utk −

11T

n

)
= max

(
|λ2(Utk)|, . . . , |λn(Utk)|

)
. (6.33)

By Lemma 2.4 [57], we know that

∥βx(tk+1)− x̄∥2 ≤ ρ2
(
Utk −

1n1
T
n

n

)
∥βx(tk)− x̄∥2 (6.34)
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which implies that

∥βx(tk)− x̄∥2 ≤ ρ2
(
Ut0 −

1n1
T
n

n

)
· · · ρ2

(
Utk−1

− 1n1
T
n

n

)
∥βx(0)− x̄∥2. (6.35)

Taking the expectation on both sides of (6.35) and using the independent property of
random matrix Utk , we have

E
(
∥βx(tk)− x̄∥2

)
≤ E

(
ρ2
(
Ut0 −

1n1
T
n

n

))
· · ·E

(
ρ2
(
Utk−1

− 1n1
T
n

n

))
∥βx(0)− x̄∥2.

≤ max
i=0,1,...k−1

E
(
ρ2
(
Uti −

1n1
T
n

n

))k∥βx(0)− x̄∥2 (6.36)

From [57], we know that the eigenvalues

λi = (1− hλti(|β|Lti))di , i = 2, 3, . . . , n.

Based on Gersgorin Disc Theorem [19], we have the sampling period

0 < h <
1

dmaxβmax
≤ 1

λ̄n

with non-zero probability where λ̄n = max
i=0,1,...k−1

{λn(Lti)}. This implies that

(1− hλti(|β|Lti))di ≥ 0 and ρ2
(
Uti −

1n1
T
n

n

)
= (1− hλ2(|β|Lti))2di ≤ 1.

Indeed, the expected graph Ḡ which is connected shows that there is at least one graph G
with non-zero probability for λ2(L) > 0. It is obvious that

(1− hλi(|β|L))2d < 1 =⇒ E
(
ρ2
(
Uti −

1n1
T
n

n

))
< 1.

Thus, lim
tk→∞

E
[
∥βx(tk)− x̄∥2

]
= 0. This implies that

lim
tk→∞

E
[
∥βixi(tk)− βjxj(tk)∥2

]
= 0, for i, j ∈ In. (6.37)

Now, we will show that

lim
t→∞

E(∥βixi(t)− βjxj(t)∥2) = 0 for i, j ∈ Ic.
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Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥
+ ∥βjxj(tk)− βjxj(t)∥. (6.38)

It is obvious that

∥βixi(t)− βjxj(t)∥2 ≤ ∥βixi(t)− βixi(tk)∥2 + ∥βixi(tk)− βjxj(tk)∥2

+ ∥βjxj(tk)− βjxj(t)∥2, (6.39)

and hence

E
[
∥βixi(t)− βjxj(t)∥2

]
≤ E

[
∥βixi(t)− βixi(tk)∥2

]
+ E

[
∥βixi(tk)− βjxj(tk)∥2

]
+ E

[
∥βjxj(tk)− βjxj(t)∥2

]
. (6.40)

From equation (6.28), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥2 ≤ h|βi|
∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥2. (6.41)

Hence,

E
[
∥βixi(t)− βixi(tk)∥2

]
≤ h|βi|

∑
j∈Ni

aijE
[
∥βjxj(tk)− βixi(tk)∥2

]
. (6.42)

As t→ ∞, we have tk → ∞. Thus,

lim
t→∞

E
[
∥βixi(t)− βixi(tk)∥2

]
= 0 for i, j ∈ Ic.

Taking the limit as t→ ∞ on both sides of equation (6.40), one obtains

lim
t→∞

E
[
∥βixi(t)− βjxj(t)∥2

]
= 0 for i, j ∈ Ic.

Therefore, the hybrid multi-agent system (6.1) with protocol (6.27) reaches scaled consen-
sus.
(Necessity) The proof is similar to the necessity part of the previous theorem, so it is
omitted.
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Theorem 6.1.4. Assume that the sampling period 0 < h <
1

dmaxβmax
. Then, the HMAS

(6.1) with protocol (6.27) reaches scaled consensus to (β1, . . . , βn) almost surely if and only
if the expected graph Ḡ is connected.

Proof. (Sufficiency) Assume that Ḡ is connected. Let x(t) = [x1(t), . . . , xn(t)]
T , as a

result of Markovapo’s inequality, for any a > 0, we have

P{∥βx(tk)− x̄∥2 ≥ a2} ≤
E
[
∥βx(tk)− x̄∥2]

a2
. (6.43)

Because ∥βx(tk) − x̄∥2 ≥ a2 is equivalent to ∥βx(tk) − x̄∥ ≥ a, inequality (6.43) can be
written as

P{∥βx(tk)− x̄∥ ≥ a} ≤
E
[
∥βx(tk)− x̄∥2]

a2
. (6.44)

By Theorem 6.1.3, it is easy to know that

∥βx(tk+1)− x̄∥2 ≤ ρ2
(
Wtk −

1n1
T
n

n

)
∥βx(tk)− x̄∥2.

Therefore,

∞∑
k=0

P{∥βx(tk)− x̄∥ ≥ a} ≤
E
[
∥βx(tk)− x̄∥2]
a2(1− α)

, (6.45)

where α = max
i=0,1,...k−1

{E
[
ρ2(Wtk −

1n1
T
n

n
)
]
}. Using the Borel-Cantelli Lemma leads to

P{∥βx(tk)− x̄∥ ≥ a i.o.} = 0.

Thus, we conclude that agents reach scaled consensus almost surely. i.e.,

P{ lim
tk→∞

∥βixi(tk)− βjxj(tk)∥ = 0} = 1, for i, j ∈ In

or βjxj(tk) → βixi(tk) almost surely for all i, j ∈ In. Consider, for i, j ∈ Ic and any βi ̸= 0,

∥βixi(t)− βjxj(t)∥ ≤ ∥βixi(t)− βixi(tk)∥+ ∥βixi(tk)− βjxj(tk)∥
+ ∥βjxj(tk)− βjxj(t)∥. (6.46)
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From equation (6.28), one obtains, for t ∈ (tk, tk+1],

∥βixi(t)− βixi(tk)∥ ≤ h|βi|
∑
j∈Ni

aij∥βjxj(tk)− βixi(tk)∥. (6.47)

As t → ∞, tk → ∞ and from the previous discussion, we know that βjxj(tk) → βixi(tk)
almost surely for all i, j ∈ In. It can be seen from (6.47) that βjxj(t) → βixi(tk) almost
surely for all i, j ∈ Ic as t → ∞. And hence, from (6.46), one obtains βjxj(t) → βixi(t)
almost surely for all i, j ∈ Ic as t→ ∞.
(Necessity) The proof is similar to the argument used in Theorem 6.1.3.

Corollary 6.1.4.1. Assume that the sampling period 0 < h <
1

dmaxβmax
and the expected

graph Ḡ is connected. Then, the following statements are equivalent
(a) the HMAS(6.1) with protocol (6.27) reaches scaled consensus in mean square;
(b) the HMAS(6.1) with protocol (6.27) reaches scaled consensus almost surely.

Proof. Based on Theorem 6.1.3 and Theorem 6.1.4, it is obvious that (a) ⇐⇒ (b).
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Chapter 7

Conclusions and Future Research

In this chapter, we summarize the results of this thesis and suggest possible future work
related to the topics that we have studied in the thesis. In the present thesis, some
consensus problems of hybrid multi-agent systems have been studied as follows.

In Chapter 3, consensus problems of directed hybrid multi-agent systems under fixed
topology with (and without) communication delays have been studied. We assume that
all continuous-time dynamic agent communicate with their neighbors and update their
own states in real time, while the discrete-time dynamic agents communicate with their
neighbors and update their own states at time tk. Our results show that the hybrid multi-
agent system system (3.1) reaches consensus if Gc∪G ′ and Gd∪G ′ are balanced and contain
a spanning tree under the sampling period 0 < h < (dmax)

−1 and some conditions.

In Chapter 4, scaled consensus problems for the hybrid multi-agent system have been
investigated by using impulsive consensus protocols if the directed communication networks
G contains a spanning tree with 0 < h < (dmaxβmax)

−1. Moreover, the scaled consensus
problems of multi-agent systems under fixed and switching topologies have been studied
by introducing impulsive protocols together with some appropriate conditions. In addi-
tion, scaled consensus problems have been studied in multi-agent systems with external
disturbances, some conditions are introduced to guarantee reaching scaled consensus and
satisfy robust H∞ performance. Furthermore, our results show that the scaled consensus
can be guaranteed if the sampling period h is bounded by some values depending on the
scalar scales and degree of networks.

In Chapter 5, finite-time scaled consensus problems of multi-agent system have been
studied. By using Lyapunov finite-time consensus theorem, algebraic graph theory and
matrix theory, some conditions are provided to guarantee achieving scaled consensus in
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finite time. Firstly, a scaled consensus protocol have been proposed for solving finite-time
consensus problems of hybrid multi-agent systems via impulsive control. Secondly, the
finite-time scaled consensus of multi-agent systems with (impulsive) perturbations have
been investigated and the impulsive consensus protocols are introduced which can guaran-
tee reaching scaled consensus if the perturbations are small enough.

In Chapter 6, the scaled consensus problems of hybrid multi-agent systems have been
studied in random networks. Two scaled consensus protocols are introduced depending on
the communication among agents. Firstly, we assume that all agents communicate with
their neighbours and update their control inputs in a sampling time tk. Secondly, we study
scaled consensus problem when all agents communicate with their neighbours and update
their control inputs in a sampling time tk, but continuous-time dynamic agent can observe
its own state in real time.

In the future, it might be possible to study the scaled consensus problems of hybrid
multi-agent systems under nonlinear protocols, partial scaled consensus problems, complex
consensus problems and examine how to apply the idea of scaled consensus into edge
dynamics problems.
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[7] Dario Bauso, Laura Giarré, and Raffaele Pesenti. Non-linear protocols for optimal
distributed consensus in networks of dynamic agents. Syst. Control. Lett., 55:918–
928, 2006.

[8] S. Boyd, A. Ghosh, B. Prabhakar, and D. Shah. Randomized gossip algorithms.
IEEE Transactions on Information Theory, 52(6):2508–2530, June 2006.

[9] R. Brayton and C. Tong. Stability of dynamical systems: A constructive approach.
IEEE Transactions on Circuits and Systems, 26(4):224–234, 1979.

161



[10] Yongcan Cao, Daniel Stuart, Wei Ren, and Ziyang Meng. Distributed contain-
ment control for multiple autonomous vehicles with double-integrator dynamics:
Algorithms and experiments. IEEE Transactions on Control Systems Technology,
19(4):929–938, 2011.

[11] L. Chen, Yuan Gao, Libing Bai, and Y. Cheng. Scaled consensus control of hetero-
geneous multi-agent systems with switching topologies. Neurocomputing, 408:13–20,
2020.

[12] S. Chen and Z. Zhu. Practical stability of impulsive functional differential systems
via analysis techniques. Miskolc Mathematical Notes, 15:373, 2014.

[13] Tao Chen, Shiguo Peng, and Zhenhua Zhang. Finite-time consensus of leader-
following non-linear multi-agent systems via event-triggered impulsive control. IET
Control Theory & Applications, 15(7):926–936, 2021.

[14] L. Cheng, Y. Wang, Z. Hou, and M. Tan. Stochastic consensus of linear multi-agent
systems: Communication noises and markovian switching topologies. In The 26th
Chinese Control and Decision Conference (2014 CCDC), pages 274–279, 2014.

[15] Godsil Chris and Royle Gordon. Algebraic Graph Theory, volume 207. 01 2001.

[16] J. Cortes, S. Martinez, T. Karatas, and F. Bullo. Coverage control for mobile sensing
networks. IEEE Transactions on Robotics and Automation, 20(2):243–255, 2004.

[17] Jorge Cortés. Finite-time convergent gradient flows with applications to network
consensus. Automatica, 42(11):1993 – 2000, 2006.

[18] Morris H. Degroot. Reaching a consensus. Journal of the American Statistical As-
sociation, 69(345):118–121, 1974.

[19] Rick Durrett. Probability: Theory and Examples. Thomson, 2005.

[20] Elham Ebrahimkhani, A. Ghiasi, F. Hashemzadeh, and M. Baradarannia. Scaled
consensus of descriptor multi-agent systems. 2017 10th International Conference on
Electrical and Electronics Engineering (ELECO), pages 938–943, 2017.

[21] Elham Ebrahimkhani and F. Hashemzadeh. Scaled consensus of multi-agent systems
under time delay. 2018 Australian & New Zealand Control Conference (ANZCC),
pages 216–221, 2018.

162



[22] J. A. Fax and R. Murray. Information flow and cooperative control of vehicle forma-
tions. IEEE Transactions on Automatic Control, 49:1465–1476, 2004.

[23] Xin-Lei Feng and Ting-Zhu Huang. A finite-time consensus protocol of the multi-
agent systems. International Journal of Mathematical and Computational Sciences,
5(3):357 – 359, 2011.

[24] Zhiwen Fu, Shiguo Peng, T. Chen, and Zizhao Zheng. Consensus of hybrid switched
multi-agent systems under different topologies via impulsive control. IEEE Access,
8:135458–135467, 2020.

[25] Veysel Gazi and Kevin M. Passino. Swarm Coordination and Control Problems, pages
15–25. Springer Berlin Heidelberg, Berlin, Heidelberg, 2011.

[26] Z. Guan, Y. Wu, and G. Feng. Consensus analysis based on impulsive systems in
multiagent networks. IEEE Transactions on Circuits and Systems I: Regular Papers,
59(1):170–178, Jan 2012.

[27] Guangming Xie and Long Wang. Consensus control for a class of networks of dynamic
agents: Fixed topology. In Proceedings of the 44th IEEE Conference on Decision and
Control, pages 96–101, Dec 2005.

[28] Giorgio Guglieri, Franco Maroglio, Pasquale Pellegrino, and Liliana Torre. Design
and development of guidance navigation and control algorithms for spacecraft ren-
dezvous and docking experimentation. Acta Astronautica, 94(1):395–408, 2014.

[29] Wassim M. Haddad and VijaySekhar Chellaboina. Stability and dissipativity theory
for nonnegative dynamical systems: a unified analysis framework for biological and
physiological systems. Nonlinear Analysis: Real World Applications, 6(1):35–65,
2005.

[30] Wassim M Haddad, VijaySekhar Chellaboina, and Qing Hui. Nonnegative and com-
partmental dynamical systems. Princeton University Press, 2010.

[31] Jack K Hale. Dynamical systems and stability. Journal of Mathematical Analysis
and Applications, 26(1):39–59, 1969.

[32] J. Halloy, G. Sempo, G. Caprari, C. Rivault, M. Asadpour, F. Tâche, I. Säıd,
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