
Private Allocation of Public Goods

by

Pouya Kananian

A thesis
presented to the University of Waterloo

in fulfillment of the
thesis requirement for the degree of

Master of Applied Science
in

Electrical and Computer Engineering

Waterloo, Ontario, Canada, 2022

© Pouya Kananian 2022



Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

ii



Abstract

We study the problem of designing a truthful mechanism for fair allocation of divisible
public goods. We consider a setting with n agents and m items. Each item is associated
with a size, and the total size of the allocated items must not exceed the available capacity.
All agents can access an allocated item, but agents might have different valuations for
different items. To aggregate agents’ preferences in a fair and efficient way, we focus on the
notion of core, which incorporates Pareto efficiency and sharing inventive. In public good
settings, agents might have the incentive to misreport their preferences and free ride on
the items allocated by others. To address this issue, we present an approximately truthful
mechanism. Our mechanism solves a convex optimization problem in a differentially private
manner to find a fair allocation.
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Chapter 1

Introduction

The problem of fair and efficient public good allocation comes up in various settings, such
as the participatory budgeting problem (PB) [10, 1] and cache allocation in computer
systems [61, 79, 30, 71, 47, 78]. When allocating private goods, each allocated good is
assigned to a single user. However, for public goods, the allocated items benefit all users
at the same time. Users might have different preferences for the goods, though.

We consider n agents and m public goods, each with a certain size. Given a capacity
c ∈ R, we are looking for a fair and efficient allocation such that the sum of the allocated
items’ sizes doesn’t exceed c. We assume that the goods are divisible, meaning it is
possible to allocate fractions of items. For j ∈ {1, . . . ,m}, if zj ∈ [0, 1] and sj ∈ R denote
the allocated fraction of item j and this item’s size, respectively, we assume that this
fraction consumes zjsj of the available capacity. We furthermore, assume that each agent
i ∈ {1, . . . , n}, gains a utility equal to uijzj for the allocated item j where uij ∈ R.

Pareto efficiency (PE) and Sharing incentive1 (SI) are common desiderata for designing
fair and efficient public good allocation mechanisms in computer systems[61, 79, 30, 47].
Envy-freeness is another classical notion of fairness considered in economic theory[47, 72].
The notion of envy, however, is ill-defined for public goods since the allocated items are
shared between all users. For public goods, we can assume users will become envious if a
large amount of the available resources are spent to make a small group of users happy.
This assumption can be formalized using the notion of core[33, 66, 6, 14]. A core outcome
is both Pareto efficient and proportional.

Designing a public good allocation mechanism is challenging since agents might be
incentivized to lie about their preferences when resources are shared between users. To

1Sharing incentive is also referred to as proportionality or isolation guarantee.
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illustrate this issue, we can consider the following example. Let us assume that a univer-
sity’s department of Electrical and Computer Engineering wants to decide whether to add
a water fountain, a coffee vending machine, or a few couches to the department’s lobby.
Since they do not have enough budget to buy all these options, they plan to ask students
about their preferences. Each student can pick one of the options as their preferred choice,
and the department will divide the budget between options in proportion to the number
of votes each option gets. Tom, who is a coffee lover, hopes that the department adds the
coffee machine and a few couches to the lobby so that he can sit on the couches and enjoy
a cup of coffee with his friends from time to time. The coffee machine is his favorite op-
tion, but he has observed that this is also the most favored option of many other students.
Therefore, he has concluded that the coffee machine will have enough votes among students
to collect a sufficient amount of budget. To increase the chances of a few couches being
added to the lobby, he decides to vote for the couch option as his favored option instead of
honestly reporting the coffee machine as his favorite choice. Suppose other students also
make similar calculations in their minds to increase the chances of their favorite outcomes
and do not report their preferences truthfully. In that case, the election’s outcome will not
truly reflect a fair aggregation of students’ favorite options. If Tom succeeds in turning
the result of the survey to his preferred outcome, we say that he is ”free-riding” on the
votes of those students who selected the vending machine as their preferred option. To
avoid cheating and free-riding in public good allocation policies, designing strategy-proof
mechanisms2 for public good allocation has been a subject of study for decades[37, 55].
Dominant strategic truthful mechanisms are those that the participating agents don’t have
any incentive to lie about their preferences.

Our public good allocation is similar to the cache allocation problem considered in [61].
Pu et al. show that no cache allocation mechanism exists that satisfies Pareto efficiency,
Sharing incentive, and truthfulness simultaneously. They, hence, try to design a truthful
and proportional mechanism that is approximately Pareto efficient. Yu et al.[79] show that
the mechanism proposed in [61] is not truthful. However, their proposed truthful method
for cache allocation can be shown to not be truthful either[30].

Kunjir et al. [47] work on designing a cache allocation mechanism that its output lies
in the core in expectation. As mentioned earlier, the notion of core is more general than
Pareto efficiency and Sharing incentive and incorporates these two. However, Kunjir et
al. do not tackle the problem of free-riding in public good allocation and assume that the
tenants are not strategic. Fain et al. [25] work on designing an approximately truthful
mechanism that achieves a solution that lies in the approximate core. The authors in [53]
show that an ϵ-differentially private mechanism for ϵ ≤ 1 is also ϵ-approximately dominant

2Also referred to as truthful mechanisms.
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strategy truthful. Fain et al. [25] use exponential mechanism[53] to achieve an differentially
private and approximate asymptotic truthful mechanism.

In this work, we propose an approximately truthful mechanism for computing an ap-
proximate core solution for the problem of allocating divisible public goods based on dif-
ferentially private convex optimization. Compared to using exponential mechanism, our
method is more suitable when the space of the problem is exponentially large. Fain et al.
[25] have to resort to the hit-and-run method[51] to sample from their exponential space
in the polynomial time. There is no need to use such sampling methods in our proposed
approach.

The authors in [41] and [42] work on jointly deferentially private convex optimization
for private good allocation. Those methods cannot be applied to our problem since they use
the dual decomposition method [24, 8] that cannot be applied to optimization problems
with affine constraints. In this work, we propose a private version of the Alternating
alternating direction method of multipliers (ADMM)[31, 28, 8] for achieving a fair, efficient,
and approximately truthful public good allocation mechanism.

In §3, we formally define our public good allocation problem and explain how we can
calculate a core outcome for this problem by solving a convex optimization problem. We
propose a differentially private algorithm for solving this optimization problem in §4. §5
is dedicated to proving the privacy properties of the algorithm. In §6, we analyze the
algorithm’s convergence. Since our algorithm computes an approximately optimal solution
to the optimization problem, it is necessary to analyze the violation of constraints in this
approximate solution. We go through such feasibility analysis in §7. Finally, in §8, we
empirically analyze the performance of our algorithm on synthetic data.
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Chapter 2

Related Works

2.1 Truthful cache allocation

While caching can have a significant positive impact on applications’ performances, cache
memories are often limited by their size. In multi-tenant cloud environments, where many
users share the cache memory, an efficient and fair caching policy can substantially affect
the latency users experience when accessing their files. As mentioned by Pu et al.[61],
traditional frequency-based and time-interval-based cache allocation methods such as LRU
and LFU that focus on global hit ratio optimization often do not work well in multi-tenant
cloud environments. When using such allocation policies, those users who access their files
in long intervals or with low frequencies would experience their files getting evicted from
the cache too often. Furthermore, these policies can be played with by the users who make
excessive accesses to improve their access rate[61].

A naive approach to preserve fairness in these environments would be to divide the cache
memory into equal partitions and give each user access to one of these isolated units. Users
don’t have any motivation for making excessive accesses or lying about their preferences in
this setting. However, this might lead to unused space left in the cache memory. Moreover,
in a multi-tenant environment, it is common for multiple users to share a dataset and send
queries to the same files. Isolating the cache space of users from each other, therefore, is
pretty inefficient in terms of cache utilization[61]. Pu et al. [61] observed that in an HDFS
cluster, more than 30 percent of the files are shared between at least two agents in many
workloads. A cached file can be accessed by multiple users when the caching policy doesn’t
limit users to access an isolated section of the cache. This non-exclusive sharing is, in fact,
a key distinction between cache and resources such as CPU or communications links.
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To come up with a fair and efficient cache allocation policy for a public good resource
such as cache, Pu et al. [61] focused on the following desirable properties, which are com-
monly considered in recourse allocation policies: Isolation guarantee, Pareto-efficiency, and
strategy proofness[11, 15, 32, 35, 52, 68, 69, 70, 74, 75, 80]. However, they showed that
a cache allocation policy could not satisfy these three properties simultaneously. They
discussed that, intuitively, there is a strong trade-off between truthfulness and Pareto-
efficiency due to free-riding. They introduced a truthful allocation policy based on prob-
abilistic blocking with isolation guarantee and approximate Pareto efficiency. This policy,
named FairRide, probabilistically bans users from accessing files that are not cached by
them.

Yu et al.[79] showed that FairRide[61] fails to eliminate strategic users’ incentive to lie
about their preferences. They proposed a policy for fair cache allocation in shared cloud
environments. This policy, which is based on the VCG mechanism[13, 36, 73] provides
isolation guarantee, near-optimal Pareto efficiency, and strategic proofness according to
their claim. However, as mentioned by Friedman et al.[30], this mechanism is based on the
wrong assumption that cheating is acceptable if it does not affect other users in a bad way.
This assumption could be refuted by basic game-theoretic reasoning.

Friedman et al.[30] considered a setting in which every user has a few ”private” files, and
there might be a ”public” file in the system that multiple users want to access. They worked
on maximizing efficiency while preserving truthfulness and sharing inventiveness. In some
resource allocation problems, users pay money based on the amount of resources they use.
Since this is not the case in cache allocation, Friedman et al. resorted to money-burning
and blocking mechanisms to address the inability to use monetary payments. They came
up with an 83%-efficient mechanism for two users and a 63%-efficient one for an arbitrary
users number. This work is limited by the assumption that only one ”public” file exists in
the system.

Tang et al. [71] worked on an allocation mechanism for Semi-External Memories (SEM),
which are memory models that combine DRAM and SSD to overcome the limited size of
DRAM[71]. To balance fairness and efficiency in shared cloud environments, they pro-
posed partitioning the memory unit into two parts. The first part is split between users
using the global max-min fairness policy. The second part is then allocated to optimize
efficiency globally without caring about fairness. A tunable knob σ ∈ [0, 1] in this ap-
proach determines what fraction of the memory unit should be dedicated for the first stage
of the method (fairness-stage allocation) and how much will be left for the second stage
(efficiency-stage allocation).

To overcome the problem of cheating in cache allocation, instead of trying to come up
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with a truthful cache allocation mechanism, Tang et al.[71] proposed a cheating detecting
mechanism based on monitoring users’ caching history. The downside of using such cheat-
ing detecting mechanisms is that an honest user who needs to increase her access frequency
could be mistaken for a cheating user.

2.2 Cache allocation in the absence of strategic con-

cerns

Kunjir et al.[47] argued that in a multi-tenant cluster where significant performance boosts
can be experienced by the users who gain access to cache, low-priority tenants should not
prevent high-priority ones from getting a fair amount of performance. They mentioned
that the common practice in the industry at the time was to create groups of similar users.
Each group could form a queue or pool and act as a tenant in the cluster.

Pareto-efficiency and envy-freeness are classical notions of fairness in economic theory.
[47, 72] These notions, along with sharing incentive, have been considered in many resource
allocation problems in computer science. Kunjir et al. [47] argued that since the optimizer
can see the queries in their setting, they don’t need to deal with strategy proofness. How-
ever, as we previously explained, cheat detection by monitoring the access requests of users
is not trivial.

While envy freeness is ill-defined in public goods[47], a notion similar to envy can be
considered for public goods based on proportionality and stability. We can say that users
will become envious if a large amount of the available resources are spent to make a small
group of users happy. This can be formalized using the notion of core. Allocations in
core are both Pareto-efficient and proportional. Kunjir et al. showed that the solution
that maximizes nash social welfare (NSW) lies in the core. They used dual multiplicative
weight update [5, 29] to solve this maximization problem.

As mentioned by Fain et al.[26], unlike the utilitarian social welfare objective, which
maximizes the sum of agents utilities without caring about fairness, and the egalitarian
social welfare objective, which maximizes the minimum agent utility while being blind to
efficiency, the nash social welfare encorporates both fairness and efficinecy. Fain et al.
showed that the fractional relaxation of the nash social welfare program lies in the core.
The fractional MNW outcome for public good allocation can be irrational despite rational
inputs, though. [26, 4] This might result in finding approximate solutions rather than exact
results.
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Yu et al. [78] worked on an efficient caching policy for multi-tenant environments that
enforces performance isolation between users. Their cache sharing scheme, LCAS, limits
the cache accesses of users with excessive load to mitigate the negative impact of their
high load on other users. This approach first tries to find an allocation with optimal
efficiency without caring for isolation guarantee. In the second phase of the algorithm, in
an attempt to obtain performance guarantee, LCAS searches this allocation for users with
too much load and and throttles the cache usage of these users. There won’t be any need
to go through the second phase if the original allocation in the first phase already provides
isolation guarantee.

2.3 Participatory budgeting and core

Participatory budgeting[10, 1] problems involve deciding how to spend tax dollars on public
projects through public vote. Public goods make participatory budgeting different from
other resource allocation problems. The notion of core[27, 55, 66] in public goods, which
incorporates a group sharing inventiveness, is similar to envy freeness for private resources

If a solution is in core, no community of users should be envious about their share
of the budget. Furthermore, the definition of core incorporates a weak notion of Pareto
efficiency. Min-Max fairness concerns maximizing the utility of the agent with the least
utility and results in Pareto-efficient solutions but tries to increase one user’s utility in
expense of others. In a core solution, in contrast, goods are funded in proportion to the
number of agents that can benefit from them[25].

One way for computing a core solution is through the Lindahl equilibrium [50, 65].
The Lindahl equilibrium is proved to exist and be in the core under certain conditions
in a mixed market of public and private goods[27]. Fain et al. [25] proposed a way for
eliminating the price variables in the Lindahl equilibrium and based on that, they came
up with an an efficient algorithm, using convex programming, for computing the core for
non-saturating utility functions. They also pointed out that when utility functions are
concave and homogeneous of degree 1, the solution that maximizes the proportional fair
allocation, a more general version of the nash bargaining solution[57], computes the Lindahl
equilibrium. There is a similar result for finding a Fisher equilibrium in markets consisting
of private goods[46].

In the real world, utility functions are often saturating, which makes the algorithm for
non-saturating utility functions not suitable for real applications. Fain et al., therefore,
presented a heuristic algorithm for computing the approximate core for saturating utilities.
The experimentally showed that this algorithm often computes the exact core on real data.
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As mentioned by Fain et al.[25], the core always exists for participatory budgeting,
however, free-riding should be considered as an important problem when allocating pub-
lic goods and computing a core solution. Fain et al. studied whether in a public good
allocation problem, the core outcome is truthful when the total number of agents goes to
infinity. They answered this question in a negative way, and worked on an asymptotic
truthful mechanism for finding an approximate core solution. Exponential mechanism [53]
is used in this work to achieve approximate dominant-strategy truthfulness

2.4 Jointly differentially private convex programming

Hsu et al. [41] proposed a method for solving a family of convex optimization problems
with two types of constraints under joint differential privacy. In the first type of constraints,
only the variables of a single agent are involved. The second kind of constraints couple
multiple agents and include variables from different agents, and therefore are called the
coupling constraints. The approach in this paper is based on the dual decomposition[24, 8]
method in distributed optimization and involves constructing a partial Lagrangian that
couples the second type of constraints with the objective. The partial Lagrangian can be
interpreted as the payoff of a zero-sum game between two players. The primal player tries to
maximize the Lagrangian. The dual player, who controls the Lagrange variables and plays
against the primal player, tries to minimize the partial Lagrangian when the constraints
are violated by the primal player. A repeated play of primal and dual responses could
lead to an approximate equilibrium in this game. Due to the form of the Lagrangian in
this paper, each agent can compute their best response individually. The collection of
agents’ best responses forms a primal best response in each stage of the game. An agent’s
response when maximizing the partial Lagrangian is dependent on other agents’ data only
through the coupling constraints and dual player’s actions. Therefore, by adding noise
to the Lagrange variables and making the dual actions differentially private, the agents’
responses would depend on their own and differentially private data. Hence, the agents’
actions would satisfy joint differential privacy. This would guarantee joint differential
privacy in the final primal solution of the method, which consists of the time-averaged
responses of individual agents. To implement the repeated plays, [41] proposed a privacy-
preserving gradient descent method that involves adding Gaussian noise to the Lagrangian’s
gradient at each iteration.

Hsu et al. [41] calculated bounds for their algorithm’s accuracy and the total violation
of coupling constraints under (ϵ, δ)-joint differential privacy. They also discussed a way for
achieving exact feasibility by applying their algorithm, PrivDude, on a reduced problem
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with tighten coupling constraints.

To improve Hsu et al.’s method [41], Huang et al. [42] proposed a method for reducing
the supply requirement with regards to the number of constraints. While they use the
dual decomposition technique similar to [41], their method is based on a version of the
multiplicative weight update algorithm with added Laplacian noise, instead of building a
private algorithm by adding Guassian noise to the dual gradient descent method. While
their method can be applied to the class of optimization problems studied in [41], they
put their focus on the packing problem in their paper. To achieve exact feasibility, we can
decrease the supply per constraint by a multiplicative factor and run this paper’s algorithm.

To improve the running time of their algorithm, which depends cubically on n similar
to [41], [42] worked on an algorithm that runs in O(n) and is a privacy-preserving version
of the online packing algorithm[3] in the random-arrival model. Later on, Huang et al.
[43] improved this scalable by coming up with another algorithm with O(n) running time
and better minimum supply requirements. This algorithm is based on a noisy version of
the dual multiplicitave weight update method with different step sizes and noise scales.

2.5 Deferentially private ADMM

Zhang and Zhu [81] introduced two differentially private algorithm, one based on perturbing
the primal variables in ADMM, and another one involving adding noise to dual variables.
They analyzed the impacts of adding privacy to only a single iteration of their algorithms.
Zhang et al. [82] proposed method for perturbing the penalty parameter of ADMM to
improve accuracy and analyzed their algorithm’s total privacy loss. Zhang et al. [83] tried
enhancing this penalty perturbation mehthod by reusing the results from the odd iterations
in even iterations. Half of the updates don’t leak private information in this way. Guo and
Gong [38] worked on private asynchronous ADMM. In this paper, users train their models
locally based on their datasets and only share part of the local model with the server.

[20, 19] used linearly decaying Gaussian noise to perturb the primal variables while
maintaining utility. [20] focused on zero-concentrated differential privacy, which makes
it possible to achieve a higher accuracy than (ϵ, δ)-differential privacy. [17] proposed a
stochastic ADMM-based algorithm for distributed learning with higher accuracy and re-
duced computation complexity in each local iteration.

Huang et al. [45] proposed a deferentially private ADMM-based distributed learning
algorithm that works with an approximate augmented Lagrangian function. Using a first-
order approximation for the augmented Lagrangian function makes it possible to use this
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method for non-sooth objective functions. To get a better privacy accuracy trade-off, their
algorithm adaptively changes the variance of the added Gaussian noise. They used the mo-
ments accountant method[2] for calculating the total privacy loss. Their method is suitable
for a centralized network structure with star topology. [63] proposed a new differntially pri-
vate algorithm based on an inexact alternating direction method of multipliers (IADMM)
and objective perturbation and numerically showed their algorithm gets a better accuracy
compared to [45].

Instead of relying on the requirement that each local problem can be perfectly opti-
mized., [18] proposed an algorithm capable of releasing DP-preserving approximate and
noisy solutions to the local problems. They improved their algorithm using the sparse vec-
tor technique[22], which checks if the current approximate solution is sufficiently different
from the previous iteration’s solution. When a solution barely differs from the previous it-
eration, it will be discarded to avoid unnecessary privacy loss accumulation. [77] proposed a
two-phase approach for making ADMMs private. In this method, Gaussian noise is added
to to local raw data and also the local uploaded model. While this approach strength-
ens privacy, it hurts the learning performance. [49] introduced a new privacy-preserving
primal-dual convex optimization algorithm for federated learning while considering com-
munication efficiency. It is possible to use this method on non-smooth objective functions.
They discussed the tradeoff between privacy protection and communication efficiency as
well as the trade off between ensuring privacy and learning performance.

As opposed to the previously mentioned works on differentially private ADMMs that
focus on distributed ADMMs and federated learning, Shang et al.[67] worked on central-
ized optimization. Previous works in centralized ADMMs include [12], which focuses on
stochastic ADMMs, and [76] about deterministic ADMMs.
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Chapter 3

Problem Formulation

Let c ∈ R denote the total available capacity. We consider n agents in the system and m
public goods. Let s = (s1, . . . , sm) ∈ Rm be an m-dimensional vector, where sj represents
the size of each item j. A feasible allocation is a vector z = (z1, . . . , zm) ∈ [0, 1]m and
sT z =

∑m
j=1 zjsj ≤ c. For each j, zj shows the fraction of item j allocated. We use

ui = (ui1, . . . , uim) ∈ Rm
≥0 to show agent i’s utility for every unit of each item. The total

utility agent i gains after a round of allocation, equals to uT
i z =

∑
j zjuij.

Our goal is to come up with an approximately truthful mechanism that outputs a fair
allocation z given agents’ utilities {ui}ni=1. To discuss the notion of fairness our allocation
policy is based on, we will first define Pareto efficiency and Sharing incentiveness.

Definition 1 (Pareto Efficiency). An allocation z is Pareto efficient if there is no other
allocation z′ such that ui(z) ≥ ui(z

′) for every i with at least one strict inequality. In other
words, an allocation is Pareto-efficient if no other allocation exists that improves the utility
of at least one agent without decreasing the utility of others.

Definition 2 (Sharing Incentive). An allocation satisfies sharing incentive if no agent
would be better off if we divide the total capacity into N equal parts and give each agent a
part.

Envy-freeness is another fairness property commonly studied in private good alloca-
tion. Informally, it means that no agent should prefer another agent’s share of allocated
resources. Envy-freeness along with Pareto efficiency are the properties that make an al-
location fair according to the classical economic theory[72]. Cake cutting is the classic
context for envy-freeness when studying fractional allocations [60, 7]. The notion of envy
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is ill-defined when resources are shared between users. However a similar fairness notion
can be defined for public goods based on the notion of proportionality and stablity[47].
The notion of core, which comes from cooperative game theory[33, 66, 6, 14], has been
studied in the context of public goods[27, 55, 25, 26, 56] and cache allocation[47]. For an
allocation z, a set of agents with size l form a blocking coalition if an allocation z′ exists
such that (l/n)ui(z

′) ≥ ui(z) for every agent in this set with at least one strict inequality.
We say that an allocation lies in core if no subset of agents form a blocking coalition. This
means that no subset of agents have the incentive to deviate from the outcome by putting
together their proportion of resources.

Definition 3 (Core). An allocation z is a core solution if there is no subset T of agents,
that given a |T |/n fraction of the total capacity, can come up with an allocation z′ such
that ui(z

′) ≥ ui(z) for every user i in T and at least for one user j in T, uj(z
′) > uj(z).

An allocation that lies in the core satisfies both Pareto efficiency and sharing incen-
tiveness. To see why, it is sufficient to set the size of T equal to n and 1, respectively.
We can think of the core as a notion of group sharing-incentive[47, 26], meaning that if a
proportion of all users, which form the subset T have identical preferences, they should at
lest get |T |/n of their maximum possible utility. We can say that a core outcome is sort
of Pareto efficient for any subset of agents forming coalition, if we scale the [26] utilities in
proportion to the subset’s size.

[61] proved that no cache allocation policy can satisfy strategy-proofness, isolation
guarantee, and Pareto efficiency at the same time. Since a core allocation satisfies isolation
guarantee and Pareto efficiency, it is impossible to have a truthful cache allocation policy
for finding a core outcome. Our public good allocation problem is similar to the cache
allocation problem discussed in [61]. Our goal is to come up with an approximately truthful
mechanism for finding an allocation that approximately lies in the core.

Definition 4 (Approximate Core[26]). For δ, α > 0, an allocation z lies in the (δ, α)-
approximate core if for any subset T of agents, there is no allocation z′ that uses a |T |/n
fraction of the budget, ui(z

′) ≥ (1 + δ)ui(z) + α for every user i in T , and at least one
inequality is strict.

[53] showed that an ϵ-differentially private mechanism for ϵ ≤ 1 is also ϵ-approximately
dominant strategy truthful. Therefore, we can search for a differentially private mechanism
that finds an approximate core solution. [47] and [26] showed that maximizing the Nash
welfare objective, which is product of agent’s utilities, results in a core solution. Our
algorithm, is therefore, based on solving a convex optimization program for finding the
Nash welfare solution in a differentially private manner.
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As mentioned earlier, s = (s1, . . . , sm) ∈ Rm shows the size of each item j, and ui =
(ui1, . . . , uim) ∈ Rm

≥0 represents agent i’s utility for every unit of each good. Given a
capacity of c, to find an allocation, z ∈ Rm, that lies in the core, we can solve the following
optimization problem.

Max.
n∑

i=1

ln(uT
i z),

s.t. sT z ≤ c,

0 ≤ z ≤ 1. (3.1)

(3.1) is equal to the following optimization problem.

Max.
n∑

i=1

ln(uT
i xi),

s.t. z = xi ∀i,
sTxi ≤ c ∀i,
0 ≤ xi ≤ 1 ∀i. (3.2)

Compared to (3.1), auxiliary variables xi ∈ Rm are introduced in this optimization
problem. Similar to the global consensus problem in [8], the global variable z in this prob-
lem acts as a constraint for forcing local xi variables to agree. Without z, this optimization
problem can represent a private good allocation problem where xi shows each agent’s al-
location. In this imaginary private good allocation problem, every agent has a budget
for themselves, and xi shows how they decide to allocate items using their capacity.Since
we are in fact focusing on public goods and the budget is shared between users, we only
need a variable z ∈ R to represent the allocation. However, by introducing an auxiliary
variable per each agent, in an iterative algorithm for solving (3.2), each user can privately
and locally update the allocation xi. This allocation xi is computed using agent i’s private
data and can reveal information about the agent’s utility vector. To compute a allocation
z in a private manner, we can come up with an algorithm for privately aggregating local
variables xi at each step of the algorithm.

One way that comes to mind for solving (3.2) is to consider z as the private variable of
an imaginary agent n+1, and turn this optimization problem into a private good allocation
problem with n+1 agents. This way, to solve this optimization problem privately, we might
be able to use the methods proposed in [41] or [42] for jointly private convex programming.

13



However, since these approaches involve using the dual decomposition method[8] and par-
tial Lagrangians, they cannot be applied to optimization problems with affine constraints.
The primal players in these methods take a maximization step at each iteration of the al-
gorithm. However, a partial Lagrangian with affine constraints is unbounded with respect
to the primal variables, and hence, it is impossible to take an step that maximizes the
partial Lagrangian. A similar problem is pointed out in [8] about using the dual ascent[62]
methods on affine objective functions. To bypass this issue, we propose an optimization
method for (3.2) that uses an augmented Lagrangian. Methods that use an augmented La-
grangian, converge under more general conditions than dual ascent, including cases when
the objective function is unbounded[8]. For more information about dual ascent, dual de-
composition, and augmented Lagrangian please refer to the comprehensive paper by Boyd
et al. [8].

Let us define C = {x ∈ Rm | sTx ≤ c, 0 ≤ x ≤ 1}. For the convex set C, we define a
convex indicator function, IC , as:

IC(x) =

{
0 if x ∈ C,

∞ otherwise.

For x = (x1, . . . , xn) and γ = (γ1, . . . , γn), we can now write the augmented Lagrangian of
(3.2) as:

Lρ(x, z, γ) =
∑
i

Lρ
i (xi, z, γi)

=
∑
i

(
ln(uT

i xi)− IC(xi)− γT
i (xi − z)− ρ

2
∥xi − z∥22

)
. (3.3)

where for every i ∈ {1, 2, · · · , n}, γi ∈ Rm is a dual variable corresponding to the
constraint z = xi, and ρ is the penalty parameter. Our algorithm for solving (3.2), which
is based on the Alternating Direction Method of Multipliers (ADMM)[34, 31], is presented
in the next section.
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Chapter 4

Algorithm

The standard ADMM method solves (3.2) by maximizing the augmented Lagrangian

Lρ(x, z, γ) (3.3) with respect to {x(k)
i }ni=1 and z in an alternating fashion, followed by

updating the dual variables {γi}ni=1. This method takes the following steps at each itera-
tion k ∈ {1, . . . , K}, where the dual variable update in (4.1c) uses a step size equal to ρ,
the augmented Lagrangian parameter.

x
(k)
i = argmaxxi

(Lρ
i (xi, z

(k−1), γ
(k−1)
i )) ∀i, (4.1a)

z(k) = argmaxz(L
ρ(x(k), z, γ(k−1))), (4.1b)

γ
(k)
i = γ

(k−1)
i + ρ(x

(k)
i − z(k)) ∀i. (4.1c)

By solving ∂Lρ(x(k), z, γ(k−1))/∂zj = 0, we can rewrite step (4.1b) as:

z
(k)
j =

1

n

∑
i

x
(k)
ij +

1

nρ

∑
i

γ
(k−1)
ij ∀j. (4.2)

Summing over {x(k)
i }ni=1 in the above update involves aggregating private information

of different agents. To make the algorithm differentially private, we can add a random
noise vector q(k) = (q

(k)
1 , . . . , q

(k)
m ) drawn from a Gaussian distribution to (4.1b). We leave

the discussion on the magnitude of this noise vector for later. After adding noise, (4.2)
becomes:

z(k) =
1

n

∑
i

x
(k)
i +

1

nρ

∑
i

γ
(k−1)
i + q(k). (4.3)
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According to step (4.1c) of the ADMM algorithm, we have:∑
i

γ
(k)
i =

∑
i

(
γ
(k−1)
i + ρ(x

(k)
i − z(k))

)
. (4.4)

By replacing z(k) from (4.3) into (4.4), we get
∑

i γ
(k)
i = −ρnq(k). This would result in the

following update rule for z(k).

z(k) =
1

n

∑
i

x
(k)
i − q(k−1) + q(k) =

1

n

∑
i

x
(k)
i + v(k), (4.5)

where v(k) = q(k) − q(k−1) is an m-dimensional Gaussian noise vector.

Compared to (4.3), (4.5) provides a more intuitive z-update rule. This update rule

shows how z(k) can be calculated using a noisy average of {x(k)
i }ni=1. Algorithm (1) shows

the pseudocode of our proposed method. The algorithm sets the magnitude of the noise
vector v(k) = (v

(k)
1 , . . . , v

(k)
m ) to achieve (ϵ, δ)-differential privacy. Please note that the

variance of our Gaussian noise vector decays during the iterative process of the algorithm.
The output of Algorithm (1) is determined using the average of {z(k)}Kk=1. We show in
the privacy section that each z-update of the algorithm is differentially private, and hence,
due to the robustness of differential privacy (DP) to post-processing, the output of the
algorithm is private.

Algorithm 1: PriMA: Private Memory Allocation with ADMM

1 requirements: c ≥ 1 (so that we can at least allocate one item),m ≥ c
(otherwise, the problem is trivial.), uij ≥ 0 ∀i, j, privacy
parameters ϵ > 0, δ ∈ (0, 1).

2 input: n, m, s, ui for every agent i.
3 parameters: ϵ′k = ((rk−1 − rk)/(1− rK))(ϵ− log(1/δ)/(α− 1)), α > 1, r > 1,

γ0
ij = 0 ∀i, j.

4 for k = 1, . . . , K do

5 x
(k)
i = argmaxxi

(Lρ
i (xi, z

(k−1), γ
(k−1)
i )) ∀i;

6 v
(k)
j ∼ N (0,mα/2n2ϵ′k) ∀j;

7 z
(k)
j = (1/n)

∑
i x

(k)
ij + v

(k)
j ∀j;

8 γ
(k)
i = γ

(k−1)
i + ρ(x

(k)
i − z(k)) ∀i;

9 end

10 z̄j = (1/K)
∑

k z
(k)
j ∀j;

11 output: ẑj = min (1,max (0, z̄j)) ∀j.
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Chapter 5

Privacy

To examine the privacy properties of Algorithm (1), we start by providing a definition for
(ϵ, δ)−differential privacy. We can think of the private data of an agent as an element of
a data universe U . A dataset d ∈ Un includes private data of n agents. Two datasets d, d′

are adjacent if they differ only in one index, meaning that for some i, di ̸= d′i and for all
j ̸= i, dj = d′j.

Definition 5 (Differential privacy [21]). A mechanism M : Un 7→ O is (ϵ, δ)-differential
private if for every pair of adjacent inputs x, y ∈ Un and for every subset of outputs o ∈ O,
it satisfies:

P(M(x) ∈ S) ≤ eϵP(M(y) ∈ S) + δ.

We use Rényi differential privacy [54] to analyze the end-to-end privacy guarantee of
our algorithm. Compared to other variants of differential privacy, Rényi differential privacy
(RDP) provides tighter bounds on the privacy costs of iterative algorithms.

Definition 6 (Rényi differential privacy). A mechanism M : Un 7→ O is (α, ϵ)-RDP with
order α > 1 if for any two adjacent inputs x, y ∈ Un, it satisfies:

Dα(M(x)∥M(y)) ≜
1

α− 1
log

(
Eo∼M(y)

[(
P(M(x) = o)

P(M(y) = o)

)α])
≤ ϵ.

The following lemma, which is useful for analyzing the total privacy leakage of itera-
tive algorithms, shows how adaptive composition of Rényi differential private subroutines
degrades the privacy parameters.
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Lemma 7 (Adaptive composition [54]). Let M1 : Un 7→ O1 be (α, ϵ1)-RDP and M2 :
Un ×O1 7→ O2 be (α, ϵ2)-RDP. The mechanism defined as (W,Z), where W ∼ M1(x) and
Z ∼ M2(x,W ), satisfies (α, ϵ1 + ϵ2)-RDP.

The next lemma shows a RDP mechanism also satisfies (ϵ, δ)-differential privacy.

Lemma 8 (RDP to DP [54]). IfM is an (α, ϵ)-RDP mechanism, then it is (ϵ+log(1/δ)/(α−
1), δ)-differentially private for any 0 < δ < 1.

We can use Gaussian mechanism to achieve Rényi differential privacy. The magnitude
of the Gaussian noise we need to apply to our algorithm is calibrated by the l2-norm
sensitivity.

Definition 9 (L2 sensitivity). Let f : Un 7→ Rm be an m-dimensional function. The ℓ2
sensitivity of f is defined as:

∆2(f) = max
adjacent x,y∈Un

∥f(x)− f(y)∥2.

Lemma 10 (Gaussian mechanism [54]). Let f : Un 7→ Rm be a vector-valued function
with ℓ2 sensitivity of ∆2(f). Let M be a mechanism that outputs N (f(x), σ21m). If σ2 =
α∆2

2(f)/2ϵ, then M is (α, ϵ)-RDP.

Our algorithm is based on injecting a Gaussian mechanism with a linearly decaying
variance to perturb the process of updating vector z, which involves aggregating private
data of different agents. The following theorem shows the privacy guarantee of Algorithm
(1).

Theorem 11. Given ϵ, δ ∈ (0, 1), the sequence of variables z(1), . . . z(k) produced by Algo-
rithm (1) satisfies (ϵ, δ)-differential privacy.

Proof. At each iteration, we use the Gaussian mechanism to add noise to the z vector.
Since x

(k)
ij ∈ [0, 1], the ℓ2 sensitivity of the z-update step in Algorithm (1) is

√
m/n. Due

to Lemma (10), each z-update step is (α, ϵ(k))-RDP. Therefore, according to Lemma (7),
Algorithm (1) is (α, ϵ̄)-RDP, where

ϵ̄ =
K∑
k=1

ϵ′t = ϵ′1(1− rK)/(1− r) = ϵ− log(1/δ)/(α− 1).

Finally, it follows from Lemma (8) that Algorithm (1) is (ϵ, δ)-DP.
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Chapter 6

Convergence

6.1 Preliminaries

Consider the following convex optimization problem.

Min. f(w),

s.t. w ∈ D, (6.1)

where f : Rn 7→ R is a convex function and D ∈ Rn is a convex set. The subdifferential of
f at w ∈ Rn is defined as:

∂f(w) = {g ∈ Rn | f(y) ≥ f(w) + gT (y − w) ∀y ∈ Rn}.

Consider now the following variational inequalities (VI) problem.

Find. w ∈ D,

s.t. gT (y − w) ≥ 0 ∀y ∈ D, g ∈ ∂f(w). (6.2)

It is known that the solution sets of (6.1) and (6.2) are equal.

Next, we define w ∈ W = Rnm×Rm ×Rnm and F (w) as follows.

w =

x
z
γ

 , F (w) =

 −γ∑
i γi

x−Gn,mz

 ,
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where, Gn,m is an (nm×m)-dimensional matrix defined as GT
n,m = (Im, . . . , Im), where Im

is an identity matrix of size m. Now, consider the following VI problem.

Find. w∗ = (x∗, z∗, γ∗) ∈ W,

s.t. θ(x)− θ(x∗) + (w − w∗)TF (w∗) ≤ 0 ∀w ∈ W. (6.3)

where θ(x) =
∑

i

(
ln(uT

i xi)− IC(xi)
)
. Since θ is a concave function, we have θ(x)−θ(x′) ≤

gT (x− x′) for all x, x′, and g ∈ ∂θ(x′). Therefore, it can be easily shown that the solution
set of (6.3) is equal to that of (3.2).

Similar to [40], we next characterize (6.3) in the following lemma. The proof of this
lemma is an incremental extension of Theorem 2.1 in [40] and is deferred to Appendix
A.1.1.

Lemma 12. The solution set of (6.3) is convex and is characterized as:

W ∗ =
⋂
w∈W

{w∗ | θ(x)− θ(x∗) + (w − w∗)TF (w) ≤ 0}.

Lemma (12) implies that w̃ ∈ W is an α-approximate solution of (6.3) for α ≥ 0 if it
satisfies:

θ(x)− θ(x̃) + (w − w̃)TF (w) ≤ α ∀w ∈ W. (6.4)

6.2 Convergence of Algorithm (1)

In the rest of this section, we show that after K steps, the output of Algorithm (1) satisfies
(6.4) in expectation with α = O(1/K), which proves an O(1/K) convergence rate in ex-
pectation for Algorithm (1). Our convergence proof closely follows the general convergence
proof of the Douglas-Rachford alternating direction method in [40].

Let us start our convergence poof by defining the following matrices.

M =

Inm 0 0
0 Im 0
0 −ρGn,m Inm

 , H =

0 0 0
0 nρIm 0
0 0 Inm/ρ

 ,

Q =

0 0 0
0 nρIm 0
0 −Gn,m Inm/ρ

 . (6.5)
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It can be easily verified that Q = HM . Moreover, since H is symmetric and positive
semidefinite, we use the following notation.

∥w − w′∥2H := (w − w′)TH(w − w′).

Next, we define a sequence {w̃(k)} based on the sequence {w(k)} generated by Algorithm
(1) as:

w̃(k) = (x̃(k), z̃(k), γ̃(k)) = (x(k+1), z(k+1), γ(k) + ρ(x(k+1) −Gn,mz
(k))). (6.6)

It can be easily verified that:

w(k+1) = w(k) −M(w(k) − w̃(k)) ∀i.

Our goal is to use the sequence {w̃(k)} to analyze the convergence rate. The following

lemma shows how much the point w̃
(k)
i deviates from a point in the solution set of (6.3).

The proof of this lemma is deferred to Appendix A.1.2.

Lemma 13. Let v(k) = (v
(k)
1 , . . . , v

(k)
m ) be the random noise vector generated by Algorithm

(1) and {w̃(k)} and Q be defined according to (6.6) and (6.2), respectively. Then the
following inequality holds for all i and w ∈ W .

θ(x)− θ(x̃(k)) + (w − w̃(k))TF (w) ≤ 1

2
∥w − w(k)∥2H − 1

2
∥w − w(k+1)∥2H

− nρ(z − z̃(k))T
k+1∑
k′=1

v(k
′). (6.7)

Theorem 14. Let w̄ be defined as:

w̄ =
1

K

K−1∑
k=0

w̃(k). (6.8)

where w̃(k) is defined according to (6.6). Consider sequences {w(k)} and {v(k)} generated
by Algorithm (1), and let H be defined according to (6.2). Then we have:

E[θ(x∗)− θ(x̄) + (w∗ − w̄)TF (w∗)] ≤ 1

2K
∥w∗ − w(0)∥2H

+
αρm2(α− 1)

2KnrK−1(ϵ− log(1/δ))

(
1− rK

1− r

)2

. (6.9)
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Proof. Summing (6.7) over k = 0, 1, . . . , K − 1, we have:

θ(x)− 1

K

K−1∑
k=0

θ(x̃(k)) + (w − w̄)TF (w) ≤ 1

2K
∥w − w(0)∥2H (6.10)

− nρ

K

K−1∑
k=0

(z − z̃(k))Tv(k+1).

Since θ(x) is concave, we have:

θ(
1

K

K−1∑
k=0

x̃(k)) ≥ 1

K

K−1∑
k=0

θ(x̃(k)). (6.11)

Combining (6.8), (6.10), and (6.11), we have:

θ(x)− θ(x̄) + (w − w̄)TF (w) ≤ 1

2K
∥w − w(0)∥2H

− np

K

K−1∑
k=0

(z − z̃(k))Tv(k+1). (6.12)
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Since E
[
v(k)
]
= 0 for every k = 1, . . . , K, we have the following:

−E

[
1

K

K−1∑
k=0

(z∗ − z̃(k))Tv(k+1)

]

= E

[
1

K

K−1∑
k=0

(z̃(k))Tv(k+1)

]
− E

[
1

K

K−1∑
k=0

(z∗)Tv(k+1)

]

= E

[
1

K

K−1∑
k=0

(z(k+1))Tv(k+1)

]

= E

[
1

K

K−1∑
k=0

(
1

n

∑
i

x
(k+1)
i + v(k+1))Tv(k+1)

]

=
1

K

K−1∑
k=0

E
[
∥v(k+1)∥2

]
=

1

K

K−1∑
k=0

V ar
[
v(k+1)

]
=

1

K

K−1∑
k=0

(m2α/2n2ϵ′k+1)

=
αm2(α− 1)

2Kn2rK−1(ϵ− log(1/δ))

(
1− rK

1− r

)2

. (6.13)

Given (6.13), if we take expectation on both sides of (6.12) we will have (6.9).
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Chapter 7

Feasibility

For the sake of simplicity, we assume in this section that sj = 1 for every attribute of
the vector s in (3.2). In other words, we assume the items’ sizes are equal. If items have
different sizes, since we assume that the goods are divisible, we can easily divide the goods
into equal partitions.

Theorem 15. Let the sequences {x(k)}, {z(k)}, and {v(k)} be generated by Algorithm (1).
With probability at least 1− 2 exp (−ξ2) this algorithm produces an output ẑ such that

sT ẑ ≤ c+O

ξm
√∑

j s
2
j

n

 (7.1)

Proof. According to the definition of z̄ in Line (10) of Algorithm (1),

z̄ =
1

K

∑
k

z(k)

=
1

K

∑
k

(
1

n

∑
i

x
(k)
i + v(k))

=
1

n

∑
i

x̄i + v̄.
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where v̄ = 1
K

∑K
k=1 v

(k). Based on the relationship between z̄ and ẑ in Lines (10)–(11)
of Algorithm (1),

ẑ = min (1,max (0, z̄))

= min(1,max(0,
1

n

∑
i

x̄i + v̄)).

Since x
(k)
i ∈ C for every i and k, x̄i ∈ C too, which means x̄i ∈ [0, 1]. Hence, we can

rewrite ẑ as follows

ẑ =
1

n

∑
i

x̄i + v̂. (7.2)

where the clipped noise v̂ is defined as follows.

v̂ = min(1− 1

n

∑
i

x̄i,max(− 1

n

∑
i

x̄i, v̄)).

During the iterative process of Algorithm (1), for every i and k: sTx
(k)
i ≤ c. Therefore,

for every i, (1/n)
∑n

i=1 s
Tx

(k)
i ≤ c and hence, sT (z(k) − v(k)) ≤ c.

This implies that (1/K)
∑K

k=1(s
T (z(k) − v(k))) ≤ c. Which means sT (z̄ − v̄) ≤ c.

However, according to (7.2), z̄ − v̄ = ẑ − v̂ = (1/n)
∑

i x̄i. Therefore, sT (ẑ − v̂) ≤ c.
Finally, we have sT ẑ ≤ c+ sT v̂, and since |v̂| ≤ |v̄|:

sT ẑ ≤ c+ sT v̂ ≤ c+ sT |v̂| ≤ c+ sT |v̄|.

Since s = (1, · · · , 1) ∈ Rm, sT |v̄| = |sT v̄|. Therefore:

sT ẑ ≤ c+ |sT v̄|.

Based on the Hoeffding bound, since sT v̄ =
∑

j sj v̄j =
1
K

∑
j,k sj v̄j

(k),
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P[|sT v̄| ≥ β] ≤ 2 exp

(
− β2

2
∑

j,k V ar[s2j v̄j
(k)]

)

= 2 exp

(
− β2

2m(
∑

j s
2
j)(
∑

k V ar[v̄1(k)])

)

= 2 exp

(
− β2

2m(
∑

j s
2
j)(
∑

k mα/2n2ϵ′k)

)

= 2 exp

(
− β2n2

αm2(
∑

j s
2
j)(ϵ− log(1/δ)/(α− 1))

)

We can complete the proof by setting β2 = ξ2
(

αm2(
∑

j s
2
j )(ϵ−log(1/δ)/(α−1))

n2

)
.
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Chapter 8

Experiments

To empirically test our method, we implement our algorithm using Python and CVXPY[16],
which is a Python-based modeling language for convex optimization problems. We test our
method on synthetic data generated in three scenarios. In all scenarios, we set the num-
ber of agents n equal to 10000 and considered m = 10 public goods. In these scenarios,
c = m/2 = 5, ρ = 0.01, and sj = 1 for all j.

In Line (5) of Algorithm (1), each agent takes an x-update step by finding an xi that

maximizes Lρ
i (xi, z

(k−1), γ
(k−1)
i ). This step of the algorithm could be executed in a dis-

tributed way. While we run our experiments on a single machine, to speed up the execution
time of the algorithm, we use multi-processing to run the x-update step of the algorithm
in a parallel manner on multiple CPU cores. The number of parallel processes we created
for this step of the algorithm are equal to the number of CPU cores. Since the machine we
use for running the algorithm has 256 cores, this parallel implementation of the algorithm
significantly improves the performance. In each process, the CVXPY package is used for
calculating x

(k)
i of 10000/p agents, where p denotes the number of processes. To calculate

z(k) at the kth step of the algorithm, we aggregate the results calculated in the x-update
step and use the NumPy[58] package to add Gaussian noise to the result. We implement
the rest of our method according to Algorithm (1).

For all the test scenarios, we set the privacy parameters ϵ = 0.1, δ = 10−3, r = 0.01,
and we calculate α as follows:

α =
log(δ−1)

(1− µ)ϵ+ 1
,

where µ = 0.5.
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8.1 Synthetic Scenario 1

In the first scenario, we assume each agent i has a type ti, and agents’ types determine
their utility functions. For agent i, ui(x) = uT

ti
x and ti is a random number between 1

and 20 selected using a uniform distribution. For each type t ∈ [1, . . . , 20], ut ∈ Rm is a
random vector that its attributes are random numbers between 0 and 1, generated using
a uniform distribution.

For each scenario, we generate random utilities once, and run the algorithm on that
data 100 times. Let f(z(k))q denote the value of f(z) at the kth step of the qth run of the
algorithm. To evaluate the convergence properties of our algorithm, we plot the trajectory
of (1/q)

∑100
q=1 f(z

(k))q and (1/q)
∑100

q=1 f(x
(k))q.

The following figures show good convergence properties considering the added noise to
z. We can observe in Figure 8.2 that the value of f(z) is increasing during the execution of
the algorithm and the difference between f(z(k)) and f(z(k−1)) seems to decrease as k gets
larger. This shows that despite the added noise to z, f(z) is getting closer to f(z∗). Please
note that the value of f(z(k)) is large in Figure 8.2 since f(z(k)) is the sum of fi(z

(k)) over
i and n = 10000 is a large number.

Figure 8.1 evaluates the convergence of f(x) =
∑

i fi(xi). This plot shows that as k
increases, we reach an steady state. Since the algorithm is trying to make different agents
and their xi to agree with each other, the value of f(x) decreases before reaching the steady
state. At the initial steps of the algorithm, when xi of different agents do not agree with
each other, it is easier for fi(xi) to be bigger.
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Figure 8.1: Convergence of f(z(x)) in the first scenario.

Figure 8.2: Convergence of f(z(k)) in the first scenario.
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8.2 Synthetic Scenario 2

We consider three types of agents in the second scenario, where for each agent i, P(ti =
1) = 1/2,P(ti = 2) = 1/3, and P(ti = 3) = 1/6. Similar to the first scenario, ui(x) = uT

ti
x

for each i, where (ut)j ∈ [0, 1] is selected using a uniform distribution for every t ∈ 1, 2, 3.

Figure 8.3 and Figure 8.4 show similar convergence properties as Figure 8.1 and Figure
8.2.

Figure 8.3: Convergence of f(x(k)) in the second scenario.
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Figure 8.4: Convergence of f(z(k)) in the second scenario.

8.3 Synthetic Scenario 3

In the third scenario, agents do not have types. We assume agents have linear utilities
ui(x) = uT

i x, there is an item that every agent is interested in, and each agent’s utility for
other goods is randomly generated. In this scenario, the random variable uij ∈ [0, 1] comes
from a uniform distribution for j ∈ [2, . . . ,m], and ui0 = 1 for every i.

Figure 8.5 and Figure 8.6 shows that it is harder for the algorithm to converge when
each of the 10000 agent has a different random utility vector and agents do not have a
specific type. This happens since the number of agents, 10000, is way larger than the
number of public goods they try to agree on.
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Figure 8.5: Convergence of f(x(k)) in the third scenario.

Figure 8.6: Convergence of f(z(k)) in the third scenario.
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[12] Chen Chen and Jaewoo Lee. Rényi differentially private ADMM for non-smooth
regularized optimization. In Proceedings of the 10th ACM Conference on Data and
Application Security and Privacy (CODASPY), pages 319–328, 2020.

[13] Edward H Clarke. Multipart pricing of public goods. Public choice, pages 17–33, 1971.

[14] Gerard Debreu and Herbert Scarf. A limit theorem on the core of an economy. Inter-
national Economic Review, 4(3):235–246, 1963.

[15] Alan Demers, Srinivasan Keshav, and Scott Shenker. Analysis and simulation of a fair
queueing algorithm. ACM SIGCOMM Computer Communication Review, 19(4):1–12,
1989.

[16] Steven Diamond and Stephen Boyd. CVXPY: A Python-embedded modeling language
for convex optimization. The Journal of Machine Learning Research, 17(1):2909–2913,
2016.

[17] Jiahao Ding, Sai Mounika Errapotu, Haijun Zhang, Yanmin Gong, Miao Pan, and
Zhu Han. Stochastic admm based distributed machine learning with differential pri-
vacy. In Proceedings of the 15th International conference on security and privacy in
communication systems (SecureComm), pages 257–277, 2019.

[18] Jiahao Ding, Jingyi Wang, Guannan Liang, Jinbo Bi, and Miao Pan. Towards plausible
differentially private ADMM based distributed machine learning. In Proceedings of
the 29th ACM International Conference on Information & Knowledge Management
(CIKM), pages 285–294, 2020.

[19] Jiahao Ding, Xinyue Zhang, Mingsong Chen, Kaiping Xue, Chi Zhang, and Miao Pan.
Differentially private robust ADMM for distributed machine learning. In Proceedings
of the IEEE International Conference on Big Data (Big Data).

34



[20] Jiahao Ding, Xinyue Zhang, Mingsong Chen, Kaiping Xue, Chi Zhang, and Miao
Pan. Differentially private robust ADMM for distributed machine learning. pages
1302–1311, 2019.

[21] Cynthia Dwork, Frank McSherry, Kobbi Nissim, and Adam Smith. Calibrating noise
to sensitivity in private data analysis. In Proceedings of the 3rd Conference on Theory
of Cryptography (TCC), pages 265–284, 2006.

[22] Cynthia Dwork, Moni Naor, Omer Reingold, Guy N Rothblum, and Salil Vadhan. On
the complexity of differentially private data release: Efficient algorithms and hardness
results. In Proceedings of the 41st Annual ACM Symposium on Theory of Computing
(STOC), pages 381–390, 2009.

[23] Cynthia Dwork and Aaron Roth. The algorithmic foundations of differential privacy.
Theoretical Computer Science, 9(3-4):211–407, 2014.

[24] Hugh Everett III. Generalized lagrange multiplier method for solving problems of
optimum allocation of resources. Operations Research, 11(3):399–417, 1963.

[25] Brandon Fain, Ashish Goel, and Kamesh Munagala. The core of the participatory
budgeting problem. In Proceedings of the 12th International Conference on Web and
Internet Economics (WINE), pages 384–399, 2016.

[26] Brandon Fain, Kamesh Munagala, and Nisarg Shah. Fair allocation of indivisible pub-
lic goods. In Proceedings of the 19th ACM Conference on Economics and Computation
(EC), pages 575–592, 2018.

[27] Duncan K Foley. Lindahl’s solution and the core of an economy with public goods.
Econometrica: Journal of the Econometric Society, 38(1):66–72, 1970.

[28] Michel Fortin and Roland Glowinski. Augmented Lagrangian methods: Applications
to the numerical solution of boundary-value problems. Elsevier, 2000.

[29] Yoav Freund and Robert E Schapire. Adaptive game playing using multiplicative
weights. Games and Economic Behavior, 29(1-2):79–103, 1999.

[30] Eric J Friedman, Vasilis Gkatzelis, Christos-Alexandros Psomas, and Scott Shenker.
Fair and efficient memory sharing: Confronting free riders. In Proceedings of the 33rd
AAAI Conference on Artificial Intelligence, number 01, pages 1965–1972, 2019.

35



[31] Daniel Gabay and Bertrand Mercier. A dual algorithm for the solution of nonlinear
variational problems via finite element approximation. Computers & Mathematics
with Applications, 2(1):17–40, 1976.

[32] Ali Ghodsi, Matei Zaharia, Benjamin Hindman, Andy Konwinski, Scott Shenker, and
Ion Stoica. Dominant resource fairness: Fair allocation of multiple resource types.
In Proceedings of the 8th USENIX Symposium on Networked Systems Design and
Implementation (NSDI), 2011.

[33] Donald Bruce Gillies. Some theorems on n-person games. Princeton University, 1953.

[34] Roland Glowinski and Americo Marroco. Sur l’approximation, par éléments fi-
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Appendix A

Lemmas

A.1 Proof of Lemmas

A.1.1 Proof of Lemma (12)

Proof. First, note that wTF (w) = 0 for all w. Therefore, (w −w′)TF (w −w′) = 0 for any
w and w′. Given that F is a linear function, we have (w−w′)TF (w) = (w−w′)TF (w′). For
any w∗ ∈ W ∗, we have θ(x)−θ(x∗)+(w−w∗)TF (w) ≤ 0 ∀w. Replacing (w−w∗)TF (w) =
(w − w∗)TF (w∗), we can conclude that w∗ is a solution to (6.2). Next, suppose that w∗ is
a solution to (6.2). For such w∗, we have θ(x) − θ(x∗) + (w − w∗)TF (w∗) ≤ 0 for all w.
We can replace (w−w∗)TF (w∗) = (w−w∗)TF (w) to conclude that w∗ ∈ W ∗. Finally, we
prove the convexity of W ∗. Since θ is a concave function, the following set is a convex set
for any w. {w∗ | θ(x) − θ(x∗) + (w − w∗)TF (w) ≤ 0}. Convexity of W ∗ follows from the
fact that the intersection of convex sets is a convex set.

A.1.2 Proof of Lemma (13)

Proof. By the VI reformulation of Line (5) of Algorithm (1), we have:

θ(x)− θ(x(k+1)) + (x− x(k+1))T (−γ(k) − ρ(x(k+1) −Gn,mz
(k))) ≤ 0 ∀x. (A.1)

Given (4.3), Line (7) of Algorithm (1) implies that z(k+1) is the solution to:

maximize
z

−
∑
i

(
(γ

(k)
i )T (x

(k+1)
i − z + q(k+1))− ρ

2
∥x(k+1)

i − z + q(k+1)∥22
)
,
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The VI reformulation of the above optimization is:

(z − z(k+1))T

(∑
i

(
γ
(k)
i + ρ(x

(k+1)
i − z(k+1) + q(k+1))

))
≤ 0 ∀z. (A.2)

Using the notation of w̃(k), we can respectively rewrite (A.1) and (A.2) as:

θ(x)− θ(x̃(k)) + (x− x̃(k))T (−γ̃(k)) ≤ 0 ∀x, (A.3)

and

(z − z̃(k))T

(∑
i

γ̃
(k)
i + nρ(z(k) − z̃(k)) + nρq(k+1)

)
≤ 0 ∀z. (A.4)

Given (6.6) and Line (5) of Algorithm (1), we further have:

(x̃(k) −Gn,mz̃
(k))−Gn,m(z

(k) − z̃(k)) + (γ(k) − γ̃(k))/ρ = 0. (A.5)

Given that q(k+1) =
∑k+1

k′=1 v
(k′), combining (A.3)–(A.5), we have:

θ(x)− θ(x̃(k)) + (w − w̃(k))TF (w̃) ≤ (A.6)

− (w − w̃(k))TQ(w(k) − w̃(k))− nρ(z − z̃(k))T
k+1∑
k′=1

v(k
′) ∀w.

Given Lemma 3.2 in [40], we have:

−(w − w̃(k))TQ(w(k) − w̃(k)) ≤ 1

2
∥w − w(k)∥2H − 1

2
∥w − w(k+1)∥2H ∀w.

Setting (w− w̃(k))TF (w̃(k)) = (w− w̃(k))TF (w) and substituting the above inequality in
(A.6), we get (6.7), which completes the proof.
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