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Abstract 

Electrically actuated robotic arms have been implemented to complete tasks which are repetitive, 

strenuous, and/or dangerous since they were first developed in the 1970s. More than 50 years have 

passed since initial development; however, robots in factories today are still operated with the 

conventional control strategies requiring individual programming on a task-by-task basis, with no 

margin for error. The implementation of conventional controls relies on experienced technicians and 

skilled robotic engineers sending commands on graphical or text-based programming interfaces to 

perform simple actions. Although automation has been shown to drastically increase productivity and 

reduce workplace injuries, the initial time and R&D cost for setting up robotic agents with traditional 

methods is presently too large for many firms. 

As an alternative to traditional operation planning and task programming, machine learning has shown 

significant promise with the development of reinforcement learning (RL) based control strategies. With 

RL, robotic agents can be presented with a task which they learn to solve through the exploration of 

various action sequences in the real world, or on internal simulated models of the environment. There 

are some existing RL applications; however, most examples are based on relatively simple video games 

and basic robotic tasks (inverted pendulum, vector-based reach, and so on). Additionally, the 

documentation for much of this research is limited, there is little real-world testing, and there is room 

for significant improvement in performance. The objective of this project is to implement RL based 

control strategies in simulated and real environments to validate the RL approach for standard industrial 

tasks such as reach, grasp, and pick-and-place. The goal for this approach is to bring intelligence to 

robotic control so that tasks can be completed without precisely defining the environment, target object 

positions, and action plan.  

To achieve the primary objective of this research, the following sub-objectives were pursued: 1) 

develop a custom simulation task environment, 2) create an RL pipeline for tuning and training a robotic 

RL agent, 3) develop a methodology for a novel semi-supervised RL system for improving image-

based RL, 4) setup the Panda robot and establish a communication, control, and path planning system, 

and 5) tune, train, and test simulated and real-world RL based control.  

After developing the environments, creating the training and tuning framework, and establishing the 

real-world robotic control in objectives 1 to 4, extensive training and testing was conducted in objective 
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5.  Results from testing showed that model performance was highly dependent on task difficulty. A 

high task completion rate was the outcome from training an RL network in simulation with coordinate-

based positional feedback. For this simulation set, the robotic agents were able to independently learn 

to complete tasks with a high precision and repeatability. The outcome from training a network in 

simulation with image-based positional feedback was respectively poor. For the image-based tasks, the 

agent converged on sub-optimal solutions and underperformed expectations due to difficulties training 

the CNN positional location extractor. To overcome the issues with image-based RL training, the novel 

semi-supervised RL approach was implemented and tested. The results from this testing indicate that 

RL training performed well with image-based inputs given a pre-trained feature extractor. The semi-

supervised methodology shows potential; however, this approach has the downside of requiring 

additional data collection for supervised training.  

After training in simulation, real-world reach, grasp, and pick-and-place testing was completed with 

coordinate-based positional inputs. The real-world testing validated the communication framework 

between the simulated and real environments and indicated that real-world policy transference was 

possible. Accuracy of coordinate-based reach, grasp, and pick-and-place was reduced by 10-20% 

compared to the simulation environment, which indicates that additional model calibration is required.   

The results from this research provide optimistic preliminary data on the application of RL to robotics. 

Further research, which is required to bridge the gaps on image-based learning, should include network 

generalization, domain adaptation, and imitation learning.   
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Chapter 1: Introduction 

1.1  Project Motivation 

Over 50 years ago, the first electrically powered robot, “The Stanford Arm”, was built [1], [2]. The 

resemblance between the Standford arm and the modern Panda research robot can be viewed in Figure 

1. Surprisingly, the similarities between these two robots extend beyond the mechanics. After many 

years of application, most robots in factories are operated with the conventional control strategies 

developed decades ago.  

The difficulty with conventional control is that it requires individual programming on a task-by-task 

basis with no margin for error. These strategies rely on experienced technicians and skilled robotics 

engineers sending commands on graphical or text-based programming interfaces to perform a sequence 

of simple tasks [3]–[6]. Due to the high level of expertise required to operate robots, the application of 

robotics in small and medium sized firms is ~50% less than seen in large and mega sized firms [7]. 

Robotic automation has been shown to drastically increase labor productivity and reduce workplace 

injuries [7]; however, the initial time and research and development (R&D) cost for setting up robotic 

agents with traditional methods is too large for most firms.  

Machine learning has shown significant promise for replacing traditional robotic control with intelligent 

reinforcement learning (RL) based control strategies [8]–[16]. In RL, agents are presented with a task, 

which they learn to solve by exploring various action sequences in the real world, or on internal 

simulated models of the environment [17]. Compared to other RL applications such as self-driving cars 

Figure 1: The Stanford Arm [2] (left) and the Franka Emika Panda Arm (right) 
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and video games [17]–[19], robotic control is difficult due to the high dimensionality of the problem 

and the continuous space of actions [20]–[22].  

To date, RL has been successfully applied to robotics for basic tasks such as target object grasping, 

placement, and basic manipulation [9], [10], [15], [23]–[25] which gives some indication of its potential 

as a method of controlling robotic agents [26]. However, there is room for significant improvement for 

tasks with long action sequences (traditionally done by humans) and tasks with image-based positional 

control. All existing methods of RL in robotics still require extensive manual programming and/or are 

only capable of completing tasks with short action sequences, and most are based on known gripper 

and target object coordinates. Before the idea of a functional multipurpose robot can be instantiated, 

more research is required in the field of RL in robotics.   

1.2 Objectives 

The principal objective of this thesis is to explore the application of RL to simulated and real-world 

robotic agents to develop a method for replacing high-level task programming. The objective has been 

broken down into the following sub-objectives to achieve the higher-level goal:  

1. Develop a pipeline for training robotic agents in simulation. This task involves simulating the 

Panda, building environments, implementing an RL framework, and developing a 

hyperparameter tuning system.  

2. Install the robotic arm and an RGBD sensor, establish communication and control with a real-

time Robot Operating System (ROS) network, test various kinematic packages, and establish 

communication between the digital twin and the real robot.  

3. Train various models and compare performance of each, develop modifications to the existing 

system to get improved performance over baseline, and test the RL control system in the real-

world.  

1.3 Contributions 

The main contributions of this research to the RL for robotics field can be summarized as follows:  

1. Implemented a previously untested RL approach for high-level robotic arm task planning and 

trajectory generation.  

2. Developed improved simulation tasks for training and testing RL on the Panda robot.  
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3. Modified and tuned the existing framework networks and their associated hyperparameters for 

the application of RL to robotics.   

4. Tested image-based RL with various networks to determine feasibility for realistic high 

complexity problems.  

5. Developed an improved methodology for feature extraction through the development of a semi-

supervised RL approach.  

1.4 Thesis Outline  

Chapter 1 reviews the project motivation, objectives of the research, and contributions to the field.  

Chapter 2 provides a comprehensive literature review on the background required to understand the 

framework for RL as applied to robotics. Due to the novel nature of this research for the lab, special 

attention is given in Sections 2.3-2.5 to the theory of reinforcement learning, and the various strategies 

currently used in the research. Additionally, section 2.9 performs an extensive audit of the available 

publications related to RL grasp and pick-and-place, with the goal of providing direction for this 

project.    

Chapter 3 presents the simulation study pipeline implemented for this project. Sections 3.2-3.5 focus 

on the development of the custom environment and tasks. Section 0 reviews the RL codebase and 

hyperparameter tuning frameworks. Section 3.7 reviews the semi-supervised RL implementation.  

Chapter 4 describes the real-world control interface established for this project. Section 4.1-4.2 

introduces the Panda robot and the applicable control strategies. Section 4.3 examines the control 

framework. Section 4.4 reviews the communication framework tested during data collection.  

Chapter 5 examines the results from the simulation study and the real-world testing, and discusses the 

implications. Section 5.1 completes a deep dive on the hyperparameter tuning, and reviews the 

convergence of the vector, and image-based tasks with various feedback strategies. Section 0 reviews 

the results from real-world testing.  

Chapter 6 presents the conclusion of the research and the recommendations for future work.  
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Chapter 2: Literature Review 

Some parts of the thesis are published in the journal: A. Lobbezoo, Y. Qian, and HJ. Kwon, 

"Reinforcement Learning for Pick and Place Operations in Robotics: A Survey." Robotics 2021, 10, 

105. https://doi.org/10.3390/robotics10030105 

2.1 Scope of Review 

This survey provides a holistic review of reinforcement learning (RL) in robotics as it relates to the 

grasping and pick-and-place tasks. The fundamental formulation of robotic control and RL is reviewed, 

and the elements unique to the robotics application are analyzed in detail. A comprehensive list of 

papers published on the topic are presented, and a critical analysis on the state of research is conducted. 

2.2 Traditional Robotic Control 

Two standard methods exist for controlling robotic arms. The first method is joint based control, and 

the second method is kinematics based.  

The first method involves controlling each of the seven individual joints of the robotic arm by setting 

positional, or torque and velocity values. Generally, this approach is ineffective for complex tasks, and 

serves only as a method for testing the robotic agent’s range and functionality. With this approach, the 

controlling agent (human or AI) must specify seven parameters when implementing angular control, 

and 14 parameters when implementing torque and velocity control.  

The second approach has been prevalent in robotics since the 1970s and involves implementing 

traditional kinematic equations for path planning. This approach removes some of the complexity for 

the controlling agent, as only 6 parameters must be specified for the end effector position (x, y, and z) 

and orientation (pitch, yaw, and roll). The second approach is founded on the framework of forward 

and inverse kinematics. 
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2.2.1 Forward Kinematics 

Forward kinematics is a series of calculations which can be completed to determine the end effector 

position based on the current joint angles of the robot, and the parameters for the system (reference 

frame, link lengths, and angle constraints).  

Before forward kinematics can be calculated, the reference frames and parameters of the robotic arm 

must be defined. The standard way to describe a serial manipulator such as a robotic arm, is with a 

Denavit–Hartenberg (DH) table. The DH table is used to define the four parameters required to fully 

describe any linkage. The parameters include: the offset along previous z, the angle about previous z, 

Joint a(m)) d(m) α(rad)) θ(rad) 

Joint 1 0 0.333 0 θ1 

Joint 2 0 0 −π/2 θ2 

Joint 3 0 0.316 π/2 θ3 

Joint 4 0.0825 0 π/2 θ4 

Joint 5 -0.0825 0.384 − π/2 θ5 

Joint 6 0 0 π/2 θ6 

Joint 7 0.088 0 π/2 θ7 

Flange 0 0.107 0 0 

Figure 3: Panda Denavit–Hartenberg (DH) table for the Panda robot [31,32] 

Figure 2: Control Methods shown with the Panda (Franka Emika) 
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the length of common normal, and the angle about the common normal [6], [27]. The DH table for the 

Panda robot is shown in Figure 3 [28], [29].  

The DH table parameters are implemented to create the transformation matrix between any two joints. 

The transformation matrix for any joint relative to the prior joint can be related with the transformation 

as shown in Figure 4. The resulting end effector position can be calculated with the combination of all 

these transformation matrixes, for each joint. The calculation shown in Figure 4 outputs the resulting 

x, y, and z position of the end effector, and serves as the process for calculating the forward kinematics 

[30].  

2.2.2 Inverse Kinematics 

Inverse kinematics are implemented to calculate the joint angles required to reach a target end effector 

pose. Inverse kinematics can be understood as the reversed process of forward kinematics, as shown in 

Figure 5.  

The calculation of inverse kinematics is more complicated than forward kinematics, as it involves 

solving nonlinear differential equations in which multiple or no solutions may exist. In inverse 

kinematics, the goal is to find the joint positions required, given the relative positions of the end effector 

current position, target position, and the base. In cases for which algebraic methods are not possible, 

numerical methods are required [6]. Due to the difficulty in solving the inverse kinematics, pre-built 

packages as MoveIt [28] or RoboticToolbox[31] are traditionally applied.  

Figure 5: Forward and inverse kinematics 

Figure 4: Transformation matrix (left), calculation of end effector position (right) [30] 
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2.2.3 Real World Application 

An engineer does not directly code the forward and inverse kinematics to complete each robotic task. 

Instead, graphical or text-based programming environments implement interpreters and compilers to 

translate basic commands or position controls to the robot in its native language [4], [32]. The 

programming environment is determined by the interfaces provided by the supplier and the choice 

between online and offline programming [5]. 

Online programming is traditionally used in industry to allow skilled operators to teach basic motion 

trajectories and operations to the robot with teach-pendant control interfaces or manual robotic arm 

positioning. There are many difficulties associated with online programming, such as the robot 

downtime, the range in pendant interfaces, and the lack of dynamic control to handle changes in the 

environment. Online programming is only usable for basic tasks with high repeatability. 

Reprogramming is required for any minor variances in the workspace, limiting the applicability for this 

type of programming [5], [33]. In such cases, offline programming can be an alternative control 

technique.  

Offline programming involves skilled programmers interacting with graphical program environments 

and lower-level programming languages to test control strategies on CAD representations of the robotic 

arm and its environment. Offline programming has the advantages of reducing downtime (and the 

associated downtime cost) and allowing the implementation of advanced control strategies [4], [5], 

[33]. 

2.3 Reinforcement Learning Formulation 

Reinforcement learning (RL) is the optimal machine learning approach for this problem. Reinforcement 

learning has many branches and implementations, which are discussed below. 

2.3.1 Reinforcement Learning Formulation  

The goal for completing robotic operations without task-specific programming is to allow the agent to 

independently perform actions in the environment, and then learn the optimal strategy for its future 

tasks based on its experiences [17]. The learning process is analogous to a child learning to walk. A 

child must first attempt the motions of moving limbs, rolling over, and crawling before it can complete 

the target action of walking. The child’s behavior is driven by rewards from its environment after the 
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completion of each task. Positive affirmation from the child’s parents is an example of an environmental 

reward which would drive the walking behavior. 

2.3.2 Markov Decision Process 

The Markov decision process (MDP) is the underlying formulation for learning with these 

reinforcement iterations [17]. The MDP encourages specific behaviors and discourages others by 

feeding rewards or punishments to the agent based on the agent’s actions in the environment. In the 

MDP, the agent selects an action based on its policy function for available actions in each state 𝑠 ∈ 𝒮. 

In the deterministic case, the same action 𝑎 is always taken in state 𝑠, and the policy is denoted 

as 𝜋(𝑠). For an agent operating in a stochastic environment, the policy defines the probabilities of 

selecting each possible action given a state. The policy for the stochastic case is denoted as 𝜋(𝑎|𝑠) [17]. 

The primary goal for RL is to find the optimal policy 𝜋∗(𝑎|𝑠).  The optimal policy can be found through 

the implementation of the value function approach [10] or directly through a policy search (both 

discussed further in Section 2.5) [34]. 

The goal of the policy function is to optimize the expected return 𝐺, the (weighted) sum of all 

discounted returns before the final time step. At time step 𝑡, the expected return is expressed as [17] 

where 𝑇 is the total time step, 𝑅𝑘 is the reward for each step, and 𝛾 is the discounting parameter, a 

number between 0 and 1, which discounts future rewards. Figure 6 depicts the standard MDP for a 

robotic arm. 

𝐺𝑡 = ∑ 𝛾𝑘−𝑡−1𝑅𝑘

𝑇

𝑘=𝑡+1

 (1) 
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Figure 6: Agent-environment interaction in the MDP. 

Again, the intuition behind the MDP can be understood with the analogy of a child learning to crawl. 

The policy function is analogous to the child’s thought process before attempting an action. The child’s 

policy is dependent on the reward it receives for completing the action and is the most significant factor 

which drives learning. 

2.3.3 RL for Robotics 

RL formulated around the basic MDP appears to be intuitive and straightforward; however, robotic 

training has specific nuances. The primary impediments include the high dimensionality, continuous 

action space, and extensive training time. 

Most robotic arms implement 6 degrees of freedom as this is the minimum freedom required to reach 

any position in space at any angle [35]. The freedom of movement makes the task complex, as all 

actions require the control of the torque and velocity of each joint of the agent. Additionally, the robot 

operates in a complex environment with a continuous operational space. Rather than having discrete 

state choices, the agent in this problem has infinitely many states to explore. The method of limiting 

the number of actions and states to a tractable set becomes a choice that affects the training time, test 

accuracy, and repeatability [21]. 
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Many RL algorithms have been developed for the application with simple agents and environments. 

OpenAI (https://gym.openai.com/, accessed on 15 August 2021) has attempted to standardize the 

benchmarking environments for RL by creating open access simulations for testing control strategies. 

Cartpole is an example of a classic control problem found on OpenAI, in which the agent can make a 

command (left or right) and receive a low dimensional feedback signal (position and angular velocity) 

[36]. Compared to this simple benchmark, robotic arm manipulation is foundationally more difficult. 

The high dimensionality of robotic arms drives the need for complex reward functions to promote 

smooth motions and minimize training time [20]. Even with complex reward functions, the type of 

object picked, and the pose (orientation and position) of the target object affects the probability of task 

completion [37]. 

Due to the high dimensionality and continuous action space, the agent requires extensive training to 

learn the optimal policy. Online training is costly because of the required human supervision, robotic 

wear, danger of damaging the robot, and lack of available training robots. The costs associated with 

online training drives the need for simulation training [10]; however, simulation training often has a 

low test accuracy. The fundamental problem with simulation training is that the knowledge trained in 

the simulation must be transferred to the real world. Any inaccuracies in modeling physical parameters 

such as shapes and weights of objects handled, lighting, or friction coefficients will cause test 

accuracies to be lower than training accuracies [15]. 

2.4 Policy Optimization 

Finding the optimal policy for a RL problem involves value iteration or policy search. With both policy 

optimization techniques, the solution process changes depending on if the approach is model-based or 

model-free. Additionally, the exploration-exploitation tradeoff significantly influences the speed of 

solution convergence. 

The model-based technique implements an understanding of the environment through prior learning or 

through state-space search to create an approximation of the transition probabilities between states 

given actions 𝑝(𝑠′| 𝑠, 𝑎)) (also commonly formulated as 𝑇(𝑠′| 𝑎, 𝑠)). The model-free (direct) design 

has no explicit representation of the system dynamics. Instead, the model-free technique learns the 

value function directly from the rewards received during training [17], [38], [39]. For RL in robotics, 

most approaches are model-free, since creating a perfect model of all transition probabilities in a 

continuous space is intractable. 
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Finding the policy for the agent always involves a tradeoff between searching random actions to find 

the optimal policy and greedily selecting the optimal action to improve rewards. In RL, 휀 is the variable 

used to represent the probability of not taking the reward-maximizing action during exploration [17]. 

To ensure that the whole action space is explored, the agent traditionally implements some form of on- 

or off-policy learning. On-policy learning improves the current policy marginally by selecting the 

optimal action for the majority (1 − 휀) of actions and selecting a random action with a probability (휀) 

for the rest. Off-policy learning applies two policies; the target policy, which is the policy being learned 

about, and the behavior policy, which is the policy that drives behavior for learning [17]. 

In the following sections, the value function and policy search approaches are explained, and different 

search techniques inside each methodology are reviewed [39]. 

2.4.1 Value Function Approach 

The value function approach is based on dynamic programming (DP). DP is a strategy of breaking up 

a complex problem into a sequence of successive sub-problems which can be iteratively solved. 

Implementing DP for RL requires an understanding of value functions. 

2.4.2 Value Functions 

Value functions are founded on the understanding that each state has an associated value dependent on 

the reward achieved in that state and that state’s potential to be a step in achieving future rewards with 

the agent’s current policy. A reward is often only received in a specific goal state, so positions proximal 

to the goal state have the highest value. The value function is found by breaking down the problem into 

successive sub-problems following the sequence of states. The Bellman equations in Equations (2) and 

(3) are established to solve for action-value function 𝑞𝜋, and state value function 𝜐𝜋 respectively [17]. 

In stochastic reinforcement learning, randomness in the system implies that taking an action 𝑎 from 

state 𝑠 does not always result in the same final state 𝑠′. The transition dynamics (or transition 

probability) of the environment 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎) is used to represent the probability of reaching state 𝑠′ 

𝑞𝜋(𝑠, 𝑎) = ∑ 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎)[𝑟 + 𝛾𝜐𝜋(𝑠′)]

𝑠′,𝑟

 (2) 

𝜐𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠) ∑ 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎)[𝑟 + 𝛾𝜐𝜋(𝑠′)]

𝑠′,𝑟𝑎

 (3) 
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and receiving a reward 𝑟 given that action 𝑎 is taken in state 𝑠 [17]. Using this formulation, the action-

value function 𝑞𝜋(𝑠, 𝑎) given in Equation (2) can be understood as being equal to the summation of the 

transition probabilities of reaching all possible states (𝑠′) multiplied by the value (𝑟 + 𝛾𝜐𝜋(𝑠′)) of each 

possible state (𝑠′). 

The state-value function given in Equation (3) can be understood similarly. The primary difference 

between the two formulations is that the state-value function (Equation (3)) incorporates action 

selection. The probability of selecting action 𝑎 is dependent on the stochastic policy 𝜋(𝑎|𝑠). Based on 

this understanding, the value of a given state is equal to the summation over all actions of the probability 

of selecting a particular action multiplied by the state value function 𝑞𝜋(𝑠, 𝑎). 

In reinforcement learning, state- and action-value functions are implemented for finding the optimal 

policy with Bellman’s optimality equations. The optimal state value function 𝜐∗ and optimal action-

value function 𝑞∗ are found by maximizing the probability of choosing the actions which lead to states 

yielding values larger or equal to those from all other policies [17].  

𝜐∗(𝑠) = max
𝑎∈𝒜(𝑠) 

∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾𝜐∗(𝑠′)]

𝑠′,𝑟

 (4) 

𝑞∗(𝑠, 𝑎) = ∑ 𝑝(𝑠′, 𝑟|𝑠, 𝑎) [𝑟 + 𝛾 max
𝑎′

𝑞∗(𝑠′, 𝑎′)]

𝑠′,𝑟

 (5) 

For finite discrete actions and states, lookup tables can be used to pick appropriate actions for each state 

to form the optimal policy. For pick-and-place operations in robotics, determining Bellman’s optimality 

equations is difficult because the space of all states is continuous. Typically the Monte-Carlo (MC) or 

temporal difference (TD) approaches [10] are used. Both approaches are founded on dynamic 

programming (DP). 

2.4.3 Dynamic Programming 

DP is a model-based strategy that creates internal models for transition probabilities and rewards to 

calculate the value function. A primary assumption of DP is that the models perfectly represent reality, 

which is unrealistic for continuous spaces. Even though it cannot be directly applied for RL in robotics, 

DP is the framework for understanding the MC and TD techniques [17]. DP consists of two fundamental 

approaches: policy iteration and value iteration. 
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Policy iteration is a DP approach that consists of policy evaluation and policy improvement subtasks 

[18]. Policy evaluation is used to update the value of each state based on the current policy, transition 

probabilities, and the value of the following states [17]. 

Policy evaluation is completed by calculating the 𝜐𝑘(𝑠) (Equation (6)) for all states with an arbitrarily 

initiated policy. After an infinite number of exploratory steps (𝑘 → ∞), the transition probabilities 

between states given actions 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎) and the state-values 𝜐𝑘(𝑠) can be determined. Policy 

improvement then greedily selects the best action that can be taken in each state based on these newly 

found transition probabilities and state values [10], [17].  

Policy improvement is solved by implementing 𝑞𝜋(𝑠, 𝑎) as shown [17] where argmax over actions 

involves taking the action which maximizes the value for each state. The new choice of action indicates 

the agent’s policy in the next round of policy iteration. The process of policy iteration in DP consists 

of iterating between policy evaluation and policy improvement until the policy stops changing. At this 

point, the policy is assumed to be optimal [18]. 

Value iteration is an alternative to policy iteration, which can be used effectively by combining policy 

evaluation and improvement into one step. Value iteration is formulated as [17] 

𝜐𝑘+1(𝑠) =̇ max
𝑎 

∑ 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎)[𝑟 + 𝛾𝜐𝑘(𝑠′)]

𝑠′,𝑟

 (8) 

With this formulation, the policy evaluation step is stopped after one iteration, and the policy for each 

state can be updated dynamically. 

2.4.4 Model-Free Techniques 

Techniques that are not model based can incorporate the DP strategy by using sample transitions and 

rewards to learn approximate value functions. Learning the value functions without complete 

probability distributions for all transitions requires exploration to ensure all states are visited, and non-

greedy policies are investigated. 

𝜐𝑘+1(𝑠) = ∑ 𝜋(𝑎|𝑠) ∑ 𝑝(𝑠′, 𝑟 | 𝑠, 𝑎)[𝑟 + 𝛾𝜐𝑘(𝑠′)]

𝑠′,𝑟𝑎

 (6) 

𝜋′(𝑠) =̇ argmax
𝑎 

 𝑞𝜋(𝑠, 𝑎) (7) 
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The Monte-Carlo (MC) averaging returns approach is a model-free technique that requires no prior 

knowledge. The model only requires experience through interaction with the environment. MC 

completes various actions in each state, and the average returns for each action are used as the expected 

action reward. After many iterations, the solution will converge to the actual underlying value for each 

action [10]. 

MC approaches implement a combined on- and off-policy technique. The state values for MC are 

determined during off-policy environmental interaction where sample trajectories are explored. After 

the state values are determined, the policy is found during the on-policy policy improvement step of 

policy iteration. During this step, the greedy policy is found by taking the value-maximizing actions 

for the values learned during off-policy exploration. [17] 

The temporal difference (TD) approach is equivalent to an incremental implementation of MC. TD 

updates the estimates of the state-value function based on individual experiences without waiting for 

the outcome of the entire sample trajectory as opposed to MC. TD uses the difference between the old 

estimate of the value function and the experienced reward and new state to update the value function 

after one step, as shown in [15,25,26]: 

Here, 𝛼 is the learning rate, a real number between 0 and 1 (usually 0.1 or smaller). This form of TD is 

referred to as the TD(0) algorithm. 

State Action State Reward (SARSA) is a TD model which is used to update the action-value function 

(𝑄(𝑠, 𝑎)) [10]. SARSA implements on-policy TD control, implying that the action value is updated 

after each exploration step. [17], [39] 

Operating on-policy means that the action space is only explored due to the 휀 − 𝑔𝑟𝑒𝑒𝑑𝑦 aspect of on-

policy search [17]. Due to its lack of off-policy exploration, SARSA does not have the same 

convergence guarantees as to the MC approach. 

Q-learning is a method which is very popular in reinforcement learning research [17], [18], [39]. Q-

learning is the off-policy equivalent of SARSA, formulated as: [17] 

𝑉(𝑠𝑡) ← 𝑉(𝑠𝑡) +  𝛼 [𝑅𝑡+1 + 𝛾𝑉(𝑠𝑡+1) − 𝑉(𝑠𝑡)]  (9) 

𝑄(𝑠𝑡 , 𝑎𝑡) ← 𝑄(𝑠𝑡 , 𝑎𝑡) +  𝛼 ∗ [𝑅𝑡+1 + 𝛾𝑄(𝑠𝑡+1, 𝑎𝑡+1) − 𝑄(𝑠𝑡 , 𝑎𝑡)]  (10) 
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𝑄(𝑠𝑡 , 𝑎𝑡) ← 𝑄(𝑠𝑡 , 𝑎𝑡) +  𝛼 ∗ [𝑅𝑡+1 + 𝛾 max 
𝑎 

𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡 , 𝑎𝑡)]  (11) 

The use of off-policy TD allows Q-learning to perform updates to the value function regardless of the 

action selected [39]. This choice guarantees the convergence of 𝑄(𝑠𝑡 , 𝑎𝑡) if the learning rate 𝛼 is well 

defined [17]. 

Value function approaches are intuitive; however, they often struggle to converge due to the high 

dimensionality of robotic state space, the continuous nature of the problem, and the bootstrapped 

approaches used to estimate the value function quickly. Another issue with the value function approach 

is that random exploration of the agent can result in mechanical damage due to range and torque 

limitations [40]. 

2.5 Policy Search Approach 

Policy search (PS) is an approach to policy optimization which has recently shown potential in robotics 

as an alternative to the value function approach [10]. PS is a valuable tool in robotics due to the 

scalability with dimensionality, a vital issue with the value function approach [41]. Research has shown 

that PS is better than value function approaches for tasks that are finite horizon and are not repeated 

continuously [40]. 

PS does not approximate a policy as the value function does, i.e., by learning values of actions, then 

acting to optimize rewards based on these expected values. Instead, policy search implements a 

parameterized policy that can select the optimal action without reviewing the value function [17]. 𝜃, 

the variable representing the policy parameters, could be understood intuitively as weights of the deep 

neural network that influences the policy for a value function [17], [40] The formulation for the linear 

case is [40] 

𝜋𝜃(𝑠) =  𝜃𝑇 Φ(𝑠) (12) 

where Φ(𝑥) is the basis function representing the state, and the policy parameters 𝜃 determine the 

choice of action in each state [40]. 

PS has the goal of learning the policy parameters that optimizes the performance measure 𝐽(𝜃), the 

expected cumulated discounted reward from a given state [40]. This reward is formulated as [17] 

𝐽(𝜃) =̇ 𝑣𝜋𝜃
 (𝑠) (13) 



 

16 

wherein 𝑣𝜋𝜃
 is the true value function for policy 𝜋𝜃. 

To maximize the cumulative reward, the optimal policy can be found using the policy gradient method 

[17], which implements gradient ascent by 

where 𝜇(𝑠) is the on-policy probability distributions for policy 𝜋. 

Like the value function approach, the policy search approach can be implemented with model-free and 

model-based techniques [10]. The model-free technique uses online agent actions to create trajectories 

from which to learn. This technique has the advantage of not needing to learn an accurate forward 

model, which is often more challenging to learn than the policy itself. The model-based technique is 

more sample conservative, as the agent creates internal simulations of the dynamics of the model based 

on a few observations from the online model. The agent then learns the policy based on these internal 

simulations [40]. The online model-free technique has been implemented more in research due to its 

ease of use; however, model-based approaches have shown better ability to generalize to unforeseen 

samples [40]. 

Inside of policy search, several methods have been developed and implemented in robotics, including 

REINFORCE, Actor-Critic, Deterministic Policy Gradient, and Proximal Policy Optimization. 

2.5.1 REINFORCE 

REINFORCE is a MC based policy gradient method that uses vector samples (episodes) filled with 

state, action, reward triples found with the policy 𝜋𝜃 to approximate G, the return as defined in Equation 

(1). The algorithm updates the policy parameters incrementally with [17] 

𝜃 ← 𝜃 + 𝛼 𝛾𝑡𝐺 ∇ ln 𝜋𝜃 (𝑎𝑡  | 𝑠𝑡 , 𝜃) (15) 

where ∇ln 𝜋𝜃 is equal to [17] 

∇ ln 𝜋𝜃 =  
∇𝜋(𝑎𝑡  | 𝑠𝑡, 𝜃)

𝜋(𝑎𝑡  | 𝑠𝑡, 𝜃)
 (16) 

The intuition behind this formulation is that the policy parameter vector 𝜃 is shifted in the direction of 

the steepest ascent with positive return G, to improve the policy 𝜋𝜃 after each step. 

∇J(𝜃) ∝ ∑ 𝜇(𝑠)

𝑠

∑ 𝑞𝜋(𝑠, 𝑎) ∇ 𝜃𝜋(𝑎 | 𝑠, 𝜃)

𝑎

 (14) 
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REINFORCE is a valuable policy search method that creates a state value function and has guaranteed 

convergence; however, it tends to converge slowly compared to other bootstrapped methods. 

2.5.2 Deterministic Policy Gradient 

Another common implementation is the deterministic policy gradient (DPG) technique [42]. DPG 

implements Q-learning updates to determine the action value function as shown [42] 

δ𝑡 =  𝑅𝑡 + 𝛾𝑄𝑤(𝑠𝑡+1, 𝜇𝜃(𝑠𝑡+1)) − 𝑄𝑤(𝑠𝑡, 𝑎𝑡) (20) 

In this approach, DPG moves the policy in the direction of the gradient of 𝑄 for continuous spaces, 

rather than selecting the globally optimal 𝑄 value in each step [42]. 

𝑤 ← 𝑤 + 𝛼𝑤𝛿 𝛻𝑤𝑄𝑤(𝑠𝑡 , 𝑎𝑡) (21) 

𝜃 ← 𝜃 + 𝛼𝜃𝛻𝜃𝜇𝜃(𝑠𝑡) 𝛻𝑎𝑄𝑤(𝑠𝑡, 𝑎𝑡) |𝑎= 𝜇𝜃(𝑠) (22) 

Here 𝑄𝑤(𝑠𝑡, 𝑎𝑡) is a differentiable action value function which is used to replace the true action value 

function. 

2.5.3 Actor-Critic Methods 

The one-step advantage actor-critic (A2C) is analogous to the TD methods introduced above, which do 

not involve offline policy improvement steps. A2C implements the notion of δ𝑡 , the difference between 

the expected value and actual value for a given state and state-value weighting 𝑤 [17]. 

δ𝑡 =  𝑅𝑡+1 + 𝛾𝑣(𝑠𝑡+1, 𝑤) − 𝑣(𝑠𝑡 , 𝑤) (17) 

The difference parameter can be used each step to update the state-value weighting 𝑤 and the policy 

parameter 𝜃 with the equation [17] 

𝑤 ← 𝑤 + 𝛼𝑤δ ∇�̂�(𝑠 | 𝑤) (18) 

𝜃 ← 𝜃 + 𝛼𝜃δ ∇ ln 𝜋𝜃 (𝑎 | 𝑠, 𝜃) (19) 

The calculation for the policy and difference parameter is completed after each incremental exploration 

step in the search space. 

A common actor-critic approach seen in the literature is asynchronous advantage actor-critic (A3C) 

[43]. A3C has the same formulation as A2C, with the slight difference of allowing multiple agents to 
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asynchronously explore different policies in parallel. This approach reduces the need for experience 

replay to stabilize learning in time and improve stability. 

Another approach based on A2C which is seen in literature is Soft Actor-Critic (SAC) [44].  The SAC 

approach implements a novel entropy regularization approach to optimize the tradeoff between entropy 

and reward. The goal of this approach is to accelerate learning while preventing convergence on sub-

optimal solutions.  

2.5.4 Trust Region Policy Optimization  

Trust Region Policy Optimization (TRPO) optimizes the return of the policy in the infinite-horizon 

MDP by implementing the loss function shown below: 

                                                                    𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝜃𝐸𝑡[
𝜋𝜃(𝑎𝑡|𝑠𝑡)

𝜋𝜃𝑜𝑙𝑑(𝑎𝑡|𝑠𝑡)
𝐴�̂�    (8) 

TRPO introduces the KL convergence to constrain the difference between the new policy and the old 

policy. The trust region constraint can be expressed in the equation (9) below [45], [46]: 

                                                               𝐸𝑡[𝐾𝐿[𝜋𝜃𝑜𝑙𝑑(∙ |𝑠𝑡), 𝜋𝜃(∙ |𝑠𝑡)]] ≤ 𝛿    (9) 

where 𝛿 is the size of the region. TRPO is overly complicated to solve, as it requires a conjugating 

gradient method. 

2.5.5 Proximal Policy Optimization 

Proximal Policy Optimization (PPO) is also a policy gradient method that implements a surrogate 

objective function. PPO has an advantage over TRPO, as it is much simpler to solve. PPO combines 

the region constraint as a penalty to the loss function TRPO. The loss function can be expressed as 

shown in equation (10) [46].   

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝜃𝐸𝑡[
𝜋𝜃(𝑎𝑡|𝑠𝑡)

𝜋𝜃𝑜𝑙𝑑(𝑎𝑡|𝑠𝑡)
𝐴�̂� − 𝛽𝐾𝐿[𝜋𝜃𝑜𝑙𝑑(∙ |𝑠𝑡), 𝜋𝜃(∙ |𝑠𝑡)]]               (10) 

PPO introduces a clipped surrogate objective function, to penalize any changes that move the 

probability ratio between the new and old policy away from 1. The object function can be depicted as 

follows[46]  

𝐿𝑐𝑙𝑖𝑝(𝜃) = �̂�𝑡[min(𝑟𝑡(𝜃)𝐴�̂�, 𝑐𝑙𝑖𝑝(𝑟𝑡(𝜃), 1 − 𝜖, 1 + 𝜖)𝐴�̂�)]          (11) 
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By using this objective function, the action will be clipped in the interval [1 − 𝜖, 1 + 𝜖] [47].  

PPO is a policy gradient technique which was designed to provide faster policy updates then A2C or 

DPG. PPO applies the DPG structure, but updates the policy parameter 𝜃 based on a simple surrogate 

objective function [45]. The policy update includes a step of minimizing the penalty term associated 

with the difference between the surrogate and the original function. 

2.5.6 Summary 

The methods reviewed are fundamental to the different implementations of RL in robotics. The choice 

in policy optimization has a significant impact on the convergence guarantees and training time 

required. 

2.6 Reward Shaping 

In RL, the allocation of rewards drives the training process because the agent aims to maximize the 

reward signal [48]. Reward shaping is the technique that involves modifying the reward function to 

help the agent learn faster [49]. An efficient reward function can accelerate the learning process by 

introducing background knowledge to RL agents [50]. 

Traditional RL applications used monolithic goals [51]. Monolithic goals behave well with simple 

domains with clear reward objectives. However, as RL problems started to become more complex in 

the 1990s, this approach was found to be inadequate for modeling real physical world situations (such 

as robotics). The difficulties in recognizing the state information, nondeterministic and noisy 

environment, variances in the learning trails required, timeliness of the rewards, and the requirement 

of achieving multiple goals can contribute to the failure of monolithic goals for these applications [51]. 

To address these challenges, as an improvement to a naïve monolithic single goal reward function, 

Mataric proposed a heterogeneous reinforcement function [51]. The method broke the rewards down 

into several goals representing the knowledge of the domains, then grouped these goals with progress 

estimators. Goal refinement enables the system to learn through immediate transitionary rewards which 

can speed up learning and convergence. The issue with this approach is that the agent can achieve a net 

positive gain in reward by running cycles rather than finding the end state [20], [48]. 

To address this, Ng et al. [20] introduced a potential-based shaping algorithm. The algorithm 

incorporated a new reward function: 𝑅′ = 𝑅 + 𝐹, where 𝑅 is the traditional reward and 𝐹 is the shaping 
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reward function. The shaping reward function 𝐹 is a function over states, which should be chosen or 

constructed [50] based on the domain knowledge between two states. For example, 𝐹 could be a 

function of distance to the goal state, wherein 𝐹 increases as the agent selects actions closer to the goal 

state. Ng et al. proved that the optimal policy would not change given this new reward function [20]. 

Adding rewards is advantageous when the rewards represent the actual effect of the actions, however, 

adding rewards can also cause errors in the learning process when noisy reward inputs are given. To 

find balance between efficiency and effectiveness in RL reward shaping, Luo et al. proposed a method 

called Dense2Sparse[52]. By letting the system receive rewards continuously in the first several 

learning episodes, the policy is expected to converge quickly despite the noisy information. The 

suboptimal policy learned from the dense reward can be optimized under a noise-free sparse rewarding 

scheme, where a positive reward is given only when the task or sub-task is completed. Jang et al. found 

the concept of combining sparse and dense reward schemes to be effective with their research on 

training a Walker robot with high dimensional continuous action and state spaces [53]. 

Besides using a predefined change in the reward function, reward shaping can also be performed 

dynamically throughout the learning process. Tenorio-González et al. realized a dynamic reward 

shaping technique by implementing verbal feedback from a human observer [54]. The inclusion of 

human intervention can help the system converge faster but requires active human participation in the 

learning process. Konidaris and Barto [55] developed a method to improve the reward function 

autonomously. Their work focused on generalizing the knowledge learned by the agents for small tasks 

to produce a shaping function to apply to all rewards. Their experiment showed good performance of 

the shaped rewards in a rod positioning scenario. 

Reward shaping is a tradeoff between accuracy and speed. A monolithic goal reward can be a noise-

free input, but it is sometimes not practical for complex tasks. Breaking down the task and applying 

rewards frequently allows the system to learn faster, but it can also distract the agent [48], [56]. 

2.7 Pose Estimation for Grasp Selection 

Pose estimation is a critical factor for pick and handle operations. Incorrect estimation of pose could 

result in poor grasp choice due to the robotic arm pose or unstable placement due to incorrect estimation 

of object pose. Gualtieri and Platt [21] noted the value in pose estimation when comparing the accuracy 

of cup placement against blocks and bottles. Blocks are symmetric in x, y, and z, bottles are symmetric 
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in x and y, and cups are symmetric only in x. The complexity of the cup pose made the pick-and-place 

task more difficult, which resulted in lower overall accuracy compared to blocks and bottles (Figure 4). 

Pose estimation is critical, as the task should be completable regardless of the complexity of the target 

object. 

 

Figure 7: Various grasp pose configurations for bottle and block targets. Bottle targets are 

symmetric in x and y compared to blocks which are symmetric in x, y, and z. 

The literature refers to two pose types, the object pose and the gripper pose (also referred to as the 

grasps [57]). The object pose is described by the position and orientation of the object being 

manipulated [58], [59]. Each object pose exists inside the set of all possible poses for that object, called 

the pose space [59]. The gripper pose is used to describe the different gripping positions, orientations, 

and jaw openings that could be used to grasp a target object [15]. Each gripper pose exists inside the 

set of all possible grasps for an object, called the grasp space. Pose estimation can be completed using 

analytic (geometric) or data-driven methods. 

Analytic methods fit the point cloud of sensor input to known models (often CAD). Model fitting limits 

the agent to detecting the pose of items which have models available for comparison [60]. The analytic 

method first determines the target object pose, then selects an optimal gripper grasp based on the target 

object pose. The analytical method is usually set up as an optimization problem. The grasp is chosen 

from the grasp space based on maximizing the values for resistance to disturbance, dexterity for further 

manipulation, equilibrium to reduce object forces, and stability in the case of external forces or grasp 

errors [61], [62]. The analytic method is useful when precise placement in a particular orientation is 

required [15]. 
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Data-driven methods are free from the constraint of requiring models, as this approach implements 

machine learning to estimate optimal gripper poses directly [15]. There are two approaches inside of 

the data-driven method: the target-model-based approach and the model-free approach. 

The target model-based approach implements the point cloud data from the sensors to estimate a model 

of the target object. The target model can be used to eliminate many of the available grasp pose options. 

Supervised learning (SL) can be used to label objects based on the training data [15], [62]. To save time 

on data labeling for the SL problem, simulation environments can be implemented to create a database 

of randomly oriented and mixed samples for training the model. The data-driven target model-based 

approach is optimal when accurate placement and correct target orientation is critical to receive the 

reward or when the target objects must be selected from a cluttered scene [15]. 

The model-free approach removes the model estimation step and instead focuses on optimizing the 

grasp pose based on the entire range of available grasps. The model-free approach is composed of 

discriminative and generative techniques. The discriminative technique reviews all the available grasp 

pose candidates and trains a convolutional neural network (CNN) to select the optimal grasp based on 

these [21]. The generative approach recommends a grasp configuration based on the orientation of the 

target. This approach is fundamentally the same as object detection, where the gripper pose is selected 

based on the orientation of the detected object. An example of this comes from Jiang et al. [63], who 

implemented orientation rectangles to provide an estimate for the ideal position and orientation of the 

gripper head. Since multiple grasp candidates are often available, a neural network (NN) is used to train 

the model to select the best grasp. The model-free approach is most successful when dealing with new 

targets and soft placement restrictions [15]. 

The approaches listed work well in combination with other strategies. For example, the agent could be 

allowed to implement the temporary placement of the object, free from clutter, to allow a better 

estimation of pose. This approach would be useful when accurate placement is required [21]. An 

alternative method would be to implement multiple viewing angles by hoisting the item in front of 

external cameras. Multiple viewing angles could be used to identify the object or determine if a more 

optimal grasp pose is available [64]. Another practical approach for estimating pose is by implementing 

focus. Attention focus has been successfully implemented by Gualtieri and Platt [37] via iterative 

zooming to regions of interest. The use of focus would limit the number of available grasp poses to 

those seen in the focus region. 
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2.8 Simulation Environment 

In the sections above, training in simulation was mentioned as a requirement for some approaches, and 

a useful tool for others. The benefit of training in a simulated environment is that the agent can perform 

thousands of training iterations in a short period, without any wear effects on the online device. Online 

training requires the availability of the robot and human supervision for safety reasons. Further 

discussion on the selection of simulation environments can be viewed in Section 2.8.  

Examples of the difficulties with training in real life can be seen from Levine et al. [41] (2018), who 

implemented 14 robotic manipulators over two months to collect 800,000 grasp attempts. The accuracy 

of the grasp operation after this training was 82.5 percent, a lower accuracy than has been achieved for 

comparable pick-and-place actions when training was completed in simulation.  

2.9 State of Research 

The above sections review the primary choices that need to be made during problem formulation. This 

analysis section focuses on reviewing and critically discussing the current state of research.  

2.9.1 State of Research—Complete Pick-and-Place Task 

Benchmarks for pick-and-place operations include simulation accuracy, the number of online tests 

required to train the model, and most importantly, the accuracy of testing. The table below reviews 

papers published by leading RL robotics researchers to illustrate the strengths and weaknesses of the 

different implementations. Success rates in each paper are difficult to compare due to the differences 

in the tasks. The discussion outside of the table gives clarity for each implementation and explains the 

results.  

Fu et al.[17] completed several tasks, with comparable difficulty to pick-and-place, including inserting 

a peg in a hole, stacking toy blocks, placing a ring on a peg, and more. The approach involved the 

model learning system dynamics from prior examples, then the completing various manipulation tasks 

in one shot after goal is defined. The approach did not directly use RL for learning individual tasks by 

searching through the state space, rather used RL to learn the system dynamics for robotic control. The 

accuracy of these tasks was high; however, the approach did not incorporate a cluttered scene.  

Gualtieri et al.[19,22,55] published several papers on completing the pick-and-place action in a 

cluttered scene with an assortment of objects. Before this work, Gualtieri et al. [52]  first published a 
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manuscript on pose estimation. The pose estimation work was used in combination with other strategies 

to complete the entire pick-and-place action. The group completed testing in simulation and online. 

The accuracy listed represents the online accuracy of grasping a novel object after being trained on 

objects of similar type. The group found that an items picked from a clutter of objects had significantly 

lower accuracy than selecting an object in isolation. Additionally, the results indicate that items with 

complex geometry (cups, bottles) are significantly more difficult to grasp compared to items with 

simple geometry (square blocks). It should be noted that most manuscripts published on pick-and-place 

performed grasping on simple target objects in isolation. Training accuracies should always be noted 

as relative to task complexity.   

Popov et al. [62] complete the action of precision stacking of Lego blocks using deep deterministic 

policy gradient (DDPG) with a robotic arm. The blocks were initially positioned in isolation in the same 

orientation, which significantly reduced task difficulty. The approach compared a simple single reward 

and composite, multi-step reward function and proved that single reward had the fastest convergence. 

The groups asynchronous implementation of DDPG proved that distributed training with asynchronous 

updates can improve convergence speed.   

Mahler and Goldberg [63] applied imitation learning to complete the task of selecting novel objects 

from a cluttered environment and placing them aside in an organized manner. The learning approach 

implemented the Dex-Net 2.0 database of point clouds and grasp poses to generate training samples for 

learning effective Grasp Quality Convolutional Neural Networks (GQ-CNN).  The policy learned 

appropriate NN weights based on replicating the results from the demonstrated samples. Transfer 

learning was effectively used to apply synthetic training to real world pick-and-place. 

Sehgal et al [64] simulated a simple, single block pick-and-place task with the use of DDPG HER 

whose parameters were tuned with the genetic algorithm. The main contribution to this paper was to 

show that the GA could be used to minimize the number of training iterations required to achieve 

comparable convergence to that of DDPG HER without the GA.  

Zuo et al. [65] implemented deterministic GAIL approach to complete a simple, single block pick-and-

place task. DGAIL implemented an Inverse Reinforcement Learning (IRL) based NN discriminator to 

develop a reward function based of examples, and then a policy gradient method for learning ideal 

actions based on the discriminator. During testing, DGAIL was compared to stochastic GAIL and 
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DDPG to prove the relevance of this approach. The approach yielded much better results than all other 

methods except DDPG, a more computationally expensive approach.  

Chen et al. [74] completed a picking operation where the target object was located in a cluttered 

environment. The robotic arm could rearrange the cluttered scene if the target was invisible from the 

camera vantage. The approach was limited due to the model-based nature (model of target always 

needed), however, it showed excellent performance in finding the target object in cluttered scenario. 

Placement was not specified but could be implemented since models for the target object are available.   

Xiao et al. [66] achieved a high accuracy for pick-and-place task in a cluttered environment using the 

fetch robot with Parameterized Action Partially Observable Monte-Carlo Planning (PA-POMCP). The 

system approximated the utility of available actions based on the current belief of the agent about the 

environment. The approach allowed the agent to change perspective or maneuver items in the scene to 

find an accurate estimation of the location of the target object. The approach showed significant 

performance for known items but was not tested on unknown items in new environments.  

Liu et al. [67] designed several different robotic pick-and-place tasks, including stacking, sorting, and 

pin-in-hole placement. A major contribution of this paper was the work around reward shaping to solve 

complex problems. The approach assigned rewards based on the Euclidean distance between the 

Objects Target Configuration (OTC) and the Objects Current Configuration (OCM). The closer the 

configuration of blocks, pins, etc., to the optimal configuration, the more reward allocated to the 

sample. Additional rewards were allocated for final task completion. Comparison between this 

approach and a basic linear reward approach shows significant convergence improvement. In addition 

to reward shaping, this paper compared the MAPPO learning technique to traditional PPO and Actor 

to Critic (A3C) techniques. MAPPO showed significant performance increase to the other two 

techniques by directly outputting manipulation signal to the agent.    

Mohammed et al. [68] presented the task of organizing a training set consisting of 10 blocks dropped 

into the workspace using Q-learning. The geometries were not all the same, but the shapes were simple. 

The accuracies for the pick-and-place operations were only tested in simulation, and not applied to an 

online agent. Considering the complexity of the task, the accuracy of the pick-and-place and the 

computational efficiencies are promising.  
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Li et al. [69] applied a robotic arm to attempt challenging tasks including reach, push, multi-step push 

and pick and place using the Augmented Curiosity-Driven Experience Replay (ACDER) approach. The 

pick-and-place operation was free from clutter and only dealt with an individual items at a time. The 

novelty of the research includes a method of exploration in which rewards are allocated for “curiosity”, 

the exploration of unfamiliar states. Additionally, this approach initiated the robot in states not stored 

in the replay buffer to improve exploration efficiency. Through testing this approach was proven to be 

several times more sample efficient than hindsight experience replay (HER).   

Pore and Aragon-Camarasa [70] proposed an algorithm for robotic pick-and-place on a simple block 

placed in isolation on a surface. The solution method involved decomposing the task into approach, 

grasp and retract segments. Each of these actions was trained independently, then after perfect accuracy 

was achieved a high-level choreographer (actor-critic network) was used to learn the policy for ordering 

the behaviors. An end-to-end approach with DDPG + HER resulted in a maximum of 60% accuracy 

after 10,000 episodes compared to a 100% accuracy after 6000 training episodes with this subsumption 

architecture. The model was never tested online with a real robot.  

Al-Selwi et al. [71] simulated the pick-and-place task on a simple block placed in isolation on a surface 

using a DDPG approach combined with HER. The approach validated what has been shown in other 

papers [55] that target object complexity changes task effectiveness. Their works presents little novelty 

in terms of policy optimization.  

Marzari et al.[72] presented simulations and online testing for pick-and-place task on a simple block 

placed in isolation on a surface by using a DDPG approach combined with HER. By implementing task 

decomposition, the model was able to achieve 100% accurate performance with simulation and online 

testing. The major contribution of this approach compared to [70] (see above) was that behavior cloning 

was not used for training the approach subtask, so sample operations were not required. This approach 

indicates excellent generalizability for novel objects for online robots and much higher sample 

efficiency than seen in all other approaches.     

Anca and Studley [73] completed a simulated pick-and-place operation in which a simple block was 

picked up by manipulating a robot in 2D by using a twin delayed actor critic network. The result 

demonstrated operational accuracy without requiring example simulations (unlike [70]), however, 

showed little advantage over approaches based on DDPG HER [72].  
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Table 1: Summary of RL in Robotic Pick-and-Place. 

Paper 

Policy 

Optimization 

Pose 

Estimation 

Sim Package Success Rate Strengths (S) and Weaknesses (W) 

Fu et al., 2016 

[34]  

Value function approach 

with DP using iterative 

LQR. Basic two-layer NN 

for updating priors 

Model-based approach which 

combined prior knowledge and 

online adaptation 

MuJoCo 

Simulation Testing: 0.80–

1.00 

Robot Testing: ~0.80 

S: Implemented prior knowledge to 

reduce the number of samples required 

W: To create model of system 

dynamics the NN must be trained on 

prior examples 

Gualtieri et al., 

2018 [37], 

Gualtieri et al., 

2018 [21] 

Value function approach 

with SARSA. Caffe (NN) 

used to update the SARSA 

weights  

Model-free data-driven 

approach which implemented 

focus. The algorithm allowed 

for temporary and final 

placements. Model was trained 

using 3DNET CAD models 

OpenRave 

(ODE base) 

Robot Testing: 

Picking: 0.88–0.96 

Placement: 0.80–0.89 

S: Model-free approach with high 

picking accuracy 

W: Low placement accuracy and low 

overall accuracy in testing 

Popov et al., 2017 

[65] 

Distributed Deep DPG 

(DDPG) method with 

efficient schedule updates 

and composite reward 

functions 

Model-free data-driven 

approach. Reward achieved for 

appropriate grasp selections. 

Blocks always oriented in the 

same manner.  

MuJoCo Simulation Testing: 0.955 

S: Proved that asychronous DDPG has 

higher data-efficiency then other 

approaches 

W: No online testing to validate 

simulation accuracy 

Mahler and 

Goldberg, 2017 

[66] 

Imitation learning approach 

in which the robot was 

trained on data from 

synthesized grasps. Sample 

grasps were found by using 

force and torque space 

Model based approach used for 

demonstration synthesis. 

Model free data driven 

approach for pose selection 

during training 

Pybullet 

Simulated Testing: 0.96 

Robot Testing: 0.94–0.78 

(Testing accuracy 

depends on the number of 

objects in the cluttered 

environment) 

S: High picking accuracy on cluttered 

enviroment of unfamilier objects 

W: Requires models for the wrench 

space analysis to develop 

demonstration samples. Intensive 

programming effort 
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analysis and knowledge of 

object shapes and poses  

Sehgal et al., 

2018 [67] 

DDPG with hindsight 

experience replay (HER). 

Parameters tuned using the 

genetic algorithm 

Model-free data-driven 

approach  
MuJoCo Simulated Testing: ~0.90 

S: Effectively implemented HER for 

faster convergence 

W: No improvement in overall task 

completion performance. No online 

testing to validate simulation accuracy 

Zuo et al., 2019 

[68] 

Deterministic generative 

adversarial learning 

(DGAIL) which 

implemented a policy 

gradient generator and 

discriminator trained with 

IRL (an actor-critic 

approach) 

Data driven approach in which 

action selection was based on 

the difference between the 

demonstrated and generated 

policy  

MuJoCo Simulated Testing: 0.90 

S: DGAIL had faster convergence then 

several other RL techniques 

W: DGAIL was less stable, and less 

accurate then other modified DDPG 

techniques 

Chen et al., 2019 

[69] 

Two deep Q-Networks 

(DQN) for pushing and 

grasping. Mask Region 

convolutional NN (R-CNN) 

for object detection 

Model based approach where 

the target object was mixed in 

clutter. RBGD image was used 

for target object detection. The 

scene was rearranged if the 

target is invisible from the 

sensor’s perspective  

V-REP 

simulation 

platform 

Simulated Testing: 1.0 

3 different scene options 

were tested. Each seen 

had the target in a 

more/less hidden 

location 

S: High target location accuracy. 

Approach proves that rearranging the 

enviroment can improve results 

W: Approach was only applied for 

known target objects. No online testing 

to validate the simulation accuracy 
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Xiao et al., 2019 

[16] 

Parameterized Action 

Partially Observable 

Monte-Carlo Planning (PA-

POMCP) 

Model based approach which 

implemented known models 

from a benchmark model set 

OpenRAVE 

& 

Gazebo 

Robot Testing: 1.0 

S: High pick-and-place accuracy 

W: Model based approach. Grasp poses 

are pre-defined so the primary task is 

model recognition. This technique 

significantly simplifies the problem  

Liu et al., 2020 

[11] 

PPO with actor output as 

manipulation signal 

(MAPPO) 

Data driven approach which 

extracted target object pose from 

RGBD sensor  

Gazebo 

Robotic Testing: 

Relative improvement of 

MAPPO to PPO and 

A3C shown to be >30%. 

Final accuracy not given 

S: Compared various learning and 

reward shaping approaches 

W: No final pick-and-place accuracy 

given. Difficult to guage the 

performance improvement 

Mohammed et al., 

2020 [13]   

Value Function approach 

with Q-Learning. CNN 

used to update Q-learning 

weights. Model pre-trained 

on Densnet-121.  

Data-driven approach. Grasps 

were generated by using a CNN 

to identify available poses from 

a RGB image  

Vrep (ODE 

base) 

Simulated Testing: 

Picking: 0.8–1 

Placement: 0.9–1 

S: High placement accuracy 

considering the absense of model for 

target object. Short training time 

W: No online testing to validate the 

simulation accuracy 

Li et al., 2020 

[70] 

DDPG approach with goal-

oriented and curiosity 

driven exploration and 

dynamic initial states 

Data driven approach which 

used RGBD images to 

determine object and goal 

positions 

MuJoCo 

Simulated Testing: 0.95 

Robotic Testing: 0.85 

S: Comparison to several other 

sampling and learning techniques 

validated the sample efficiency for this 

approach 

W: Deployment on robot showed a 

reduced overall effectiveness  

Pore and Aragon- 

Camarasa, 2020 

[71] 

Hierarchical RL in which 

the task was broken into 

simplified multi-step 

behaviors with the 

subsumption architecture 

(SA). Behavior cloning was 

used for low-level behavior 

Data driven approach in which 

grasp poses were trained with 

behavior cloning. Target objects 

were consistent which means 

that advanced pose estimation 

was not required 

OpenAI Fetch 

environment 

with MuJoCo 

Simulated Testing: 1.00 

S: Validated that the subsumption 

architecture improves entire task 

performance significantly compared to 

end-to-end approaches 

W: Technique required behavior 

cloning samples, and a human for 

problem breakdown. No online testing 

to validate simulation accuracy 



 

30 

training. Actor-Critic 

technique was applied for 

high level task completion  

Al-Selwi et al., 

2021 [8] 
DDPG with HER 

Model based approach in which 

RGB 

image was used to determine 

bounding box and rotation angle 

MuJoCo 

Simulated Testing: 

0.502–0.98 (depending 

on target 

geometry) 

S: Validated that HER DDPG can be 

used with vision feedback to improve 

accuracy 

W: CAD models required for pose 

selection. No online testing to validate 

simulation accuracy 

Marzari et al., 

2021 [72] 

DDPG with HER and task 

decomposition  

Data driven approach in which 

grasp poses were learned from a 

single target object with simple 

geometry 

MuJoCo 
Simulation and Robotic 

Testing: 100%  

S: Proved that the DDPG approach with 

HER can perform excellent task 

completion accuracy by using task 

decomposition rather then end-to-end 

training 

W: Approach assumed human 

involvement for task decomposition 

Anca and Studley, 

2021 [73] 

Twin delayed hierarchical 

actor critic (TDHAC) 

which broke task into high- 

and low-level goals 

Data driven approach which 

only implemented a 2D motion 

for picking the action 

Pybullet Simulated Testing: 100% 

S: Confirmed that the hierarchical 

approach improves convergence 

W: Approach showed no significant 

improvement over DDPG with HER. 

The motion was limited to 2D. No 

online testing to validate simulation 

accuracy 
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2.9.2 State of Research—Pick-and-Place Subtasks 

Although there are many publications available presenting different layers of contribution to the study 

of pick-and-place operations with RL in robotics, many do not include key elements of the action 

sequence. Examples include the literature on grasp selection [74,75] or precision placement [76]. To 

keep the current paper as a comprehensive survey, the key examples for the pick-and-place subtasks 

drawn from the literature are listed in Table 2.  

Finn et al. [76] developed an IRL algorithm that could be applied to various tasks in different 

environments to learn the policy and reward function. The tasks completed in simulation included peg 

insertion in a hole to a depth of 0.1m. The robotic model could complete this task with high precision 

after training with ~30 examples. Of the real robotic tasks completed, the task of placing dishes in a 

rack was the closest task completed to pick in place. After 25-30 samples of human teaching, the dish 

placement action could be completed with perfect accuracy. This manuscript gives an excellent 

indication of the power of IRL, however, to apply this algorithm to the full pick-and-place action 

sequence, further extension is required to include the pose estimation step for “picking”.  

Kalashnikov et al. [75] developed a custom Q-learning approach focused on generalizability and 

scalability for unfamiliar environments. The task required the picking of random objects from a dense 

clutter and raising the object above the clutter. The training was online to incorporate real-world physics 

and all properties which were unmodeled in the physics simulation. To apply this algorithm to the full 

pick-and-place action sequence, the research requires additional task programming to include precision 

placement.  

Wu et al. [77] designed a custom robot which implements a 3 finger gripper to pick objects out of a 

cluttered containing 2-30 cluttered objects. The study proved that attention improved the picking action 

in cluttered scenes by ~20% and implementing a 2-finger gripper improved object selection by ~45%. 

To apply this algorithm to the full pick-and-place action sequence, the research requires additional task 

programming to include precision placement. 

Deng et al. [78] designed a custom robotic hand to be used for picking objects out of a cluttered scene 

using a series of fingers and a suction rod. The mode of selection allowed for a simple convolutional 

NN structure to be used for selecting ideal locations for grasp. The grasp failure occurred if 3 

consecutive grasp attempts were not completed sequentially. Low-test accuracy limits this approach for 

real world application.  
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Beltran-Hernandez et al. [79] performed the task of picking simple geometry items in simulation 

training (cylinder, cube, and sphere). Accuracy for simulation testing on random objects in simulation 

(duck, nut, mechanical part) was high, especially considering the major differences between the trained 

models and the test samples. The approach was model based, so it could be easily extended to 

incorporating high precision placement.   

Berscheid et al. [80] completed the task of manipulating and picking a variety of objects in a cluttered 

scene by using Q-Learning. Results indicate high picking effectiveness and generalizability. Training 

was completed online, without the use of a simulation model. The task definition did not include 

placement, but the picking action included a high level of difficulty.  To apply this algorithm to the full 

pick-and-place action sequence, the research requires additional task programming to include precision 

placement. 

Kim et al. [81], complete the task of picking up unknown targe objects in a highly cluttered scene by 

using disentanglement of image input. The goal of this approach was to reduce the computational 

difficulty of performing a pick action compared to value-based approaches. A key contribution of this 

paper is showing the value in creating a low dimensional state representation of the target object with 

the use of autoencoders. Additionally, this paper investigated the value of implementing 

disentanglement to allow simple scene recognition to guide behavior. The disentanglement approaches 

in focus include attention, separation of internal (robot) and external (scene) information, and 

separation of position and appearance in the scene.   

Many other papers exist, which can be applicable for subtasks of pick and place, however most of them 

could not be easily extended to the entire operation. For more samples of individual grasping techniques 

for the pick action, it would be helpful to review [12].  
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Table 2: Robotic Pick and Place Subtasks. 

Paper 

Policy 

Optimization 

Pose 

Estimation 

Sim Package Success Rate Strengths (S) and Weaknesses (W) 

Finn et al., 

2016 [25] 

Combined relative entropy IRL 

and path integral IRL with 

sampling using policy 

optimization 

Algorithm did not incorporate 

the picking operation so pose 

selection was not required 

MuJoCo  
Robotic Testing: 

Placement: 1 

S: Perfect placement accuracy 

W: Technique did not incorporate 

picking action. Online training samples 

are required  

Kalashnikov et 

al., 2018 [12] 

QT-Opt, a modified Q-learning 

algorithm that implemented off-

policy training and on-policy 

fine-tuning  

Data-driven approach. Strategy 

implemented dynamic closed 

loop control with RL to solve 

the grasping task.  

Bullet Physics 

Simulator  

Robotic Testing: 

Picking: 0.96 (with 

object shifting) 

S: High picking accuracy in a cluttered 

environment with unknown objects 

W: Time-consuming online training 

required  

Wu et al., 2019 

[75] 
Pixel attentive PPO 

Data driven approach which 

learned optimal grasps through 

trial and error. Pixel attentive 

method cropped image to focus 

on local region containing ideal 

grasp candidates 

Pybullet 

Simulation and Robotic 

Testing: 0.911–0.967. 

Accuracy changed 

based on the density of 

the clutter  

S: Excellent alignment between 

simulation and real enviroments. Useful 

data presented which compared camera 

orientation and grasp accuracy 

W:Three finger gripper may contribute 

to high picking success rate. Most 

standard grippers are planar (2 fingers) 

Deng et al., 

2019 [76] 

Deep Q-Network (DQN) 

implemented to select actions 

based on affordance map 

Data driven model-free 

approach in which lifting point 

candidates were selected based 

on affordance map showing 

“hot spots” or ideal grasp 

V-REP  
Robotic Testing: 

Picking: ~0.71 

S: Novel robotic arm design effective for 

selection of randomly oriented objects in 

a clutter. 

W: Picking operation success rate was 

only 11% better then random grasp 

actions (very poor) 
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candidate locations in the 

RGBD image.  

Beltran-

Hernandez et 

al., 2019 [23] 

Guided policy search, with 

image input and grasp pose as 

output.  

Model-based approach. The 

agent was trained on basic 

shapes and then tested on 

complex geometries 

Gazebo (ODE 

Base) 

Simulation Testing: 

Picking: 0.8–1 

S: Approach shows significant 

controbution to the space by showing 

effectiveness of using model based 

techniques for grasping unfamiliar 

objects 

W: No online testing to validate 

simulation accuracy 

Berscheid et 

al., 2019 [24] 

Modified Q-learning. Upper 

confidence bound for off-policy 

exploration.  

Model-free approach which 

implemented NN to generate 

action values  

Online Testing. 

25,000 grasps 

trained in 100 h  

Robotic Testing: 

Picking: 0.92 (with 

object shifting) 

S: High picking accuracy and good 

recognition of required shifts 

W: Time-consuming online training 

required  

Kim et al., 

2020 [77] 

A2C with state representation 

learning (SLR). Involves 

learning a compressed state 

representation 

Data driven approach which 

implemented raw image 

disentanglement  

Pybullet 
Simulation Testing: 

Picking: 0.72 

S: Computationally affordable grasping 

action 

W: Low picking accuracy. No online 

testing to validate simulation accuracy 
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2.9.3 Summary  

The literature discussed above shows that significant progress has been made towards developing a RL 

approach which can be applied to robotics, however there are several issues with each approach. 

Additional research is required for validating simulations, reducing the loss in accuracy from crossing 

the reality gap, reducing the amount of human intervention, and training the positional feature extractor.   

 Only 40% of the literature analyzed above includes results for online testing. Most of the research only 

included data on testing the models in simulation, wherein the dynamics are completely dependent on 

accurate modeling. To validate that the various methods are accurate and implementable in real life, 

further testing is required.  

Of the manuscripts analyzed, several had robotic testing accuracies which were significantly lower than 

simulated accuracies [34], [70]. Deviation between simulated and testing accuracies indicate that issues 

on bridging the reality gap require further investigation. As previously noted, training robotic agents 

online requires extensive time and equipment availability [41]. For RL to be applicable for robotic pick-

and-place, simulations must be developed which can be accurately transfer to the real world.  

The approaches which achieved robotic test accuracies high enough to be considered for application in 

industry, such as [66], [72] required extensive human intervention. Task decomposition significantly 

speeds up learning and improves overall accuracy, however this method requires human intervention. 

The research must be extended to include methods for automatic task decomposition, or to develop 

strategies for task decomposition which do not require significant effort.   

Of the strategies listed, most implemented vector based positional inputs. For these problems, the agent 

is given positional coordinates for the target positions rather then images, which significantly reduces 

problem complexity. Of the strategies listed which implemented images, Yolo, or similar pre-weighted 

networks were used to extract positional information. For the application for robotics to RL, image-

based control must be further trained and tested.  
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Chapter 3: The Simulation Study 

3.1 Introduction  

The section below presents the simulation environments developed, the codebases applied, and the 

hyperparameter tuning framework implemented to solve the robotic RL problem. Additionally, the 

methodology behind the custom Semi-Supervised RL approach is reviewed in detail.  

Some parts of the thesis are published in the journal: A. Lobbezoo, Y. Qian, and HJ. Kwon, 

"Reinforcement Learning for Pick and Place Operations in Robotics: A Survey." Robotics 2021, 10, 

105. https://doi.org/10.3390/robotics10030105 

3.2 Gym – The Learning Framework 

Gym is a standard API, designed by OpenAI Inc., which was created to serve as a template for solving 

RL problems. The Gym [78] toolkit provides open-source environments for developing and comparing 

reinforcement learning algorithms (A2C, PPO, etc) and testing these algorithms for various tasks 

(cartpole, pendulum, etc). Gym enables the implementation of several physics engines, including 

Pybullet, DART and MuJoCo. Examples of research which has implemented Gym for simulations of 

robotic reach, grasping, and/or pick and place include: [67], [68], [70]–[72].  

3.2.1 Learning Methodology 

Gym API has many functions which have been developed to enable efficient communication between 

the RL algorithm and the simulated environment. The methodology for implementing Gym can be seen 

in detail in Appendix A. At its foundation, Gym follows the MDP learning cycle depicted in Figure 6. 

The primary difference between the Gym framework and the standard MDP is that Gym returns a 

Boolean describing whether the target position is reached, along with the state and reward information 

after each step.  

The Gym based learning process is broken down into a series of episodes. The episodes are limited to 

50-100 timesteps, to ensure that the agent focuses its exploration in the vicinity of the target. Each 

timestep in the environment, the agent can move for 1/240s in the simulation. For the robotic RL 

framework, each episode begins with the agent initialized in a standardized home position (Appendix 

A, Figure 36), with the target object initialized in front of the agent with a random position. The agent 

must learn to relate the input state information from the environment to the ideal action command based 
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on the episodic learning cycles. If the task is completed before the maximum number of steps is reached, 

the episode is terminated early, and the reward per episode is improved. 

The goal of the gym framework for this project, is to enable the robotic agent to learn an action plan 

and an optimal robotic end-effector motion path for various tasks.  The agent must learn to relate the 

input state information from the environment to the ideal action commands for a series of timesteps. 

For the pick-and-place task, the agent must learn the following action series. The agent must learn to 

follow a short path to the target object, to actuate the gripper to grasp the target block, to follow a path 

to lift the end-effector and the target block above the placement block level and to transport the target 

block to the target position. The short paths the agent follows for each trajectory are often based on the 

difference between the end effector and the target position, multiplied by some gain to speed up the 

action per step.  The robotic agent must learn to execute these paths quickly to maximize reward, while 

not colliding with the target block.  

The RL learning framework is designed this way, so the agent can learn to perform any task, provided 

the proper inputs. For example, a task which the RL agent could learn in the future, would be to tighten 

a bolt. For this problem, the RL agent could be provided with the state information (location and 

orientation of the bolt, nut, and EE). Through exploration in the environment and by learning how to 

relate the state information to rewards, the agent could learn how to thread the nut onto the bolt. 

The key difference between this framework and existing traditional control approaches, is that the RL 

agent only requires human input for determining goal states. The RL agent does not require human 

support for action sequence planning or motion path creation, which makes this implementation very 

generalizable.  

3.2.2 Physics Engine 

The three environments which are commonly used for robotic representations are Gazebo, Pybullet and 

Gazebo. Renders from the three environments can be viewed in Figure 8. Each environment requires a 

physics engine for simulating gravity, friction, and dynamics. Of the packages listed, each comes with 

strengths and weaknesses. 

Gazebo [79] is a highly functional package which is designed to interact with Robot Operating System 

(ROS). Gazebo is useful when creating a model to serve as a digital twin to a real-world robotic agent, 

and to preview path plans and tasks. As shown in Appendix B, Figure 37, the Gazebo-ODE environment 
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renders realistically, and the kinetic sensor produces a clear image. Since Gazebo works over ROS, the 

Gazebo control communication can be developed to perfectly replicate the real-world robot. Gazebo 

allows for the integration of various physics engines (ODE, Bullet, and DART). Traditionally Gazebo 

implements ODE [79]. A few examples of research which has implemented Gazebo for physics 

simulations of robotic reach, grasp and/or pick-and-place include: [11], [16], [23]. 

The main difficulty implementing Gazebo for simulating the physics environment, is that it requires 

the integration of custom controllers, camera nodes, and URDF robotic agents inside the Linux-Ubuntu 

ROS interface. While running the Gazebo environment, it was noticed that compared to MuJoCo and 

Pybullet, Gazebo was computationally expensive, and it required a significant portion of GPU usage to 

render the environment. During RL training, several robotic arms must be rendered in parallel to speed 

up exploration, which would cause significant lag on the GPU. GPU usage should be preserved for 

network updates during backpropagation, so Gazebo was ruled out.  

MuJoCo is an intensive physics engine with the highest solver stability, consistency of results, accuracy 

of calculations, and energy conservation during actions compared to other physics environments [80]. 

The physics engine at the backbone of simulation packages has a large influence on the effectiveness 

of the environment, so MuJoCo’s success here is crucial. Examples of research which has implemented 

MuJoCo for physics simulations of robotic reach, grasp and/or pick-and-place include: [8], [34], [65], 

[67], [68], [70]–[72].  

Unlike Pybullet or ODE, MuJoCo does not accept regular URDF robotic files, but instead requires 

modification and compilation into a native MJCF robotic definition. MuJoCo’s usage was limited to 

users with purchased licenses until October 18, 2021[81], when Deepmind Acquired MuJoCo and 

opensourced it for the RL community.  Due to the licensing issues (until recently), difficulties with 

implementation, and the poor community supporting the MuJoCo environment, MuJoCo was not 

implemented for this project.  

PyBullet [82] is a python-based environment, designed for rapid prototyping and testing of real-time 

physics. This environment is based on the python Bullet Physics engine [93]. PyBullet does not have 

pre-built ROS communication;, however, custom ROS nodes can be written to allow for ROS 

integration. The package is simple to modify and has excellent documentation. Examples of researchers 

that have implemented PyBullet for physics simulations of robotic reach, grasp, and/or pick-and-place 

include: [66], [73], [75], [77].  
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Due to the ease of modification and implementation of the PyBullet environment, and simplicity of 

parallelization for training [82], PyBullet was selected as the primary environment for training the RL 

agent. The base PyBullet panda model implemented for this project was cloned from the Github 

repository created by Gallouedec, et al. [83], and modified to suit the tasks for which this RL algorithm 

was tested.  

3.3 Custom PyBullet Tasks 

To make custom PyBullet environments, several interacting PyBullet classes had to be modified. The 

details on how each class had to be modified for the custom tasks are explained in Appendix C. The 

main modifications of the base environment included the addition of depth image rendering, reward 

shaping, target object block instantiation (for pick-and-place), episodic termination, and modifications 

to friction coefficients and maximum joint forces.  

The three custom tasks created for testing the RL robotic system are panda-reach, panda-grasp, and 

panda-pick-and-place. The task environments can be viewed in Figure 8. For each task, end effector-

based control strategies with pre-built IK packages were implemented. Joint base control was 

considered; however the goal of this project was to learn high-level task planning strategies, so to reduce 

the difficulty in training, end effector-based control was applied.  

For the panda-reach problem, the agent must learn to provide XYZ input action commands to the 

robotic arm. The reach target object is stationary and penetrable, so the gripper cannot cause changes 

MuJoCo Gazebo OpenAI 

Gym 
Figure 8: Simulation environments 
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in the target object position. The task ends when the center of the end effector is located within 1mm 

of the center of the target object.  

The panda grasp problem requires that the agent actuates the end effector coordinates and the gripper 

width. The reach target object is not stationary and is impenetrable, so any collisions between the end 

effector and the target block will cause the block to move and/or slide off the table. The task ends when 

the center of the end effector is located within 1mm of the center of the target object with the gripper 

open.  

Like the grasp problem, the panda-pick-and-place problem requires the agent to actuate the end effector 

coordinates and the gripper width, without colliding with the target object or the placement block. The 

task is completed when the panda grasps the target object, lifts it up, and places the target at rest on top 

of the target block. The mass of the placement block was increased to 50kg, so that the agent would not 

push the target block off the table during exploration.  

3.4 Reward Structure 

As discussed in Section 2.6, reward shaping plays a critical role in solving the RL problem. The two 

variations on rewards implemented for this project are dense (heterogeneous) and sparse 

(homogeneous).  

Closed gripper, EE Open gripper (gripper width W), end 

effector control [x,y,z, W] Target object is 

dynamic and impenetrable  

Closed gripper, end effector 

control [x,y,z] Target stationary 

and penetrable  

Open gripper (gripper width W), end 

effector control [x,y,z, W] Target object is 

dynamic and impenetrable. Placement 

block on right 

Figure 9: Various panda environment configurations 
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With the standard sparse reward scheme, the agent receives a reward of -1 for all states except the final 

placement state. The agent has difficulty solving complex RL problems with this reward scheme due 

to the Monte-Carlo (random) nature of this approach. For example, the pick-and-place task requires the 

agent to pick up the target block, transport the block, and release the block at the correct location. This 

sequence of actions is not realistic for a random search, as the agent may never learn to solve the 

problem.  

For such a complex task, the agent requires a reward function with a dense reward structure. A common 

dense reward function implemented for RL, is the heterogeneous reinforcement function [51]. In this 

approach, the reward improves as the agent executes the task correctly. With the incremental reward 

implementations for reach and grasp, the reward increases proportionally to the distance between the 

gripper and the target block. For the pick-and-place task, the reward is further increased as the target 

block is lifted, and the distance between the target block and the placement position is decreased.  

 

The difference between the sparse and dense reward functions can be seen in Figure 10. As shown, the 

rewards for both functions are usually negative. The only positive reward which the agent receives is 

provided in the final state in which the task is terminated. For the reach, grasp, and pick-and-place task 

several steps are required, so the cumulative reward over each episode will be negative.  

For this project, both dense and sparse rewards are explored for the vector-based reach and grasp tasks. 

Due to the complexity of pick-and-place and image-based reach and grasp tasks, only sparse rewards 

are implemented.  

Figure 10: Sparse (left) vs dense (right) reward shaping 
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3.5 Positional Inputs 

Two forms of RL can be tested with the custom Gym environment: vector-based position feedback or 

image-based position feedback. Most papers published on the topic implement vector-based position 

feedback, where the agent is fed the state position of the gripper (x, y, z, Vx, Vy, Vz, pitch, roll, yaw, 

etc) and the target object/objects (x, y, z, Vx, Vy, Vz, pitch, roll, yaw, etc).  

The issue with this type of problem is that the agent is essentially “cheating” as it knows the target 

position of the object, which in the real world would require some form of measurement or calculation. 

The alternative to the vector-based positional feedback task is a task with an image input. The image-

based task requires the RL agent to train a CNN feature extractor to return valuable positional 

information from a compressed image.   

The feedback given to the robotic agent during training significantly affects problem difficulty. The 

difference between the vector-based and image-based positional feedback problems are reviewed 

below.   

3.5.1 Vector-based Tasks 

For the panda-reach problem, the agent is provided the end effector and target XYZ coordinates after 

each step. The agent must learn to provide ∆x∆y∆z input action commands to the robot. The short 6-

value input vector and 3-value output action command is relatively simple for any RL agent to learn.  

Like the reach problem, the agent in the panda-grasp problem is provided the end effector coordinate, 

and the target coordinates. Additionally, the agent receives the gripper width, gripper orientation, target 

orientation, and target velocity. The difficulty of the grasp problem is significantly higher than reach, 

as the agent must learn the relationship between the 13-value input vector, 4-value output action 

command, and the reward. The agent must learn to approach the block by following specific paths 

which requires extensive exploration and training.  

Like the grasp problem, panda-pick-and-place requires the agent to actuate the end effector coordinates 

and the gripper width. The agent is provided the same values about the end effector and target as well 

as the coordinates and orientation of the placement block. The difficulty of the pick-and-place problem 

is significantly higher than both reach and grasp, as the agent must learn the relationship between the 

19-value input vector, 4-value output action command, and the reward.  The agent must learn a similar 
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approach strategy as for the panda-grasp task, while also learning grasp, lift and transportation action 

sequences.  

3.5.2 Image-based Tasks 

As an alternative to the vector-based task, image-based feedback can be implemented to make the 

problem realistic for real world applications. The image-based approach to solving this problem 

involves feeding the agent an image of the environment, then allowing the agent to learn the relationship 

between images, actions, and rewards directly.   

The image-based approach can be implemented without creating a new environment, by applying a 

custom gym wrapper which modifies the state feedback. Each time the step and reset methods are called 

in the gym environment, the custom wrapper renders depth and RBG images. The RBG image is 

compressed to greyscale to reduce the size of the file and combined with the depth image to form a 

100x100x2-channel image for training. The images implemented for training are rendered from a front 

Figure 11: Image-based feature extraction 
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view to improve training performance. The pipeline for rendering, compressing, and feeding into the 

CNN can be seen in Figure 11. Samples of images fed into the network can be viewed in Figure 12.  

 

3.5.3 Combined Image and Vector-based Tasks 

For the semi-supervised approach (3.7) a combined image and vector-based solution was tested. In this 

approach, the compressed image rendered from the environment is combined with the end effector 

position vector calculated with forward kinematics. The combination approach is intuitive, since the 

more information fed into the network about robotic state, the less information the feature extractor 

must learn from the image.  

3.6 The RL Training Codebase 

RL codebases are notoriously difficult to code from scratch; however, there is a strong open-source 

machine learning community. To implement RL for robotics, the efficient approach involved 

leveraging and modifying existing codebases. The section below summarizes the investigated 

codebases, and the hyperparameter tuning framework applied to improve training.  For this project, the 

primary codebases implemented include Stable-Baselines3 (SB3), Optuna, and PytorchCV.  

3.6.1 Stable Baselines3 

The primary RL codebase implemented for this project was SB3. Custom PPO and DDPG algorithms 

were written and tested; however, this code underperformed compared to benchmark SB3 algorithms 

which have been optimized for performance.   

SB3 was selected as the primary codebase for testing PPO and SAC, because it was easily modified to 

accommodate the custom Panda environment, and had pre-built parallelization, visualization, and GPU 

Figure 12: Greyscale combined with depth image 
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integration features. Additionally, SB3 had excellent supporting documentation, many functioning 

examples, and is built on PyTorch.  

Table 3 compares the primary open-source codebases implemented by the RL community. The table 

clearly indicates that SB3 has a slight advantage over RLlib due to the additional tutorials, pretrained 

models, and PyTorch backbone.  

Table 3: Comparison of RL Codebases [84] 

 SB3 RLlib Tianshou 

Backbone PyTorch PyTorch/TF PyTorch 
Documentation Excellent Excellent Good 

Tutorials and Examples Excellent Good Poor 
Last Commit <1 week <1 week <2 weeks 

Pretrained Models Yes No No 

3.6.2 Optuna 

All ML methods rely on a series of hyperparameters to be set to allow for accurate results and fast 

convergence. For all ML problems, network hyperparameters, such as number of epochs, batch size, 

choice of activation function, network hidden layers and width, learning rate, and optimization 

algorithm, all play a role in determining update speed, stability, and convergence.  

Due to the complex nature of RL and robotic control, hyperparameter tuning is critical. RL problems 

have a range of additional hyperparameters not required for supervised or unsupervised learning, such 

as number of steps (time between updates), gamma (discount factor), entropy coefficient (confidence 

parameter, encourages exploration), and many other method dependent hyperparameters.  

For RL problems, on average there are 8 hyperparameters each with a minimum of 6 values. With this 

many parameters, grid or random search are unreasonable. Grid search would require ~1.7 million 

hyperparameter combinations; random search, although more sample efficient grid search, would not 

guarantee optimality. 

An alternative to these traditional searches is to implement an intelligent search to ensure the entire 

range of hyperparameters is surveyed and the optimal solution is found. Optuna is one of the leading 

packages for intelligent hyperparameter tuning. Optuna is compatible with the current machine learning 

libraries including scikit-learn, PyTorch, Tensorflow, Keras and others [85], [86]. For this research, 

Optuna was implemented due to its usability, and compatibility with SB3.  
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3.6.2.1 Optuna Search 

Optuna implements complex methods for improving training. Examples include the Tree-structured 

Parzen Estimator search algorithm and the median pruning strategy.  

The search algorithm implemented for this project is the pre-built Gaussian-Process-based Tree-

Structured Parzen Estimator (TSPE). This algorithm initially randomly samples hyperparameter 

combinations to explore the space of hyperparameters. After the boundaries of the space are explored, 

the model creates a probability distribution to represent the probability for each hyperparameter given 

an objective score. Hyperparameters are selected based on which values are expected to return the 

highest expected objective score [87].  

The pruning strategy involves checking the progression of the optimizer to allow for early termination 

if unsatisfactory results are achieved from a particular combination of hyperparameters.  Pruning 

samples reduces the number of timesteps wasted on poor-performing hyperparameter combinations. 

The median tuner was implemented for this problem. This pruner exits trials if the intermediate results 

perform worse than the results of the median of the other trials at the corresponding timestep. The 

pruner was set to prune after 1/3 of the steps were completed for each hyperparameter trial.  

3.6.2.2 Implementation 

The process of creating an Optuna study involves developing an objective function, then iterating 

through different trials (combinations of parameters) until the optimal hyperparameters are found. For 

the panda robot, the objective function contained the “reward” metric which was to be maximized while 

training [85], [86]. The two types of hyperparameters which affected the reward metric during the 

hyperparameter search were the algorithm and network parameters.  

One of the primary factors which affected policy training was the algorithm hyperparameters. The 

training of both PPO and SAC were improved by modifying the learning rate, entropy, batch size, 

activation function, number of episodes, and gamma. Additionally, each algorithm had its own 

hyperparameters which affected training. PPO specific hyperparameters included max gradient norm 

and value function coefficients. TD3 hyperparameters included gradient steps and action noise.  

The other major factor which affected policy training was the network parameters. The network 

parameters had to be changed based on problem complexity, positional input, etc. During exploration, 
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network parameters were improved by modifying the number of layers, neurons, convolutions, and so 

on.[88], [89].  

3.6.2.3 Optuna Outputs 

After each Optuna trial is completed, the results of the trial can be viewed in the Parallel Coordinate 

Plot (PCP) and the Hyperparameter Importance Plot (HIP). PCPs are implemented as a tool for 

comparing hyperparameters, to learn how specific hyperparameter ranges affect training accuracy. 

Alternatively, HIPs are implemented to determine which hyperparameters cause the most significant 

impact on training results. Figure 13 depicts example PCP and HIP plots from an Optuna trial.  

Each line on the PCP must be understood as a trial completed during hyperparameter tuning. The first 

column on the PCP, objective value, indicates the average cumulative reward experienced in the test 

environment for the policy after 100,000 training time steps. Higher objective values indicate better 

performance for a particular combination of hyperparameters.   

All columns to the right of objective value represent specific hyperparameters which have been tuned. 

Each hyperparameter has a range which is explored during the trial. Some ranges are integers (i.e. 

number of epochs), some are floats (gamma, learning rate, etc.) and some are integers representing 

powers (batch size ranges from 128 (27) to 512 (29)).   

Figure 13: Example Parallel Coordinate Plot (PCP) and Hyperparameter Importance Plot (HIP) 

from the training of PPO for vector-based panda-grasp with dense rewards 

The PCP is a useful tool when comparing the performance of specific ranges of hyperparameters, and 

the relationships between hyperparameters. From the PCP shown in Figure 13, it is clear that GAE 
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Lambda in the range of 0.8-0.9 with Gamma values in the range of 0.9-0.95 and Learning Rates in the 

range of 0.001-0.005 perform best. Additionally, the PCP indicates that 3 environments solving in 

parallel perform better than 4.  

For some trials, the relationship between the objective value and specific hyperparameters shown in the 

PCP are not clear. For such cases, the HIP should be implemented to determine if the hyperparameters 

of concern have a significant impact on training. Hyperparameters with little impact on training can be 

fixed once a realistic value for the hyperparameter is found from literature or from hyperparameter 

tuning. The results section (Chapter 5) presents PCPs and not HIPs, since values which have little effect 

on training performance are removed during early rounds of hyperparameter tuning.  

3.7 Semi Supervised RL 

One of the major difficulties with RL is the inadequate performance which traditionally results from 

tasks with image-based feedback. One of the major issues with image-based RL is the extensive training 

time required for the CNN feature extractor, and the inadequate performance with results after CNN 

feature extraction training. 

The CNN network implemented for the image-based tasks is a shallow 3-layer network, similar to the 

networks tested by Mnih et al. [90], [91] for deep Q-network training. Shallow networks are 

traditionally implemented for image-based tasks due to the design of the RL network updates. In RL, 

the agent must learn to implement the reward signal to tune the Feed Forward Neural Network (FFNN) 

policy which relates states and actions. For image-based tasks, the reward signal is also implemented 

to update the weightings of the CNN feature extractor which extracts a vector of states from a BW/D 

image. Implementing the same reward signal to train the FFNN and CNN in series is an intensive task.  

For deep networks with high accuracy in classification challenges (SqueezeNet, DenseNet, ResNet, 

etc.), large amounts of training data are required. Training networks with hundreds of thousands of 

nodes is not a realistic task for any existing RL algorithms as it would require the FFNN to be tuned in 

series. The CNN would not have deterministic classes or vector positions to learn from, but rather 

would be updated based on the backpropagation error beginning at the FFNN.  

To improve the process of extracting vectors of positional information from a CNN network, a novel 

method Semi-Supervised Feature Extractor Based Reinforcement Learning was tested for this problem. 

This method involved pre-training a highly optimized network (SqueezeNet) to extract positional 
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information from the image, before training the RL task-specific policy. The theory with this approach 

is that the network can be pre-trained to extract positional information from the image. After the 

network is trained, the layers can be frozen, so no network updates are required during PPO or SAC 

policy training. 

Pre-training the position vector extractor is relatively simple. Target blocks are placed in the 

environment at random positions. BW/D images are captured and stored, in parallel with the vector 

positions. The network is trained based on these pre-sampled images and position vectors in a fully 

supervised manner. The process for this training operation can be viewed in Figure 14.  

 

 

Figure 14: Pre-Training DenseNet with input BW/D images and target positional vectors 
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The pre-trained network can be added to the RL algorithm, so that each time an image is sampled during 

RL training, the image is fed through the pre-trained SqueezeNet. The network outputs the target 

position vector (x, y, z), which is then implemented for action selection. The design of the RL learning 

algorithm which implements this method can be seen in Figure 15.  

Two methods for implementing this process can be tested. The pre-trained vector-based policy and the 

vector position extractor (DenseNet) can be trained separately, or the vector position extractor can be 

trained first, then the RL policy can be trained directly from the vectors extracted by DenseNet from 

the sampled images. Due to the time constraints on the project, the first approach has been implemented 

thus far; however, in the future the second approach could be tested as it would lead to a policy which 

accounts for stochastic error in the positional inputs.  

Figure 15: RL policy exploration with a pre-trained feature extractor 
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3.8 Training Limitations  

The Panda robot simulations were run on the lab workstation with a Nvidia RTX 3070 GPU and an 

AMD Ryzen 9 3900 CPU. Some limitations for the hyperparameter tuning included RAM capacity (the 

computer was upgraded from 32Gb-128Gb of RAM), GPU memory (the NVIDIA 3070 has 8 GB of 

storage) and clock time. Maxing out RAM and GPU capacity had major implications for explorations 

and training. Checkpoints were implemented to prevent losses in model training during exploration.  
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Chapter 4: Experiment Design and Robotic Control 

The robot implemented for this project is the Panda Research Robot developed by Franka Emika. The 

Panda robot was purchased as a packaged system which contained the arm, the gripper, the control box, 

communication controller, and a kill switch, which all can be viewed in Figure 16. The Panda system 

was selected for the project, as it is a research tool which allows for quick implementation and testing 

for various control strategies [92]. 

Figure 16: Panda Robot lab setup 

4.1 Panda Robot 

The Panda robot consists of the arm: a kinematic chain with 7 articulated joints, and a gripper end 

effector. Each joint implements high precision encoders and torque sensors which enable the robot to 

have a pose repeatability of 0.1mm and a force resolution of 0.05N.  With a maximum gripping force 

of 140N, the robot can support a payload of 3kg. The arm has a maximum reach of 0.855m [92].  

The Panda was procured alongside the control unit for the device. The control unit is designed as a part 

of the Franka Control Interface (FCI). The FCI is the interface design for controlling the motion of the 

robotic arm from a local workstation via an ethernet connection. The FCI interface allows for bi-

directional communication between the agent and the workstation to communicate positional readings 
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(joint measurements, desired joint goals, external torques, collision information), and commands 

(desired torque, joint position, or velocity, cartesian pose or velocity and task commands). The 

communication framework for the FCI can be viewed in Figure 17.  

 

Figure 17: The FCI Communication framework.  

The FCI allows for 1kH signals to be communicated between the workstation PC and the Panda robot. 

To enable the use of this high frequency signal communication, the Ubuntu workstation requires a real-

time Linux Kernel (5.14.2-rt21).  

4.2 Control Interfaces 

The FCI allows for two forms of control: Franka World and Robot Operating System (ROS) [93]. 

Franka World is a proprietary pre-built control interface, while ROS is an open-source software library 

that allows for customizable control communication.  

The Franka World UX includes software packages and modules which can be easily applied to the 

robot. The Franka World interface can be viewed in Figure 18. The Franka World modules can be 

procured to allow for basic operations with the Franka robot. The high cost and limitations with the 

Franka World interface make it inapplicable for this project.   
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Figure 18: Franka World UX for Package Selection 

ROS is the open-source alternative to Franka World. ROS is a set of software libraries and pre-built 

packages which can be applied for integrating advanced control software with real world robotic 

hardware. Details on the Panda ROS interface (Franka-ROS) and the high-level ROS based motion 

planner (MoveIt) are discussed in detail in Section 4.3.  

4.3 Advanced Robotic Control 

The control interface implemented for the Panda is Franka-ROS. Franka-ROS is a package which 

communicates with the FCI via libfranka, a pre-built C++ network communication package.  

Libfranka can be used for basic non-real-time and real-time functions such as setting controller 

parameters, processing feedback signals, reading robot states, generating motion paths, and sending 

torque commands. Libfranka is a useful low-level tool; however, applying libfranka directly requires 

the user to write custom 1kHz control loops with error catching, joint limit monitoring, and collision 

behavior setting.  

Due to the limited pre-built functionality of libfranka, Franka-ROS was implemented to wrap the 

environment and integrate advanced ROS features (Figure 17). Details on the implementation of 

Franka-ROS, and specifics on the integration of MoveIt, the visualization and path planning package, 

are reviewed in the section below.  



 

55 

4.3.1 Franka-ROS 

ROS is an open-source customizable OS that allows for the integration of low-level controllers and 

sensors with higher-level information processors and action planners.  ROS is designed based on a 

graph network wherein individual packages (nodes) communicate information (messages) over 

channels (topics), to allow for high-level control [94].  

The ROS package implemented for this project is Franka-ROS. The Franka-ROS package was pre-built 

by Franka Emika to allow for the integration of the Panda into the ROS ecosystem. Franka-ROS 

contains description (franka_description), hardware and control (franka_hw, franka_control), Gazebo 

(franka_gazebo), and visualization (franka_visualization) packages. The relationships between the 

Franka-ROS control packages are shown in Error! Reference source not found..  

The Franka description contains the Unified Robot Description Format (URDF) files, and the  

Figure 19: Franka ROS Control [29] 
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visualization meshes required to instantiate and visualize the Panda. The URDF file contains the list of 

links, joints, connections, etc., required to represent the robotic arm. This list contains all the values 

required for creating the DH-table for the Panda. The URDF file implemented here is the same as 

implemented in PyBullet for creating the simulated robot.  

The Franka hardware and Franka control packages serve as a bridge between the libfranka API and the 

ROS system. Specifically, the Franka hardware package contains the abstraction of the hardware for 

ROS, and the Franka control package creates a hardware node which specifies the control parameters 

(PID values, constraints, etc) for the Panda.  

Franka Gazebo is a package which allows for the instantiation of a Gazebo model for the robot for 

testing various control schemes and learning approaches. As discussed in 3.2.2, Gazebo was tested, and 

ruled out as a primary environment for simulating the Panda. 

Franka visualization is a useful package which can be implemented to create a UI for interacting with 

the Panda. The package can be used to render a digital twin of the Panda using RViz. The digital twin 

RViz positions are set based on current positional readouts from the Panda (simulated Gazebo or real-

world) as shown in Figure 20.  

The Franka-ROS package allows for the integration of the FCI into the ROS environment. Once inside 

the ROS environment, other ROS packages such as MoveIt may be applied. 

 

Figure 20: RVis digital twin of the Real (left) and Simulated (Gazebo) Panda (right) 
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4.3.2 MoveIt 

MoveIt is an open-source library designed for implementing advanced motion planning, kinematics, 

control, and navigation strategies [95]. MoveIt has some prebuilt functions for the Franka robot, which 

allows for integration with RViz and the Franka ROS control package.  

The Moveit control interface is more advanced than most other planners, as it incorporates a collision 

detection pipeline prior to allowing action execution. The ROS node graph describing the 

communication between the MoveIt action server, and the Franka-ROS controller can be viewed in 

Figure 39 (Appendix D).  

4.4 Control Implementation 

The framework for controlling the Panda robot can be seen in Figure 21. The explanation for the control 

cycle is as follows. The panda sends the joint state information over a ROS node to PyBullet. PyBullet 

receives the joint information and instantiates the simulated Panda in the associated position. After the 

PyBullet environment is created, the Panda state information is fed into the RL agent, and the agent 

outputs an action command (x,y,z). The joint states required to follow the particular action command 

are calculated inside of PyBullet with the use of the inverse kinematic package (Samuel Buss Inverse 

Kinematics Library) [96]. After the joint trajectories are calculated, the action is executed in the 

PyBullet environment, and the joint positions are published to the MoveIt framework. MoveIt accepts 

the joint positions and executes the action after checking the safety of the action with the collision 

detection pipeline. Once the action is completed in the real world, and the position of the end effector 

is inside of the accuracy threshold, the process repeats.   

The agent iteratively steps through this control cycle, until the task is completed in the simulated world. 

The control cycle is simple; however, due to the iterative nature of the cycle, the real-world motion is 

incremental.  

Future implementations may involve completing the entire action sequence in simulation, then feeding 

the full action sequence into the MoveIt package. For now, the iterative approach is applied since it 

allows for consistent monitoring during action execution.   
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Figure 21: Control Communication Interface 
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Chapter 5: Results and Discussion  

5.1 Simulation Results 

The section below presents the simulation analysis completed for training the robotic agent. Parallel 

coordinate plots were implemented as a tool for hyperparameter tuning and are shown for each 

environment. After tuning, convergence plots were implemented to depict the success of each tuned 

model. 

Task complexity had a major impact on network design and hyperparameter values. A range of 

hyperparameter combinations could be found quickly for the simple vector-based reach and grasp tasks. 

For complex tasks such as pick-and-place or for problems with image-based positional feedback, 

extensive tuning (200+ trials) was required.  

A top-down approach was implemented for solving the various RL problems. Vector-based RL training 

was completed first, which compared PPO and SAC models for reach, grasp, and pick-and-place. For 

the vector-based problems, sparce and dense reward models were tested. After the relatively simple 

vector-based problems were completed, PPO and SAC models were tested for image-based grasp and 

reach problems. The results for the image-based implementation drove the development of a novel 

Semi-Supervised RL method.  

5.1.1 Vector-Based RL 

The first RL problem explored for this project was vector-based policy training. For this type of 

problem, image-based feature extractors were not required, and inputs to the network included all 

necessary positional coordinates.  

5.1.1.1 Panda Reach and Panda Grasp with Dense Rewards 

This section reviews the results for the Panda reach and grasp tasks with dense reward functions. For 

the reach problem, the Panda agent had to learn the relationship between the reward, the end effector 

XYZ coordinates, and the target XYZ coordinates. Similarly, the Panda grasp agent had to learn the 

relationship between the end effector and the target, while also actuating the gripper. The grasp problem 

was more complex than the reach problem since the end effector had to learn to grasp the target while 

not bumping it off the table.  
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The reward structure for this problem is dense. Every time the agent takes a step in a direction, the 

reward is increased or decreased based on the relative distance between the end effector and the target. 

The difference between dense and sparce rewards were discussed in detail in Section 3.4. 

 

  

 

Figure 22: Left: PCP for PPO Panda-grasp with dense rewards. Right: PCP for SAC Panda-

grasp with dense rewards 

Figure 23: Left: PPO Panda-reach with dense rewards. Right: SAC Panda-reach with dense 

rewards 
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Several sets of hyperparameter studies were completed for these tasks. The reach task was relatively 

simple to solve and required minimal hyperparameter tuning. The grasp task had higher complexity 

and required several studies.  As could be expected, the grasp hyperparameters performed well when 

applied to the reach task so only the PCP for the grasping task is presented in Figure 22.  

As shown in Figure 23, Panda Reach was trained efficiently for both PPO and SAC. The PPO model 

took 3.9-million-time steps to converge to a reach accuracy greater than -0.75. The SAC model 

converged very quickly, breaking the average reward of -0.75 after only 0.04 million steps. With this 

reward range, both the PPO and SAC agents had a 100% success rate on the task.  

As shown in Figure 24, Panda grasp was trained efficiently for both PPO and SAC. The PPO model 

took 2.0-million-time steps to converge to a reach average accuracy greater than -0.5. The SAC model 

converged very quickly, breaking the average reward of -0.5 after only 0.08 million steps. With these 

rewards PPO was able to successfully complete the task for 89% of the attempts, compared to the SAC 

agent which was able to complete the task for 92% of the attempts.  

Figure 24: Left: PPO Panda-grasp with dense rewards. Right: SAC Panda-grasp with dense 

rewards 
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5.1.1.2 Panda Reach and Panda Grasp with Sparse Rewards  

This section reviews the results for the Panda reach and grasp tasks with sparse reward functions. Like 

the section above (5.1.1.1), this problem required the Panda Reach agent to learn the relationship 

between the reward and the end effector XYZ coordinates, and the target XYZ coordinates. The 

difference between these studies is in the reward scheme.  

Figure 26:  Left: PPO Panda-reach with sparse rewards. Right: SAC Panda-reach with sparse 

rewards 

Figure 25: Left: PCP for PPO Panda-grasp with sparse rewards. Right: PCP for SAC Panda-

grasp with sparse rewards 
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For the sparse reward scheme, the agent received a reward of -1 after each step, unless the agent had 

reached the target position and correctly completed the task. The difference between dense and sparce 

rewards were discussed in detail in Section 3.4.    

Several sets of hyperparameter studies were completed for these tasks (Figure 25). Compared to the 

same tasks with sparse rewards, the networks for these tasks had to be deeper and wider. The grasp 

hyperparameters performed well when applied to the reach task so only one set of hyperparameter 

tuning was required.  

As shown in Figure 26, Panda Reach was trained efficiently for both PPO and SAC. The PPO model 

took 5.6-million-time steps to converge to a reach accuracy greater than -2.75. The SAC model 

converged quickly, breaking the average reward of -1.9 after only 0.16 million steps. With this reward 

range, PPO and SAC agents had 100% success rates. 

As can be seen in Figure 27, Panda grasp was trained efficiently for both PPO and SAC. The PPO 

model took 5.5-million-time steps to converge to a reach average accuracy greater than -2.75. The SAC 

model converged very quickly, breaking the average reward of -3.1 after only 0.14 million steps.  With 

this reward range, the PPO and SAC agents could complete the task with 90% and 95% success rates 

respectively.  

The contrast between sparse and the dense rewards can be understood by comparing this 5.1.1.2 

Section, and Section 5.1.1.1. With sparse reward functions, the agent required approximately twice as 

Figure 27: Left: PPO Panda-grasp with sparse rewards. Right: SAC Panda-grasp with sparse 

rewards 
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many training steps, since additional exploration was required to find the states resulting in more 

positive rewards.  

The agent consistently received a high negative reward with the dense scheme (range of -1.5 to -3), 

because the reward is -1 per step rather than being based on position. For the reach task, both sparse 

and dense rewards schemes resulted in the agent completing the task with a 100% success rate. For the 

grasp task, sparce rewards outperformed the dense rewards by ~2%. These results indicate that for 

problems with minimal difficulty, a simple, sparse, deterministic reward signal is effective. The main 

disadvantage of the sparse rewards scheme is that significant exploration and clock-time are required 

for the policy to obtain convergence.  

For problems with greater complexity (pick-and-place, grasp with image-based feedback, etc.), the final 

reward state may rarely or never be reached with pure Monte-Carlo type exploration. This makes 

reward shaping for these tasks crucial to enable solution convergence. As an alternative to reward 

shaping, work by Wolski et al.[97], and Fang et al.[98], have shown how hindsight experience replay 

(HER) can reduce training time and improve convergence for sparse reward schemes. To simplify the 

problem and maintain focus on learning to solve higher level tasks, only tasks with sparse rewards were 

explored beyond this point.  

5.1.1.3 Panda Pick-and-Place with Dense Rewards 

This section reviews the results for the Panda pick-and-place task with sparse rewards. For the Panda 

pick-and-place problem, the agent had to learn the relationship between the reward and the end effector 

XYZ coordinates, the target XYZ coordinates, and the placement location XYZ position.  

Of all the tasks tested, pick-and-place has the highest complexity. The agent must learn to find the 

object, and grasp, lift, and transport it to the target position. A dense reward function is implemented, 

so there are many sub-optimal solutions for this problem. One sub-optimal solution involves pushing 

the target object towards the target position while keeping the block on the table. This solution increases 

the reward, since the distance between the target object and the target position is decreased; however, 

this solution does not involve grasping and lifting the block to complete the task.  

Several sets of hyperparameter studies were completed for this task. The results from hyperparameter 

tuning can be seen in the PCP’s shown in Figure 28. Due to the problem complexity, the training 
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algorithm required high entropy coefficients and a high action noise to increase the exploration of the 

solution space. Networks with 5-7-layers were required to solve this problem optimally.  

As can be seen in Figure 27, Panda pick-and-place was trained efficiently with both PPO and SAC.  

 

The PPO model took 8.3-million-time steps to converge to a reach reward greater than -7.0 and the 

SAC model took 0.47-million-time steps to converge to a reach reward greater than -7.0. With this 

Figure 28: Left: PCP for PPO Panda pick-and-place with dense rewards. Right: PCP for SAC 

panda pick-and-place with dense rewards 

Figure 29: Left: PPO Panda pick-and-place with dense rewards. Right: SAC Panda pick-and-

place with dense rewards 
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reward range, the PPO and SAC agents could complete the task with 71% and 85% success rates 

respectively. 

Both the SAC and PPO solutions have a rolling reward convergence. The agent first learned the simple 

suboptimal solution of pushing the target block toward the target position, before learning the truly 

optimal solution of lifting the block up to the target position.  

5.1.1.4 Summary 

For the vector-based tasks, given sufficient hyperparameter tuning and reward shaping, both PPO and 

SAC agents were able to effectively learn optimal control policies for reach, grasp, and pick-and-place. 

For relatively simple reach and grasp tasks, sparse and dense rewards performed well. The main 

consequence of using sparse rewards is the extensive hyperparameter tuning required and the increase 

in training time. Due to the task complexity for pick-and-place, the dense reward scheme was 

implemented. After extensive training, the agent was able to complete the task with ~80% accuracy.  

5.1.2 Image-Based RL 

The second RL problem investigated in this project was image-based policy training. For this problem, 

a CNN network was trained to extract positional information from a compressed 100x100x2 channel 

image. The extracted positional information was fed into a Feed Forward Neural Network (FFNN) to 

find the relationships between positions in rewards, in the same manner as the vector-based problems 

discussed in Section 5.1.1. Training the sequential FFNN and CNN is a difficult problem, as it requires 

gradient updates for two networks in series.  

Due to the problem complexity, this approach was only implemented for the Panda-reach and Panda-

grasp tasks. The pick-and-place task will rely on approaches discussed later (5.1.3). The image-based 

training was completed with dense rewards.  
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5.1.2.1 Panda-Reach with Dense Rewards 

This section reviews the results for the Panda reach task with sparse rewards. Due to the problem 

complexity, image-based reach required many hyperparameter tuning studies. The PCPs for the final 

hyperparameter tuning studies run for this problem are shown in Figure 30. For these trials, the learning  

 

rate was low relative to the vector-based problems, since the RL network had many more nodes and 

required many small updates to learn the pixel-reward relationships. Similarly, the agent required a low 

Figure 30: Left: PCP for PPO Panda-reach with dense rewards. Right: PCP for SAC Panda reach 

with dense rewards 

Figure 31: Left: PPO Panda reach with dense rewards. Right: SAC Panda reach with dense 

rewards 
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entropy relative to vector-based problems, as the policy had to consistently and slowly learn the optimal 

policy without drastically modifying weights with each update.  

As can be seen in Figure 31, the agent had a difficult time solving the image-based reach task. The PPO 

model took 3.1-million-time steps to converge to a reach reward greater than -2.9 and the SAC model 

took 0.08-million-time steps to converge to a reach reward greater than -7.3. With these reward ranges, 

the PPO and SAC agents could complete the tasks with 32% and 13% success rates respectively. 

Compared to the vector-based problems, the image-based reach training is unstable, and the final 

training rewards are poor.   

5.1.2.2 Panda-Grasp with Dense Rewards 

This section reviews the results for the Panda-grasp task with sparse rewards. The image-based grasp 

problem is the most difficult of the tasks listed. Due to the task complexity, image-based grasp required 

many hyperparameter tuning studies. The PCP for the final hyperparameter tuning study run for this  

 

Figure 32: Left: PCP for PPO Panda-grasp with dense rewards. Right: PCP for SAC Panda-

grasp with dense rewards 
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problem is shown in Figure 32. The complexity of the grasp task was higher than reach, so the model 

performed best with a higher relative learning rate, entropy, and noise.   

As shown in Figure 33, the image-based grasping task was solved sub-optimally compared to the 

vector-based grasping. The PPO model took 3.4-million-time steps to converge to a reach reward 

greater than -3.0. The SAC model took 0.4-million-time steps to converge to a reach reward greater 

than -7.0. With this reward range, the PPO and SAC agents completed the task with 8% and 6% success 

rates respectively. Compared to the vector-based problems, the image-based grasp training is unstable, 

and the final training rewards are poor.   

5.1.2.3 Summary 

For the image-based RL task, even with extensive hyperparameter exploration, the trial success rate for 

SAC and PPO was low. The trained policies perform much better than random, however the optimal 

solutions as seen with the vector-based problems could not be found. This result drove the need for 

modifications to the image-based training process.   

5.1.3 Image-Based Semi Supervised RL 

The results from Section 5.1.2 indicated that solving high level grasp and placement tasks for PPO and 

SAC through network and hyperparameter tuning alone was not feasible. As an alternative, the semi-

supervised RL approach was developed and tested.  

Figure 33: Left: PPO Pand-grasp with dense rewards. Right: SAC Panda-grasp with dense 

rewards 
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The semi-supervised approach leveraged known and well-documented networks [91], [99], [100] which 

were pre-trained to serve as accurate position vector extractors. The pre-trained networks are applied 

in coordination with the vector-based RL networks to take image inputs and return high accuracy action 

commands.  

Each of the networks were originally designed for classification, so minor changes were required for 

application to the localization problem. Several limitations were applied during network selection. The 

networks had to be able to train effectively with <10,000 images to maintain sample efficiency, and the 

networks had to be able to train with a limited GPU memory (8 Gb).    

The network pre-training involved sampling ~10,000 images and gripper positions from the simulated 

environment and training the network to identify target object positions. The pipeline for this training 

process can be viewed in Figure 14.  

5.1.3.1 Network Comparisons 

As shown in Table 4, five networks were investigated in solving this problem. The older methods 

InceptionNet [101] and AlexNet [102] were ruled out due to the size of the network. For these network 

sizes, the batches were too small to have smooth convergence, and memory errors were common.  

Table 4: Comparison of CNN networks 

Network 
name 

Year 
Released 

Number of Trainable 
Parameters 

Trainable with 
NVIDIA 3070 

Best 
Performance 

SqueezeNet 2016 724035 Yes 1 

DenseNet 2016 6956931 Yes 3 

ResNet 2015 11178051 Yes 2 

InceptionNet 2014 27161264 No N/A 

AlexNet 2012 61100840 No N/A 
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The 3 networks which were simulated and tested for this problem were SqueezeNet, DenseNet and 

ResNet. Convergence (5%) of each of the models occurred at 350 epochs. The results achieved from 

training these models can be seen in Figure 34. Relative to the other networks, DenseNet had the 

smallest number of trainable parameters, and the best convergence.  

Figure 34: Supervised learning position-based training for various CNNs 

5.1.3.2 Network Tuning 

For the models shown, minor tuning for batch size (32), learning rate (0.001), and number of agents (8) 

was completed. Learning rate exploration involved testing constant learning rates (0.1 and 0.001), as 

well as the Cyclical Learning Rate (CLR) approach [103]. The CLR approach converged quickly to a 

less accurate solution, so a fixed learning rate was selected.  

In addition to batch size, learning rates and number of agents, a factor which was considered for 

reducing the MSE for the model was image size. Intuitively, 80x80 images would have a lower accuracy 

than 120x120 images due to compression effects. To find the optimal image size, a study was completed 

comparing image size to accuracy of the output positional vector. The results can be seen in Figure 35. 

The study revealed that networks trained with 100x100 images resulted in the highest output accuracy. 

Images with 90x90 and 120x120 pixels had a very similar output accuracy, which indicates that beyond 

the threshold of 90 pixels, most positional information compressed into the image is preserved.  
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The PPO and SAC networks were tested with this semi-supervised RL approach for Grasp and Pick-

and-place. The implementation involved using the pre-trained vector-based networks, in combination 

with the pre-trained SqueezeNet position vector extractor. The SqueezeNet position extractor had a 

maximum deviation from the real position of 0.5 inches.  

The grasp task with PPO and SAC networks implementing the SqueezeNet positional vector extractor 

was completed with 82% and 85% success rates respectively. This approach therefore provides a 

massive uptick in model performance, bringing the completion rate for the tasks with image-based 

feedbacks to accuracy levels comparable to the models implementing vector-based feedback.  

The pick-and-place task with PPO and SAC networks implementing the SqueezeNet positional vector 

extractor was completed with 8% and 14% success rates respectively. Due to the difficulty of this task, 

it is not surprising that the task success rate is low; however, this shows promise for the performance 

of this model with further tuning.  

5.1.4 Summary 

Table 5 shows a summary of all the simulation results for tasks with image and vector-based feedback. 

As shown, the RL agent was able to learn to complete all vector-based tasks consistently. Alternatively, 

with image-based positional inputs, the RL agent performed poorly. To improve simulation results, a 

Figure 35: Image size vs localization accuracy 



 

73 

pre-trained DenseNet feature extractor was developed. The combination of vector-based RL with a 

supervised feature extractor enabled RL to be applied successfully to image-based tasks. 

The results for pick-and-place for both vector and image-based tasks were noticeably lower than some 

of the results from the literature shown in Section 2.9. When comparing the literature and the completed 

studies, the primary rational for this difference is the obstacle avoidance which must be learned in this 

environment. The pick-and-place task simulated here does not only require the agent to move the target 

block to a position in space, but also requires the agent to avoid the placement block while completing 

this move. Most of the failures noticed in simulation were due to interference between the gripper and 

this block. Although this change makes the task significantly more difficult, the results are more 

realistic for application in the real world.  

The comparison of PPO and SAC reveals several patterns in training time, performance, and 

convergence. For all problems explored, SAC required a minimum of one order of magnitude less steps 

than PPO to obtain convergence.  Additionally, for problems with low difficulty, such as vector-based 

panda reach, grasp, and pick-and-place, SAC converged to a more optimal solution than PPO. These 

SAC advantages contrast starkly with the convergence difficulties experienced by SAC. For problems 

with high difficulty, SAC was significantly outperformed by PPO, due to problems with divergence, or 

convergence to local optima. SAC was highly hyperparameter sensitive compared to PPO, which 

resulted in additional time being required to determine the ideal hyperparameters for each task.  

The results seen from the comparison of SAC and PPO are intuitive. SAC implements entropy 

maximization and off-policy training to reduce training time. The consequence of these training 

principles is that SAC is sample efficient but tends to converge to a local optimum. PPO maintained 

slow consistent convergence while SAC tended to diverge when overtrained.  
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Table 5: RL performance on simulated tasks 

 Simulated Problem Reward  
Positional 

Feedback Method 
RL 

Implementation 
Task Success 

Rate (%) 

Panda Reach Dense Vector PPO 100 

Panda Reach Dense Vector SAC 100 

Panda Reach Sparse Vector PPO 100 

Panda Reach Sparse Vector SAC 100 

Panda Grasp Dense Vector PPO 89 

Panda Grasp Dense Vector SAC 92 

Panda Grasp Sparse Vector PPO 90 

Panda Grasp Sparse Vector SAC 95 

Panda Pick and Place Dense Vector PPO 71 

Panda Pick and Place Dense Vector SAC 85 

Panda Reach Dense Image PPO 32 

Panda Reach Dense Image SAC 13 

Panda Grasp Dense Image PPO 11 

Panda Grasp Dense Image SAC 6 

Panda Grasp Dense Image SL + PPO 82 

Panda Grasp Dense Image SL + SAC 85 

Panda Pick and Place Dense Image SL + PPO 8 

Panda Pick and Place Dense Image SL + SAC 14 
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5.2 Real World RL 

After all simulated RL tasks were developed, tuned, and trained, the networks were tested in the real 

world. For each implementation, 10 tests were completed to approximate the real-world testing 

accuracy. Due to the stochastic nature of the PPO and SAC policies, the planned path and final grasp 

position is different for each attempted grasp. For each grasp position, two grasp attempts were made.  

This testing serves to validate the accuracy of the PyBullet digital twin, and the potential for future real-

world RL implementation. The communication between PyBullet, ROS, MoveIt and the FCI was 

established, as shown in Figure 21.  

During testing, the Panda agent is instantiated in PyBullet, and each incremental step the agent takes in 

the simulation space is replicated in the real world. After each action step is executed in PyBullet, the 

agent waits to take a new step until the real-world arm has moved to match its digital twin. During each 

step, the Frank-ROS feedback loop ensures the positional accuracy of the end effector. The incremental 

stepping approach is implemented to slow down the real-world testing to prevent damage to the robot 

during collisions with the mounting table or any objects in the robot’s vicinity.  

Table 6 depicts the real-world performance of the RL agent for each task. As shown, the reach and 

grasp tasks were completed with relatively high accuracy. Two minor issues which caused a reduction 

in task completion rate during testing were 1) minor difference in geometry of the tested object vs the 

simulated object, and 2) the calibration of the physics environment.   

The target object implemented in the lab was a box which was slightly taller and narrower than the 

simulated target. The difference in geometry resulted in the real-world target object being bumped 

during several real-world tests. In addition to geometry differences, some minor variances were noticed 

between the physics of the environment and the real-world. Several times in simulation, the target 

object was bumped. In simulation, these collisions caused the target block to move several inches, while 

in the real world these collisions resulted in the target block moving 0.25-0.5 inches. Friction 

coefficients in simulation have been modified, but still the kinematics between the real and simulated 

worlds do not match. It is probable that this challenge could be caused by inaccuracies of the physics 

in the Bullet physics engine.   
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Table 6: Real World Task Performance 

Real  Problem Reward  
Positional 

Feedback Method 
RL 

Implementation 
Task Success 

Rate 

Panda Reach Dense Vector PPO 90 

Panda Reach Dense Vector SAC 90 

Panda Grasp Dense Vector PPO 70 

Panda Grasp Dense Vector SAC 80 

Panda Pick-and-Place Dense Vector PPO 60 

Panda Pick-and-Place Dense Vector SAC 70 

 

To improve real world testing, several tactics should be implemented. First, the simulated or real-world 

target could be modified so both target objects match. This change is relatively small and will prevent 

geometry differences from causing failure. Second, the simulation environment can be upgraded to the 

recently open-sourced simulation package MuJoCo. Due to the higher accuracy of this environment, 

and the low computational cost, this change would improve sim-to-real transfer while not increasing 

training time. Finally, positional sensing could be implemented to ensure that the real and simulated 

target positions match during each trained task.  
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Chapter 6: Conclusion and Future Work 

6.1 Conclusion 

Considerable progress has been made in this project towards the goal of creating a simulated and real-

world autonomous robotic agent capable of performing basic tasks such as reach, grasp, and pick-and-

place.  

As reviewed in Chapter 3, custom simulation environments were created, a tuning pipeline was 

established, RL network training methods were implemented, and a custom training technique was 

developed. As discussed in Chapter 4, the real-world robotic arm was installed, communication 

between the workstation, control box, and sensors, was established, and the advanced Libfranka, 

Franka-ROS, and MoveIt control system was installed and tested. Additionally, a ROS connection 

between the RL simulated PyBullet agent with the real-world Panda was established.  

The results from the development of this project, the tuning of the hyperparameters, the training of PPO 

and SAC models, and the implementation of the Semi-Supervised RL framework were reviewed in 

Chapter 5. These results indicate that for reach, grasp, and pick-and-place problems with vector state 

representations, both SAC and PPO frameworks perform well at training an autonomous simulated 

agent.  

For the same simulated tasks with image state feedback, both models perform poorly and are not able 

to learn optimal policies, indicating that alternative methods were required. To improve model 

performance with an image-based input, the new semi-supervised RL approach was developed and 

tested. The semi-supervised approach enabled the RL agent to complete image-based grasp and reach 

tasks with high consistency.  

Due to time constraints, real-world testing on this project was limited to tasks with vector-based state 

feedback. The real-world testing validated the communication framework between the simulated and 

real environments and indicated that real-world policy transference is possible. Accuracy of coordinate-

based reach, grasp, and pick-and-place was reduced by 10-20% compared to the simulation 

environment, which indicates that further calibration of the simulation environment and modifications 

to the target object are required.  
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6.2 Future Work 

This project has served as a proof of concept for real-world robotic RL; however, there are many gaps 

which need to be filled for the RL to be applied at a high level to the real world. Major topics which 

require future work include: 1) domain adaptation and randomization for sim-to-real transfer, 2) 

imitation learning for reward shaping and solution sampling, and 3) image-based transfer learning.  

6.2.1 Sim-to-Real Transfer 

The benefits of training offline are often contrasted with the loss of accuracy when the trained model 

is applied in the real world. Inaccuracies of model parameters such as friction, weight, or dimension 

have been seen to have significant influence during model testing. The difference between the offline 

and online models is referred to as the “reality gap”. The primary approaches for coping with the reality 

gap are domain randomization and domain adaptation [15]. 

Domain randomization is a method of training the agent in an inconsistent environment to force the 

agent to learn to ignore “noise” and changes in the background. Noise added for domain randomization 

could include lighting, color, positions, textures, or other features that serve to confuse the scene [104]. 

Domain adaptation is an approach that implements a form of generative adversarial networks (GANs) 

to generalize the test data onto the target domain. The process implements data from the test domain 

(online) to train the model in the training domain (offline) so that training in the simulation generalizes 

well to online testing [15], [105]. 

As shown in Section 0, sim-to-real transfer is a problem with this implementation of RL and will need 

to be addressed for the vector and image feedback problems. Due to the major difference in the 

rendering characteristics between the real and simulated (PyBullet) environments, it is expected that 

for the image-based tasks there may need to be a change to MuJoCo.  

An alternative method to improve the sim-to-real transfer for the image-based tasks, would be to 

implement point cloud mapping for this environment rather than simple RGBD image feedback. Point 

cloud mapping could be implemented to improve positional accuracy of the target block and reduce 

noise in the feedback signal.   
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6.2.2 Imitation Learning 

Reward shaping is one of the tasks which require human intervention in RL. With only a monolithic 

goal, the agent may be forced to search the environment for an extended period to refine its actions. An 

alternative path to manual reward shaping is imitation learning [17], [106], [107]. 

Imitation learning can be implemented to learn a reward function from examples. The reward function 

can be used to refine the policy depending on the scenario, allowing for domain adaptation [107]. 

Imitation (apprenticeship) learning includes several different approaches, such as Behavior Cloning 

(BC) and Inverse Reinforcement Learning (IRL) [107]. 

Many papers have been published on the topic of IRL [106]–[108] and its successes. To improve the 

performance of the image-based RL for robotics, imitation learning may be a useful tool for 

implementation in the future.   

6.2.3 Network Generalization 

Problem generalization is an open topic, which relates to the issue of applying learning from the training 

set to a broader spectrum of problems. [23] gave an excellent example of a technique that can scale a 

crude model to a large test set; however, this approach still requires online testing. Further exploration 

is required to determine the feasibility of developing generalized CNNs which can be applied efficiently 

for positional-vector extraction on any image.  

One potential opportunity for the semi-supervised RL approach is to pre-train the DenseNet CNN on a 

standard image-based data set, and subsequently to freeze the weights in all but the final layers of the 

network. Pre-training this network would mean that only minor modifications would be required to the 

final layer, which would allow for reduced training time. Pre-trained networks have been shown to 

improve results for classification and regression tasks [109], so further research is required to determine 

if this could be leveraged for RL.  
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Appendices 

Appendix A  

The Gym Communication Framework 

The methodology for implementing Gym proceeds as follows. An instance of the environment is instantiated with the “make” method. The 

environment is reset to the base position with the environment reset method. Reset returns the state information for the agent, which traditionally is 

a vector describing the state position, or an image representing the state position. Actions can be specified or generated at random, following which 

the actions may be executed by calling the environment step method. The environment step returns the new state position, the reward for the position, 

a Boolean describing whether the target position is reach (True/False) and any additional information describing the new state.  

 

  

Interacting with the Agent: 

Output from the Agent: 

Figure 36: Panda-gym interactions 
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Appendix B  

Gazebo-Environment Rendering with Kinect Camera 

 

Figure 37: Gazebo Environnent 
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Appendix C 

Code Explanation 

Environment Modifications:  

The base Panda PyBullet classes are the simulation environment, the robot, and the task.  

Simulation Environment Class: The simulation environment class specifies many characteristics of the environment and model. Examples include 

number of sub-steps, render characteristics, and base methods which are called to set model dynamics and to instantiate geometries. The primary 

modification to the simulation environment class was to the render method, which had to be modified to return both depth and RGB image sensor 

feedback.  

Panda Class: Panda, the PyBullet robot, is derived from the PyBulletRobot base class. The Panda class creates a robot based on the robotic URDF 

file (in this case generated by Franka Emika) and sets the PyBullet settings for friction, joint forces, and positions joint indices for the instantiation 

of the robotic arm. The Panda class has custom methods which are implemented for setting actions, retrieving positions, observations, etc. The main 

modification to this class were to increase the gripper force and the gripper friction coefficients to enable grasping and manipulation of target objects.  

Task Environment Class: Most of the changes required to create custom PyBullet gyms were done in the task environment class. Each task required 

reward shaping, the assignment of goal positions, and modification to the action vectors to enable the completion of each of the tests. For pick-and-

place, blocks for stacking and moving were instantiated at random for grasping.  
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Figure 38: The Panda PyBullet Framework 
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Appendix D  

Gym Environnent Communication 

 

Figure 39: ROS Communication Node Graph 


