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Abstract

Since seminal work of Stinespring, Arveson, and others, dilation theory has been an
indispensable tool for understanding operator algebras. Dilations are fundamental to the
representation theory of operator systems and (non-selfadjoint) operator algebras. This
thesis is a compilation of three research papers in operator algebras and noncommutative
convexity linked by their use of dilations and operator systems.

A semicrossed product is a non-selfadjoint operator algebra encoding the action of a
semigroup on an operator or C*-algebra. In Chapter 2, we describe the C*-envelopes of a
large class of semicrossed products. We prove that, when the positive cone of a discrete
lattice ordered abelian group acts on a C*-algebra, the C*-envelope of the associated semi-
crossed product is a full corner of a crossed product by the whole group. After dilating the
semigroup action to an automorphic action of the whole group using a direct product con-
struction, we explicitly compute the Shilov ideal and therefore compute the C*-envelope.
This generalizes a result of Davidson, Fuller, and Kakariadis from Zn+ to the class of all
discrete lattice ordered abelian groups.

Chapters 3 and 4 present results in noncommutative (or “matrix”) convexity. By the
noncommutative Kadison duality of Webster-Winkler and Davidson-Kennedy in the uni-
tal setting, and Kennedy-Kim-Manor in the nonunital setting, the category of compact
noncommutative (nc) convex sets is dual to the category of operator systems. Thus nc
convexity allows a new avenue to study operator systems geometrically. In Chapter 3,
we prove a noncommutative generalization of the classical Jensen’s Inequality for multi-
variable nc functions which are convex in each variable separately. The proof involves a
sequence of dilations resembling a noncommutative analogue of Fubini’s Theorem. This
extends a single-variable nc version of Jensen’s Inequality of Davidson and Kennedy. We
demonstrate an application of the multivariable separate nc Jensen’s Inequality to free
semicircular systems in free probability.

In Chapter 4, we discuss duals of operator systems. Recently, C.K. Ng obtained a
nice duality theory for operator systems. Call a (possibly nonunital) operator system S
dualizable if its dual S∗ embeds into B(H) via a complete order embedding and complete
norm equivalence. Through the nonunital noncommutative Kadison duality of Kennedy,
Kim, and Manor, we characterize dualizability of S using geometric conditions on its
associated nc convex quasistate space K in two ways. Firstly, in terms of an nc affine
embedding of K into the nc unit ball of a Hilbert space satisfying a certain extension
property. Secondly, we show that Ng’s characterization is dual to a normality condition
between K and the nc cone R+K. As applications, we obtain some permanence properties
for dualizability, and give a new nc convex-geometric proof of Choi’s Theorem.
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“It often happens that you have no success at all with a problem; you work very
hard yet without finding anything. But when you come back to the problem
after a night’s rest, or a few days’ interruption, a bright idea appears and you
solve the problem easily.

Such happenings give the impression of subconscious work. The fact is that
a problem, after prolonged absence, may return into consciousness essentially
clarified, much nearer to its solution than it was when it dropped out of con-
sciousness. Who clarified it, who brought it nearer to the solution? Obviously,
oneself, working at it subconsciously. It is difficult to give any other answer.

Past ages regarded a sudden good idea as an inspiration, a gift of the gods.
You must deserve such a gift by work, or at least a fervent wish.”

George Pólya - How to Solve It

x



Chapter 1

Introduction

This thesis contains three complete research projects in operator algebras tied together in
their use of dilation theory. The ubiquitous players in our story are Hilbert spaces H, the
algebra B(H) of bounded operators H →H, and C*-algebras A ⊆ B(H), which are norm
closed ∗-subalgebras. C*-algebras have multiplicative, order, and norm structure, and re-
laxing the requirement for all three leads to larger categories of well-behaved subobjects.
Operator systems are unital ∗-closed subspaces of B(H). (Non-selfadjoint) Operator
algebras are simply subalgebras of B(H). Most generally, operator spaces are closed
∗-subspaces of B(H). While these are “concrete” descriptions, all of these objects have
pleasing “abstract” descriptions due respectively to Gelfand-Naimark [39], Blecher-Ruan-
Sinclair [9], Choi-Effros [15], and Ruan [71]. The key theme is matrix structure, where
operator systems, algebras, and spaces are convincingly thought of as matricial or “quan-
tized” versions of functions systems, Banach algebras, and Banach spaces, respectively.

Broadly, the ethos of dilation theory, which dates back to Halmos [41], is that one can
study an operator T ∈ B(H) by viewing it as a corner of an operator on a larger space.
We say an operator S ∈ B(K) dilates T if K ⊇ H and with respect to the orthogonal
decomposition S =H ⊕H⊥, the block matrix of S is

S = (T ∗
∗ ∗) ,

where each ∗ may be any operator. That is, the compression PHS∣H of S to H is T ,
where PH is the orthogonal projection to H.

It is helpful to think of dilation as a “give-and-take” process. Given T , we usually wish
to dilate T to an operator S which has much nicer properties, but at the cost of enlarging
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the ambient Hilbert space. The prototypical result in this direction is Sz.-Nagy’s Dilation
Theorem [75], which states that any contraction T can be dilated to an S which is unitary.
In fact, one can arrange that Sn dilates T n for every power n ≥ 1, and Sz.-Nagy used this
to give a beautiful proof of von Neumann’s inequality. Put another way, the diagram

B(K)

Z+ B(H)

S

T

commutes, where the vertical arrow is the compression map, and the other arrows are
representations of the semigroup Z+ = {0,1,2, . . .}. That is, every contractive represen-
tation of Z+ extends to a unitary representation of the whole group Z. For the purposes
of operator algebras, this illustrates the general principle that we are most interested in
dilating whole representations at once. An operator algebraist might translate the diagram
above as follows: Let D and T be the closed unit disk and circle in C. Every contractive
representation of the universal operator algebra

A(D) = span{1, z, z2, . . .} ⊆ C(D) = {f ∶ D→ C continuous}

that is generated by a single contraction–the coordinate function z ∶ D → D, dilates to
a representation of the universal C*-algebra C(T) that is generated by a single unitary
z∣T. Since dilations increase norm, this implies that the restriction map A(D) → C(T)
is isometric on the disk algebra A(D) = {f ∶ D → C continuous and holomorphic}. In
particular, Sz.-Nagy’s dilation theoretic approach recovers the maximum modulus principle
for polynomials on D with a proof that uses no complex analysis at all.

The operator algebraic approach to dilation theory in its modern form is owed to
the seminal papers [3] and [4] by Arveson. The most fundamental result is Stinespring’s
Dilation Theorem [74], which shows that any unital and completely positive (u.c.p.)
map A→ B(H) on a C*-algebra A dilates to a ∗-representation. Arveson showed that any
u.c.p. map S → B(H) on any operator system S ⊆ A extends in Hahn-Banach fashion to
all of A, a kind of injectivity result for B(H). This result, now called Arveson’s Extension
Theorem, combines with Stinespring’s Dilation Theorem to assert that any completely
positive map on an operator system dilates to a restriction of a ∗-representation. In this
way, operator systems and their u.c.p. representations are the most fundamental objects
of dilation theory in operator algebras.

Every operator algebra A ⊆ B(H) generates a C*-algebra C∗(A), but the C*-algebra
C∗(A) is not an invariant for A. It is common that isomorphic copies of A generate non-∗-
isomorphic C*-algebras. To what extent is the structure of C∗(A) determined intrinsically
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by A? In [3], Arveson answered this questions by defining the C*-envelope of A , denoted
C∗
e (A) or C∗

min(A), as the unique universal quotient among all C*-algebras generated by
A. That is, for every operator algebra isomorphism ϕ ∶ A → ϕ(A), there is a unique
C*-algebra quotient map C∗(ϕ(A)) → C∗

e (A) fixing the copy of A. The C*-envelope is
a C*-algebra intrinsic to A, and one defines the C*-envelope for operator systems in the
same way. Arveson was initially unable to show the C*-envelope exists in all cases, but
proposed a proof by showing A has enough so-called boundary representations, which
are representations of A on Hilbert space that must lift automatically to irreducible rep-
resentations of the C*-envelope. Proving existence of the C*-envelope became a 40-year
journey. Its existence was first shown 10 years later by Hamana [42] using injective en-
velopes instead of boundary representations, then by Dritschel and McCullough [31] using
maximal dilations. Using this new dilation-theoretic approach, Arveson [5] (in the sepa-
rable case) and Davidson and Kennedy [25] (in general) showed how to construct enough
boundary representations to yield the C*-envelope. Since even showing the existence of
C∗
e (A) was challenging and non-constructive, concretely describing C∗

e (A) in specific cases
is a constant goal when studying operator algebras.

In Chapter 2, we concretely describe the structure of the C*-envelope for a large class of
non-selfadjoint operator algebras arising from semigroup dynamics. In a C*-dynamical
system, a discrete group G acts on a unital C*-algebra B by ∗-automorphisms, and there
is a natural associated (full) crossed product C*-algebra B ⋊ G. The crossed product
contains a copy of B, and a copy of G in its unitary group such that unitary conjugation
implements the G-action on B. The ∗-operation unifies the ∗-operation in B with inversion
in G. In a semigroup dynamical system, a semigroup P acts on an operator algebra
A (often a C∗-algebra) by endomorphisms. The associated semicrossed product A × P
is naturally a non-selfadjoint operator algebra encoding the P -action on A. In fact, a
wrinkle in the theory is that there are multiple semicrossed products depending on what
representation theory for P one permits, but we will suppress that here.

It is natural to hope that the C*-envelope of a semicrossed product is a crossed product.
This is sensible in the following situation. Suppose P is a subsemigroup of a group G, and
P acts on an operator algebra A. Can the P -action be extended to a G-action on a larger
C*-algebra Ã = C∗(A), such that the C*-envelope of A×P is Ã⋊G? This is impossible in
general, but in specific cases C∗

e (A ×P ) is at least a full corner in Ã ⋊G, a projection of
it that does not sit in any proper ideal. The main result of Chapter 2 concerns the case
where (G,P ) is a lattice ordered abelian group. Here G is abelian, and P induces a
partial order

g ≤ h ⇐⇒ h − g ∈ P
that makes G into a lattice. In this situation, one considers only Nica-covariant rep-
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resentations of P [66], and the associated Nica-covariant semicrossed product A ×nc P
[18]. Nica-covariant representations of P respect the lattice structure, and have a tractable
dilation theory. We prove that the C*-envelope C∗

e (A ×nc P ) is a full corner of a crossed
product Ã⋊G, where Ã is a so-called Nica-covariant automorphic dilation of A. This
means that the G action on Ã extends the P action on A in a way that respects the lattice
structure of G. We give an explicit description of the envelope via a new construction,
where we build such an Ã via a direct product construction, and then compute the Shilov
ideal. This extends a result of Davidson, Fuller, and Kakariadis [18] in the special case
(G,P ) = (Zn,Zn+) to the class of all lattice ordered abelian groups. As applications, we
obtain some simplicity results for the C*-envelope and permanence properties under direct
limits.

Chapters 3 and 4 are filled with the language of noncommutative–or “matrix”, con-
vexity. Classical convexity plays a key role in functional analysis, and in the study of
operator algebras. Familiar contexts include the state or trace space of a C*-algebra, or
less generally the set of Radon probability measures on a compact space. Wittstock [79]
argued convincingly that ordinary convexity is not innately compatible with operator al-
gebra theory, because it doesn’t encode matricial information. A classical convex set C is
closed under convex combinations

∑
i

tixi ∈ C

of xi ∈ C with normalized scalar coefficients ti ≥ 0. The matricial version is a noncommu-
tative (nc or matrix) convex set K which is closed under nc convex combinations

∑
i

α∗i xiαi ∈K,

where xi ∈ K are matrices, and αi are rectangular matrices which are positively “matrix
normalized” to the identity matrix ∑iα

∗
i αi = I. This definition requires that K contains

matrices of all sizes. Formally, K must be graded into levels

K = ∐
n≥1

Kn,

where each Kn ⊆Mn(V ) consists of n × n matrices over a common vector space V .

A matrix convex set K is classically convex at each level, with two fundamental addi-
tional features. It is closed under taking direct sums

x⊕ y = (x 0
0 y

)
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and closed under compression x↦ α∗xα by any isometry matrix α, including any unitary.
Once one is comfortable with the cognitive dissonance of allowing differently-sized matrices
to form a single geometric object, nc convex sets begin to appear fundamental to the study
of operator spaces and operator systems. For instance, Ruan’s axioms for an abstract
operator space E [71] just assert that the “noncommutative unit ball”

∐
n≥1

{x ∈Mn(E) ∣ ∥x∥Mn(E) ≤ 1}

is an nc convex set. Likewise, the Choi-Effros axioms for an abstract operator system
S [15] require that the “noncommutative positive cone” ∐n≥1Mn(S)+ is nc convex. The
superior replacement for the state space of an operator system S is the nc state space

S(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is unital and completely positive},

which is nc convex when one identifies B(S,Mn) ≅Mn(S∗).
Noncommutative convexity is a matricial or “quantized” version of ordinary convexity.

So, a major theme is the search for matricial or “quantized” versions of the major theorems
of classical convexity, and there is much success in this direction. In a seminal paper, Effros
and Winkler [32] proved noncommutative versions of the Hahn-Banach Separation and
Extension Theorems, and the Bipolar Theorem. Subsequently, Webster and Winkler [77]
considered the problem of extreme points and obtained a noncommutative Krein-Milman
Theorem. Along the way, they showed that there is a noncommutative form of Kadison
duality. The functor which sends an operator system S to its nc state space S(S) is a
contravariant equivalence between the category of operator systems and the category of
levelwise compact nc convex sets. So, an operator system is remembered by its nc state
space, and the study of nc convex sets completely captures all features of operator system
theory. Recently, Davidson and Kennedy [26] developed a noncommutative version of
classical Choquet theory, and with a more restrictive definition of extreme point obtained
a stronger nc Krein-Milman theorem. A key innovation was the view that the disjoint
union K = ∐n≥1Kn should rightly include infinite cardinals n, because the nc extreme
points may necessarily be infinite matrices.

Along the way, Davidson and Kennedy observed that there is a natural notion of non-
commutative convex (nc) function, and that nc functions satisfy a noncommutative version
of Jensen’s inequality. Classically, Jensen’s inequality states that if f ∶ X → R is a convex
function on a compact convex set X, then for any probability measure µ on X,

∫
X
f dµ ≥ f(bar(µ)),
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where the barycenter bar(µ) ∈X is the unique (weakly) average point ofX with respect to
the measure µ. Probability measures on X are just states on C(X), so the noncommutative
Jensen’s Inequality is concerned with nc states. If f is an nc convex function on a compact
nc convex set K, then

µ(f) ≥ f(bar(µ))

for every nc state µ ∶ C(K) → Mn. Here C(K) denotes the C*-algebra of continuous nc
functions on K, and if µ ∶ C(X) →Mn is an nc state, it has a barycenter in the nth level
Kn of K.

In Chapter 3, we prove a noncommutative Jensen’s Inequality for multivariable nc
functions which are nc convex in each variable separately. Such a function has a domain
which is the levelwise free product K1 ×⋯×Kd for compact nc convex sets K1, . . . ,Kd. We
show that

C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd)

is the unital free product of C(K1), . . . ,C(Kd). Here the same nc Jensen Inequality holds
for a large but restricted class of nc states µ on C(K1) ∗ ⋯ ∗ C(Kd) which manifest as
certain “free products” of nc states µi on C(Ki). The proof involves writing a chain of
dilations for µ which are trivial in all but one variable, resembling a noncommutative
version of Fubini’s Theorem. In fact, this Jensen Inequality holds for a larger class of ucp
maps satisfying a noncommutative verson of Fubini’s Theorem. The connection to free
products suggests a connection to free probability, and we show that nc states µ which are
conditionally free in the operator-valued free probabilistic sense of M lotkowski [62] satisfy
this multivariable nc Jensen Inequality. We give a sample application to free probability
by deriving some operator inequalities for conditionally free nc states on an algebra of free
semicircular elements, suggesting a connection between noncommutative convexity and
free probability.

In Chapter 4, we discuss duality for operator systems from an nc convex geometric
perspective. If S is an operator system, the dual S∗ is an operator space equipped with
an involution and matrix ordering. It is a matrix ordered operator space in the sense of
Werner [78]. We say S is dualizable if its dual S∗ embeds into B(H) via a complete
order isomorphism which is completely bounded below. That is, S∗ can be re-normed into
a nonunital operator system Sd ↪ B(H). Recently, C.K. Ng [65] characterized dualiz-
ability for (possibly nonunital) S in terms of a bounded positive decomposition property.

Kennedy, Kim, and Manor [56] extended noncommutative Kadison duality to the
nonunital setting, and showed that nonunital operator systems are categorically dual to
pointed compact nc convex sets (K,z). Here, a nonunital operator system S is dual to its
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pointed nc quasistate space

K = QS(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is completely contractive and positive}

with the zero map 0 as the basepoint. We find two equivalent geometric conditions on
K for dualizability of S. The first condition is extrinsic, and requires that (K,0) embeds
pointedly into the pointed nc quasistate space of the operator system of trace class opera-
tors T (H) = B(H)∗ with a bounded and positive extension property for nc affine functions.
The second equivalent condition is intrinsic to K. By dualizing Ng’s characterization, we
require that the nc convex set

(K −R+K) ∩R+K

of positive elements order-dominated by nc quasistates inK is norm-bounded in∐n≥1Mn(S∗).
The geometric condition lets us prove permanence properties for dualizability, showing that
quotients, coproducts, and pushouts of dualizable operator systems are again dualizable.
Using Ng’s framework, we also give an nc convex-geometric proof of Choi’s Theorem [14].

Chapters 2 and 3 have appeared in publication as [46] and [47], respectively. Through-
out this thesis, we will generally assume the reader has a general comfort with the basics of
C*-algebra theory, such as in [16]. For more detail on operator spaces, systems, algebras,
and dilation theory, we refer the reader to [68].
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Chapter 2

C*-envelopes of semicrossed products
by lattice ordered abelian semigroups

2.1 Introduction

2.1.1 Preliminaries

A semicrossed product is a non-selfadjoint generalization of the crossed product of a C*-
algebra by a group. A crossed product B ⋊G encodes the action of a group G on a C*-
algebraB, by embedding both into a larger C*-algebra in which theG-action is by unitaries.
Built similarly, a semicrossed product of a (possibly non-selfadjoint) operator algebra A
by an abelian semigroup P encodes a given action of P on A by completely contractive
endomorphisms. First introduced by Arveson in [2], and first formally studied by Peters in
[69] in the case P = Z+, subsequent work on semicrossed products has focused on conjugacy
problems [6, 20, 22, 24, 27, 40, 52] and their C*-envelopes [18, 23, 49, 51, 54, 63]. For a
complete survey of the history of semicrossed products, and a thorough discussion of the
conjugacy problem, we recommend Davidson, Fuller, and Kakariadis’ treatment in [19].
For a given action of P on A, there are multiple associated semicrossed products A ×F P ,
depending on what family of admissible representations F of P one considers. Generally,
we have distinct unitary, isometric, and contractive semicrossed products A×un P , A×is P ,
and A×P , which satisfy universal properties for “covariant” contractive/isometric/unitary
representations of P with respect to A.

Following the programme outlined in [18, Page 1], our main question of interest is: If P
is a generating subsemigroup of an abelian group G, can the C*-envelope of a semicrossed
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product A ×F P be realized as a full corner of a crossed product B ⋊ G by G, for some
G-C*-algebra B ⊇ A? If the action of P on A is by automorphisms, then A×isP = A×unP ,
and the P action extends to ∗-automorphisms of the C*-envelope C∗

e (A). It follows that

C∗
e (A ×is P ) ≅ C∗

e (A) ⋊G

is a crossed product [18, Theorem 3.3.1]. If G = P − P , and P acts on a C*-algebra A by
∗-monomorphisms, then

C∗
e (A ×un P ) ≅ Ã ⋊G (2.1)

is a crossed product for a certain unique minimal C*-algebra Ã ⊇ A whose G-action extends
the action of P , called the minimal automorphic extension of A. Kakariadis and Katsoulis
[51, Theorem 2.6] established (2.1) in the case P = Z+. Laca [57] showed how to build
the automorphic dilation Ã in general, and from this Davidson, Fuller, and Kakariadis
establish (2.1) in [18, Theorem 3.2.3].

Parrott’s example [68, Chapter 7] of three commuting contractions without a simulta-
neous isometric dilation, shows that the dilation theory of representations of any semigroup
at least as complicated as Z3

+ is intractable. To make progress, we need to restrict our class
of representations F if we wish a nice dilation theory for A ×F P . Of interest are lattice
ordered abelian groups (G,P ). These are pairs consisting of a subsemigroup P of a group
G, where the induced ordering

g ≤ h ⇐⇒ h − g ∈ P

makes G a lattice. In the lattice ordered setting, one studies the more tractable class of
Nica-covariant representations, first introduced by Nica in [66]. Nica-covariance is a ∗-
commutation type condition which ensures a nice dilation theory. For instance, Li [60, 59]
showed that every Nica-covariant representation of P has an isometric dilation.

In the Nica-covariant setting, for injective C*-systems (2.1) holds with A×ncP in place
of A×un P . For non-injective systems, it is not possible to embed A×nc P into any crossed
product B ⋊ G via inclusions A ⊆ B and P ⊆ G, because such a system has no faithful
unitary covariant pairs. The best one can do is embed A ×nc P into a full corner of a
crossed product. For a lattice ordered abelian group (G,P ) and an action of P on a
C*-algebra A, one expects to prove

C∗
e (A ×nc P ) ≅ pA(B ⋊G)pA, (2.2)

is a full corner of a crossed product of some G-C*-algebra B. Here A embeds into B
non-unitally, and pA ∶= 1A is the projection coming from the unit in A. In the case
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(G,P ) = (Zn,Zn+), the result (2.2) was established in the case n = 1 by Kakariadis and
Katsoulis [49, 51], and extended to general n ≥ 1 by Davidson, Fuller, and Kakariadis [18,
Theorem 4.3.7]. Their construction of the G-C*-algebra B was in two stages. First, one
builds a bigger C*-algebra B0 ⊇ A which has an injective P -action dilating the P -action
on A. This is accomplished by a tail-adding technique. Then one takes the minimal
automorphic dilation B ∶= B̃0.

2.1.2 Main results

We establish that (2.2) holds for any discrete lattice ordered abelian group (G,P ), when A
is a C*-algebra (Corollary 2.3.16). Our approach differs from Davidson, Fuller, and Kakari-
adis’ construction for P = Zn+. First, we define a notion of a Nica-covariant automorphic
dilation of A, which is a certain G-C*-algebra B with a non-unital embedding A ⊆ B. This
definition is meant to capture a sufficient set of conditions to get a completely isometric
embedding

A ×nc P ⊆ pA(B ⋊G)pA,

with pA ∶= 1A. When the dilation B is minimal, this is a C*-cover. Then, we show that
the Shilov ideal in such a cover has the form p(I ⋊G)p, for a unique maximal G-invariant
ideal I ◁B not intersecting A. Upon taking a quotient by the Shilov ideal,

C∗
e (A ×nc P ) ≅ (pA + I) (

B

I
⋊G) (pA + I)

is a full corner of a crossed product. Then it suffices to show that any C*-algebra A with
P -action has at least one minimal Nica-covariant automorphic dilation. We build one via
a direct product construction (Proposition 2.3.5).

A semicrossed product is a special instance of the tensor algebra of a C*-correspondence
[28, 36, 50, 63] (when P = Z+) or a product system [29, 33, 34, 35, 73]. Katsoulis and Kribs
[54] showed that the C*-envelope of the tensor algebra of a C*-correspondence X is the
associated Cuntz-Pimsner algebra OX , a generalization of the usual crossed product. In
[30], Dor-On and Katsoulis extend this result and show that the C*-envelope of the Nica
tensor algebra NT +X associated to a product system X over P coincides with the associated
Cuntz-Nica-Pimsner algebra NOX considered by Carlsen, Larsen, Sims, and Vittadello
[13], and also coincides with an associated covariance algebra A ×X P defined by Sehnem
[72]. Our result shows further that, when this product system arises from a C*-dynamical
system, this same C*-envelope has the structure of a corner of a crossed product, and so
is Morita equivalent to a crossed product.
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Before proceeding, we should also direct the reader to the extensive literature on C*-
algebras associated to semigroups and semigroup dynamical systems, including [45, 57,
58, 61, 64, 66, 80, 81]. Following Nica [66], Laca and Raeburn [58] demonstrated for
quasi-lattice ordered (G,P ) that the universal C*-algebra C∗(G,P ) for Nica-covariant
representations of P has the structure of a semigroup crossed product. Interestingly, we
will see (Remark 2.3.8) that our direct product construction of an automorphic dilation
reduces to Laca-Raeburn’s in the case where P acts on C trivially.

2.1.3 Structure of this chapter

Throughout this section, (G,P ) is a (discrete) lattice ordered abelian group, and P acts
on a C*-algebra A by ∗-endomorphisms. In Section 4.2, we review the construction of
the semicrossed product, and necessary background on ordered groups and C*-envelopes.
Section 2.3 contains our main results. We define the notion of a minimal Nica-covariant
automorphic dilation, construct such a canonical dilation which we call the product dilation,
and show that any such dilation always yields a C*-cover of the Nica-covariant semicrossed
product A×ncP via full corner of a crossed product (Proposition 2.3.9). We show the Shilov
ideal arises from a unique maximal G-invariant A-boundary ideal in any such C*-cover in
Theorem 2.3.14, and hence show that the C*-envelope of A×ncP is a full corner of a crossed
product (Corollary 2.3.16). In two immediate applications, we show that Theorem 2.3.14
reduces to the known result (2.1) for A×ncP in the injective case (Proposition 2.3.19), and
we compute the unique maximal boundary ideal in the product dilation in the case P = Z+
(Proposition 2.3.20).

Section 2.4 is devoted to explicitly computing the Shilov ideal in the C*-cover arising
from the product dilation for any Nica-covariant semicrossed product A ×nc P . We do so
by describing a unique maximal G-invariant boundary ideal I in the product dilation B.
Then

C∗
e (A ×nc P ) ≅ pA (B

I
⋊G)pA

is a full corner by pA ∶= 1A + I. Using the explicit construction of I from Section 2.4,
in Section 2.5 we show that the G-C*-algebra B/I in the case P = Zn+ is equivariantly
∗-isomorphic to the construction given by Davidson, Fuller, and Kakariadis in [18, Section
4.3]. So, our description of the C*-envelope reduces to the known result when P = Zn+. In
Section 2.6, we give some applications both of Theorem 2.3.14 and the explicit description of
I from Section 2.4. In Section 6.1, we establish a simplicity result for the C*-envelope in the
commutative case analogous to [18, Corollary 4.4.9]. In Section 6.2, we show that for totally
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ordered groups (G,P ) which are direct limits of ordered subgroups (G,P ) = ⋃λ(Gλ, Pλ),
such as Q = ⋃nZ/n!, we have

C∗
e (A ×nc P ) = limÐ→

λ

C∗
e (A ×nc Pλ)

naturally, as long as P acts on A by surjections. This result is sharp and fails for non-totally
ordered groups and non-surjective actions.

2.2 Background

In this chapter, a (discrete, unital) semigroup P is a set equipped with an associative
binary operation, and we require that P contains a two-sided identity element. We are
primarily interested in abelian semigroups. In the abelian setting, we will always denote
the semigroup operation by + and the identity element by 0. A semigroup homomorphism
is a function between semigroups preserving the semigroup operations and the identity.

If A is a C*-algebra, an ideal I ◁A always means a closed, two-sided ideal. We make
frequent use of the following two inductivity properties of ideals in C*-algebras. Firstly, if

A = ⋃
λ∈Λ

Aλ ≅ limÐ→
λ∈Λ

Aλ

is an internal direct limit of C*-subalgebras Aλ, and I ◁A is an ideal, then

I = ⋃
λ∈Λ

I ∩Aλ.

In particular, I = {0} if and only if I ∩Aλ = {0} for all λ ∈ Λ. Secondly, if {Iλ ∣ λ ∈ Λ} is a
family of ideals in A that is directed under inclusion, then I ∶= ⋃λ∈Λ Iλ is also an ideal in
A.

Let P be a semigroup. An (operator algebra) dynamical system (A,α,P ) over
P consists of an operator algebra A and a semigroup action α of P on A by completely
contractive algebra endomorphisms. That is, there is a distinguished (unital) semigroup
homomorphism

p↦ αp ∶ P → End(A).

We do not require the αp to be automorphisms. We will say that (A,α,P ) is injec-
tive/surjective/automorphic if each αp is injective/surjective/automorphic. When A
has an identity 1A and each αp is unital, we call (A,α,P ) a unital dynamical system. If A is
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a C*-algebra, and hence each αp is an ∗-endomorphism, then (A,α,P ) is a C*-dynamical
system.

Let G be an abelian group. A subsemigroup P ⊆ G is a positive cone if P ∩(−P ) = {0},
and a spanning cone if in addition G = P −P . Any positive cone P ⊆ G induces a partial
order on G by defining

g ≤ h ⇐⇒ h − g ∈ P.
This ordering respects the group operation +. A lattice ordered abelian group (G,P )
consists of an abelian group G and a spanning cone P ⊆ G such that the partial order ≤
induced by P on G makes G into a lattice. That is, for any g, h ∈ G, the {g, h} has a least
upper bound g ∨ h and a greatest lower bound g ∧ h. If (G,P ) is a lattice ordered abelian
group, we also refer to P as a lattice ordered abelian semigroup.

Example 2.2.1. The pair (Zn,Zn+) forms a lattice ordered abelian group. Here, a dy-
namical system (A,α,Zn+) consists of a choice of n commuting completely contractive
endomorphisms of A, which we usually just write as α1, . . . , αn ∈ End(A).

Example 2.2.2. Any totally ordered group (G,P ) is automatically lattice ordered. For
instance, (Q,Q+) and (R,R+) are both totally ordered groups. If P ⊆ Zn is the set of
elements larger than (0, . . . ,0) in the lexicographic ordering of Zn, then (Zn, P ) is totally
ordered, and the induced ordering is lexicographic.

A representation T ∶ P → B(H) is a (unital) semigroup homomorphism, and we usually
write T (p) = Tp. The representation T is contractive/isometric/unitary whenever
each Tp is contractive/isometric/unitary. If (G,P ) is a lattice ordered group, a contractive
representation T ∶ P → B(H) is Nica-covariant if whenever p, q ∈ P satisfy p ∧ q = 0, we
have TpT ∗

q = T ∗
q Tp, so Tp and Tq not only commute, but ∗-commute [66]. If V ∶ P → B(H)

is an isometric representation, V is Nica-covariant if and only if

VpV
∗
p VqV

∗
q = Vp∨qV ∗

p∨q.

That is, the range projections of the Vp’s give a lattice homomorphism P → proj(H). A
representation T of Zn+ is Nica-covariant if and only if the generators T1, . . . , Tn ∗-commute,
and in this case we can find a simultaneous dilation to isometries V1, . . . , Vn, which yield
an isometric Nica-covariant representation V that dilates T [18, Theorem 2.5.10]. More
generally, for any lattice ordered abelian semigroup P , any contractive Nica-covariant
representation T ∶ P → B(H) has an isometric Nica-covariant co-extension. For any lattice
ordered abelian semigroup P , Li [60] showed that any Nica-covariant representation T ∶
P → B(H) extends to a completely positive definite function on the whole group, and so
T co-extends to an isometric Nica-covariant representation of P by [18, Theorem 2.5.10]
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Let (A,α,P ) be a dynamical system over an abelian semigroup P . A covariant pair

(π,T ) ∶ (A,P ) → B(H)

consists of a ∗-homomorphism π ∶ A → B(H), and a representation T ∶ P → B(H), such
that, if a ∈ A and p ∈ P ,

π(a)Tp = Tpπ(αp(a)). (2.3)

We say (π,T ) is unitary/isometric/contractive/Nica-covariant when T is so. Let
F be a sufficiently well behaved family of representations of P on Hilbert space (cf. [18,
Definition 2.1.1]). For our purposes, F is always one of “un” (unitary representations),
“is” (isometric representations), “c” (contractive representations), or when P is a lattice
ordered abelian semigroup, “nc” (Nica-covariant representations).

The semicrossed product
A ×Fα P

is an operator algebra defined by the following universal property [18, Section 3.1]. There
is a covariant pair (i, v) ∶ (A,P ) → A ×Fα P such that whenever (π,T ) ∶ (A,P ) → B(H) is
a covariant pair with T ∈ F , there is a unique completely contractive homomorphism

π × T ∶ A ×Fα P → B(H) (2.4)

with (π × T ) ○ i = π and (π × T ) ○ v = T . Concretely, A ×Fα P is densely spanned by formal
monomials vpa, for p ∈ P and a ∈ A, which satisfy the relation

(vpa) ⋅ (vqb) = vp+qαq(a)b.

Indeed, one can construct A ×Fα P by starting with the algebraic tensor product

C[P ] ⊙A,

defining a multiplication relation

(δp ⊗ a) ⋅ (δq ⊗ b) = δp+q ⊗ (αq(a)b),

and completing in the universal operator algebra norm defined by

∥X∥ ∶= sup{∥(π × T )(n)(X)∥ ∣ (π,T ) is a covariant pair with T ∈ F} ,

for any X ∈ Mn(C[P ] ⊙ A). Here π × T ∶ δp ⊗ a ↦ Tpπ(a) defines a homomorphism on
C[P ] ⊙A. When the action α is clear, we usually just write A ×F P . We do not omit F ,
because it is standard that

A ×α P ∶= A ×c
α P
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always denotes the contractive semicrossed product. Note that commutativity of the op-
eration in P is used to prove the multiplication on C[P ] ⊙A is associative.

We are primarily interested in the Nica-covariant semicrossed product A ×nc P , when
(G,P ) is a lattice ordered abelian group. By [18, Proposition 4.2.1] and [60], A ×nc P is
also universal for isometric Nica-covariant pairs, and these completely norm the algebra
A×nc P . In fact, there is a distinguished isometric Nica-covariant pair for any pair (A,P ).
Let π ∶ A → B(H) be any completely isometric representation. Define a pair (π̃, V ) ∶
(A,P ) → B(H ⊗ `2(P )) by

π̃(a)(x⊗ δp) = αp(a)x⊗ δp, Vq(x⊗ δp) = x⊗ δp+q.

Then (π̃, V ) is an isometric Nica-covariant pair, and we call π̃ × V ∶ A ×nc P → B(H)
the Fock representation (induced by π) for A ×nc P . By [18, Theorem 4.2.9], any Fock
representation is completely isometric. This is a key tool which makes it easy to prove that
A ×nc P embeds completely isometrically into a crossed product.

Let G be an abelian group and (B,β,G) a C*-dynamical system over G. In this chapter,
we use the nonstandard convention that the crossed product B ⋊β G is the universal C*-
algebra generated by monomials

uga, g ∈ G,a ∈ B

satisfying uga ⋅ uhb = ug+hβh(a)b, or when B is unital,

u∗gaug = βg(a).

Usually one takes the convention that ugau∗g = βg(a). This backwards convention is only
valid because G is abelian, so g ↦ u∗g defines a unitary representation of G. Clearly this
construction is isomorphic to the usual crossed product, so we lose no generality. What we
gain is an alignment with the semicrossed covariance relations (2.3) and (2.4). Indeed

B ⋊β G ≅ B ×un
β G ≅ B ×is

β G

is also a semicrossed product, and a C*-algebra with the obvious ∗-structure. As with
semicrossed products, we usually write B ⋊G when the action β is clear.

Generally, for any dynamical system (A,α,P ), the semicrossed product A ×Fα P is a
(non-selfadjoint) operator algebra, even when A is a C*-algebra. Let A be any operator
algebra. A C*-cover ϕ ∶ A→ B for A consists of a C*-algebra B, and a unital completely
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isometric homomorphism ϕ such that B = C∗(ϕ(A)). The C*-envelope C∗
e (A) is a co-

universal or terminal C*-cover ι ∶ A → C∗
e (A). That is, whenever ϕ ∶ A → B is a C*-cover,

there is a ∗-homomorphism π ∶ B → C∗
e (A) such that

A B

C∗
e (A)

ϕ

ι π

commutes. The homomorphism π is necessarily unique and surjective. The C*-envelope
exists and is unique up to a ∗-homomorphism fixing A [42]. In fact, it can be produced
from any C*-cover. If ϕ ∶ A → B is a C*-cover, a boundary ideal I ◁B is an ideal such
that the quotient map q ∶ B → B/I is completely isometric on ϕ(A). Existence of the
C*-envelope implies that there is a unique maximal boundary ideal in B for A called the
Shilov ideal, and qϕ ∶ A→ B → B/I is a C*-envelope for A [3].

2.3 Main results

Let (G,P ) be a lattice ordered abelian group, and let (A,α,P ) be a unital C*-dynamical
system over P . Our goal is to embed the Nica-covariant semicrossed product A ×nc

α P into
a crossed product B ⋊β G. Here, A should be a C*-subalgebra of B and the action β of G
on A should extend or dilate the action α of P . Write

B ⋊β G = span{ugb ∣ g ∈ G, b ∈ B}.

We might hope to embed A ×nc P in B ⋊G via a map of the form ι × u, where ι ∶ A → B
is some unital ∗-monomorphism that intertwines α and β. However, this is impossible
whenever any αp has kernel. Indeed, if a ∈ kerαp ⊆ A is nonzero, then we would require
ι(a) ≠ 0, but

0 = ι(αp(a)) = u∗pι(a)up.
This is impossible when up is unitary.

In the non-injective case, the best we can do is embed A ×nc P into a corner of B ⋊G.
We do this by taking a nonunital embedding ι ∶ A → B. Then, pA ∶= ι(1A) is a projection
in B. Consequently,

upA ∶ p↦ uppA

defines an isometric representation of P in the corner pA(B⋊G)pA. The following definition
is meant to capture a set of sufficient conditions for (ι, upA) to be a Nica-covariant covariant
pair, and give an embedding ι × upA ∶ A ×nc P → pA(B ⋊G)pA (Proposition 2.3.9).
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Definition 2.3.1. Let (G,P ) be a lattice ordered abelian group. Suppose (A,α,P ) is
a C*-dynamical system over P . An automorphic dilation (B,β,G) is a C*-dynamical
system (B,β,G) together with

(1) a ∗-monomorphism ι ∶ A→ B, such that

(2) for all a, b ∈ A and p ∈ P ,
ι(a)βp(ι(b)) = ι(aαp(b)).

By taking adjoints we have that βp(ι(A))ι(b) = ι(αp(a)b). Moreover we say that (B,β,G)
is a Nica-covariant automorphic dilation if in addition

(3) for all a, b ∈ A and g, h ∈ G, we have

βg(ι(a))βh(ι(b)) = βg∧h(ι(αg−g∧h(a)αh−g∧h(b))).

We call an automorphic dilation (B,β,G) minimal if

(4) ι(A) generates B as a G-C*-algebra, i.e.

B = C∗ (⋃
g∈G

βgι(A)) .

We are primarily concerned with minimal Nica-covariant automorphic dilations, which
satisfy all of (1)-(4). Note that if the automorphic dilation (B,β,G) is both minimal and
Nica-covariant then property (3) above implies that

∑
g∈G

βgι(A)

is a ∗-subalgebra, and hence

B = ∑
g∈G

βgι(A).

We are also mostly concerned with the unital case.

Remark 2.3.2. Let (G,P ) be a lattice ordered abelian group, and let (A,α,P ) be a unital
C*-dynamical system. Suppose (B,β,G) is an automorphic C*-dynamical system, with a
(possibly nonunital) ∗-monomorphism ι ∶ A → B. Setting pA ∶= ι(1A), it is straightforward
to check that properties (2) and (3) in Definition 2.3.1 are equivalent to:
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(2’) For all a ∈ A and p ∈ P ,

pAβp(ι(a)) = ι(αp(a)) (= βp(ι(a))pA),

and

(3’) for all g, h ∈ G,
βg(pA)βh(pA) = βg∧h(pA).

Clearly if (2) and (3) hold, so do (2’) and (3’). Conversely, if both (2’) and (3’) hold, then
(2) holds because ι(a) = ι(a)pA. Given a, b ∈ A and g, h ∈ G, using both (2’) and (3’) we
find

βg(ι(a))βhι(b)) = βg(ι(a))(βg(pA)βh(pA))βhι(b))
= βg(ι(a))βg∧h(pA)βh(ι(b))
= βg∧h(βg−g∧h(a)pAβh−g∧h(b))
= βg∧h(ι(αg−g∧h(a)αh−g∧h(b))),

showing (3) holds.

The reason we assign property (3) the name “Nica-covariant” is because in the unital
case, the identity βg(pA)βh(pA) = βg∧h(pA) ensures that the isometric semigroup represen-
tation p↦ uppA ∈ pA(B ⋊G)pA is Nica-covariant. Indeed,

(uppA)(uppA)∗ = uppAu∗p = β−p(pA).

So if (3) holds, the element (uppA)(uppA)∗ ⋅ (uqpA)(uqpA)∗ equals

β−p(pA)β−q(pA) = β(−p)∧(−q)(pA) = β−p∨q(pA) = (up∨qpA)(up∨qpA)∗.

In a minimal Nica-covariant automorphic dilation, the projections βp(pA) for p ∈ P are
central and in fact form an approximate identity.

Lemma 2.3.3. Let (G,P ) be a lattice ordered abelian group. Suppose (A,α,P ) is a uni-
tal C*-dynamical system, with (B,β,G) a minimal Nica-covariant automorphic dilation.
Considering P (a lattice) as a directed set, the net

(βp(pA))p∈P

is an increasing approximate identity for B, consisting of central projections.
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Proof. Suppose p ≤ q in P . Then

βp(pA)βq(pA) = βp∧q(pA) = βp(pA).

Therefore βp(pA) ≤ βq(pA), since both are projections. These projections are central,
because for an element of the form βgι(a), where a ∈ A and g ∈ G, we have

βp(pA)βg(ι(a)) = βp∧gι(αg−p∧g(a)) = βg(ι(a))βp(pA).

Here, we have used property (3) in Definition 2.3.1 and the fact that each αp fixes 1A.
Since (G,P ) is lattice ordered, any element g ∈ G is dominated by an element p = g∨0 ∈ P .
Further, when p ≥ g, we have p ∧ g = g and the same computation shows

βp(pA)βgι(a) = βgι(a).

Thus (βp(pA))p∈P is an approximate identity for βgι(A), which commutes with βgι(A).
Since the automorphic dilation (B,β,G) is minimal,

B = ∑
g∈G

βgι(A)).

Thus each βp(pA) is central. Since the net (βp(pA))p is norm-bounded, a standard ε/3
argument shows it is an approximate identity on all of B.

The key observation is that any C*-dynamical system over a lattice ordered abelian
semigroup admits a minimal Nica-covariant automorphic dilation. In fact, we can build
one with an infinite product construction.

Definition 2.3.4. Let (G,P ) be a lattice ordered abelian group, and (A,α,P ) a C*-
dynamical system. We construct a minimal Nica-covariant automorphic dilation as follows.
Define the ∗-monomorphism

ι ∶ A→∏
G

A

by

ι(a)g =
⎧⎪⎪⎨⎪⎪⎩

αg(a) g ∈ P,
0 g /∈ P.

Throughout, [x]g or simply xg always denotes the g’th element of a tuple x ∈ ∏GA. Then,
G acts on ∏GA by the “left-shift” β ∶ G→ End(∏GA), where

[βg(x)]h = xh+g.
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Set

B ∶= C∗ (⋃
g∈G

βgι(A)) = ∑
g∈G

βgι(A). (2.5)

Then, (B,β,G) is a minimal Nica-covariant automorphic dilation of (A,α,P ), which we
call the product dilation of (A,α,P ).

Proposition 2.3.5. The product dilation (B,β,G) is a minimal Nica-covariant automor-
phic dilation of (A,α,P ).

Proof. Given a, b ∈ A, p ∈ P , and g ∈ G, we compute

[ι(a)βpι(b)]g =
⎧⎪⎪⎨⎪⎪⎩

αg(a)αg+p(b) g ≥ 0,

0 else,

which equals [ι(aαp(b))]g. Thus ι(a)βpι(b) = ι(aαp(b)). So, (B,β,G) is an automorphic
dilation of (A,α,P ). By (2.5), this dilation is minimal. Let a, b ∈ A and g, h, k ∈ G. Then

[βgι(a)βhι(b)]k =
⎧⎪⎪⎨⎪⎪⎩

αg+k(a)αh+k(b) k ≥ −g and k ≥ −h,
0 else.

Because k ≥ −g and k ≥ −h if and only if k ≥ (−g) ∨ (−h) = −(g ∧ h), it follows that

βgι(a)βhι(b) = βg∧hι(αg−g∧h(a)αh−g∧h(b)),

so the dilation is Nica-covariant.

Remark 2.3.6. While finalizing this chapter of the thesis, the author was made aware
that the product dilation defined here was defined first by Zahmatkesh for totally ordered
abelian groups in [80], and for general lattice ordered abelian groups in [81]. In Proposition
2.3.9, we prove that a full corner of the crossed product associated to the product dilation
is a C*-cover of the semicrossed product A×ncP . Zahmatkesh proves in [81] that this same
full corner is the universal C*-algebra associated to Nica-Toeplitz covariant representations
of (A,α,P ).

Example 2.3.7. It is most instructive to consider the product dilation of a unital system
in the case (G,P ) = (Z,Z+). Here, we embed A in ∏ZA via

ι(a) ∶= (. . . ,0,0, a, α(a), α2(a), . . .),

the “a” occurring at index 0. Then, Z acts on ∏ZA by the backwards bilateral shift β.
This is an automorphic dilation, because pA = (. . . ,0,0,1,1,1, . . .) and

pAβι(a) = (. . . ,0,0, α(a), α2(a), . . .) = ια(a).
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Remark 2.3.8. When A = C and P acts trivially, the product dilation (B,β,G) is the
C*-algebra BP that Laca and Raeburn define in [58, Section 2]. In terms of their notation,
10 = pA, and for p ∈ P , 1p = β−p(pA). Nica-covariance of the dilation BP is seen in Equation
(1.2) in [58].

As promised, the Nica-covariant semicrossed product A ×nc P embeds into the crossed
product of any Nica-covariant automorphic dilation.

Proposition 2.3.9. Let (G,P ) be a lattice ordered abelian group. Let (A,α,P ) be a
unital C*-dynamical system. Suppose (B,β,G) is a Nica-covariant automorphic dilation
of (A,α,P ), with ∗-embedding ι ∶ A→ B. With pA = ι(1A), there is a completely isometric
homomorphism

ϕ = ι × upA ∶ A ×nc
α P → B ⋊β G,

where (upA)p = uppA. Moreover, if (B,β,P ) is a minimal automorphic dilation, then

C∗(ϕ(A ×nc
α P )) = pA(B ⋊β G)pA

is a full corner of B ⋊β G.

Proof. As shown after Remark 2.3.2, Nica-covariance of the dilation (B,β,G) ensures that
upA ∶ P → pA(B⋊G)pA is an isometric Nica-covariant representation of P . Further, because
pA = ι(1A), ι maps A into pA(B ⋊G)pA. The pair (ι, upA) is covariant, as for a ∈ A and
p ∈ P ,

ι(a)uppA = upβpι(a)pA = upι(αp(a)) = uppAι(αp(a)).

By the universal property, there exists a completely contractive homomorphism

ϕ = ι × upA ∶ A ×nc P → pA(B ⋊G)pA ⊆ B ⋊G.

We have to show that ϕ is completely isometric. Fix any faithful nondegenerate repre-
sentation π ∶ B → B(H). As G is abelian, the left regular representation

U × π̃ ∶ B ⋊G→ B(H ⊗ `2(G))

is faithful. Then H ⊗ `2(P ) ⊆H ⊗ `2(G) is a π̃(B) and U(P )-invariant subspace. Let

σ ∶= π̃ ○ ι∣H⊗`2(P ) ∶ A→ B(H ⊗ `2(P )), and

V ∶= U ∣H⊗`2(P ) ∶ P → B(H ⊗ `2(P )).
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Then, it is immediate that (σ,V ) is a Nica-covariant covariant pair for (A,P ), and by
definition, σ×V is the Fock representation of A×ncP on H⊗`2(P ). By [18, Theorem 4.2.9],
the Fock representation is completely isometric. Let κ ∶ B(H ⊗ `2(G)) → B(H ⊗ `2(P )) be
the compression map. The diagram

A ×nc P B ⋊G

B(H ⊗ `2(P )) B(H ⊗ `2(G))

ϕ

σ×V π×U

κ

commutes. As the vertical maps are complete isometries, and κ is a complete contraction,
it follows that ϕ is completely isometric, as claimed.

Now suppose that (B,β,G) is minimal. We claim that the corner pA(B ⋊ G)pA is
full and generated by ϕ(A ×nc P ). This is a full corner, because pA(B ⋊ G)pA contains
A ⊆ pABpA, and as A generates B as a G-C*-algebra, the ideal that A generates in B ⋊G
is everything. By minimality,

B = ∑
g∈G

βgι(A),

so B⋊G is densely spanned by monomials x = ugβhι(a)) for a ∈ A and g, h ∈ G. Given such
a monomial, as pA is central in B,

pAxpA = pAugpAβhι(a)pA
= pAugpAu∗hι(a)uhpA
= (ug−pA)∗(ug+pA)(uhpA)∗ι(a)(uhpA).

Here, since P is a spanning cone we have written g = g+ − g−, where g± ∈ P . Thus,
x ∈ C∗(ι, upA) and pA(B⋊G)pA ⊆ C∗(ι, upA). Conversely, since (ι, upA) is a Nica-covariant
isometric pair, by [18, Proposition 4.2.3], C∗(ι, upA) is densely spanned by monomials
y = (uppA)ι(a)(uqpA)∗, for a ∈ A and p, q ∈ P . Given p ∈ P , we have

pAuppA = upβp(pA)pA = upβp∧0(pA) = uppA,

and by taking adjoints pAu∗p = pAu∗ppA. Then, for such a monomial y, we find

y = uppAι(a)pAu∗q
= pAuppAι(a)pAu∗qpA = pAypA.

This proves C∗(ι, upA) = pA(B ⋊G)pA, as desired.
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Proposition 2.3.9 asserts that pA(B ⋊G)pA is a C*-cover of A ×nc P . To find the C*-
envelope C∗

e (A ×nc P ), it suffices to describe the Shilov ideal. In Theorem 2.3.14 we will
show that the Shilov ideal arises as a corner of a crossed product I ⋊G, where I ◁ B is
some G-invariant ideal in B.

Definition 2.3.10. Let A be an operator algebra, B a C*-algebra, and suppose there is
a completely isometric homomorphism ι ∶ A → B. A (closed) ideal I ◁B is called an A-
boundary ideal (with respect to ι) if the quotient map B → B/I restricts to be completely
isometric on A.

Note that if A is a C*-algebra as in Definition 2.3.10, then I is a boundary ideal if and
only if the quotient map B → B/I is faithful on A. This occurs if and only if ι(A)∩I = {0}.

Remark 2.3.11. It is routine to check that if (B,β,G) is a C*-dynamical system, and
I◁B is a β-invariant ideal, then (B/I, β̃,G) is also a C*-dynamical system. Here β̃g(b+I) ∶=
βg(b)+I is well defined, by invariance of I. The quotient map q ∶ B → B/I is G-equivariant.

Further, suppose that (G,P ) is a lattice ordered abelian group, and (B,β,G) is an
automorphic dilation of (A,α,P ) with inclusion ι ∶ A → B. If I ◁ B is a β-invariant A-
boundary ideal (meaning ι(A)∩I = {0}), then (B/I, β̃,G) is also an automorphic dilation of
(A,α,P ), because qι is faithful on A. Moreover, if (B,β,G) is Nica-covariant or minimal,
then so too is (B/I, β̃,G), which easily follows from equivariance of q.

The following lemma summarizes that under reasonable hypotheses we can “commute”
taking quotients with either taking corners or crossed products.

Lemma 2.3.12. (i) Suppose C is a C*-algebra, and p ∈ C is a projection. Let J ◁ pCp be
an ideal. If K = ⟨J⟩C = CJC is the ideal J generates in C, then J = pKp. Moreover, there
is a canonical isomorphism

pCp

J
≅ (p +K) (C

K
) (p +K).

(ii) Suppose (B,β,G) is an automorphic C*-dynamical system over an abelian group
G. Let I◁B be a G-invariant ideal. Then the natural map B ⋊G→ (B/I)⋊G induces an
isomorphism

B ⋊β G
I ⋊β G

≅ B
I
⋊β̃ G.
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Proof. (i) Since J ⊆K, certainly J = pJp ⊆ pKp. Conversely, for any term ajb, for a, b ∈ C
and j ∈ J ⊆ pAp, the product

p(ajb)p = pa(pjp)bp = (pap)j(pbp)

lies in J , since J ◁ pCp. Thus pKp = J . Restricting the quotient map C → C/K gives a
∗-homomorphism with range (p+K)(C/K)(p+K) and kernel K ∩ pCp = pKp = J , so the
stated isomorphism follows.

(ii) This follows because G is abelian, and hence an exact group [12, Theorem 5.1.10].

Recall that when G is an abelian group, the compact dual group Ĝ has a natural gauge
action γ on any crossed product B ⋊G, which satisfies

γχ(ugb) = χ(g)ugb.

Consequently, there is a faithful expectation

EĜ ∶ B ⋊G→ B ⋊G

with range B, defined by the formula

EĜ(x) = ∫
Ĝ
γχ(x) dχ.

Here dχ denotes integration against Haar measure.

Lemma 2.3.13. Suppose (B,β,G) is an automorphic C*-dynamical system over an abelian
group G. Let J ◁B ⋊β G be an ideal. Then J is invariant under the gauge action of Ĝ if
and only if J = I ⋊β G, where I = J ∩B◁B is a β-invariant ideal in B.

Proof. Since Ĝ acts diagonally on the spanning monomials ugb in B ⋊G, any ideal of the
form I ⋊β G is Ĝ-invariant. Conversely, let J ◁B be Ĝ-invariant. Then I ∶= J ∩B ◁B is
a G-invariant ideal, since the action β is implemented by unitaries in B ⋊β G. Then, I ⊆ J
implies I ⋊β G ⊆ J .

For the reverse inclusion, as in Lemma 2.3.12.(ii), there is a canonical onto ∗-homomorphism
π ∶ B⋊βG→ (B/I)⋊β̃G with kernel I⋊βG. Given x ∈ J , because J is closed and Ĝ-invariant

EĜ(x∗x) ∈ J ∩B = I and hence π(EĜ(x∗x)) = 0. Since π is Ĝ-equivariant, we find

0 = π(EĜ(x∗x)) = EĜ(π(x∗x)).

As the expectation EĜ is faithful, π(x) = 0 and x ∈ kerπ = I⋊βG. Therefore J = I⋊βG.
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We can now identify the Shilov ideal in C∗(ϕ(A×ncP )) = pA(B⋊G)pA, for any minimal
Nica-covariant automorphic dilation (B,β,G).

Theorem 2.3.14. Let (G,P ) be a lattice ordered abelian group, and let (A,α,P ) be a
unital C*-dynamical system over P . Suppose (B,β,G) is any minimal Nica-covariant
automorphic dilation of (A,α,P ), with ∗-embedding ι ∶ A → B. Then, there is a unique
maximal β-invariant A-boundary ideal I ◁B. Further, if pA = ι(1A) ∈ B and ϕ = ι × upA ∶
A ×nc

α P → B ⋊β G is the completely isometric embedding from Proposition 2.3.9, then

pA(I ⋊β G)pA◁ pA(B ⋊β G)pA = C∗(ϕ(A ×nc
α P ))

is the Shilov ideal for A ×nc
α P . Consequently

C∗
e (A ×nc

α P ) ≅ (pA + I) (
B

I
⋊β̃ G) (pA + I)

is a full corner of a crossed product.

Proof. Let ϕ = ι × upA ∶ A ×nc
α P → B ⋊β G be the completely isometric representation

from Proposition 2.3.9. Let J ◁ pA(B ⋊β G)pA be the Shilov ideal for A ×nc
α P . Since

ϕ(A×nc
α P ) = span{upι(a) ∣ p ∈ P, a ∈ A} is invariant under the gauge action of Ĝ, it follows

that J is also Ĝ-invariant. Let K = (B ⋊β G)J(B ⋊β G) be the ideal J generates in the
entire crossed product B ⋊β G. Since J is Ĝ-invariant, so too is K. By Lemma 2.3.13, we
have K = I ⋊β G for some β-invariant I ◁B. By Lemma 2.3.12.(i), we find

J = pAKpA = pA(I ⋊β G)pA.

Because ι(A) ⊆ pA(B ⋊β G)pA, we also find

I ∩ ι(A) =K ∩ ι(A) = pA(K ∩ ι(A))pA = J ∩ ι(A) = {0},

since J does not intersect ϕ(A ×nc
α P ) ⊇ ι(A). Therefore I is a β-invariant boundary ideal.

By Lemma 2.3.12, we have a canonical isomorphism

C∗
e (A ×nc

α P ) ≅
pA(B ⋊β G)pA
pA(I ⋊β G)pA

≅ (pA + I) (
B

I
⋊β̃ G) (pA + I).

To see that I is the unique maximal such ideal, suppose that R◁B is any β-invariant
A-boundary ideal. Then pA(R ⋊β G)pA◁ pA(B ⋊β G)pA. By Lemma 2.3.12 again,

pA(B ⋊β G)pA
pA(R ⋊β G)pA

≅ (pA +R) (B
R
⋊β̃ G) (pA +R).
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Then by Remark 2.3.11, (B/R, β̃,G) is a minimal Nica covariant automorphic dilation. By
Proposition 2.3.9, (pA +R)((B/R) ⋊β G)(pA +R) is a C*-cover for A ×nc P . By definition
of the C*-envelope, there is an onto ∗-homomorphism

pA(B ⋊β G)pA
pA(R ⋊β G)pA

≅ (pA +R) (B
R
⋊β̃ G) (pA +R) → C∗

e (A ×nc
α P ) ≅

pA(B ⋊β G)pA
pA(I ⋊β G)pA

,

which fixes A×ncP . It follows that pA(R⋊βG)pA ⊆ pA(I⋊βG)pA. Upon intersecting with B,
in which pA is central, we find pAR ⊆ pAI. Since R and I are β-invariant, and (βg(pA))g∈G
is an approximate identity in B, by Lemma 2.3.3, it follows that R ⊆ I. Indeed, for x ∈ R,

xβg(pA) = βg(β−g(x)pA)

lies in βg(RpA) ⊆ βg(I) ⊆ I, and converges as a net indexed by g ∈ G to x ∈ R.

Corollary 2.3.15. Suppose (A,α,P ) is a unital C*-dynamical system over a lattice ordered
abelian group (G,P ). If (B,β,G) is a minimal Nica-covariant automorphic dilation of
(A,α,P ), then the C*-cover

ϕ ∶ A ×nc
α P → pA(B ⋊β G)pA

is a C*-envelope if and only if B contains no nontrivial β-invariant A-boundary ideals.

Corollary 2.3.16. Suppose that (A,α,P ) is a unital C*-dynamical system, where (G,P )
is a lattice ordered abelian group. The C*-envelope C∗

e (A×nc
α P ) is a full corner of a crossed

product of a minimal Nica-covariant automorphic dilation of (A,α,P ).

Proof. To apply Theorem 2.3.14, it is enough to note that (A,α,P ) has at least one minimal
Nica-covariant automorphic dilation. The product dilation (B,β,G) from Definition 2.3.4
suffices. Then

C∗
e (A ×nc

α P ) ≅ (pA + I) (
B

I
⋊G) (pA + I),

and by Remark 2.3.11, (B/I, β̃,G) is itself a minimal Nica-covariant automorphic dilation.

Remark 2.3.17. Note that when A ≅ C(X) is a commutative C*-algebra, the product
dilation B ⊆ ∏g∈GA is also commutative. Consequently the minimal Nica-covariant auto-
morphic dilation in Corollary 2.3.16 is a quotient of the product dilation, and hence also
commutative.
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Corollary 2.3.16 extends even to nonunital systems. To show this, we use essentially
the same unitization technique as in [18, Section 4.3].

Corollary 2.3.18. Let (G,P ) be a lattice ordered abelian group, and (A,α,P ) a (possibly
nonunital) C*-dynamical system. The C*-envelope of A ×nc

α P is a full corner of a crossed
product associated to a minimal Nica-covariant automorphic dilation of (A,α,P ).

Proof. Form the unitization Ã ∶= A ⊕C1Ã, even if A is unital. Then we get a unital C*-
dynamical system (Ã, α̃, P ) by setting α̃(a + λ1Ã) ∶= α(a) + λ1Ã for a ∈ A and λ ∈ C. Let
(B̃, β̃,G) be the product dilation of (Ã, α̃, P ), with inclusion ι ∶ Ã→ B̃.

Now define
B ∶= ⋃

g∈G
β̃ι(A) = ∑

g∈G
β̃gι(A) ⊆ B̃,

and set β ∶= β̃∣B. Since A is an α̃-invariant ideal in Ã, it follows that B is a β̃-invariant
ideal in B̃. By definition, (B,β,G) is just the product dilation for (A,α,P ). Using the
faithfulness of the associated Fock or left regular representations, one can prove that A×nc

α P
embeds completely isometrically into Ã ×nc

α̃ P , and that B ⋊β G embeds into B̃ ⋊β̃ G. Let

pÃ ∶= ι(1Ã), and let ϕ = ι × upÃ ∶ Ã ×nc P → pÃ(B̃ ⋊ G)pÃ be the completely isometric
embedding from Proposition 2.3.9. A similar argument as in the proof of Proposition 2.3.9
proves that

C∗(ϕ(A ×nc
α P )) = pÃ(B ⋊β G)pÃ.

Thus, the corner pÃ(B⋊βG)pÃ is a C*-cover for A×ncP . This is a full corner of B⋊βG,
because it contains ι(A) ⊆ B, which generates B as a G-C*-algebra. Let J be the Shilov
ideal for A×nc P in pÃ(B ⋊G)pÃ. Observe that Lemma 2.3.12.(i) holds even in the setting
where C ◁ C̃ is an ideal in some larger C*-algebra C̃, and the projection p lies in C̃. In
particular, using B⋊G◁B̃⋊G, and the projection pA ∈ B̃⋊G, the proof given for Theorem
2.3.14 applies verbatim to show that J = pÃ(I ⋊G)pÃ for some unique maximal β-invariant
A-boundary ideal I in B.

Let Ĩ be the unique maximal β̃-invariant Ã-boundary ideal in B̃. By construction of
the product dilation, we have B ∩ ι(Ã) = ι(A). It follows that a β-invariant ideal in B is
an A-boundary ideal if and only if it is also an Ã-boundary ideal. Therefore I = Ĩ ∩ B.
Identifying B/I = B/(Ĩ ∩B) ⊆ B̃/Ĩ, applying Remark 2.3.11 and Lemma 2.3.12.(ii) shows
that

C∗
e (A ×nc P ) ≅ (pÃ + Ĩ) (

B

I
⋊G) (pÃ + Ĩ)

is a full corner of a crossed product associated to a minimal Nica-covariant automorphic
dilation.
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When (A,α,P ) is an injective C*-dynamical system, we recover a known result that
the C*-envelope of A×ncP is a crossed product of a certain minimal automorphic extension
of A.

Proposition 2.3.19. [18, Theorem 4.2.12] Let (G,P ) be a lattice ordered abelian group,
and (A,α,P ) an injective unital C*-dynamical system. Then

C∗
e (A ×nc

α P ) ≅ Ã ⋊α̃ G,

where (Ã, α̃,G) is an automorphic C*-dynamical system (unique up to equivariant ∗-
isomorphism) satisfying A ⊆ Ã and α̃p∣A = αp for p ∈ P .

Proof. Let (B,β,G) be the product dilation for (A,α,P ). Then B ⊆ ∏GA. Let

c0(G,A) ∶= {x ∈ ∏
G

A ∣ lim
g

∥xg∥ = 0}◁∏
G

A.

Here, by writing “limg∈G”, we are considering G as a directed set in its ordering induced
by P , and thinking of G-tuples as nets. We will show that

I ∶= B ∩ c0(G,A) ⊂ B

is the unique maximal β-invariant A-boundary ideal in B. It is easy to check it is a β-
invariant ideal. Because the action α is injective, each αp is isometric. So, if a ∈ ι−1(I), we
have

0 = lim
g∈G

∥ι(a)g∥ = lim
p∈P

∥αp(a)∥ = lim
p∈P

∥a∥ = ∥a∥,

hence a = 0. Note that the second equality holds because P is a cofinal subset of G. This
proves ι(A) ∩ I = {0}, so I is a β-invariant A-boundary ideal.

Suppose J◁B is any other β-invariant A-boundary ideal. Let x ∈ J ⊆ ∏GA. Let ε > 0.
Because B is a minimal dilation, we can choose an element of the form

y = ∑
g∈F

β−gι(ag),

where F ⊆ G is finite, and ag ∈ A, and ∥y − x∥ < ε. Since J is a β-invariant ideal, pAβ∨F (x)
is in J . However, since (B,β,G) is a Nica-covariant automorphic dilation,

pAβ∨F (y) = ∑
g∈F

pAβ∨F−gι(ag)

= ∑
g∈F

ια∨F−g(ag)

= ι(∑
g∈F

α∨F−g(ag))
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is in ι(A). Since J is an A-boundary ideal, the projection A → B → B/J is injective, and
so isometric. Therefore

∥pAβ∨F (y)∥ = ∥pAβ∨F (y) + J∥
≤ ∥pAβ∨F (y) − pAβ∨F (x)∥
≤ ∥y − x∥ < ε.

Since [pAβ∨F (y)]p = yp+∨F for p ∈ P , it follows that g ≥ ∨F implies ∥yg∥ < ε, and also
∥xg∥ ≤ ∥yg∥ + ∥x − y∥ < 2ε. This proves that x ∈ c0(G,A), so J ⊆ I, and I is the unique
maximal β-invariant A-boundary ideal in B.

By Theorem 2.3.14,

C∗
e (A ×nc

α P ) ≅ (pA + I) (
B

I
⋊β̃ G) (pA + I).

However, pA = 1∏GA modulo c0(G,A), because p ≥ 0 implies [pA]p = 1. It follows that pA+I
is a two-sided identity 1B/I , and the C*-envelope is just the crossed product (B/I) ⋊β̃ G.

By Remark 2.3.11, Nica-covariance of the dilation (B/I, β̃,G), with unital embedding
η = qIι ∶ A→ B → B/I, implies that, for p ∈ P and a ∈ A,

βpη(a) = (pA + I)βp(η(a)) = η(αp(a)).

So, β̃pη = ηαp, which when we identify A ≅ η(A) ⊆ B/I, reads β̃p∣A = αp. Since the
automorphic dilation (B/I, β̃,G) is minimal, it also follows easily that

B

I
= ⋃
p∈P

β̃−pη(A).

Thus (B/I, β̃,G) is a minimal automorphic extension of (A,α,P ). Such an extension is
unique up to an equivariant isomorphism fixing A, since if

Ã = ⋃
p∈P

α̃−p(A) ⊇ A,

with G-action α̃ extending α, the map β̃−pη(a) ↦ α̃−p(a) extends to an equivariant ∗-
isomorphism B/I ≅ Ã.

In the proof of Proposition 2.3.19, we showed the maximal β-invariant A-boundary
ideal was B ∩ c0(G,A). In the case (G,P ) = (Z,Z+), this result generalizes readily to the
non-injective case.
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Recall that if A is a C*-algebra and I ◁A is an ideal, then

I⊥ ∶= {a ∈ A ∣ b ∈ I Ô⇒ ab = 0} ⊆ A

is also an ideal, and satisfies I ∩ I⊥ = {0}. If π ∶ A → B is a ∗-homomorphism and
a ∈ (kerπ)⊥, then

∥π(a)∥ = ∥a + kerπ∥ = ∥a + (kerπ)⊥ ∩ kerπ∥ = ∥a∥.

This shows π∣(kerπ)⊥ is always isometric.

Proposition 2.3.20. Let (A,α,Z+) be a unital C*-dynamical system over Z+, and let
(B,β,Z) be its product dilation. The unique maximal β-invariant A-boundary ideal for
ι(A) in B is

I = B ∩ c0(Z, (kerα)⊥).

Consequently,

C∗
e (A ×nc

α P ) ≅ (pA + I) (
B

I
⋊β̃ G) (pA + I).

Proof. Because (kerα)⊥ is an ideal in A, it follows easily that I is a β-invariant ideal in
B. Suppose a ∈ A with ι(a) ∈ I ⊆ c0(Z, (kerα)⊥). Then, each αn(a) ∈ (kerα)⊥. Because α
is isometric on (kerα)⊥, one sees that ∥αn(a)∥ = ∥a∥ by an easy induction on n, and so

0 = lim
n→∞

∥ι(a)n∥ = lim
n→∞

∥αn(a)∥ = lim
n→∞

∥a∥ = ∥a∥.

Thus ι(A) ∩ I = {0}.

Suppose J ◁B is any β-invariant boundary ideal for A. The same argument as in the
proof of Proposition 2.3.19 shows that all tuples in J vanish at +∞. So, it suffices to let
x ∈ J and prove each xg ∈ (kerα)⊥. If b ∈ kerα, then

ι(b) = (. . . ,0,0, b,0,0, . . .).

So,
βg(x)ι(b) = (. . . ,0,0, xgb,0,0 . . .) = ι(xgb) ∈ ι(A) ∩ J = {0}.

Since ι is injective, xgb = 0, and this proves each xg ∈ (kerα)⊥. So, J ⊆ I. Therefore I is
the unique maximal β-invariant A-boundary ideal in B, and Theorem 2.3.14 applies.
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Example 2.3.21. Proposition 2.3.20 does not generalize so readily to the case P = Zn+.
Consider the unital C*-dynamical system (A,α,Z2

+), where A = C3 and the action is
determined by generators by

α1(a, b, c) = (a, c, c),
α2(a, b, c) = (c, b, c).

This is the unitization of the nonunital system (C⊕C, α0,Z2
+), where α0

1(a, b) = (a,0) and
α0

2(a, b) = (0, b). Reviewing Proposition 2.3.20, we might expect

B ∩ c0(Z,R⊥α) = {b ∈ B ∣ bg ∈ R⊥α and lim
g∈Z2

bg = 0},

for Rα = kerα1 ∩kerα2, to be the unique maximal β-invariant A-boundary ideal. However,
this fails to even be a boundary ideal, since here Rα = {0}, and for any element x = (a, b,0) ∈
A, the tuple

ι(x) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

⋱
0 0 0 0 ⋯
0 (a, b,0) (0, b,0) (0, b,0) ⋯
0 (a,0,0) 0 0 ⋯
0 (a,0,0) 0 ⋱
⋮ ⋮ ⋮

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

lies in A∩ c0(Z,R⊥α) = ι(A) ∩ c0(Z,A). A correct description of the Shilov ideal in the case
P = Zn+ is more complicated, and follows as described in Section 2.4. See Section 2.5 for
more discussion in the case P = Zn+.

2.4 Explicit computation of the Shilov Ideal

Throughout this section, let (G,P ) be a lattice ordered abelian group, and let (A,α,P )
be a unital C*-dynamical system. Also, let (B,β,G) be the product dilation for (A,α,P ),
with inclusion ι ∶ A → B ⊆ ∏GA, as in Definition 2.3.4. By Theorem 2.3.14, B contains
a unique maximal ideal I which is both β-invariant and an A-boundary ideal (does not
intersect ι(A)). In this section, we will explicitly describe I. The following construction
of I was inspired both by the construction in [18, Section 4.3], and the construction of
Sehnem’s covariance algebra in [72, Section 3.1].

Definition 2.4.1. Define the following ideals.
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(1) Given a finite subset F ⊆ G, let

KF ∶= ⋂
g∈F
g/≤0

kerαg∨0 ◁A

be the ideal of elements vanishing under the action of any strictly positive part of
an element in F . Here we take the convention that the empty intersection yields
KF = A.

(2) For F ⊆ G finite, let
JF ∶=K⊥

F ◁A

be the annihilator of KF .

(3) For F ⊆ G finite, define

IF ∶= {b ∈ B ∣ bg ∈ JF−g for all g ∈ G}◁B.

(4) Finally, set

I ∶= ⋃
F⊆G finite

IF ◁B.

It is straightforward to check that if F ⊆ F ′ are finite subsets of G, then KF ⊇KF ′ , and
hence JF ⊆ JF ′ . Consequently IF ⊆ IF ′ , so {IF ∣ F ⊆ G finite} is a directed system of ideals,
and so I is indeed an ideal in B. Further, it’s just as straightforward to show that for any
g ∈ G, and any finite F ⊆ G, that

βg(IF ) = IF−g.

It follows that I = ⋃F IF is a β-invariant ideal.

Theorem 2.4.2. Let (A,α,P ) be a unital C*-dynamical system over a lattice ordered
abelian group (G,P ), with product dilation (B,β,G).The ideal I◁B from Definition 2.4.1
is the unique maximal β-invariant A-boundary ideal in the product dilation (B,β,G). Con-
sequently,

C∗
e (A ×nc

α P ) ≅ (pA + I) (
B

I
⋊β̃ G) (pA + I)

is a full corner of a crossed product.

For clarity, we break the proof of Theorem 2.4.2 into lemmas. Our first lemma is a
verification that I is indeed a β-invariant A-boundary ideal.
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Lemma 2.4.3. The ideal I satisfies ι(A) ∩ I = {0}.

Proof. Since I = ⋃F IF is an inductive union of ideals, it suffices to prove IF ∩ ι(A) = {0}
for every finite F ⊆ G. Suppose for a contradiction that there is some finite F0 ⊆ G, and
some nonzero a0 ∈ A ∖ {0} with ι(a0) ∈ IF0 . By definition of I,

0 ≠ a0 = ι(a0)0 ∈ JF0 =K⊥
F0

= ( ⋂
g∈F0

g/≤0

kerαg∨0)
⊥

.

Since a0 ≠ 0 and KF0 ∩K⊥
F0

= {0}, the element a0 is not in KF0 . So, there is a g ∈ F0 with
g ∨ 0 > 0 and αg∨0(a0) ≠ 0.

Set a1 = αg∨0(a0) ≠ 0. Since ι(a0) ∈ IF0 , it will follow that ι(a1) = ιαg∨0(a0) lies in IF1 ,
where

F1 ∶= {h − g ∨ 0 ∣ h ∈ F0, h /≤ g} ⊂ F0 − g ∨ 0.

Because g − g ∨ 0 lies in (F0 − g ∨ 0)∖F1, we also have ∣F1∣ < ∣F0∣ strictly. But then, because
a1 ≠ 0 and ι(a1) ∈ IF1 , we may repeat the same argument to find a nonzero a2 ∈ A and an
F2 ⊆ G, with ι(a2) ∈ IF2 , and ∣F2∣ < ∣F1∣. Continuing recursively, we find an infinite sequence

∣F0∣ > ∣F1∣ > ∣F2∣ > ⋯

of finite subsets of G, and each IFn ∩ ι(A) ≠ {0}. This is absurd, since eventually such a
sequence must terminate at ∅, and I∅ = {0}. This proves IF ∩ ι(A) = {0}.

To prove that ι(a1) ∈ IF1 as needed in the paragraph above, it suffices to note that for
any p ∈ P , that

KF0−g∨0−p = ⋂
h∈F0

h−g∨0−p/≤0

kerα(h−g∨0−p)∨0

⊇ ⋂
k∈F1
k−p/≤0

kerα(k−p)∨0 =KF1−p.

This is because if h ∈ F0 with h − g ∨ 0 − p /≤ 0, then

0 < (h − g ∨ 0 − p) ∨ 0

≤ (h − g ∨ 0) ∨ 0

= h ∨ g ∨ 0 − g ∨ 0.

Therefore h∨g ≠ g and h /≤ g, so in fact h−g∨0 ∈ F1. Knowing this, for any p ∈ P , we have

ι(a1)p = αg∨0+p(a0) ∈ JF0−g∨0−p ⊆ JF1−p,

proving ι(a1) ∈ IF1 .
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To prove Theorem 2.4.2, it will be very helpful to identify B as a direct limit over
certain finite subsets of G.

Definition 2.4.4. [18, Section 4.2] Let (G,P ) be a lattice ordered abelian group. A subset
F ⊆ G is a grid if F is finite and closed under ∨.

Since any finite subset F ofG is contained in a grid, found by appending all joins of finite
subsets of F , the set of all grids in G is directed under inclusion and G = ⋃{F ⊆ G grid}.

Lemma 2.4.5. The product dilation B is an internal direct limit

B = ⋃
F⊆G grid

BF

of C*-subalgebras
BF ∶= ∑

g∈F
β−gι(A).

Proof. In fact, for any minimal Nica-covariant automorphic dilation (B,β,G) (Definition
2.3.1), we have

B = ∑
g∈G

βgι(A) = ⋃
F⊆G grid

BF .

The subspaces BF are always ∗-subalgebras, because all maps involved are ∗-linear, and
the multiplication formula

β−gι(a)β−hι(b) = β−(g∨h)ι(αg∨h−g(a)αh−g∨h(b)),

for g, h ∈ G and a, b ∈ A, implies that BF is multiplicatively closed when F is ∨-closed.

So we need only show each BF is norm closed, and this is where we use the construction
of the product dilation. We will use induction on ∣F ∣. Certainly B∅ = {0} is closed. Fix a
nonempty grid F ⊆ G, and suppose whenever F ′ ⊆ G is a grid with ∣F ′∣ < ∣F ∣, that BF ′ ⊆ B
is closed. Choose a convergent sequence xn ∈ BF , and write

xn = ∑
g∈F

β−gι(agn), agn ∈ A.

Since F is finite, F contains a minimal element g0. By minimality of g0, we have [xn]g0 = a
g0
n .

Then,
∥ag0n − ag0m∥ ≤ ∥xn − xm∥,
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so the sequence ag0n is Cauchy, and has a limit ag0 ∈ A. Then,

yn ∶= xn − β−g0ι(ag0n ) = ∑
g∈F∖{g0}

β−gι(agn)

is a Cauchy sequence in BF∖{g0}. As F ∖{g0} is a grid of smaller size then F , yn has a limit
y ∈ BF∖{g0} ⊆ BF . But then xn = β−g0ι(a

g0
n ) + yn converges to

β−g0ι(ag0) + y ∈ BF .

So, BF is closed, finishing the induction.

The next lemma offloads a technical step in the proof of Theorem 2.4.2. The point is
that, when F ⊆ G is any grid, and a ∈ A, the entries of the tuple ι(a) ∈ B ⊆ ∏GA are
realized by an element of BF for “large enough” g ∈ G.

Lemma 2.4.6. Let F ⊆ G be a grid. Then there are integers cg ∈ Z, such that whenever
a ∈ A, and h ≥ g for at least one element g ∈ F , we have

ι(a)h = αh(a) = [∑
g∈F

cg ⋅ β−gιαg(a)]
h

.

Proof. It will be enough to find integers cg such that, for any g ∈ F ,

cg = 1 − ∑
h∈F
h<g

ch.

We can build such cg recursively. Choose some minimal element g0 ∈ F , and set cg0 ∶= 1.
Assuming inductively that cg0 , . . . , cgn have been defined, so that each gk is minimal in
F ∖ {g0, . . . , gk−1}, we can set

cgn+1 ∶= 1 − ∑
h∈F

h<gn+1

ch.

Note that if h ∈ F and h < gn+1, then minimality of gn+1 implies that h appears in the list
{g0, . . . , gn}, so ch is defined.

Completing the inductive construction, we find integers cg, g ∈ F , with

∑
h∈F
h≤g

ch = 1
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for any g ∈ F . Now, let
x ∶= ∑

g∈F
cg ⋅ β−gιαg(a) ∈ BF .

Then, whenever h dominates at least one element of F ,

[x]h = ∑
g∈F

cg [ιαg(a)]h−g

= (∑
g∈F
g≤h

cg)αh(a).

Because F is ∨-closed, U ∶= {g ∈ F ∣ g ≤ h} is equal to {g ∈ F ∣ g ≤ ∨U}. So,

∑
g∈F
g≤h

cg = ∑
g∈F
g≤∨U

cg = 1.

This shows that [x]h = αh(a) = ι(a)h. Otherwise, h dominates no element of F and
[β−gιαg(a)]h = [ιαg(a)]h−g = 0 for each g ∈ F , so [x]h = 0.

Proof of Theorem 2.4.2. From Lemma 2.4.3, we already know that I is a β-invariant A-
boundary ideal. So, it remains to prove I is maximal among all such ideals. Suppose R◁B
is the unique maximal β-invariant boundary ideal for A, from Theorem 2.3.14. Then I ⊆ R,
but we wish to prove I = R. Since B = ⋃{BF ∣ F grid} is a direct limit (Lemma 2.4.5), and
ideals in a C*-algebra are inductive, R ⊆ I if and only if R ∩ BF ⊆ I ∩ BF for every grid
F ⊆ G.

We will prove R∩BF ⊆ I ∩BF for every grid F by induction on ∣F ∣. This is immediate
when ∣F ∣ = 0, since B∅ = {0}. Suppose now that ∣F ∣ > 0 and that if F ′ is any grid with
∣F ′∣ < ∣F ∣, then R ∩BF ′ ⊆ I ∩BF ′ . Choose any element

x = ∑
g∈F

β−gι(ag) ∈ R ∩BF .

Pick a minimal element g0 ∈ F . In fact, since R is β-invariant we are free to translate so
that g0 = 0 is minimal in F . By Lemma 2.4.6 applied for a0 and the grid F ∖ {0}, we can
find an element

y = ∑
g∈F∖{0}

cg ⋅ β−gιαg(a0)
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such that if h ≥ g for any g ∈ F ∖ {0}, then yh = ι(a0)h. Let

z ∶= y + ∑
g∈F∖{0}

β−gι(ag)

= ∑
g∈F∖{0}

β−gι(ag + cg αg(a0)),

so that z ∈ BF∖{0}. Whenever h ∈ G dominates a nonzero element of F , we have [y]h = ι(a0)h
and so

[z]h = ∑
g∈F

[β−gι(ag)]h = [x]h.

Otherwise, if h /≥ g for all g ∈ F ∖ {0}, then any element w ∈ BF∖{0} satisfies wh = 0. Indeed
if g ∈ F ∖{0} and d ∈ A, then [βgι(d)]h = [ι(d)]h−g = 0 because h−g /≥ 0, and any w ∈ BF∖{0}
is a sum of such terms. So, in this case [x]h = ι(a0)h and [z]h = 0.

We will show that x − z lies in IF ⊆ I ⊆ R. We have

[x − z]h =
⎧⎪⎪⎨⎪⎪⎩

αh(a0) h ≥ 0 and h /≥ g for all g ∈ F ∖ {0},
0 else.

(2.6)

So, suppose p ∈ P , with p /≥ g for all g ∈ F ∖ {0}. Let b ∈KF−p, so that

b ∈ ⋂
h∈(F−p)∖{0}

kerαh∨0 = ⋂
g∈F∖{p}

kerα(g−p)∨0.

Then it follows from (2.6) that

βp(x − z)ι(b) = βp(x)ι(b) = ι(αp(a0)b),

which, since x ∈ R, and R is β-invariant, lies in ι(A) ∩ R = {0}. Since ι is injective,
αp(a0)b = 0. This proves αp(a0) = [x − z]p ∈ JF−p =K⊥

F−p, so indeed x − z ∈ IF ⊆ I ⊆ R.

As x and x − z are in R,

z = x − (x − z) ∈ R ∩BF∖{0}.

By inductive hypothesis, since ∣F ∖ {0}∣ < ∣F ∣, we conclude z ∈ I ∩BF∖{0}. Since x − z ∈ I,
we find x = z + (x − z) lies in I ∩BF , completing the induction.

Recall that an ideal I in a C*-algebra A is essential if it intersects every nonzero ideal
of A, or equivalently if I⊥ = {0}.
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Corollary 2.4.7. Let (G,P ) be a lattice ordered abelian group. Let (A,α,P ) be a unital
C*-dynamical system, with product dilation (B,β,G). Then the C*-cover pA(B ⋊βG)pA is
the C*-envelope of A ×nc

α P if and only if for every finite subset F ⊆ P ∖ {0},

KF = ⋂
p∈F

kerαp

is an essential ideal in A.

Proof. With I◁B as in Theorem 2.4.2, the product dilation yields the C*-envelope if and
only if I = {0}. But by construction, this occurs if and only if each IF = {0}, which occurs if
and only if each K⊥

F = {0} for any finite subset F ⊆ G, or equivalently any finite F ⊆ P .

2.5 The case P = Zn+.

In [18, Theorem 4.3.7], Davidson, Fuller, and Kakariadis identify the C*-envelope of a
semicrossed product A ×nc

α Zn+ by Zn+ as a full corner of a crossed product by Zn, when
(A,α,Z+

n) is a C*-dynamical system. In this section, we show that the C*-dynamical sys-
tem (B/I, β̃,Zn) from Theorem 2.4.2 (in the case (G,P ) = (Zn,Zn+)) is Zn-equivariantly
∗-isomorphic to the C*-dynamical system constructed in [18, Section 4.3]. It follows that
the latter system is a minimal automorphic Nica-covariant dilation of (A,α,Zn+) without
nontrivial Zn-invariant A-boundary ideals, and we recover [18, Theorem 4.3.7] from Corol-
lary 2.3.15.

We now recall the construction in [18, Section 4.3]. Since our notation clashes with the
notation in that paper, we must introduce new notation. We write the standard generators
in Z+

n as 1, . . . ,n. Given x = (x1, . . . , xn) ∈ Zn+,

supp(x) ∶= {k ∈ {1, . . . ,n} ∣ xk > 0}.

If x, y ∈ Zn+, we write x ⊥ y if x∧y = 0, or equivalently supp(x)∩ supp(y) = ∅. Moreover, let
x⊥ ∶= {y ∈ Zn+ ∣ y ⊥ x}. Let (A,α,Z+

n) be a C*-dynamical system. For x ∈ Z+
n, define ideals

Q0
x ∶=

⎛
⎝ ⋂
i∈supp(x)

kerαi
⎞
⎠

⊥

◁A,

and
Qx ∶= ⋂

y∈x⊥
α−1
y (Q0

x) ⊆ Q0
x.
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Form the C*-algebra

C ∶= ⊕
x∈Zn+

A

Qx

.

Let qx ∶ A → A/Qx be the quotient map. Since Q0 = {0}, η ∶= q0 is a ∗-monomorphism
A→ C. For convenience, we notationally identify

C = ∑
x∈Zn+

A

Qx

⊗ ex,

where ex are formal generators, as in [18, Section 4.3]. Then (C,γ,Zn+) is an injective
C*-dynamical system, where the action γ is determined on generators by

γi(qx(a) ⊗ ex) =
⎧⎪⎪⎨⎪⎪⎩

qx(αi(a)) ⊗ ex + qx+i(a) ⊗ ex+i i ⊥ x,
qx+i(a) ⊗ ex+i i ∈ supp(x).

Since γi(q0(a) ⊗ e0) = q0(αi(a) ⊗ e0 + qi(a) ⊗ ei has 0’th entry αi(a), the system (C,γ,Zn+)
dilates (A,α,Zn+) in the same sense as Definition 2.3.1.

Let (C̃, γ̃,Zn) be the minimal automorphic extension of (C,γ,Zn+), from [18, Theorem
4.2.12]. This C*-dynamical system satisfies

C ⊆ C̃, γ̃∣C = γ and C = ⋃
x∈Zn+

γ̃−x(C).

Then, (C̃, γ̃,Zn) is a minimal Nica-covariant automorphic dilation of (A,α,Zn+). Nica-
covariance of this dilation is found in [18, Lemma 4.3.8]. The content of [18, Theorem
4.3.7] is that the natural map A×nc

α Zn+ → C̃ ⋊γ̃ Zn is completely isometric, and via this map

C∗
e (A ×nc Zn+) = p0(C̃ ⋊Zn)p0

is a full corner by the projection p0 = 1A ⊗ e0 = η(1A).

Proposition 2.5.1. Let (A,α,Zn+) be a unital C*-dynamical system. Let (B,β,Zn) be
the product dilation (Definition 2.3.4), and (C̃, γ̃,Zn) be the automorphic dilation defined
above. Let I◁B be the unique maximal β-invariant A-boundary ideal as in Theorem 2.4.2.
Then there is a Zn-equivariant ∗-isomorphism B/I ≅ C̃ that fixes A.

Proof. Define
π ∶ ∑

x∈Zn
βxι(A) → C̃
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to be the unique ∗-linear map satisfying

π(βxι(a)) = γ̃xη(a).

Note that π is well defined, because if F ⊆ G is finite, and ax ∈ A satisfy

b ∶= ∑
x∈F

βxι(ax) = 0,

then each ax = 0, so such a representation is well defined. Indeed, if x0 ∈ F is minimal, then
bx0 = ax0 = 0. By replacing F with F ∖ {x0} and recursing, we eventually find each ax = 0.
Since both (B,β,Zn) and (C̃, γ̃,Zn) are minimal automorphic dilations, π is a ∗-linear
map defined on a dense subalgebra with dense range. By construction π is Zn-equivariant.
Nica-covariance of both dilations imply that, if x, y ∈ Zn and a, b ∈ A,

βxι(a)βyι(b) = βx∧yι(αx−x∧y(a)αy−x∧y(b)),

and identically
γ̃xη(a)γ̃yη(b) = γ̃x∧yη(αx−x∧y(a)αy−x∧y(b)).

Extending linearly, it follows that π is a ∗-homomorphism.

We claim π is bounded. Given an element b = ∑x∈F βgι(ax) ∈ ∑g βgι(A) as above, using
[18, Lemma 4.3.6], we find

∥π(b)∥ = ∥∑
x∈F

∑
0≤y≤x

qy(αx−y(ax)) ⊗ ey∥

≤ sup
y∈Zn+

∥qy( ∑
x∈F
x≥y

αx−y(ax))∥

≤ sup
y∈Zn

∥ ∑
x∈F
x≥y

αx−y(ax)∥,

or upon swapping y with −y,

∥π(b)∥ ≤ sup
y∈Zn

∥ ∑
x∈F
x+y≥0

αx+y(ax)∥

= ∥∑
x∈F

βxι(ax)∥ = ∥b∥.
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So, π is contractive. Therefore, the map π extends uniquely to an equivariant surjective
∗-homomorphism B → C̃, which we denote by the same symbol. Note also that πι = η, so
π fixes the respective copies of A.

The result follows if we can prove kerπ = I. Since π is equivariant and isometric on
ι(A) ≅ η(A) ≅ A, kerπ is a β-invariant boundary ideal and so kerπ ⊆ I, by maximality of
I.

To show I ⊆ kerπ, by inductivity of ideals it suffices to prove

BF ∩ IH ⊆ kerπ,

for any grid F ⊆ Zn (Lemma 2.4.5) and any finite subset H ⊆ Zn. So, it suffices to assume
we have an element

b = ∑
x∈F

βxι(ax) ∈ IH ,

where F ⊆ G is finite, and prove π(b) = 0. In fact, since π is Zn-equivariant, and βg(IH) =
IH−g, we are free to apply βg for any g ≥ (−∧F )∨(∨H) and so assume F ⊆ Zn+ and H ⊆ −Zn+.
Now, compute

π(b) = ∑
x∈F

γxη(ax)

= ∑
y∈Zn+

qy( ∑
x∈F
x≥y

αx−y(ax)) ⊗ ey

= ∑
y∈Zn+

qy(b−y) ⊗ ey.

So, we must show b−y ∈ Qy for all y ∈ Zn+. Suppose that z ∈ Zn+ with z ⊥ y. Then

bz−y = ∑
x∈F
x+z≥y

αx+z−y(ax)

= ∑
x∈F
x≥y

αx+z−y(ax) = αz(b−y),

since z ⊥ y implies that x + z ≥ y if and only if x ≥ y. Because b ∈ IH , we have

αz(b−y) = bz−y ∈ JH−z+y = ( ⋂
h∈H
h/≤z−y

kerα(h−z+y)∨0)
⊥

.
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However, we also have

⋂
i∈supp(y)

kerαi ⊆ ⋂
h∈H
h/≤z−y

kerα(h−z+y)∨0.

Indeed, if h ∈H with h − z + y /≤ 0, then since h,−z ≤ 0,

∅ ≠ supp((h − z + y) ∨ 0) ⊆ supp(y),

so kerα(h−z+y)∨0 ⊇ kerαi for at least one i ∈ supp(y). Upon taking annihilators, which
reverses containment,

αz(b−y) ∈
⎛
⎝ ⋂
i∈supp(y)

kerαi
⎞
⎠

⊥

= Q0
y.

Therefore b−y ∈ Qy for all y ≥ 0. So, π(b) = 0, proving I = kerπ.

Proposition 2.5.1 implies that there is a ∗-isomorphism

C∗
e (A ×nc Zn+) = (pA + I) (

B

I
⋊Zn) (pA + I) ≅ p0 (C̃ ⋊Zn)p0

which fixes the respective completely isometric copies of A ×nc P .

2.6 Applications and examples

2.6.1 Simplicity of the C*-envelope

In the commutative case, we can give a dynamical characterization of when the C*-envelope
of a Nica-covariant semicrossed product is simple. The following definition is standard.

Definition 2.6.1. A C*-dynamical system (A,α,P ) is minimal if A contains no nontrivial
α-invariant ideals.

Throughout Section 2.6.1, let (G,P ) be a lattice-ordered abelian group, and let (A,α,P )
be a unital C*-dynamical system. Let (B,β,G) be the associated product dilation, with
inclusion ι ∶ A → B and unique maximal β-invariant A-boundary ideal I, as in Corollary
2.3.16. The C*-envelope of A ×nc

α P is a full corner of (B/I) ⋊β̃ G. The following result is
an analogue of [18, Corollary 4.4.4].
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Proposition 2.6.2. The C*-dynamical system (A,α,P ) is minimal if and only if the
automorphic C*-dynamical system (B/I, β̃,G) is minimal.

Proof. Suppose (A,α,P ) is minimal. Since P is abelian, for any p ∈ P the ideal kerαp◁A is
α-invariant and doesn’t contain the unit 1A. By minimality, we must have each kerαp = {0}.
Therefore the system (A,α,P ) is injective. As in Proposition 2.3.19, the dilation B/I is a
minimal automorphic extension of A. By [18, Proposition 4.4.3], it follows that (B/I, β̃,G)
is minimal.

Conversely, suppose (B/I, β̃,G) is minimal. Suppose that J◁A is a nonzero α-invariant
ideal. Let

K ∶= ⋃
g∈G

βgι(J) = ∑
g∈G

βgι(J)

be the β-invariant ideal in the product dilation B generated by ι(J). Because K ∩ ι(A) =
ι(J) is nonzero, and I is an A-boundary ideal, we must have K /⊆ I, so the ideal

K + I
I

◁B/I

is nonzero and β̃-invariant. By assumption, we must have (K + I)/I = B/I, and therefore
K + I = B. Because ι(J) ⊆K ⊆K + I, the injection ι induces a ∗-monomorphism

A

J
→ B

K + I
≅ {0}.

Therefore A/J ≅ {0}, so J = A.

Definition 2.6.3. Let ϕ be an action of a semigroup P by continuous maps on a locally
compact Hausdorff space X. Then (X,ϕ,P ) is a classical system. The system (X,ϕ,P )
is minimal if X contains no proper nonempty closed ϕ-invariant subsets.

Definitions 2.6.1 and 2.6.3 are equivalent in the commutative setting A = C0(X), since
ideals correspond to closed subsets. In the classical setting, the following dynamical notion
is related to simplicity for crossed products.

Definition 2.6.4. Let (X,ϕ,P ) be a classical system. The action ϕ is topologically free
if for any p, q ∈ P with p ≠ q, the set {x ∈X ∣ ϕp(x) = ϕq(x)} has empty interior.

Now suppose A = C(X) is a commutative unital C*-algebra. Here X is a compact Haus-
dorff space. Let (B,β,G) be the associated product dilation, with inclusion ι ∶ A→ B, and
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unique maximal β-invariant A-boundary ideal I. By Remark 2.3.17, B and B/I are com-
mutative. The C*-dynamical systems (A,α,P ) and (B/I, β̃,G) arise from classical systems
(C(X), ϕ,P ) and (C0(Y ), ψ,G) via the usual duality for commutative C*-algebras. The
author is grateful to Evgenios Kakariadis and to the referee for suggesting the following
variant of [18, Corollary 4.4.9].

Proposition 2.6.5. With notation as above, the following are equivalent.

(i) The system (X,ϕ,P ) is minimal and ϕp ≠ ϕq for all p, q ∈ P with p ≠ q.

(ii) The system (Y,ψ,G) is minimal and topologically free.

(iii) The crossed product C0(Y ) ⋊ψ G is simple.

(iv) The C*-envelope C∗
e (C(X) ×nc

ϕ P ) is simple.

If any of the above hold, then Y is compact, C(Y ) is a minimal automorphic extension of
C(X), and

C∗
e (C(X) ×nc

ϕ P ) ≅ C(Y ) ⋊ψ G

is a crossed product.

Proof. The equivalence of (ii) and (iii) for an amenable group G is a standard result of
Archbold and Spielberg [1, Corollary]. Because C∗

e (C(×nc
ϕ P ) is a full corner of C(Y )⋊ψG,

items (iii) and (iv) are equivalent.

It therefore suffices to prove (i) and (ii) are equivalent. If the system (A,α,P ) is injec-
tive, then Proposition 2.3.19 implies that (B/I, β,G) is a minimal automorphic extension
of (A,α,P ), and that the C*-envelope is the associated crossed product. In this case,
C0(Y ) ≅ B/I is unital, so Y is compact. When (A,α,P ) is injective, (i) and (ii) are shown
to be equivalent in [18, Theorem 4.4.8]. However, minimality of (A,α,P ) implies that this
system is injective as in Proposition 2.6.2 above. Using Proposition 2.6.2, either (i) or (ii)
implies (A,α,P ) is minimal, so the result follows.

If Proposition 2.6.5 holds, then the simplicity of the C*-envelope implies that any proper
ideal in a C*-cover of C(X) ×nc

ϕ P is a (C(X) ×nc
ϕ P )-boundary ideal.
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2.6.2 Direct limits of subgroups

Given a lattice ordered abelian group (G,P ), we call H ⊆ G a sub-lattice ordered group
of G if H is a subgroup closed under ∨ and ∧. (In fact, the identity g + h = g ∨ h + g ∧ h
shows that it is enough to assume closure under at least one of ∨ or ∧.) For any sub-lattice
ordered group, (H,H ∩ P ) is itself a lattice ordered abelian group. Suppose (A,α,P ) is a
C*-dynamical system, and set Q ∶= H ∩ P . By the universal property, there is a natural
homomorphism A ×nc

α∣Q Q → A ×nc
α P induced by the inclusion P ⊆ Q. By [18, Theorem

4.2.9], the Fock representation is completely isometric on any Nica-covariant semicrossed
product. Suppose A acts faithfully on a Hilbert space K, then A ×nc

α∣Q Q acts faithfully on

K ⊗ `2(Q). Then the diagram

A ×nc
α P B(K ⊗ `2(P ))

A ×nc
α∣Q Q B(K ⊗ `2(Q))

commutes, where the right-hand map is compression to K ⊗ `2(Q) ⊆ K ⊗ `2(P ). As the
bottom map is completely isometric, it follows that the natural map

A ×nc
α∣Q Q→ A ×nc

α P

is completely isometric. Moreover, if G = ⋃λ∈ΛGλ is an internal direct limit of sub-lattice
ordered groups Gλ ⊆ G, then it follows that

A ×nc
α P ≅ limÐ→

λ∈Λ
A ×nc

α∣Pλ
Pλ,

is a direct limit. Here, Pλ ∶= Gλ ∩ P . Upon identification, we think of

A ×nc
α P = ⋃

λ∈Λ
A ×nc

α∣Pλ
Pλ

as an internal direct limit. The next result is that the respective product dilations (Defi-
nition 2.3.4) over Pλ embed just as nicely.

Proposition 2.6.6. Let (G,P ) be a lattice ordered abelian group. Let (A,α,P ) be a C*-
dynamical system, with product dilation (B,β,G).

(1) Suppose H ⊆ G is a sub-lattice ordered group. Setting Q = H ∩ P , let (C,γ,H)
be the product dilation for (A,α∣Q,Q). Then C embeds into B via an equivariant
∗-monomorphism fixing A.
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(2) If G = ⋃λ∈ΛGλ, for sub-lattice ordered groups Gλ, let (Bλ, βλ,Gλ) be the product
dilation for (A,αλ, Pλ), where Pλ ∶= Gλ∩P and αλ ∶= α∣Pλ. Then up to identification,
we have

B ≅ ⋃
λ∈Λ

Bλ ≅ limÐ→
λ∈Λ

Bλ.

Proof. As in the proof of Proposition 2.5.1, there is a well defined ∗-homomorphism π ∶
∑g∈G βgη(A) → B with (βH)gη(a) ↦ βgι(a). Here ι ∶ A → B and η ∶ A → C are the usual
inclusions. Then, (1) follows if we can prove π is isometric. Let

b = ∑
g∈F

β−gι(ag),

where F ⊆H is finite and ag ∈ A. Then

∥b∥ = ∥∑
g∈F

γ−gιH(ag)∥

= sup
h∈H

∥ ∑
g∈F
g≤h

αh−g(ag)∥

≤ sup
k∈G

∥ ∑
g∈F
g≤k

αk−g(ag)∥ = ∥π(b)∥.

Conversely, given k ∈ G, since H is ∨-closed we have

{g ∈ F ∣ g ≤ k} = {g ∈ F ∣ g ≤ h},

where h ∶= ∨{g ∈ F ∣ g ≤ k} ∈H. Then,

∥[π(b)]k∥ = ∥ ∑
g∈F
g≤k

αk−g(ag)∥

= ∥αk−h( ∑
g∈F
g≤h

αh−g(ag))∥

= ∥αk−h(bh)∥ ≤ ∥bh∥ ≤ ∥b∥.

So, ∥π(b)∥ = ∥b∥ and π extends to a ∗-monomorphism.

For claim (2), it follows from (1) that each Bλ embeds in B. By minimality,

B = ∑
g∈G

βgι(A) = ⋃
λ∈Λ

∑
g∈Gλ

βgι(A) = ⋃
λ∈Λ

Bλ,

as claimed.
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Since the embedding in Proposition 2.6.6 is equivariant and fixes the copy of A, and
since all groups involved are abelian and so exact, we also get a ∗-embedding

Bλ ⋊βλ Gλ ⊆ B ⋊β G.

This embedding restricts to the natural embedding A ×nc Pλ ⊆ A ×nc P . Moreover

B ⋊β G ≅ ⋃
λ∈Λ

Bλ ⋊βλ Gλ

is again a direct product. It’s then tempting to ask when this result still holds after passing
to quotients by Shilov ideals. That is, when is

C∗
e (A ×nc

α P ) ≅ limÐ→
λ∈Λ

C∗
e (A ×nc

αλ
Pλ)?

This does occur for surjective systems over totally ordered groups.

Proposition 2.6.7. Let (G,P ) be a totally ordered abelian group, and suppose that (A,α,P )
is a unital surjective C*-dynamical system.

(1) Let H ⊆ G be a subgroup, and set Q ∶= H ∩ P . Let (B,β,G) (resp. (C,γ,H)) be
the product dilation for (A,α,P ) (resp. (A,α∣Q,Q)). Let I (resp. J) be the unique
maximal G-invariant (resp. H-invariant) A-boundary ideal in B (resp. C). After
identifying C ⊆ B, we have that

J = I ∩C.

(2) Suppose G = ⋃λ∈ΛGλ is a directed limit of subgroups. If (B,β,G) (respectively
(Bλ, βλ,Gλ)) is the product dilation for (A,α,P ) (resp. (A,αλ, Pλ) = (A,αλ,Gλ∩P )),
and I◁B and Iλ◁Bλ are the respective unique maximal β or βλ-invariant A-boundary
ideals, then Iλ = I ∩Bλ and

I = ⋃
λ∈Λ

Iλ.

Proof. To prove (1), we use Proposition 2.6.6 to identify C ⊆ B. Since I is a G-invariant
A-boundary ideal, I∩C is an H-invariant boundary ideal in C. So, I∩BH ⊆ J . Conversely,
suppose x ∈ J . By Lemma 2.4.5, and inductivity of ideals, it suffices to assume x has the
form

x = ∑
g∈F

β−gι(ag) ∈ I(H)
S ∶= {y ∈ C ∣ yh ∈ JS−h◁A for all h ∈H}

47



for some grid F ⊆H ⊆ G, and some finite subset S ⊆H. We will prove

x ∈ IS = {y ∈ B ∣ yg ∈ JS−g for all g ∈ G} ⊆ I.

Let g ∈ G, and
b ∈KS−g = ⋂

s∈S
s/≤g

kerα(s−g)∨0 = ⋂
s∈S
s>g

kerαs−g.

The second equality is where we use the assumption that G is totally ordered. As in the
proof of Proposition 2.6.6.(1), we find

xg = αg−h(xh),

where
h ∶= ⋁{k ∈ F ∪ S ∣ k ≤ g} ∈H.

Since the action α is by surjections, we can write b = αg−h(c) for some c ∈ A. Then because
b ∈KS−g, it follows that

c ∈ ⋂
s∈S
s>h

kerαs−h =KS−h.

Because x ∈ I(H)
S , we conclude xhc = 0, so xgb = αg−h(xhc) = 0. Thus x ∈ IS ⊆ I, as needed.

Claim (2) follows because from (1) and the identification B = ⋃λBλ (Proposition
2.6.6.(2)), because in this case inductivity of ideals implies

I = ⋃
λ∈Λ

I ∩Bλ.

But by (1), I ∩Bλ = Iλ.

Corollary 2.6.8. Suppose (G,P ) is a totally ordered group with G = ⋃λ∈ΛGλ, for subgroups
Gλ. If (A,α,P ) is a surjective unital C*-dynamical system, then

C∗
e (A ×nc

α P ) ≅ limÐ→
λ∈Λ

C∗
e (A ×nc

α∣Pλ
Pλ),

where Pλ = Gλ ∩ P .

Corollary 2.6.8 applies to the totally ordered group (Q,Q+), where we can decompose

Q = ⋃
n≥1

Z
n!
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as a direct limit of an increasing sequence of totally ordered subgroups. More generally, it
applies to any subgroup of R which is built as a union of an increasing sequence of cyclic
subgroups, such as the dyadic rationals. It is not clear that one can obtain Corollary 2.6.8
in vacuo without the explicit description of the Shilov ideal from Theorem 2.4.2.

The following examples show that the hypotheses of surjectivity or total ordering of G
cannot be dropped from Proposition 2.6.7.

Example 2.6.9. Define an action ϕ of R+ on [−1,1] by the continuous maps

ϕx(t) =
⎧⎪⎪⎨⎪⎪⎩

t, x = 0,

e−x∣t∣, x > 0.

Then ϕ is a semigroup action, which is jointly continuous away from x = 0 ∈ R+. This
induces an action α of R+ on A = C([−1,1]) by ∗-homomorphisms

αt(f) = f ○ ϕt.

For any x > 0, ϕx is not injective, and so αx is not surjective. Indeed, for any f ∈ C([−1,1]),
αx(f) is an even function.

Restrict α to get C*-dynamical systems (A,α,Z+) and (A,α,Z+/2). Build the product
dilation (B,β,Z/2) for (A,α,Z+/2). By Proposition 2.6.6.(1), we can identify the product
dilation for (A,α,Z+) as the C*-subalgebra

B1 = ∑
n∈Z

βnι(A).

We will show that the unique maximal β-invariant boundary ideal I1 for A in (B1, β,Z) is
not a subset of the unique maximal boundary ideal I ◁B in (B,β,Z/2). By Proposition
2.3.20, we have

I = {x ∈ B ∣ xn/2 ∈ (kerα1/2)⊥ for all n ∈ Z, and lim
n→∞

xn = 0} ,

and
I1 = {x ∈ B1 ∣ xn ∈ (kerα1)⊥ for all n ∈ Z, and lim

n→∞
xn = 0} .

Suppose that we had I1 ⊆ I. Then it would follow that

α1/2 ((kerα1)⊥) ⊆ (kerα1/2)⊥.
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To prove this, suppose a ∈ (kerα1)⊥. Then

a − β−1ι(α1(a)) ∈ I1,

so by assumption a − β−1ι(α1(a)) ∈ I. Then

[a − β−1ι(α1(a))]1/2 = α1/2(a) ∈ (kerα1/2)⊥.

However, in our case, for x > 0,

kerαx = {f ∈ A ∣ f ∣[0,e−x] = 0} .

So,
(kerαx)⊥ = C0((0, e−x)) = {f ∈ A ∣ supp(f) ⊆ [0, e−x]} .

We certainly cannot have

α1/2 (C0((0, e−1))) ⊆ C0(0, e−1/2),

because α1/2(f) is always an even function and α1/2 ≠ 0. For instance, f(x) = max{x(1 −
ex),0} satisfies

f ∈ C0(0, e−1) and α1/2(f) /∈ C0(0, e−1/2),

because α1/2(f)(−e−1/2/2) = f(e−1/2) > 0. So, we cannot have I1 ⊆ I and the conclusion in
Proposition 2.6.7.(1) fails for the sub-lattice ordered group Z ⊆ Z/2 when α is not surjective.

Example 2.6.10. Proposition 2.6.7.(1) fails in the case H = Z⊕{0} ⊆ Z⊕Z = G, even for
surjective actions. Take any C*-dynamical system (A,α,Z2

+). Using the same notation as
Proposition 2.6.7, let C and B be the respective product dilations for (A,α,Z+⊕{0}) and
(A,α,Z2

+). Let J and I be the respective unique maximal invariant A-boundary ideals in
C and B. As in Proposition 2.6.6.(1), identify C ⊆ B. Then, suppose for a contradiction
that J ⊆ I.

As H ≅ Z, Proposition 2.3.20 gives

J = {x ∈ B ⊆∏
Z2

A ∣ x(n,0) ∈ (kerα1)⊥ for all n ∈ Z, and lim
n→∞

x(n,0) = 0} .

Therefore, if a ∈ (kerα1)⊥, we have

x = ι(a) − β−1
1 ια1(a) ∈ J.
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Given ε > 0, there is a finite subset F ⊆ Z2 and an element y ∈ IF with ∥x − y∥ < ε. Since
{IF ∣ F ⊆ G finite} is directed, we are free to enlarge F so that (1,1) ∈ F . Set

k = max{m ∣ (n,m) ∈ F}.

Then for j ≥ k, we have

y(0,j) ∈ ( ⋂
(n,m)∈F

(n,m−j)/≤0

kerα(n,m−j)∨0)
⊥

= ( ⋂
(n,m)∈F
n>0

kerαn1)
⊥

⊆ (kerα1)⊥ ,

so
dist(αj2(a), (kerα1)⊥) ≤ ∥x − y∥ < ε.

This proves that for any commuting unital endomorphisms α1, α2 ∈ End(A), and any
a ∈ (kerα1)⊥, that

lim
j→∞

dist(αj2(a), (kerα1)⊥) = lim
j→∞

∥αj2(a) + (kerα1)⊥∥ = 0. (2.7)

However, the identity (2.7) fails in general. Let X = [0,1] × [0,1] and A = C(X). The
two injective continuous maps ϕ1, ϕ2 ∶X →X defined by

ϕ1(s, t) = (s
2
, t) , ϕ2(s, t) = (s

2
,
t

2
)

commute and define surjective ∗-endomorphisms αi ∈ End(A), where αi(f) = f ○ ϕi, for
i = 1,2. Then

(kerα1)⊥ = C0([0,1/2) × [0,1]), and

(kerα2)⊥ = C0([0,1/2) × [0,1/2)).

Pick any f ∈ (kerα1)⊥ with f(s, t) = 1 whenever s ∈ [0,3/8]. Then we have αj2(f)(3/4,0) = 1
for any j ≥ 1. So,

∥αj2(f) + (kerα1)⊥∥ = ∥αj2(f)∣[1/2,1]×[0,1]∥ ≥ 1

for all j, and (2.7) does not hold. We conclude that Proposition 2.6.7.(1) fails for the
surjective system (A,α,Z2

+) = (C(X), α,Z2
+), with the sub-lattice ordered group H = Z ⊕

{0} ⊆ Z2.

51



Chapter 3

Jensen’s Inequality for separately
convex noncommutative functions

3.1 Introduction

Noncommutative convexity is now an exciting and developing toolbox for use in operator
algebras and functional analysis. Wittstock [79] introduced the central notion of a matrix
convex set. The main idea is that matrix convex sets are graded by matrix levels, and
include points at each level. Here, the classical notion of “convex combination” ∑i tixi is
replaced with a “matrix convex combination” ∑iα

∗
i xiαi, where the “points” xi are matrices

of possibly different sizes, and αi are rectangular matrices satisfying ∑iα
∗
i αi = I. Matrix

convexity is a more natural notion for the study of operator algebras, where the study
of structure at all matrix levels via completely positive or completely bounded maps is a
central part of the theory. In fact, Webster and Winkler [77] showed that the category
of compact matrix convex sets is contravariantly equivalent to the category of operator
systems, so matrix convex sets faithfully encode the information of any operator system.

The theory of matrix convex sets contains many noncommutative analogues of clas-
sical facts in convexity and Choquet theory. For instance, Effros and Winkler [32] gave
noncommutative analogues of the Hahn-Banach Separation Theorem and Bipolar Theo-
rem. A persistent difficulty in matrix convexity was the search for the right notion of
extreme point and a working Krein-Milman theorem. A fully realized version of a Krein-
Milman type theorem in matrix convexity was given by Webster and Winkler in [77].
Recently, Davidson and Kennedy [26] obtained new results by working in a framework
of noncommutative–or “nc”, convex sets, obtaining a Krein-Milman theorem and even
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a noncommutative Choquet-Bishop-De Leeuw Integral Representation Theorem. Their
Krein-Milman theorem is stronger in the sense that it requires fewer extreme points, but
finding any and all of their “nc extreme points” requires considering infinite matrices.

A key ingredient in Davidson and Kennedy’s framework is that one needs to include
infinite matrix levels, and we refer to such convex sets as “noncommutative” or “nc”
convex sets as opposed to “matrix” convex sets. Closed nc convex sets are determined
by their finite levels [26, Proposition 2.2.10], so in a sense the two theories contain the
same information. Using the dual equivalence to the category of operator systems, the
nc extreme points in the nc convex set of nc states on an operator system S correspond
exactly to boundary representations in the sense of Arveson [3]. Through this lens, the
long search for sufficiently many boundary representations of S dualizes to a search for
sufficiently many nc extreme points. Dritschel and McCullough [31] used maximal dilations
to obtain enough boundary representations to produce the C*-envelope. Building on their
techniques, Arveson [5] (for separable S) and Davidson and Kennedy [25] (for general S)
showed that the boundary representations completely norm S. Then, having the language
of nc convexity in place, Davidson and Kennedy’s Krein-Milman theorem [26, Theorem
6.4.2] can be viewed as a dual version of [25, Theorem 3.4].

Sufficiently many boundary representations may not exist at finite levels, and so a
compact nc convex set may not have enough nc extreme points at finite matrix levels to
generate the whole set. For instance, if S is a C*-algebra, then boundary representations
are just irreducible representations, and S may have no finite dimensional representations
whatsoever. So, in Davidson and Kennedy’s framework one is forced to include infinite
matrix levels for large classes of duals of operator systems to be able to recover all infor-
mation.

On matrix or nc convex sets, classical functions are more naturally replaced by non-
commutative functions. Usually, one requires an nc function to be graded along matrix
levels, to preserve direct sums, and respect similarities either by arbitrary invertible ma-
trices, or just unitary equivalences. The theory of similarity invariant functions parallels
complex analysis, because similarity invariant nc functions turn out to be automatically
analytic. See [53] for a detailed treatment. Studying the notion of convex nc functions
requires selfadjoint-valued functions, so that there is an ordering on the codomain. Because
similarities don’t preserve selfadjointness, we instead only require our nc functions in this
context to be unitarily invariant.

If X is a (classical) compact convex set, any convex function f ∶X → R satisfies Jensen’s
inequality

f(bar(µ)) ≤ ∫
X
f dµ
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for any probability measure µ ∈ Prob(X). The barycenter bar(µ) is the unique point in
X that satisfies ϕ(bar(µ)) = ∫ ϕ dµ for every affine function ϕ ∶ X → C. In fact, Jensen’s
inequality characterizes convexity, because we can take µ to be a convex combination of
point masses.

In [26, Section 7], Davidson and Kennedy show that a noncommutative convex function

f ∶K = ⋃
n
K(n) →M =⋃

n
Mn(C)

satisfies the Jensen inequality
f(bar(µ)) ≤ µ(f)

whenever µ is a ucp map C(K) → Mk defined on the C*-algebra C(K) of continuous nc
functions on K. Here, the barycenter bar(µ) of µ is the unique point in the kth matrix
level K(k) of K that satisfies a(bar(µ)) = µ(a) for all nc affine functions a on K.

This noncommutative Jensen Inequality sheds some light on classical operator convex-
ity. A function f ∶ I → R defined on some interval I ⊆ R is operator convex if its associated
functional calculus defines a convex function, i.e. if

f((1 − t)x + ty) ≤ (1 − t)f(x) + tf(y)

for all t ∈ [0,1] and all selfadjoint matrices x, y with spectrum in I. Hansen and Peder-
sen [43] demonstrated that operator convexity is equivalent to a noncommutative Jensen
inequality. Hansen and Pedersen’s characterization can be obtained as a special case of
Davidson and Kennedy’s nc Jensen Inequality, by restricting to the case where

K = MIN(I) = {x ∈ ⋃
n
M sa

n ∣ σ(x) ⊆ I}

is the unique minimal compact nc convex set with first level MIN(I)(1) = I, see [17, Section
4]. Operator convexity for multivariate functions is more delicate. For instance, Hansen
[44] established a multivariate nc Jensen inequality for an operator convex function f of
two variables, but this inequality is more technical and can’t be simply obtained from
Davidson and Kennedy’s inequality by working in MIN(I ×J), because on this domain an
nc function may not be determined entirely by its first level.

3.1.1 Main results

Our main result is a fully noncommutative analogue of the following classical fact (see
Proposition 3.4.2). Let X1, . . . ,Xd be compact convex sets, and let f ∶ X1 × ⋯ ×Xd → R
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be a separately convex function, meaning f is convex as a function in any one variable as
long as all other variables are fixed. This is a much weaker assumption than convexity
of f . For instance, the function f(x, y) = xy on R2 is linear and hence convex in each
variable separately, but fails to be “jointly” convex in both variables (cf. Example 3.4.1
and its noncommutative version in Example 3.4.5). Then the function f satisfies the Jensen
inequality

f(bar(µ)) ≤ ∫
X1×⋯×Xd

f dµ

for any product measure of the form µ = µ1 × ⋯ × µd, where µi ∈ Prob(Xi). In fact, this
characterizes separate convexity of f .

We are interested in convex nc functions of multiple variables. Therefore, in Section
3.3 we first study nc convex sets of the form K1 × ⋯ × Kd, where Ki are compact nc
convex sets, and the product is taken separately at each matrix level. By the categorical
duality between compact nc convex sets, each compact nc convex set Ki corresponds to
the operator system A(Ki) of continuous nc affine functions on Ki. Because K1 ×⋯ ×Kd

is the categorical product, it follows from the equivalence of categories that (Proposition
3.3.1)

A(K1 ×⋯ ×Kd) ≅ A(K1) ⊕1 ⋯⊕1 A(Kd)

is the categorical coproduct of the associated operator systems. This is the “unital direct
sum”

S ⊕1 T = S ⊕ T
C((1S,0) − (0,1T ))

constructed by Fritz in [37].

Davidson and Kennedy [26, Section 4.4] showed that if K is a compact nc convex set,
the operator system A(K) of continuous nc affine functions generates the C*-algebra C(K)
of (point-ultrastrong-∗) continuous nc functions on K, and that

C(K) = C∗
max(A(K))

is in fact the maximal C*-algebra. By comparing the right universal properties, it follows
(Corollary 3.3.3) that

C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd)

is a free product of the associated maximal C*-algebras, with amalgamation over C. This
is evidently a noncommutative analogue of the classical result that C(X1 × ⋯ × Xd) ≅
C(X1) ⊗⋯⊗C(Xd) for compact Hausdorff spaces X1, . . . ,Xd.
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So, in analogy to the classical case, we should expect that a selfadjoint nc function
f ∶ K1 × ⋯ ×Kd → Msa which is separately nc convex (Definition 3.4.3) should satisfy an
nc Jensen inequality for any ucp map

µ ∶ C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd) →Mk

which is a “free product” of ucp maps µi ∶ C(Ki) → Mk. The central difficulty is that
the notion of “free product” for ucp maps is not uniquely defined. If Ai, i ∈ I, are unital
C*-algebras, then Boca’s theorem [10], or its generalized version in [21], gives a standard
recipe for how to glue a collection of ucp maps µi ∶ Ai →Mk to a ucp map

µ ∶ ∗i∈IAi →Mk

with µ∣Ai = µi. However, such a map is not unique, and many such gluings might exist.
Nonetheless, we show f satisfies an nc Jensen inequality for any ucp map built from Boca’s
theorem. We call any ucp map glued together as in the proof of Boca’s theorem or the more
general construction in [21, Theorem 3.1] a free product ucp map (see Definition 3.4.13),
and get the following result.

Theorem 3.1.1. Let K1, . . . ,Kd be compact nc convex sets, and suppose

f ∶K1 ×⋯ ×Kd →Msa

is a continuous separately nc convex nc function. Suppose

µ ∶ C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd) →Mk

is a free product ucp map of any ucp maps µi ∶ C(Ki) →Mk, i = 1, . . . , d. Then f satisfies
the Jensen inequality

f(bar(µ)) ≤ µ(f).

In fact, free product ucp maps are not the most general class of ucp maps on C(K1) ∗
⋯∗C(Kd) for which we get a Jensen inequality. Our strongest version of Theorem 3.1.1 is
Theorem 3.4.10, which shows that f satisfies the Jensen inequality for any ucp map which
satisfies a certain dilation-theoretic analogue of Fubini’s theorem. We call such ucp maps
“Fubini type” (Definition 3.4.8), and they form a larger family than just maps coming
from Boca’s theorem. This class is large enough that the Jensen inequality characterizes
separate nc convexity of f .
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3.1.2 Connection to free probability

In [11], Bożejko, Leinert, and Speicher introduced the notion of a conditionally free or c-free
product of states on a free product A1 ∗⋯∗Ad of C*-algebras. M lotowski [62] generalized
this definition to include a conditionally free product of ucp maps as follows. Suppose we
have an index set I, unital C*-algebras Ai, i ∈ I, and prescribed ucp maps

µi ∶ Ai →Mk, and states

ϕi ∶ Ai → C,

for i ∈ I. The (ϕi)i∈I-conditionally free product of the ucp maps µi is a ucp map

µ ∶ ∗i∈IAi →Mk

which satisfies µ∣Ai = µi for each i ∈ I, and whenever a1⋯am ∈ ∗i∈IAi is a reduced word
(meaning a` ∈ Aj` with j1 ≠ j2 ≠ ⋯ ≠ jm) that satisfies

ϕj`(a`) = 0

for each ` = 1, . . . ,m, then one has the independence rule

µ(a1⋯am) = 0.

If µ is a conditionally free product for any tuple of states (ϕi)i∈I , we will simply say µ
is a conditionally free or c-free ucp map. We can decompose each Ai as a direct sum
Ai = kerϕi⊕C1Ai , and the value of µ on any reduced word is recursively determined by µi
and ϕi for i ∈ I. Thus the (ϕi)i∈I-c-free product is uniquely determined.

Existence and complete positivity of the (ϕi)i∈I-c-free product µ follows from Boca’s
theorem. Indeed, examining [10, Theorem 3.1] or [21, Theorem 3.4] in the case of amal-
gamation over C shows that the constructed ucp map on the free product is the unique
c-free product ucp map on the unital free product. Since c-free products can be built from
Boca’s theorem, they are product ucp maps in our definition and so Theorem 3.1.1 in this
context gives

Corollary 3.1.2. Suppose K1, . . . ,Kd are compact nc convex sets and let Ai = C(Ki),
i = 1, . . . , d. Then for any continuous separately nc convex function

f ∶K1 ×⋯ ×Kd →Msa,

and any conditional free ucp map

µ ∶ A1 ∗⋯ ∗Ad →Mk,
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the Jensen inequality
f(bar(µ)) ≤ µ(f)

holds.

Note that Corollary 3.1.2 applies exactly to those unital C*-algebras Ai which are of the
form Ai = C∗

max(Si) for any operator systems Si. In this case, we may assume Ki = S(Si)
is the nc state space ⋃n UCP(Si,Mn). For example, the result applies to commutative
C*-algebras of the form C(Xi), where Xi ⊆ Rm are simplices [38, Theorem 4.7].

As an application of Corollary 3.1.2, we obtain some operator inequalities for condi-
tionally free ucp maps on free semicircular families. For instance, let a and b be free
semicircular elements in a C*-probability space (A,ϕ), where ϕ is faithful and tracial.
Let S = span {1A, a} and T = span {1A, b} be the operator systems they generate. Then
because the spectra σ(a) and σ(b) are closed intervals, the continuous functional calculus
implies that

C∗(a) ≅ C∗
max(S) and C∗(b) ≅ C∗

max(T ).
Therefore Corollary 3.1.2 applies to

C∗(a, b) ≅ C∗(a) ∗C∗(b).

With this identification, elements such as ab+ba or ab2a correspond to separately nc convex
functions. Consequently, if µ ∶ C∗(a) ∗ C∗(b) → B(H) is a c-free ucp map, or a ucp map
built from Boca’s theorem, in Example 3.5.2 we obtain the operator inequalities

µ(a)µ(b) + µ(b)µ(a) ≤ µ(ab + ba) and

µ(a)µ(b)2µ(a) ≤ µ(ab2a).

More generally, if a1, . . . , ak is any free semicircular family in (A,ϕ), and µ is a c-free
ucp map, we show (Corollary 3.5.3) that

µ(a1)⋯µ(ak) + µ(ak)⋯µ(a1) ≤ µ(a1⋯ak + ak⋯a1), and

µ(a1)⋯µ(ak−1)µ(ak)2µ(ak−1)⋯µ(a1) ≤ µ(a1⋯ak−1a
2
kak−1⋯a1).

The appearance of conditional freeness in Corollary 3.1.2 suggests that some analogue
of free independence for ucp maps may play a role in our main Theorem 3.4.10.

Question 3.1.3. Is the class of ucp maps C(K1) ∗⋯∗C(Kd) →Mk for which a noncom-
mutative Jensen inequality for separately nc convex functions holds described by some free
independence condition? In the language of Section 3.4.2, are ucp maps of Fubini type, or
free product ucp maps, characterized by some generalized free independence condition?
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Question 3.1.3 has a positive answer for states, in which case k = 1 and Mk = C. Indeed
it is straightforward to check that if

ϕ ∶ ∗i∈IAi → C

is a state which is a free product ucp map (Definition 3.4.13), then the C*-subalgebras Ai
are freely independent, and this occurs if and only if ϕ is the unique free product of the
states ϕi ∶= ϕ∣Ai built from Boca’s theorem or by [8, Proposition 1.1].

3.2 Background

3.2.1 Noncommutative convexity

Throughout, we work in the framework of nc convexity developed by Davidson and Kennedy
in [26]. Because their results are still fairly novel, we devote a larger-than-normal portion
of this section to an exposition of the main results of their paper that play a role here.

Given an operator system E, we let

M(E) = ∐
n≤κ

Mn(E),

where κ is any fixed sufficiently large cardinal greater than the density character of E. In
the special case where E is separable, usually κ = ℵ0. When E = C, we write

M ∶=M(E)

for simplicity. Moreover, we define

Msa ∶= ⋃
n≤κ

M sa
n and Md ∶= M(Cd),

and in the latter we freely identify an element of Mn(Cd) with a d-tuple of matrices in
Mn in the natural way. The key difference from the existing theory of matrix convex sets
is that we allow for infinite matrix levels, i.e. we consider all cardinals n ≤ κ, with the
convention that Mn(E) ≅ Mn ⊗min E. Note that when E = C, by convention we have
Mn ∶=Mn(C) = B(Hn) for any Hilbert space Hn of dimension n.

If E is an operator system, we call a subset

K ⊆M(E)
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an nc convex set if it is closed under direct sums and compression by isometries. Equiv-
alently, given a bounded collection of xi ∈ K(ni) for some index set i ∈ I, and matrices
αi ∈Mni,n satisfying

∑
i∈I
α∗i αi = In,

where the series converges weak-∗, the “nc convex combination”

∑
i∈I
α∗i xiαi

is also in K. The nth matrix level of K is

K(n) ∶=K ∩Mn(E).

If K is nonempty and nc convex, then each level K(n) is nonempty. Note that we require
closure under infinite sums to ensure, for instance, that if x ∈ K(n) for some finite level
n < ∞, then the infinite amplification

1ℵ0 ⊗ x =
⎛
⎜
⎝

x 0
0 x

⋱

⎞
⎟
⎠

(as a block matrix with n×n blocks) lies in K(ℵ0). If E = (E∗)∗ is a dual operator system,
then we may identify

Mn(E) =Mn(CB(E∗,C)) ≅ CB(E∗,Mn) ⊆ B(E∗,Mn),

which has a standard weak-∗ topology. Hence Mn(E) has an induced weak-∗ topology,
with agrees with the topology of pointwise-weak-∗ convergence on B(E∗,Mn) on bounded
subsets. When E = C, this is just the usual weak-∗ topology on each level M(n) =Mn =
B(Hn) of M. If E is a dual operator space, we say that K is a compact nc convex set if
it is nc convex and each level K(n) ⊆Mn(E) is compact in the weak-∗ topology.

Given nc convex sets K and L, a function f ∶ K → L is called an nc function if f is
graded (i.e. f(K(n)) ⊆ L(n)), preserves unitary equivalence, and preserves direct sums. If
K and L are compact nc convex sets, we say f is continuous if it is weak-∗ continuous on
each level of K. Moreover f is nc affine if it also preserves compressions, so if x ∈ K(n),
and α ∈Mn,k is an isometry, then

f(α∗xα) = α∗f(x)α.
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Compact nc convex sets are a noncommutative analogue of classical compact convex
sets (in locally convex spaces). In the classical case, given a compact convex set X, the
space A(X) of continuous affine functions X → C forms a function system. Kadison’s
Representation Theorem [48] shows that the functor A ∶ x ↦ A(X) is an equivalence
of categories between the category of compact convex sets and the category of function
systems. The essential inverse functor is F ↦ S(F ), where S(F ) is the state space of F , and
so the map C → S(A(C)) which embeds C as point evaluations is a natural isomorphism.

In the noncommutative setting, operator systems are the correct analogue of function
systems. Given a compact nc convex sets K and L, we form the space

A(K,L) = {a ∶K → L ∣ a nc affine}

of nc affine functions with values in L = ⋃nLn. When L = M, we set A(K) ∶= A(K,M).
The space A(K) is an operator system, with ∗-structure

a∗(x) ∶= a(x)∗.

The matrix order unit is the “constant function”

1A(K)(x) = 1Mn , x ∈K(n).

The matrix order structure on Mn(A(K)) ≅ A(K,M(Mn)) is pointwise. The functor
K ↦ A(K) implements an equivalence of categories between the category of compact nc
convex sets, with continuous nc affine maps as morphisms, and the category of operator
systems, with ucp maps as morphisms [26, Theorem 3.2.5]. The essential inverse takes an
operator system S to the nc state space

S(S) ⊆M(S∗)

whose nth level is
S(S)(n) = {µ ∶ S →Mn ∣ µ ucp}.

In particular S(A(K)) ≅ K naturally, and the isomorphism means that every ucp map
A(K) →Mn is of the form f ↦ f(x), for some x ∈K(n).

Given an operator system S, the maximal C*-algebra C∗
max(S) satisfies the following

universal property. We have an embedding

S ⊆ C∗
max(S) = C∗(S),

and for any unital complete order embedding ι ∶ S → B(H), there is a unique ∗-homomorphism
π ∶ C∗

max(S) → B(H) with π∣S = ι. In the classical setting, for a compact convex set X, one
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has C∗
max(A(X)) ≅ C(X), via the usual inclusion A(X) ⊆ C(X). Let K be a compact nc

convex set. Let B(K) denote the C*-algebra of bounded nc functions K →M, where the
C*-operations are pointwise. Then A(K) ⊆ B(K), and we set

C(K) ∶= C∗(A(K)) ⊆ B(K).

Davidson and Kennedy demonstrated a noncommutative analogue of the classical result
C∗

max(A(X)) ≅ C(X) in [26, Theorem 4.4.3]. The C*-algebra C(K) is both

• the C*-algebra of all bounded nc functions K → M which are continuous levelwise
in the point-ultrastrong-∗ topology on each K(n) ⊆ B(E∗,Mn), and

• the maximal C*-algebra C∗
max(A(K)), with the usual inclusion A(K) ⊆ C(K).

By the universal property and categorical duality, any ∗-homomorphism π ∶ C(K) → Mn

is of the form π = δx ∶ f ↦ f(x), for some x ∈ K(n). Then, Stinespring’s theorem implies
that any ucp map µ ∶ C(K) →Mn has the form

µ = α∗δxα ∶ f ↦ α∗f(x)α,

for some x ∈Kk and isometry α ∈Mk,n.

On a classical compact convex set X, a function f ∶X → R is convex if for all x1, . . . , xn ∈
X and t1, . . . , tn ∈ [0,1] with ∑n

k=1 tk = 1, we have

f(
n

∑
k=1

tkxk) ≤
n

∑
k=1

tkf(xk).

If f is continuous, then f is convex if and only if f satisfies Jensen’s inequality

f(bar(µ)) ≤ ∫ f dµ

for all Radon probability measures µ ∈ Prob(X). Here, the barycenter bar(µ) is the unique
point in X such that a(bar(µ)) = ∫ a dµ, which exists by Kadison duality.

In the noncommutative case, a selfadjoint nc function f ∶ K → Msa on a compact nc
convex set K is nc convex if whenever xi ∈ K(ni) and αi ∈ Mni,n with ∑iα

∗
i αi = In, we

have

f (∑
i∈I
α∗i xiαi) ≤ ∑

i∈I
α∗i f(xi)αi.
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Since f is a continuous nc function, it automatically preserves direct sums, and so it is
equivalent to simply require

f(α∗xα) ≤ α∗f(x)α (3.1)

whenever x ∈ K(k) and α ∈ Mk,n is an isometry. Consequently, a continuous bounded nc
function f ∈ C(K)sa is nc convex if and only if it satisfies the nc Jensen inequality

f(bar(µ)) ≤ µ(f) (3.2)

for all ucp maps µ ∶ C(K) →Mn. Here the barycenter of a ucp map µ ∶ C(K) →Mn is the
unique point bar(µ) ∈ K(n) such that µ(a) = a(bar(µ)) for all a ∈ A(K) ⊆ C(K). The nc
Jensen inequality above follows directly from (3.1) together with the observation that any
ucp map µ ∶ C(K) → Mn must be of the form µ = α∗δxα for a point x ∈ K and isometry
α, and in this case bar(µ) = α∗xα ∈ K(n). In fact [26, Theorem 7.6.1] applies even to
matrix-valued bounded nc functions f ∶K →M(Mk)sa which are lower semicontinuous in
the sense that their nc epigraph

epi(f) = ⋃
n≤κ

{(x, y) ∈K(n) ×Mk(Mn) ∣ y ≥ f(x)}

is levelwise weak-∗ closed, see [26, Theorem 7.6.1].

3.2.2 Minimal nc convex sets

If X ⊆ Cd is a compact convex set, there is a minimal compact nc convex set K = MIN(X) ⊆
Md with K(1) = X [17, Definition 4.1]. A tuple x = (x1, . . . , xd) ∈ Md(n) = Md

n lies in
MIN(X)(n) if and only if there is a normal tuple n = (n1, . . . , nd) ∈ Md which dilates x
and has joint spectrum

σ(n) ⊆X.
In particular, if d = 1 and X = [a, b] is an interval, then

MIN([a, b]) = {x ∈ Msa ∣ σ(x) ⊆ [a, b]}.

For general X ⊆ Cd, if a ∈ A(K) with first level f ∶= a∣K(1) = a∣X , because a preserves
unitaries and direct sums, an application of the spectral theorem shows that

a(n1, . . . , nd) = f(n1, . . . , nd),
in the sense of the functional calculus, for every normal tuple n = (n1, . . . , nd) with joint
spectrum σ(n) ⊆ X. Because a preserves compressions, and every x ∈ MIN(I) is a com-
pression of a normal tuple, the nc affine function a is determined by its restriction to the
first level. Consequently A(MIN(X)) ≅ A(X) via the isomorphism that restricts to the
first level.
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3.2.3 Dilations and notation

If E is an operator space, x ∈ Mn(E), and y ∈ Mk(E), we say that y dilates x if there is
an isometry α ∈Mk,n such that α∗yα = x. In this case we write, x ≺α y, or just x ≺ y if the
associated isometry is clear.

If S is an operator system and µ ∶ S → B(H), ν ∶ S → B(K) are ucp maps, then we say
ν dilates µ if α∗να = µ, for some isometry α ∶ H → K. Usually up to a unitary we assume
α is just an inclusion map H ⊆ K. This is really the same perspective as above, where
E = S∗ is the dual operator space and there is a standard identification

Mn(E) ≅ CB(S,Mn),

where for infinite cardinals n we take Mn = B(Hn) for an n-dimensional Hilbert space Hn,
and identify

H ≅HdimH and K ≅HdimK

up to some fixed hidden unitary. Since our nc functions are always unitarily equivariant,
these hidden unitaries are harmless, so we may freely switch between working with Mn and
B(H) as long as dimH = n.

A dilation x ≺ y is trivial if y ≅ x ⊕ z with respect to the range of α, or equivalently
αα∗y = yαα∗. For ucp maps µ ∶ S → B(H) and ν ∶ S → B(K), with H ⊇ K and µ ≺ ν, the
dilation µ ≺ ν is trivial if and only if H is invariant/reducing for ν(S).

3.2.4 Free products

If Ai, i ∈ I are unital C*-algebras, we denote their unital free product C*-algebra by

∗i∈IAi,

or, if I = {1, . . . , d}, by A1 ∗ ⋯ ∗ Ad. Here, we amalgamate only over the subalgebras
C ≅ C1Ai ⊆ Ai. For convenience, we freely identify each C*-algebraAj as a literal subalgebra
Aj ⊆ ∗i∈IAi of the free product.

3.3 Products of nc convex sets

Suppose K1 ⊆M(E1) and K2 ⊆M(E2) are compact nc convex sets, where Ei = (Ei,∗)∗ are
dual operator systems. As in [26], compactness is meant levelwise in the weak-∗ topology.
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The Cartesian product

K1 ×K2 ∶= ∐
n

(K1)(n) × (K2)(n) ⊆M(E1 ×E2)

is also an nc convex set. By convention E1×E2 is the usual `∞-product of operator spaces.
We have the standard operator space duality [70, Section 2.6]

E1 ×E2 = ((E1)∗ ×1 (E2)∗)∗

and the corresponding weak-∗ topology agrees with the product topology on K1×K2. Hence
K1 ×K2 is a compact nc convex set when given the product topology. It is straightforward
to verify that E1 ×E2 is the categorical product of E1 and E2 in the category of compact
nc convex sets with continuous nc affine maps as morphisms.

Davidson and Kennedy [26, Theorem 3.2.5] showed that the functor K ↦ A(K) imple-
ments an equivalence of categories between this category of compact nc convex sets and
the category of operator systems with ucp maps as morphisms. Fritz [37, Proposition 3.3]
showed that the categorical coproduct in the category of operator systems S,T is the unital
direct sum

S ⊕1 T ∶= S × T
C((1S,0) − (0,1T ))

.

Here, we naturally identify

Mn(S ⊕1 T ) ≅ Mn(S) ×Mn(T )
Mn(C((1S,0) − (0,1T )))

.

Write the coset of a pair (s, t) ∈Mn(S)×Mn(T ) in Mn(S⊕1T ) as s⊕1 t. The matrix order
structure is determined by declaring

s⊕1 t ≥ 0 ⇐⇒ s − λ ≥ 0 and t + λ ≥ 0 for some λ ∈Mn(C).

Proposition 3.3.1. Let K1 ⊆ M(E1) and K2 ⊆ M(E2) be compact nc convex sets. Then
there is a natural complete order isomorphism

A(K1 ×K2) ≅ A(K1) ⊕1 A(K2).

Here a⊕1 b ∈ A(K1) ⊕1 A(K2) corresponds to the continuous nc affine function

(a⊕1 b)(x, y) = a(x) + b(y), (x, y) ∈K1 ×K2.
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Proof. By [26, Theorem 3.2.5], the functor K ↦ A(K) is a contravariant equivalence of
categories. Let πi ∶K1 ×K2 →Ki be the usual projection. Since the diagram

K1

K1 ×K2

π1
99

π2 %%
K2

is a categorical product in the category of compact nc convex sets, the diagram

A(K1)
ε1
((

A(K1 ×K2)

A(K2)
ε2

66

is a coproduct of operator systems, where εi(a) = a○πi. Since the coproduct A(K1)⊕1A(K2)
is unique up to isomorphism, the induced map

ε1 ⊕1 ε2 ∶ A(K1) ⊕1 A(K2) → A(K1 ×K2)

given by (ε1 ⊕ ε2)(a, b) = ε1(a) + ε2(b) is an isomorphism.

For a compact nc convex set K, recall that C(K) = C∗
max(A(K)) is the maximal C*-

algebra generated by the operator system A(K). Since A(K1 ×K2) = A(K1) ⊕1 A(K2) is
a coproduct of operator systems, it is natural to expect that

C(K1 ×K2) ≅ C∗
max(A(K1) ⊕1 A(K2))

is itself a coproduct in the category of unital C*-algebras, with unital ∗-homomorphisms
as morphisms. Indeed this is the case. Here, the coproduct of unital C*-algebras A and B
is the unital free product A ∗B with amalgamation over C ≅ C1A ≅ C1B.

Proposition 3.3.2. Let S and T be operator systems. Then

C∗
max(S ⊕1 T ) ≅ C∗

max(S) ∗C∗
max(T )

naturally. The ∗-isomorphism C∗
max(S) ∗ C∗

max(T ) → C∗
max(S ⊕1 T ) is induced by the ∗-

monomorphisms

ιS ∶ C∗
max(S) → C∗

max(S ⊕1 T ), ιT ∶ C∗
max(T ) → C∗

max(S ⊕1 T ),

which are themselves induced by the natural complete order embeddings ιS ∶ S → S⊕1T and
ιT ∶ T → S ⊕1 T .
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Proof. It suffices to show that

C∗
max(S)

ιS
))

C∗
max(S ⊕1 T )

C∗
max(T )

ιT

55

is a coproduct in the category of unital C*-algebras, and then the natural isomorphism
C∗

max(S⊕1T ) ≅ C∗
max(S)∗C∗

max(T ) follows by uniqueness of coproducts up to isomorphism.

Suppose A ⊆ B(H) is a C*-algebra and we have ∗-homomorphisms πS ∶ C∗
max(S) → A

and πT ∶ C∗
max(T ) → A. Set ϕS = πS ∣S and ϕT = πT ∣T , which are ucp maps S → A and

T → A, respectively. By the universal property, these induce a ucp map ϕ ∶ S ⊕1 T → A
with ϕιS = ϕS and ϕιT = ϕT . The ucp map ϕ induces a ∗-homomorphism

π ∶ C∗
max(S ⊕1 T ) → B(H)

with π∣S⊕1T = ϕ. Because S ⊕1 T generates C∗
max(S ⊕1 T ), and ϕ(S ⊕1 T ) ⊆ A, we in fact

have
π(C∗

max(S ⊕1 T )) = C∗(ϕ(S ⊕1 T )) ⊆ A.
Since ιS(C∗

max(S)) = C∗(ιS(S)) is generated by ιS(S) = S⊕1 0, and πιS ∣S = ϕιS = ϕS = πS ∣S,
we have πιS = πS. Identically, we find πιT = πT . Since the ∗-homomorphism π is determined
by its action on the generating set S ⊕1 T = ιS(S) + ιT (T ), it follows that π is unique.

Corollary 3.3.3. Let K1 ⊆M(E1) and K2 ⊆M(E2) be compact nc convex sets. Then

C(K1 ×K2) ≅ C(K1) ∗C(K2)

naturally via the isomorphism ε1 ∗ ε2 ∶ C(K1) ∗C(K2) → C(K1 ×K2) which satisfies

ε1(f)(x, y) = f(x) and ε2(g)(x, y) = g(y)

for f ∈ C(K1) and g ∈ C(K2).

Proof. This follows from combining Proposition 3.3.1 with Proposition 3.3.2. Note that
each inclusion

A(Ki) → A(K1) ⊕1 A(K2) ≅ A(K1 ×K2)
is exactly the map εi, which clearly extends to a ∗-homomorphism C(Ki) → C(K1 ×K2).
Thus when identifying C∗

max(A(Ki)) ≅ C(Ki), in the notation of Proposition 3.3.2 we must
have ιA(Ki) = εi, so the isomorphism is implemented by

ιA(K1) ∗ ιA(K2) = ε1 ∗ ε2.
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Remark 3.3.4. Propositions 3.3.1 and 3.3.2, and Corollary 3.3.3 all extend immediately
to finitely many variables. Since categorical products and coproducts such as ×, ⊕1, and ∗
are all associative up to natural isomorphism, a straightforward induction shows that for
any d ∈ N, we have natural isomorphisms

A(K1 ×⋯ ×Kd), ≅ A(K1) ⊕1 ⋯⊕1 A(Kd)
C∗

max(S1 ⊕1 ⋯⊕1 Sd) ≅ C∗
max(S1) ∗ ⋯ ∗C∗

max(Sd), and

C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd),

whenever K1, . . . ,Kd are compact nc convex sets and S1, . . . , Sd are operator systems.

3.4 Jensen’s Inequality for separately nc convex func-

tions

3.4.1 The commutative case

Let X1, . . . ,Xd be (classical) compact convex sets. A function f ∶ X1 × ⋯ × Xd → R is
separately convex if it is convex in each variable separately. That is, if

f((1 − t)x + ty) ≤ (1 − t)f(x) + tf(y)

whenever the points x = (x1, . . . , xd) and y = (y1, . . . , yd) in X1 × ⋯ ×Xd differ in at most
one coordinate.

Example 3.4.1. The function f ∶ R2 → R given by f(x, y) = xy is separately convex but
not convex. Indeed, it’s affine in each variable, yet for example we find

f(1/2,−1/2) = −1/4 > −1/2 = f(1,−1)
2

+ f(0,0)
2

.

Separately convex functions satisfy Jensen’s inequality for product measures. The fol-
lowing result is classical, but we include a proof for completeness, and because the use of
Fubini’s theorem motivates our approach in the noncommutative case.

Proposition 3.4.2. Let X1, . . . ,Xd be compact convex sets, and let f ∶ X1 × ⋯ ×Xd → R
be a continuous function. Then f is separately convex if and only if

f(bar(µ)) ≤ ∫
X1×⋯×Xd

f dµ

for all product measures µ = µ1 ×⋯ × µd, where µk ∈ Prob(Xk) for each 1 ≤ k ≤ d.
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Proof. For simplicity we will prove only the case d = 2. Suppose f satisfies f(bar(µ)) ≤ µ(f)
for any product of probability measures. Suppose x, y ∈ X1, t ∈ [0,1], and z ∈ X2. Define
the product measure

µ ∶= ((1 − t)δx + tδy) × δz
Then

f((1 − t)x + ty, z) = f(bar(µ)) ≤ µ(f)
= (1 − t)f(x, z) + tf(y, z).

Therefore the function f is convex in its first argument, and a symmetrical argument works
in the second argument.

Conversely, suppose f is separately convex, and let µ = µ1×µ2 be a product of probability
measures. By Fubini’s theorem, we find

µ(f) = ∫
X1
∫
X2

f(x, y) dµ2(y) dµ1(x)

≥ ∫
X1

f(x,bar(µ2)) dµ1(x)

≥ f(bar(µ1),bar(µ2)) = f(bar(µ)).

Here, in the first inequality, we had

f(x,bar(µ2)) ≤ ∫
X1

f(x, y) dµ2(y)

by the one-variable version of Jensen’s inequality applied to the convex function y ↦
f(x, y), and similarly in the second.

Taking a more algebraic perspective, we have the standard identification

C(X1 ×⋯ ×Xd) ≅ C(X1) ⊗⋯⊗C(Xd)

as C*-algebras. Product measures, as states on C(X1 × ⋯ ×Xd), are exactly those states
of the form µ1 ⊗⋯⊗ µd, where each µi ∈ S(C(Xi)) is a state.

3.4.2 Noncommutative analogue

In the setting of noncommutative convexity, we’ve seen in Corollary 3.3.3 that

C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd)
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for compact nc convex sets K1, . . . ,Kd. The expected noncommutative analogue of Propo-
sition 3.4.2 should be that a “separately nc convex” nc function f ∶ K1 × ⋯ ×Kd → Msa

satisfies a Jensen-type inequality for any nc state/ucp map

µ ∶ C(K1 ×⋯ ×Kd) ≅ C(K1) ∗ ⋯ ∗C(Kd) →Mm

that arises as a “free product” of ucp maps µi ∶ C(Ki) →Mm. Defining a noncommutative
version of separate convexity is straightforward, but the main difficulty is identifying which
ucp maps should “count” as free products. Boca’s theorem [10] and its more general version
given by Davidson and Kakariadis [21] provide a standard recipe for taking free products
for ucp maps. We will show ucp maps built from Boca’s theorem satisfy a Jensen inequality
for separately nc convex functions, but this is not the biggest class that works.

Definition 3.4.3. Suppose Ki, i ∈ I, are compact nc convex sets, for i ∈ I. Let f ∶ K =
∏i∈IKi →Msa be an nc function. We say f is separately nc convex if whenever x, y ∈ K,
and x ≺α y is a dilation in K such that at most one of the dilations

xi ≺α yi, i ∈ I,

is not trivial, we have
f(x) ≤ α∗f(y)α.

The following observation justifies the terminology “separately nc convex”.

Proposition 3.4.4. Let f ∶K = ∏i∈IKi →Msa be an nc function. Then f is separately nc
convex if and only if the restriction f ∣K(n) is a separately convex function for each matrix
level K(n) of K.

Proof. The proof is essentially the same as for [26, Proposition 7.2.3], so we only provide
a sketch in the two-variable case I = {1,2}.

Suppose f ∶K1 ×K2 →Msa is separately nc convex. Given x, y ∈K1(n), λ ∈ [0,1], and
z ∈K2(n), the dilation

((1 − λ)x + λy, z) = (
√

1 − λ
√
λ)((x 0

0 y
) ,(z 0

0 z
))(

√
1 − λ√
λ

)

is trivial in the second entry. So, separate nc convexity gives

f((1 − λ)x + λy, z) ≤ (
√

1 − λ
√
λ)(f(x, z) 0

0 f(y, z))(
√

1 − λ√
λ

)

= (1 − λ)f(x, z) + λf(y, z).
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Thus f is convex in its first argument, and a symmetrical argument works for the second
argument

Conversely, suppose f is separately convex at each level. Take any dilation of the form

(x, z) ≺α (y,w)

in K1 ×K2 where w ≅ z⊕z′ with respect to ran(α). Up to a unitary, which the nc function
f respects, we may write

y = (x ∗
∗ ∗) , w = (z 0

0 z′
) , f(y,w) = (a ∗

∗ ∗) , and α = (I
0
)

as operator matrices. Define a selfadjoint unitary

U ∶= αα∗ − (I − αα∗) = (I 0
0 −I) .

Then by assumption

f (y +UyU
2

,w) = (f(x, z) 0
0 f(∗, z′)) ≤ f(y,w) +Uf(y,w)U

2
= (a 0

0 ∗) .

Cutting down to the (1,1) corner shows

f(x, z) ≤ α∗f(y,w)α.

Hence f respects dilations which are trivial in the second argument, and a symmetric
argument works when the dilation is trivial in its first argument. This shows that f is
separately nc convex.

Example 3.4.5. Let K1,K2 ⊆ Msa be compact nc convex sets. Proposition 3.4.4 implies
that the nc function f ∶K1 ×K2 →Msa defined by

f(x, y) = xy + yx
2

is separately nc convex. It is not an nc convex function, because its restriction to the first
level (K1 ×K2)1 is the non-convex function f(x, y) = xy from Example 3.4.1.

Example 3.4.6. More generally, Proposition 3.4.4 shows that any function of the form

a1⋯ak + a∗k⋯a∗1 ∈ C(K1 ×⋯ ×Kd)

for nc affine functions ai ∈ A(Kji) in separate variables, i.e. with i ≠ i′ implying ji ≠ ji′ , is
separately nc convex. Moreover, sums of such functions are also separately nc convex.
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Example 3.4.7. If I is a finite set and J ⊆ I, we identify

C (∏
j∈J
Kj) ≅ ∗j∈JC(Kj) ⊆ ∗i∈IC(Ki) ≅ C (∏

i∈I
Ki)

as a C*-subalgebra. If f ∈ C(∏j∈JKj)+ is a positive separately nc convex nc function,
i ∈ I ∖ J , and a ∈ A(Ki) ⊆ C(Ki) ⊆ C(∏iKi) is an nc affine function, then the function
F ∶= a∗fa ∈ C(∏iKi) is separately nc convex.

Suppose x = (xi)i∈I ≺α y = (yi)i∈I is a dilation that is nontrivial in at most one coor-
dinate. Indeed, if πJ ∶ ∏i∈IKi → ∏j∈JKJ is the natural projection, then by separate nc
convexity of f ,

F (x) = α∗a(yi)∗αf(α∗πJ(y)α)α∗a(yi)α
≤ α∗a(yi)∗(αα∗)f(πJ(y))(αα∗)a(yi)α.

If the dilation xi ≺α yi is trivial, then a(yi) commutes with αα∗ and the right hand side
becomes

α∗a(yi)∗f(πJ(y))a(yi)α = α∗F (y)α.

Otherwise, the dilation xj ≺α yj is trivial for each j ∈ J , so f(πJ(y)) commutes with αα∗.
Since f(πJ(y)) ≥ 0, the right hand side is

α∗a(yi)∗f(πJ(y))1/2aa∗f(πJ(y))1/2a(yi)α ≤ α∗a(yi)∗f(πJ(y))a(yi)α = α∗F (y)α.

In either case, F (x) ≤ α∗F (y)α.

For example, if a ∈ A(Ki) and b ∈ A(Kj) are nc affine functions in separate variables
i ≠ j, then

F = a∗b∗ba

is separately nc convex. An easy induction shows that if a1 ∈ A(Ki1), . . . , ak ∈ A(Kik) with
i1, . . . , ik distinct indices, then the function

F = a∗1⋯a∗kak⋯a1

is separately nc convex.

The following definition is designed to exactly capture the largest class of ucp maps
for which our approach can prove a Jensen-type inequality that characterizes separately nc
convex functions. The name and involved chain of dilations are meant as a noncommutative
analogue of the role that Fubini’s theorem plays in the proof of Proposition 3.4.2.
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Definition 3.4.8. Let Ai, i ∈ I, be unital C*-algebras. A ucp map µ ∶ ∗i∈IAi → B(H) is
of Fubini type if there exists an ordinal α and a chain of dilations

{µλ ∶ ∗i∈IAi → B(Hλ) ∣ λ ≤ α}

such that

(i) µ0 = µ and H0 =H,

(ii) µα is a ∗-homomorphism,

(iii) λ ≤ ρ ≤ α implies that Hλ ⊆Hρ and µλ ≺ µρ,

(iii) each dilation
µλ ≺ µλ+1

is nontrivial in at most one of the algebras Ai, i ∈ I,

(iv) if β ≤ α is a limit ordinal, then Hβ = ⋃λ≤βHλ.

In most examples, when I is finite we will take α to be a finite ordinal with ∣α∣ = d ∶= ∣I ∣.
Usually, we can arrange that

µ = µ0 ≺ µ1 ≺ ⋯ ≺ µd = π

where π is a ∗-homomorphism and each dilation µk−1 ≺ µk is nontrivial only in the kth
coordinate.

Example 3.4.9. Suppose µ ∶ ∗i∈IAi → B(H) is a ucp map such that all but one of the ucp
maps µ∣Ai is a ∗-homomorphism. Then µ is of Fubini type. Let π ∶ ∗i∈IAi → B(L) be the
minimal Stinespring dilation of µ, with L ⊇H. Then since µ = PHπ∣H is a ∗-homomorphism
on all but one algebra Ai, it follows that H is reducing for π(Ai) for all but possibly one
i ∈ I. Hence the dilation

µ =∶ µ0 ≺ µ1 ∶= π

is trivial in all but one algebra Ai.

In the following theorem, we freely identify C(∏iKi) with ∗iC(Ki).
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Theorem 3.4.10. Let K1, . . . ,Kd be compact nc convex sets, let I = {1, . . . , d}, and let

f ∶K1 ×⋯ ×Kd →Msa

be a bounded and (weak-∗ to weak-∗ or ultrastrong-∗ to ultrastrong-∗) upper semicontinuous
nc function. If f is separately nc convex, and

µ ∶ ∗i∈IC(Ki) →Mm

is a ucp map of Fubini type, then the Jensen inequality

f(bar(µ)) ≤ µ(f)

holds.

Proof. Suppose f is continuous and separately nc convex. Let

µ ∶ C(∏
i∈I
Ki) ≅ ∗i∈IC(Ki) →Mm = B(H)

be a ucp map of Fubini type, with associated dilation chain {µλ ∣ λ ≤ α}, where µ0 = µ
and π ∶= µα is a ∗-homomorphism. Set xλ ∶= bar(µλ) for all λ ≤ α. Because π is a ∗-
homomorphism, we have π = δxα . Since the barycenter map is continuous and nc affine,
then λ ≤ ρ ≤ α implies xλ ≺ xρ, and whenever λ+1 ≤ α, the dilation xλ ≺ xλ+1 in K1×⋯×Kd

is trivial in all but at most one variable. That is, the chain of dilations {xλ ∣ λ ≤ α} shows
that xα ∈K ≅ S(A(K)) is itself of Fubini type when viewed as a ucp map on A(K).

We will show that
f(x0) ≤ PH0f(xλ)∣H0

for any λ by transfinite induction on λ. This is a tautology when λ = 0. Suppose for λ ≤ α
that f(x0) ≤ PH0f(xλ)∣H0 . Because the dilation xλ ≺ xλ+1 is trivial in all but one variable,
and f is separately nc convex, we have

f(xλ) ≤ PHλf(xλ+1)∣Hλ .

Compressing to H0 and using the inductive hypothesis yields

f(x0) ≤ PH0f(xλ)∣H0 ≤ PH0f(xλ+1)∣H0 .

Finally, suppose β ≤ α is a limit ordinal, and f(x0) ≤ PH0f(xλ)∣H0 for all λ < β. Fix any
constant vector c ∈ (K1 ×⋯ ×Kd)(1). Define a net

zλ = xλ ⊕ c1dλ
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with respect to the decomposition Hβ =Hλ ⊕ (Hβ ⊖Hλ), where dλ = dim(Hβ ⊖Hλ). Then
zλ converges to xβ ultrastrong-∗. For ρ ≤ λ < β we have

PHρf(zλ)∣Hρ = PHρf(xλ)∣Hρ
as f respects direct sums. Compressing to H0 gives

PH0f(zλ)∣H0 = PH0f(xλ)∣H0 ≥ f(x0)

by inductive hypothesis. Since zλ → xβ and f is upper semicontinuous, we have

PH0f(xβ)∣H0 ≥ PH0(lim sup
λ<β

f(zλ))∣H0 ≥ lim sup
λ<β

PH0f(zλ)∣H0 ≥ f(x0).

This completes the induction, and by taking λ = α we conclude

f(bar(µ)) = f(x0) ≤ PH0f(xα)∣H0 = PH0π(f)∣H0 = µ(f). .

Remark 3.4.11. Theorem 3.4.10 applies to weak-∗ or ultrastrong-∗ continuous nc func-
tions, including all functions in C(K1 × ⋯ × Kd)sa. The same proof also shows that a
non-continuous separately nc convex function still satisfies a Jensen inequality f(bar(µ)) ≤
α∗π(f)α whenever µ is a Fubini type ucp map with an associated dilation chain of finite
length.

Remark 3.4.12. In fact, the Jensen inequality in Theorem 3.4.10 completely characterizes
separate nc convexity of f . Suppose f satisfies the claimed Jensen inequality for ucp maps
of Fubini type. Let

x ≺α y
be a dilation in ∏i∈IKi which is trivial in all but at most one coordinate. Let µ = α∗δyα.
Because the dilation µ ≺ δy is trivial in all but possibly one algebra C(Ki), the ucp map µ
is of Fubini type. Therefore

f(x) = f(bar(µ)) ≤ µ(f) = α∗f(y)α,

so f is separately nc convex.

Theorem 3.4.10 applies to the following wide class of ucp maps which we might con-
sider “free products” of ucp maps. This upcoming definition is just a reorganizing of the
construction given by Davidson and Kakariadis [21]. Given an index set I, let SI denote
the set of finite words in I without repeated letters. We include the empty word ∅ in SI .
In what follows we are usually interested in the case where I is a (von Neumann) ordinal,
i.e. a certain form of well ordered set. In practice, usually I = {1, . . . , d} for some d ∈ N,
but what follows works in generality for infinite sets I.
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Definition 3.4.13. Let Ai, i ∈ I, be unital C*-algebras with unital free product A = ∗i∈IAi.
Let µ ∶ A → B(H) be a ucp map with minimal Stinespring dilation π ∶ A → B(L), where
L ⊇H. Define subspaces Lw for w ∈ SI by setting

L∅ =H,

and inductively
Liw ∶= π(Ai)Lw ⊖Lw

whenever w = w1⋯wm ∈ SI with w1 ≠ i ∈ I. We call µ a free product ucp map (of the ucp
maps µi = µ∣Ai , i ∈ I) if the spaces Lw are pairwise orthogonal for w ∈ SI .

Minimality of the Stinespring dilation in Definition 3.4.13 implies that

L = ∑
w∈SI

Lw,

so the definition of “free product” is just that this sum is direct.

Remark 3.4.14. By definition, any ucp map µ ∶ A→ B(H) which is built from ucp maps
µi ∶ Ai → B(H) via the proof of [21, Theorem 3.1] is a free product ucp map. Examining
the proof of [21, Theorem 3.4] also shows that any ucp map built from Boca’s theorem,
which produces a unique product map µ given the additional data of prescribed states
ϕi ∶ Ai → C, is also a free product ucp map.

Proposition 3.4.15. Let Ai, i ∈ I be unital C*-algebras with unital free product A = ∗i∈IA.
Then any free product ucp map µ ∶ A→ B(H) is a ucp map of Fubini type.

Proof. Suppose µ is a free product ucp map. Let π ∶ A→ B(L) be its minimal Stinespring
dilation and define the spaces Lw, w ∈ SI , exactly as in Definition 3.4.13, so that

L = ⊕
w∈SI

Lw

as an orthogonal direct sum. Up to a fixed bijection we may assume I is just some ordinal
α. For any ordinal λ ≤ α, let

Hλ = ⊕
w∈Sλ

Lw.

Note that as above we take the von Neumann definition of “ordinal”, so λ is understood as
an actual set and not some equivalence class. With this convention the notation Sλ is well
defined. (In the case where I is a finite set, this reduces to identifying α = {1, . . . , n} and
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λ = {1, . . . , k} for some natural numbers k ≤ n.) Then H0 = H, Hα = L, and the sequence
(Hλ)λ≤α is increasing with

Hβ = ⋃
λ<β

Lλ

for any limit ordinal β.

Set µλ ∶= PHλπ∣Hλ . It suffices to show for any λ with λ+1 ≤ α that the dilation µλ ≺ µλ+1

is trivial in all variables except λ + 1. Since the sum L = ⊕w Lw is direct, we find

Hλ+1 ⊖Hλ =⊕{Lw ∣ w = w1⋯wm ∈ Sλ+1 with some wj = λ + 1}.

Given i ∈ I and w = w1⋯wm ∈ SI , by definition π(Ai) maps Lw into

⎧⎪⎪⎨⎪⎪⎩

Lw ⊕Liw i ≠ w1,

Lw ⊕Lw2⋯wm i = w1.

Knowing this, it follows that for any i ∈ I with i ≠ λ + 1 that π(Ai) maps Hλ+1 ⊖Hλ into

⊕{Lw ∣ w = w1⋯wm ∈ S(λ+1)∪{i} with some wj = λ + 1}
⊆⊕{Lw ∣ w = w1⋯wm ∈ SI with some wj ≠ i} = (Hλ)⊥.

Compressing to Hλ+1 shows that Hλ+1⊖Hλ is invariant for µλ+1(Ai) = PHλ+1π(Ai)∣Hλ+1 . So,
the dilation µλ ≺ µλ+1 is trivial in any variable i ≠ λ+ 1. The chain of dilations {µλ ∣ λ ≤ α}
shows that µ is of Fubini type.

While every free product ucp map is of Fubini type, the following example demonstrates
that a ucp map of Fubini type need not be a free product ucp map.

Example 3.4.16. Fix some large M ≥ 2, and let I = [−M,M] ⊆ R be an interval, so we
have a compact nc convex set

MIN(I) = {x ∈ Msa ∣ σ(x) ⊆ I}.

Set A1 = A2 = C(MIN(I)). By Corollary 3.3.3 we may identify

A1 ∗A2 ≅ C(MIN(I) ×MIN(I)).

Let

y = (y1, y2) ∶=
⎛
⎜
⎝

⎛
⎜
⎝

1 1 0
1 1 0
0 0 1

⎞
⎟
⎠
,
⎛
⎜
⎝

1 0 1
0 1 1
1 1 1

⎞
⎟
⎠

⎞
⎟
⎠
∈ (MIN(I) ×MIN(I))(3) ⊆M3(C)2.
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Setting L ∶= C3, the evaluation map

π ∶= δy ∶ A1 ∗A2 ≅ C(MIN(I) ×MIN(I)) →M3 = B(K)

is a ∗-homomorphism. Define subspaces

H ∶= C⊕ 0⊕ 0 and

H1 ∶= C⊕C⊕ 0.

Compress to get ucp maps

µ ∶= µ0 ∶= PHπ∣H ,
µ1 ∶= PH1π∣H1 .

Because H is reducing for µ1(A2), and H1 is reducing for π(A1), the chain of dilations

µ ≺ µ1 ≺ π

demonstrates that µ is a ucp map of Fubini type.

However, µ is not a free product ucp map. For I = {1,2}, define the subspaces Lw ⊆ L
for w ∈ SI as in Definition 3.4.13. Because

C(MIN(I)) ≅ C(I)

is generated by the polynomials, it is straightforward to see that

π(A1)H = C∗(y1)H = C⊕C⊕ 0 =H1.

Hence
L1 = π(A1)H ⊖H = 0⊕C⊕ 0.

Then, we have
π(A2)L1 = C∗(y2)L1 = C3 =K.

For instance, if {e1, e2, e3} is the standard basis for C3, then e1 = (y2
1 − 2y1)e2 and e3 =

(y1 − I)e2 both lie in C∗(y2)L1. Thus

L21 = π(A2)L1 ⊖L1 = C⊕ 0⊕C,

which is not orthogonal to L∅ = L = C⊕ 0⊕ 0. Therefore

L =H +L1 +L21,

but this sum is not direct, and so µ isn’t a free product ucp map.
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3.5 Connection to free probability

Given C*-algebras Ai, i ∈ I, and prescribed states ϕi ∶ Ai → C, a ucp map

µ ∶ ∗i∈IAi → B(H)

is conditionally free (with respect to the family (ϕi)i∈I) if for every reduced word

a1⋯am ∈ ∗i∈IAi

(reduced meaning that ak ∈ Aj(k) with j(1) ≠ ⋯ ≠ j(m)) that satisfies

ϕj(k)(ak) = 0 for all k = 1, . . . ,m,

the multiplication rule
µ(a1⋯am) = µj(1)(a1)⋯µj(m)(am)

holds [11, 62]. Boca’s theorem ([10] or see [21, Theorem 3.4]) shows that if µi ∶ Ai → B(H)
are any ucp maps and ϕi ∈ S(Ai) are prescribed states, there exists a unique ucp map

µ ∶ ∗i∈IAi → B(H)

which is conditionally free with respect to (ϕi)i∈I .
If µ is any ucp map which is conditionally free with respect to some family of states

(ϕi ∶ Ai → C)i∈I , then µ is a free product ucp map in the sense of Definition 3.4.13. This
follows from the uniqueness in Boca’s theorem. Any such conditionally free map agrees
with the one constructed by Boca’s theorem, and so Remark 3.4.14 applies. Or, examining
the proof of [21, Theorem 3.2] in the case of amalgamation over C shows how to build the
Stinespring dilation. The minimal Stinespring dilation

π ∶ ∗i∈IAi → B(L)

lives on a direct sum
L = ⊕

w∈SI
Lw,

where SI is the set of words with letters in I without repeated letters. The dilation is
constructed recursively so that whenever i ∈ I and w = w1⋯wm ∈ SI with i ≠ w1, the sum
Lw ⊕Liw is reducing for π(Ai), and the compression PLwπ∣Lw to Lw satisfies

(PLwπ∣Lw)∣Ai = ϕi ⊗ idLw .

Applying Theorem 3.4.10 in this context yields the following.

79



Corollary 3.5.1. Suppose A1, . . . ,Ad are unital C*-algebras such that Ai = C∗
max(Si) for

some operator systems S1 = A(K1), . . . , Sd = A(Kd), where Ki ≅ S(Si) are compact nc
convex sets. If

µ ∶ A1 ∗⋯ ∗Ad → B(H)

is a conditionally free ucp map, and

f ∈ (A1 ∗⋯ ∗Ad)sa ≅ C(K1 ×⋯ ×Kd)sa

is a continuous separately nc convex function, then the Jensen inequality

f(bar(µ)) ≤ µ(f)

holds.

As in Remark 3.4.6, Corollary 3.5.1 applies e.g. to any function f which is a (limit of)
sum(s) of the form

a1⋯ak + a∗k⋯a∗1,

where each ai ∈ A(Kji) ≅ Si is continuous and nc affine, and no two ai’s depend on the
same variable, i.e. i ≠ i′ implies ji ≠ ji′ .

In the commutative case, if Ki ⊆ Rmi are (classical) Choquet simplices, then

C(MIN(Ki)) ≅ C(Ki)

is a commutative C*-algebra, where the isomorphism is implemented by restriction to the
first level [38, Theorem 4.7]. In particular, the theorem applies to commutative C*-algebras
of the form Ai = C(Ii), where Ii ⊆ R are intervals. Any selfadjoint element ai with spectrum
σ(ai) = Ii generates such a C*-algebra. What follows is an application of Corollary 3.5.1
in the special case where ai are free semicircular elements.

Example 3.5.2. Suppose (A,ϕ) is a C*-probability space, where A is a unital C*-algebra,
and ϕ is a faithful tracial state on A. Suppose a, b ∈ Asa are free semicircular elements.
This means that a and b have the semicircular ∗-distribution with some radii r > 0 and
s > 0, respectively, and that the C*-algebras C∗(A) and C∗(b) are freely independent with
respect to ϕ. Then σ(a) = I ∶= [−r, r] and σ(b) = J = [−s, s]. By [67, Theorem 7.9],
faithfulness and traciality of ϕ implies that

C∗(a, b) ≅ C∗(a) ∗C∗(b)

via the natural map.
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Consider the operator systems S = span {1A, a} and T = span {1A, b} generated by a
and by b. Because σ(a) = I and σ(b) = J are closed intervals, the functional calculus gives
standard isomorphisms

C∗(a) ≅ C(I) ≅ C(MIN(I)) and C∗(b) ≅ C(J) ≅ C(MIN(J)).

We then identify

C∗(a, b) ≅ C(MIN(I)) ∗C(MIN(J)) ≅ C(MIN(I) ×MIN(J)).

Suppose
µ ∶ C∗(a) ∗C∗(b) ≅ C(MIN(I) ×MIN(J)) → B(H)

is a conditionally free ucp map, or a ucp map built from Boca’s theorem. The barycenter
bar(µ) ∈ MIN(I) ×MIN(J) corresponds to the point evaluation

σ = δbar(µ) ∶ C∗(a) ∗C∗(b) → B(H)

that is the unique ∗-homomorphism determined by σ(a) = µ(a) and σ(b) = µ(b). Note
that such a ∗-homomorphism exists because σ(µ(a)) ⊆ I and σ(µ(b)) ⊆ J .

Theorem 3.4.10 implies that for every element x ∈ C∗(a)∗C∗(b) ≅ C(MIN(I)×MIN(J))
which corresponds to a separately nc convex function on MIN(I) ×MIN(J), the operator
inequality σ(x) ≤ µ(x) holds. By Examples 3.4.6 and 3.4.7, elements of the form x = ab+ba,
or x = ab2a correspond to separately convex functions. Therefore if a and b are free
semicircular elements and µ is a conditionally free ucp map, we get the inequalities

µ(a)µ(b) + µ(b)µ(a) ≤ µ(ab + ba), (3.3)

µ(a)µ(b)2µ(a) ≤ µ(ab2a). (3.4)

In this same context, the “one-variable” nc Jensen inequality of Davidson and Kennedy
[26, Theorem 7.6.1] implies that if y ∈ S + T = span {1A, a, b}, we have

µ(y)∗µ(y) ≤ µ(y∗y)

because the element x = y∗y corresponds to a (jointly) nc convex function. In this case, such
an inequality trivially reduces to the usual Schwarz inequality for ucp maps. In contrast,
the inequalities (3.3) and (3.4) do not reduce to some trivial application of the Schwarz
inequality because they do not hold for general ucp maps µ. For instance, one could take
A =M2,

a = (1 0
0 0

) , b = (0 0
0 1

) ,
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and let µ ∶ M2 → C be the normalized trace. (In this example, (A,ϕ) ∶= (M2, tr /2) is
a faithful tracial C*-probability space, but a and b are not freely independent and not
semicircular.)

The reasoning of Example 3.5.2 generalizes readily to free semicircular families of arbi-
trary size as follows.

Corollary 3.5.3. Let (A,ϕ) be a C*-probability space with faithful tracial state ϕ ∈ S(A).
Suppose a1, . . . , ad ∈ A is a free family of semicircular elements. If

µ ∶ C∗(a1, . . . , ad) ≅ C∗(a1) ∗ ⋯ ∗C∗(ad) → B(H)

is a conditionally free ucp map, or a ucp map built from Boca’s theorem, then for every
list of distinct indices i1, . . . , ik ∈ {1, . . . , d}, the operator inequalities

µ(ai1)⋯µ(aik) + µ(aik)⋯µ(ai1) ≤ µ(ai1⋯aik + aik⋯ai1)

and
µ(ai1)⋯µ(aik−1)µ(aik)2µ(aik−1)⋯µ(ai1) ≤ µ(ai1⋯a2

ik
⋯ai1)

hold.

Note that in Corollary 3.5.3, the ucp map µ need not be conditionally free with respect
to the states ϕi ∶= ϕ∣C∗(ai). Conditional freeness with respect to any family of states is
enough.
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Chapter 4

Operator system duals and
noncommutative convexity

4.1 Introduction

A unital operator system S is a ∗-closed unital subpsace of the bounded operators B(H)
on a Hilbert space H. In this chapter, we assume that all operator spaces and operator
systems are norm-complete. Choi and Effros [15] gave an abstract characterization of unital
operator systems as matrix ordered ∗-vector spaces which contain an archimedean matrix
order unit. Using this characterization, it is natural to ask if the dual space S∗ is itself a
unital operator system.

The dual S∗ is at least a complete operator space, and inherits a ∗-operation and
matrix ordering from S. One says that S∗ is a matrix ordered operator space. However,
S∗ typically fails to have an order unit in infinite dimensions. For instance, if S = C(X)
is a commutative C*-algebra, then the dual C(X)∗ is the space of Radon measures on the
compact Hausdorff space X, which never has an order unit if X is uncountable. So, one
requires a theory of nonunital operator systems if S∗ is to be an operator system. Werner
[78] defined nonunital operator systems–which we hereafter refer to as simply “operator
systems”, as matrix ordered operator spaces which embed completely isometrically and
completely order isomorphically into B(H). Werner gave an abstract characterization
that extends the Choi-Effros axioms in the unital setting. One would hope that S∗ is such
an operator system, but it turns out that this is too much to ask. For instance, we have
the standard duality M∗

n ≅ Mn, but this duality is not completely isometric. In fact, an
embedding M∗

n ↪ B(H) cannot be completely isometric and completely order isomorphic
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at the same time. However, the isomorphism M∗
n ≅Mn is a complete isomorphism, inducing

completely equivalent matrix norms.

Call an operator system S dualizable if the dual matrix ordered operator space S∗

embeds into B(H) via a map which is a complete order isomorphism and is completely
bounded below. That is, S∗ can be re-normed with completely equivalent matrix norms
in a way that makes it an operator system. Recently, C.K. Ng [65] obtained an intrinsic
characterization of dualizability. The operator system S is dualizable if and only if it
satisfies the following completely bounded positive decomposition property: There is a
constant C > 0, such that for every n ≥ 1 and every selfadjoint x ∈ Mn(S)sa, there are
positives y, z ∈ Mn(S)+ with x = y − z and ∥y∥ + ∥z∥ ≤ C∥x∥. Using the order unit, every
unital operator system S is dualizable with C = 2. Similarly, the continuous functional
calculus implies that every (possibly nonunital) C*-algebra is dualizable with C = 1. So,
the dualizable systems form a large class. However, not every operator system is dualizable.
For instance, the operator systems

S = {a ∶ [−1,1] → R ∣ a is affine and a(0) = 0} ⊆ C([−1,1]) and

T = span{E12,E21} ⊆M2

contain no nonzero positive elements. So, the matrix cones in S∗ and T ∗ are not proper,
and these cannot be re-normed into operator systems.

Recently, the Kennedy, Kim, and Manor [56] showed that the study of nonunital opera-
tor systems is categorically dual to studying pointed noncommutative compact convex sets.
This is a nonunital, quantized version of classical Kadison duality for function systems [48].
A noncommutative (nc) convex set is graded into matrix levels

K = ∐
n≥1

Kn ⊆ ∐
n≥1

Mn(E)

over an operator space E, which is closed under direct sums and compression by scalar
isometries [26]. Nc convex sets are essentially equivalent to the matrix convex sets of
Wittstock [79], with the distinction that an nc convex set contains infinite matrix levels
up to some infinite cardinal α depending on E. (In separable settings, usually one takes
α = ℵ0.) While nc convex sets are determined by their finite levels, one needs the infinite
levels to find all nc extreme points. Here when n is an infinite cardinal, we use the
convention Mn = B(H), where dimH = n. We say that K is closed/compact if each level
Kn is closed/compact.

The canonical example of an nc convex set is the nc state space

S(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is unital and completely positive}
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of a unital operator system S. The unital noncommutative Kadison duality of Webster-
Winkler [77] and Davidson-Kennedy [26] asserts that S(S) completely determines S. If S
is a nonunital operator system, the appropriate replacement for the nc state space is the
nc quasistate space

QS(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is completely contractive and positive}.

If K is a compact nc convex set, and z ∈K1 is a prescribed basepoint, we form the nonunital
operator system A(K,z) of pointed nc affine functions

a ∶ (K,z) → (M,0),

where M = ∐n≥1Mn. The pair (K,z) is a pointed nc convex set if every nc quasistate on
A(K,z) is a point evaluation in K. In [56], it was shown that the functor

S ↦ (QS(S),0)

is a contravariant equivalence of categories between the category of operator systems and
the category of pointed compact nc convex sets, with essential inverse (K,z) ↦ A(K,z).

Via this equivalence, operator systems can be completely described by the nc convex
geometry of the nc quasistate space (K,z) = (QS(S),0). Our main question is: What
geometric condition on (K,0) detects dualizability of S? We obtain two geometric answers
to this question. The first is extrinsic, and the second is intrinsic to K.

Firstly, in Theorem 4.4.9, we show that S is dualizable if and only if there is a Hilbert
space H and a pointed embedding

(K,0) ↪ (L,0)

into the positive nc unit ball

∐
n≥1

B1(Mn(B(H)))+

satisfying the following extension property: Every nc affine function on K extends to
an nc affine on L with a complete norm bound, and every positive nc affine function
a ∈ Mn(A(K,0))+ extends to a positive nc affine on L. Equivalently, the restriction map
A(L,0) → A(K,0) is an operator space quotient map that maps the positives onto the
positives at all matrix levels.
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Secondly, in Theorem 4.5.7, we show that Ng’s bounded positive decomposition prop-
erty for S is equivalent to a complete normality condition for S∗ in the sense of [7, Section
2.1]. This is equivalent to the geometric condition

(K −R+K) ∩R+K ⊆ CK

in ∐n≥1Mn(S∗), for some constant C > 0. It is equivalent to simply require that the set
(K −R+K) ∩R+K is norm-bounded.

The structure of this chapter is as follows. After some preliminaries in Section 4.2, we
discuss quotients of matrix ordered operator spaces in Section 4.3. In Section 4.4, given an
inclusion 0 ∈K ⊆ L of pointed compact nc convex sets, we discuss the problem of extending
nc affine functions from K to L with norm bounds or while preserving positivity, which
characterizes when the restriction map A(L,0) → A(K,0) is a quotient. In Section 4.5, we
prove our main results, characterizing dualizability of S via geometric conditions on the
nc quasistate space QS(S). In Section 4.6, we discuss positive generation for a nonunital
system S, and show that–in contrast to the classical case, a matrix ordered operator space
may be positively generated but not satisfy Ng’s condition of bounded positive generation.
In Section 4.7, we give some examples and applications. We obtain some permanence
properties, showing that quotients and pushouts of dualizable operator systems are again
dualizable. Using the nc quasistate space, we obtain a new proof of Choi’s Theorem.

4.2 Background

4.2.1 Nonunital operator systems

All vector spaces in this chapter are over C, unless stated otherwise. If V is a vector space
and n ∈ N, we let Mn(V ) be the vector space of n×n-matrices with entries in V . Frequently
we naturally identify Mn(V ) with Mn ⊗ V , and write for instance

12 ⊗ x = (x 0
0 x

)

where x ∈ V and 12 ∈M2 is the identity matrix. We will also use the notation

M(V ) ∶= ∐
n≥1

Mn(V )
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to denote the matrix universe over V .

If V is any normed vector space and r ≥ 0, we will frequently use Br(V ) to denote the
closed ball in V with radius r and center 0 ∈ V .

Following Ng [65], we fix the following definitions. An operator space E is a vector
space equipped with a complete family of L∞-matrix norms, which we will denote either
by ∥ ⋅ ∥, ∥ ⋅ ∥E, or ∥ ⋅ ∥Mn(E) as appropriate.

Definition 4.2.1. A semi-matrix ordered operator space (X,P ) consists of an op-
erator space X equipped with a conjugate-linear completely isometric involution x ↦ x∗,
and a distinguished selfadjoint matrix convex cone P = ∐n≥1Pn ⊆ ∐nMn(X)sa such that
each Pn is norm-closed in Mn(X). Usually we omit the symbol P and write Mn(X)+ ∶= Pn.
If in addition each cone Mn(X)+ satisfies Mn(X)+ ∩ (−Mn(X)+) = {0}, then we say X is
a matrix ordered operator space. If X is in addition a dual space X = (X∗)∗, we say
X is a dual matrix ordered operator space if the positive cones Mn(X)+ are weak-∗
closed.

Definition 4.2.2. A semi-matrix ordered operator space X is positively generated if

Mn(X)sa =Mn(X)+ −Mn(X)+

for all n ≥ 1.

Example 4.2.3. If X is a positively generated matrix ordered operator space, then X∗ is
naturally a dual matrix ordered operator space with the standard norm and order structure
that identifies

Mn(X∗) ≅ CB(X,Mn) isometrically, and

Mn(X∗)+ ≅ CP(X,Mn).

Definition 4.2.4. Let X and Y be matrix ordered operator spaces, and let ϕ ∶X → Y be
a linear map. For any n ≥ 1, ϕ induces a linear map ϕn ∶Mn(X) →Mn(Y ). We say that
ϕ is completely bounded, contractive, bounded below, isometric, positive, or a complete
order isomorphism when each induced map ϕn satisfies the same property uniformly in n.
If ϕ is completely bounded below and positive, we say ϕ is a complete embedding. If ϕ
is completely isometric and positive, we say ϕ is a completely isometric embedding.
If ϕ is also a linear isomorphism, we call ϕ a complete isomorphism or completely
isometric isomorphism as appropriate.
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The class of all matrix ordered operator spaces forms a category, where one usually
chooses the morphisms to be completely contractive and completely positive (ccp) maps,
or completely bounded and completely positive (cbp) maps. In the interest of readability,
we hereafter adopt the convention that “completely contractive and positive” al-
ways means “completely bounded and completely positive”, and similarly for “completely
bounded and positive”. That is, “completely” modifies both the words “contractive” and
“positive”. Since we have no need to consider maps which are positive but not completely
positive, there is hopefully no risk of confusion.

Example 4.2.5. Let S be a unital operator system, i.e. an ∗-matrix ordered space with
archimedian matrix order unit 1S. Then S is a matrix ordered operator space with norm

∥x∥Mn(S) = inf {t ≥ 0 ∣ (t(1n ⊗ 1s) x
x∗ t(1n ⊗ 1s)

) ≥ 0 in M2n(S)sa} .

This norm agrees with the induced norm from any unital complete order embedding S ⊆
B(H). In particular, for any Hilbert space H, the space B(H) is a unital operator system.

Definition 4.2.6. Let S be a matrix ordered operator space. We say that S is a quasi-
operator system if there is a complete embedding S → B(H) for some Hilbert space
H, and that S is a operator space if there is a completely isometric embedding S →
B(H). If S is in addition a dual matrix ordered operator space, then we say S is a
dual (quasi-)operator system if there is a weak-∗ homeomorphic (complete embedding)
completely isometric embedding into some B(H).

That is, a quasi-operator system S is a matrix ordered operator space which is com-
pletely isomorphic to an operator system. Put another way, one can choose a completely
equivalent system of norms on S, for which S embeds completely isometrically and order
isomorphically into B(H).

4.2.2 Pointed noncommutative convex sets

Suppose that E = (E∗)∗ is a dual operator space. Let

M(E) ∶= ∐
n≥1

Mn(E),

where the union is taken over all cardinals n ≥ 1 up to some fixed cardinal α at least as
large as the density character of E. (In practice we suppress α.) When n is infinite, we take
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the convention Mn ∶= B(Hn), where Hn is a Hilbert space of dimension n. By naturally
identifying

Mn(E) = CB(E∗,E),

we may equip each Mn(E) with its corresponding point-weak-∗ topology. Note that if
E =Mk, this is the just the usual weak-∗ topology on Mn(Mk) ≅Mnk.

Definition 4.2.7. We say that a graded subset

K = ∐
n≥1

Kn ⊆M(E)

is an nc convex set if for every norm-bounded family (xi) ∈ Kni and every family of
matrices αi ∈Mni,n which satisfies

∑
i

α∗i αi = 1n, (4.1)

we have

∑
i

α∗i xiαi ∈Kn. (4.2)

Here the sums (4.1) and (4.2) are required to converge in the point-weak-∗ topologies on
Mn and Mn(E), respectively. We say in addition that K is a compact nc convex set if
each matrix level Kn is point-weak-∗ compact in Mn(E).

Usually we refer to the sum in (4.2) as an nc convex combination of the points
xi. Succinctly, an nc convex set is one that is closed under nc convex combinations. It is
equivalent to require only that K is closed under direct sums (4.1) in which the αi’s are
co-isometries with orthogonal domain projections, and compressions (4.2) when there is
only one αi, which must be an isometry.

Definition 4.2.8. Let K and L be nc convex sets. A function a ∶ K → L is an nc affine
function if it is graded

a(Kn) ⊆ Ln, for all n ≥ 1,

and respects nc convex combinations, i.e. whenever xi ∈ K are bounded and αi are scalar
matrices of appropriate sizes such that ∑iα

∗
i xiαi, then

a(∑
i

α∗i xiαi) = ∑
i

α∗i a(xi)αi.

We say a is continuous if each restriction a∣Kn is point-weak-∗ continuous.
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Classical Kadison duality [48] asserts that the category of function systems– partially
ordered Banach spaces with an archimedean order unit, is equivalent to the category of
compact convex sets with continuous affine functions as morphisms. Noncommutative
Kadison duality asserts a similar equivalence for unital operator systems.

Theorem 4.2.9. [77, Proposition 3.5][26, Theorem 3.2.5] The category of unital opera-
tor systems with ucp maps as morphisms is contravariantly equivalent to the category of
compact nc convex sets with continuous nc affine functions as morphisms. On objects, the
essential inverse functors send an operator system S to its nc state space

S(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is unital and completely positive},

and send a compact nc convex set K to the operator system

A(K) = {a ∶K →M =M(C) ∣ a continuous nc affine}.

The operator system structure and norm on A(K) is pointwise, i.e. one identifies
Mn(A(K)) ≅ A(K,M(Mn)), and declares a matrix valued nc affine function if it takes
positive values at every point. The order unit is the “constant function” x ∈Kn ↦ 1n ∈Mn.
Both essential inverse functors act on morphisms by precomposition. That is, if π ∶ S → T is
a ucp map between operator systems, then the corresponding map on nc state spaces sends
ρ ∶ T →Mn to ρπ ∶ S →Mn. Likewise, if a ∶K → L is nc affine, then f ↦ f○a ∶ A(L) → A(K)
is nc affine.

Recently, the Kennedy, Kim, and Manor [56] settled the question of Kadison duality
for nonunital operator systems. The key challenge is that in the absence of order units, if
S is a nonunital operator system then one must remember the whole nc quasistate space

QS(S) = ∐
n≥1

{ϕ ∶ S →Mn ∣ ϕ is contractive and completely positive}

and consider pointed nc affine functions which fix the zero quasistates.

Definition 4.2.10. Let K be a compact nc convex set and fix a distinguished point z. We
let

A(K,z) = {a ∈ A(K) ∣ a(z) = 0}
denote the operator system of nc affine functions which vanish at z. We say that the pair
(K,z) is a pointed nc convex set if the natural evaluation map

K → QS(A(K,z))
x↦ (a↦ a(x))

is surjective (and hence bijective).
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The main subtlety in nonunital Kadison duality is that while the correspondence S ↦
(QS(S),0) is a full and faithful functor, it is only essentially surjective onto the pointed
compact nc convex sets.

Theorem 4.2.11. [56, Theorem 4.9] The category of operator systems with ccp maps as
morphisms is contravariantly equivalent to the category of pointed compact nc convex sets
with pointed continuous nc affine functions as morphism. On objects, the essential inverse
functors send an operator system S to is pointed nc quasistate space (QS(S),0), and send
a pointed compact nc convex set K to the operator system A(K,z) of pointed continuous
nc affine functions on (K,z).

Again, on morphisms the essential inverse functors in Theorem 4.2.11 act in the natural
way by precomposition on either nc affine functions or on nc quasistates.

4.3 Quotients of matrix ordered spaces

4.3.1 Operator space quotients

Here, we recall the basic theory of quotients for operator spaces. If E is an operator space,
and F ⊆ E is a closed subspace, then the quotient vector space E/F is an operator space
where the matrix norms isometrically identify Mn(E/F ) with the standard Banach space
quotient Mn(E)/Mn(F ).

Definition 4.3.1. Let ϕ ∶ E → F be a completely bounded map between operator spaces
E and F . We will say that ϕ ∶ E → F is a operator space quotient map with constant
C > 0 if any of the following equivalent conditions hold

(1) B1(Mn(F )) ⊆ ϕn(BC(Mn(E))) = Cϕn(B1(Mn(E))) for all n ∈ N.

(2) B1(Mn(F )) ⊆ (C + ε) ⋅ ϕn(B1(Mn(E))) for all n ∈ N and every ε > 0.

(3) The induced map ϕ̃ ∶ E/kerϕ→ F is an isomorphism and satisfies ∥ϕ̃−1∥cb ≤ C.

The equivalence of (1) and (2) follows from a standard series argument using complete-
ness of E. We will simply say operator space quotient map if we have no need to refer
to C explicitly.

The following fact is standard in operator space theory, but we provide a proof for
completeness.
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Proposition 4.3.2. Let ϕ ∶ E → F be a completely bounded map between operator spaces
E and F . The map ϕ is a quotient map with constant C > 0 if and only if the dual map
ϕ∗ ∶ F ∗ → E∗ is completely bounded below by 1/C. Moreover, in this case, ϕ∗ is weak-∗
homeomorphism onto its range.

Proof. Suppose that Cϕn(B1(Mn(E))) is dense in B1(Mn(F )) for every n. Given f ∈
Mm(F ∗) ≅ CB(F,Mm), approximating unit vector y ∈ B1(Mn(F )) with vectors of the
form ϕ(x) for x ∈ BC(E) shows that ∥f∥cb ≤ C∥ϕ∗m(f)∥cb.

Conversely, suppose that

∐
n≥1

B1(Mn(F )) /⊆ C∐
n≥1

ϕn(B1(Mn(E))).

By the Effros-Winkler nc Bipolar theorem [32], there are m,n ≥ 1, an x ∈ CB1(Mn(E)),
and an f ∈Mm(F ∗) ≅ CB(F,Mm), such that

Re fk(y) ≤ 1mk for all k ≥ 1, y ∈ B1(Mk(F )),

and yet Re fn(x) /≤ 1mn. It follows that ∥f∥ ≤ 1, but ∥x∥ ≤ C and ∥fn(ϕn(x))∥ > 1, so
∥ϕ∗m(f)∥ > ∥f∥cb/C. This shows ϕ∗ is not completely bounded below by 1/C.

Finally, if ϕ is an operator space quotient map, it is bounded and surjective, and so its
dual map ϕ∗ is weak-∗ homeomorphic onto its range.

4.3.2 Matrix ordered operator space quotients

Definition 4.3.3. Let X be a matrix ordered operator space. We call a closed subspace
J ⊆X a kernel if it is the kernel of a ccp map ϕ ∶X → Y for some matrix ordered operator
space Y . In this case, we define an matrix ordered operator space structure on the operator
space X/J with involution

(x + J)∗ ∶= x∗ + J
and matrix order

Mn(X/J)+ ∶= {x +Mn(J) ∣ x ∈Mn(X)+},
where the closure is taken in the quotient norm topology on Mn(X/J) ≅Mn(X)/Mn(J).

Proposition 4.3.4. If X is a matrix ordered operator space, and J = kerϕ is a kernel,
then X/J is a matrix ordered operator space.
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Proof. Since the involution on X is completely isometric and J is selfadjoint, it follows
that the involution on Mn(X/J) is completely isometric. It is straightforward to check
that X/J is a matrix ordered operator space. To prove that it is a matrix ordered operator
space, suppose x+J ∈Mn(X/J)+∩(−Mn(X/J)+). Then for any ε, there are y, z ∈Mn(X)+
with ∥x − y +Mn(J)∥, ∥x + z +Mn(J)∥ < ε. Hence

∥ϕn(x) − ϕn(y)∥ ≤ ∥x − y +Mn(J)∥ < ε

and similarly ∥ϕn(x) +ϕn(z)∥ < ε. Since ϕ is cp, ϕn(y), ϕn(z) ≥ 0. As ε is arbitrary and Y
is a matrix ordered operator space, this shows

ϕn(x) ∈Mn(Y )+ ∩ (−Mn(Y )+) =Mn(Y )+ ∩ (−Mn(Y )+) = {0}.

Therefore x ∈Mn(kerϕ) =Mn(J), and so x +Mn(J) = 0. This shows

Mn(X/J)+ ∩ (−Mn(X/J)+) = {0},

so X/J is a matrix ordered operator space.

One can form a category of matrix ordered operator spaces with morphisms as either
completely contractive and positive (ccp) or completely bounded and positive (cbp) maps.
If V is a normed vector space and r > 0, then we let Br(V ) denote the closed ball in V
with radius r and center 0.

Definition 4.3.5. Let X and Y be matrix ordered operator spaces, and let ϕ ∶X → Y be
a cbp map. We say that ϕ is a matrix ordered operator space quotient map with
constant C > 0 if for all n ∈ N we have both

(1) B1(Mn(Y )) ⊆ Cϕn(B1(Mn(X))), and

(2) Mn(Y )+ = ϕn(Mn(X))+.

For brevity, we will usually simply refer to ϕ as a quotient map, whenever it is clear that
we are speaking only in the context of matrix ordered operator spaces.

That is, a matrix ordered operator space quotient map is just an operator space quotient
map that maps the positives (densely) onto the positives at each matrix level. Comparing
to Definition 4.3.1.(2), a quotient map is surjective. Each map ϕn ∶ Mn(X) → Mn(Y ) is
therefore open and closed, and since the positive cones Mn(X)+ and Mn(Y )+ are norm-
closed, it follows that ϕn(Mn(X)+) is closed and ϕn(Mn(X)+) =Mn(Y )+ for all n. That
is, the closure in condition (2) is redundant. The first thing to show is that such maps are
in fact categorical quotients in the category of matrix ordered operator spaces.
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Proposition 4.3.6. Let ϕ ∶ X → Y be a cbp map between matrix ordered operator spaces.
The following are equivalent.

(1) The map ϕ is a quotient map with constant C > 0.

(2) The dual map ϕ∗ ∶ Y ∗ →X∗ is completely bounded below by 1/C and a complete order
injection.

(3) With J = kerϕ, the induced map ϕ̃ ∶X/J → Y such that

X Y

X/J

ϕ

q
ϕ̃

commutes is an isomorphism with cbp inverse satisfying ∥ϕ̃−1∥cb ≤ C.

(4) For every matrix ordered operator space Z and cbp map ψ ∶X → Z with kerϕ ⊆ kerψ,
there is a unique cbp map ψ̃ ∶ Y → Z making the diagram

X Z

Y

ψ

ϕ

ψ̃

commute, with ∥ψ̃∥cb ≤ C∥ψ∥cb.

In this case, ϕ∗ is weak-∗ homeomorphic onto its range.

Proof. To prove (1) and (2) are equivalent, after invoking Proposition 4.3.2, it suffices to
show that ϕ∗ is a complete order injection if and only if Condition (2) in Definition 4.3.5
holds. Note that because ϕ is completely positive, so is ϕ∗. Suppose ϕn(Mn(X)+) is dense
in Mn(Y )+ for every n ≥ 0. Let f ∈Mm(Y ∗) with ϕ∗m(f) ≥ 0. Given n ≥ 1 and y ∈Mn(Y )+,
approximating y with a net of points of the form ϕn(xi) for xi ∈Mn(X)+ shows that

fn(y) = lim
i
fn(ϕn(xi)) = lim

i
(ϕ∗m(f))n(xi) ≥ 0.

This shows f ≥ 0.
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Conversely, suppose that ϕn(Mn(X)+) is not dense in Mn(Y )+ for some n ≥ 1. By the
Effros-Winkler nc Bipolar Theorem [32] applied to the closed nc convex sets

∐
k≥1

ϕk(Mn(X)+) /⊇ ∐
k≥1

Mk(Y )+,

there is a selfadjoint matrix functional f ∈ Mm(Y ∗)sa such that fk(y) ≥ −1mk for every k
and every y ∈Mk(Y )+, but

fn(z) /≥ −1mn

for some z ∈ ϕn(Mn(X)+) ∖Mk(Y )+. A rescaling argument shows that f ≥ 0 in Mk(Y ).
However, approximating x by points of the form ϕn(x), x ∈ Mn(X)+ shows that ϕ∗m(f)
cannot be positive. Hence, ϕ∗ is not a complete order isomorphism.

If ϕ is a quotient map with constant C > 0, then it follows immediately from the
definition of the matrix order and matrix norms on X/J that ϕ̃ ∶ X/J → Y is a complete
order and norm isomorphism with ∥ϕ̃−1∥cb ≤ C. Conversely, note that by definition the
quotient map q ∶ X → X/J is a quotient map with constant 1. Hence, if ϕ̃ is a complete
order isomorphism with ∥ϕ̃−1∥cb ≤ C, it follows that ϕ = ϕ̃ ○ q is a quotient map with
constant C. This proves (1) and (3) are equivalent.

To show (3) and (4) are equivalent, it is enough to note that the quotient map q ∶
X → X/J satisfies the universal property (4) with constant C = 1. In detail, if (3) holds,
composing the universal map from (4) applied to q ∶X →X/J with ϕ̃−1 shows that (4) holds
for ϕ with constant C. Conversely, if (4) holds, then it holds for both ϕ and q, and there
are induced maps ϕ̃ ∶ X/J → Y and q̃ ∶ Y → X/J with ∥q̃∥ ≤ ∥ϕ̃∥cb and ∥q̃∥ ≤ C∥q∥cb = C.
Comparing diagrams shows q̃ = ϕ̃−1, and ϕ̃ is an isomorphism.

Condition (4) in Proposition 4.3.6 shows that a matrix ordered operator space quotient
map is a categorical quotient in the category of matrix ordered operator spaces with cbp
maps as morphisms. Moreover, the norm bound shows that a quotient map with constant
C = 1 is a categorical quotient in the subcategory of matrix ordered operator spaces with
ccp maps as morphisms.

Remark 4.3.7. Every unital operator system is a matrix ordered operator space, and so if
ϕ ∶ S → T is a ucp map between operator systems with J = kerS, we may form the quotient
matrix ordered operator space S/kerϕ, but there is no a priori guarantee that this quotient
is again an operator system. The matrix ordered operator space quotient is generally not
isomorphic to the unital operator system quotient defined by Kavruk, Paulsen, Todorov,
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and Tomforde [55]. For example, they show in [55, Example 4.4] that the order norm
on the unital operator system quotient need not be completely equivalent to the quotient
operator space norm.

4.4 Extension property for compact nc convex sets

If K = ∐nKn is a compact nc convex set, we will define

spanRK ∶= ∐
n≥1

spanRKn ⊆M(E).

The set spanRK is also nc convex, but need not be closed in E.

Lemma 4.4.1. Let 0 ∈ K ⊆ M(E) be a compact nc convex set containing 0. Let K −K
denote the levelwise Minkowski difference of K with itself. Then we have inclusions

K −K
2

⊆ ncconv(K ∪ (−K)) ⊆K −K.

Consequently, ncconv(K ∪ (−K)) ⊆ spanRK.

Proof. It is immediate that (K −K)/2 ⊆ ncconv(K ∪ (−K)) ⊆ ncconv(K ∪ (−K)). Given
z ∈ ncconv(K ∪ (−K))n, we can write

z = ∑
i

α∗i xiαi −∑
j

β∗j yjβj

for uniformly bounded families {xi},{yi} in K and matrix coefficients satisfying ∑iα
∗
i αi +

∑j β
∗
j βj = 1n. Since 0 ∈ K and ∑iα

∗
i αi ≤ 1, we have x ∶= ∑iα

∗
i xiαi ∈ Kn. Similarly

y ∶= ∑j β
∗
j yjβj ∈K, and so z = x − y is in (K −K)n =Kn −Kn. Therefore

ncconv(K ∪ (−K)) ⊆K −K,

and since the latter is compact, ncconv(K ∪ (−K)) ⊆K −K.

When 0 ∈ K, by extending the inclusion map K ⊆ ∐nMn(A(K,0)∗) linearly at each
level, we will think of elements in (spanRK)n as nc functionals in

Mn(A(K,0)∗) = CB(A(K,0),Mn).
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Proposition 4.4.2. Let 0 ∈ K ⊆ M(E) be a compact nc convex set in a dual operator
space E = (E∗)∗. For each n ∈ N, the inclusion K → QS(A(K,0)) extends uniquely to a
well-defined nc affine isomorphism

η ∶ ∐
n≥1

spanRKn →∐
n≥1

Mn(A(K,0)∗)sa

which is levelwise linear. The norm unit ball in Mn(A(K,0)∗)sa is

B1(Mn(A(K,0)∗)) = CC(A(K,0),Mn) = ncconv(η(K) ∪ (−η(K)))n,

and for each n, η is homeomorphic on Kn −Kn.

Proof. Since Kn is convex, we have spanRKn = {sx − ty ∣ x, y ∈ Kn, s, t ≥ 0}. Given
sx − ty ∈ spanRKn, we define

η(sx − ty)(a) = sa(x) − ta(y)

for a ∈ A(K,0). Since such functions a are affine and satisfy a(0) = 0, it follows that η∣Kn
is well-defined and linear, and that η is nc affine. Since E∗ contains a separating family of
functionals, which restrict to nc affine functions in A(K,0), the map η is injective.

Next we will show the closed unit ball is

B1(Mn(A(K,0)∗)sa) = ncconv(η(K) ∪ (−η(K)))n

for every n. That is, if L is the compact nc convex set

L = ∐
n≥1

Ln = ∐
n≥1

B1(Mn(A(K,0)∗)sa),

we want to show L = ncconv(η(K) ∪ (−η(K))). Since η(K) consists of nc quasistates on
A(K,0), it is clear that L ⊇ ncconv(η(K) ∪ (−η(K))). To prove the reverse inclusion, by
the nc Bipolar theorem of Effros and Winkler [32], it suffices to suppose that for some
n ∈ N and a ∈Mn(A(K,0))sa that we have

ϕn(a) ≤ 1k ⊗ 1n = 1kn

for all k ∈ N and all ϕ ∈ ncconv(η(K) ∪ (−η(K))), and then show that ψn(a) ≤ 1k ⊗ 1n for
all k and all ψ ∈ Lk. Because ncconv(η(K) ∪ (−η(K))) contains both η(K) and −η(K),
we have

−1kn ≤ a(x) ≤ 1kn
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for all k and all x ∈ Kk. Hence ∥a∥Mn(A(K,0)) ≤ 1, and so ψn(a) ≤ ∥a∥1kn ≤ 1kn for every
ψ ∈ L. This proves L = ncconv(η(K) ∪ (−η(K))), and consequently η is also surjective.
Since η is homeomorphic on K and K −K is (levelwise) compact, it is easy to check that
η is continuous on each Kn −Kn. Being a continuous injection on a compact Hausdorff
space, the map η∣Kn−Kn is automatically a homeomorphism onto its range.

Recall that the pair (K,0) in Proposition 4.4.2 is a pointed nc convex set exactly
when we have

∐
n≥1

B1(Mn(A(K,0)∗)+) = QS(A(K,0)) = η(K).

In practice, we will often identify Mn(A(K,0)∗)sa with spanRKn and so omit the symbol
η. Note that since η is homeomorphic on K −K ⊇ ncconv(K ∪ (−K)) (Lemma 4.4.1), we
are free to identify

ncconv(η(K) ∪ (−η(K))) = η(ncconv(K ∪ (−K))).

That is, when we identify Mn(A(K,0)∗)sa = spanRKn, the unit ball of Mn(A(K,0)∗)sa is
ncconv(K ∪ (−K))n.

For a closed convex set X in a vector space V containing 0, we use the usual Minkowski
functional

γX(v) ∶= inf{t ≥ 0 ∣ v ∈ tX}, v ∈ V.

If 0 ∈K = ⋃nKn is a compact nc convex set over a dual operator space E, we will use the
shorthand

γK(x) = γKn(x)

when x ∈Mn(E).

Definition 4.4.3. [76] If X is a closed convex set in some vector space V , then for d ∈ V ,
we define the width of V (with respect to d) or the d-width of V as

∣X ∣d ∶= sup{t ≥ 0 ∣ td ∈X −X}

= 1

γX−X(d)
.

Definition 4.4.4. If K = ∐nKn ⊆ M(E) is a closed nc convex set over a dual operator
space E, then for any n and any d ∈Mn(E) we define the width

∣K ∣d ∶= ∣Kn∣d =
1

γK−K(d)
,
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Lemma 4.4.5. If 0 ∈ K ⊆ M(E) is a compact nc convex set containing 0, then for
d ∈ Mn(E), we have ∣K ∣d > 0 if and only if d ∈ spanRK. Moreover, for d ∈ spanRK, we
have

1

∣K ∣d
≤ ∥η(d)∥Mn(A(K,0)∗) ≤

2

∣K ∣d
.

That is, d ↦ 1/∣K ∣d = 1/∣Kn∣d defines a norm on spanRKn that is equivalent to the norm
induced by the isomorphism η ∶ spanRKn →Mn(A(K,0)∗)sa.

Proof. By Lemma 4.4.1, we have inclusions

K −K
2

⊆ ncconv(K ∪ (−K)) ⊆K −K.

It follows that for d ∈ spanRK, we have

2γK−K(d) ≥ γncconv(K∪(−K))(d) ≥ γK−K(d).

By definition, γK−K = 1/∣K ∣d. By Proposition 4.4.2, the norm unit ball of Mn(A(K,0)∗)sa

is
ncconv(η(K) ∪ (−η(K))) = η(ncconv(K ∪ (−K))),

and hence γncconv(K∪(−K))(d) = γncconv(η(K)∪(−η(K)))(η(d)) = ∥η(d)∥.

Given compact nc convex sets 0 ∈ L ⊆ K. The restriction map ρ ∶ A(K,0) → A(L,0)
is always completely contractive and positive, and has dense range. When is this map an
operator space quotient map? Equivalently, this means there is a constant C > 0 so that
any nc affine function g ∈Mn(A(L,0)) extends to an nc affine function f on all of K with

f ∣L = g and ∥f∥Mn(A(K,0)) ≤ C∥g∥Mn(A(L,0)).

Here is a noncommutative version of [76, Theorem 1].

Proposition 4.4.6. Let 0 ∈ L ⊆ K ⊆ M(E) be compact nc convex sets containing 0. The
following are equivalent

(1) The restriction map A(K) → A(L) is an operator space quotient map.

(2) The restriction map ρ ∶ A(K,0) → A(L,0) is an operator space quotient map.

(3) The dual map ρ∗ ∶ A(L,0)∗ → A(K,0)∗ is completely bounded below.
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(4) There is a constant c > 0 such that for all n ≥ 1 and all d ∈Mn(E) with ∣L∣d > 0, we
have

∣L∣d ≥ c∣K ∣d.

(5) There is a constant C > 0 such that

(K −K) ∩ spanRL ⊆ C(L −L).

Proof. Clearly (1) implies (2). Suppose ρ ∶ A(K,0) → A(L,0) is an operator space quotient
map with constant C ≥ 0. Given a ∈ A(L), we have a − a(0) ⊗ 1A(L) ∈ A(L,0). Thus there
is a b ∈ A(K,0) with b∣L = a − a(0) ⊗ 1A(L) and ∥b∥ ≤ C∥a − a(0) ⊗ 1A(L)∥ ≤ 2C∥a∥. Then,
b + a(0) ⊗ 1A(K) ∈ A(K) restricts to a on L and satisfies ∥b + a(0) ⊗ 1A(K)∥ ≤ ∥b∥ + ∥a∥ ≤
(2C + 1)∥a∥. This proves A(K) → A(L) is an operator space quotient map with constant
2C + 1, so (2) implies (1).

The equivalence of (2) and (3) is Proposition 4.3.2. To prove (3) is equivalent to (4),
first note by taking real and imaginary parts that (3) occurs if and only if the restrictions
ρ∗n ∶ Mn(A(L,0)∗)sa → Mn(A(K,0)∗)sa are bounded below by a universal constant. By
Proposition 4.4.2, we may identify

spanRLn =Mn(A(L,0)∗)sa and spanRKn =Mn(A(K,0)∗)sa.

With this identification, ρ∗ is just the inclusion map spanRLn → spanRKn. By Lemma
4.4.5, the induced norms on spanRL and spanRK are completely equivalent to d ↦ 1/∣L∣d
and d↦ 1/∣K ∣d. Thus the dual map ρ∗ is completely bounded below if and only if for some
constant c > 0, we have

1

c∣K ∣d
≤ 1

∣L∣d
⇐⇒ ∣L∣d ≥ c∣K ∣d

whenever d ∈ spanRL = {d ∈ M(E) ∣ ∣L∣d > 0}, by Lemma 4.4.5.

For d ∈ M(E), recall that ∣K ∣d = 1
γK−K(d) and ∣L∣d = 1

γL−L(d) . Hence condition (3) holds
if and only if

γL−L∣spanR L ≤
1

c
γK−K ∣spanR L = γc(K−K)∣spanR L.

Using only the definition of the Minkowski gauges γK−K and γL−L, this holds if and only if

c(K −K) ∩ spanRL ⊆ L −L.

Hence condition (4) holds with constant c > 0 if and only if condition (5) holds with
constant C = 1/c > 0.

100



Note that for any general inclusion L ⊆ K of compact nc convex sets, we can freely
translate to assume 0 ∈ L and apply Proposition 4.4.6. Thus conditions (1), (4), and (5)
are equivalent in total generality. Note also that we do not require in 4.4.6 that (L,0) and
(K,0) are pointed nc convex sets.

Example 4.4.7. It is possible that the restriction map A(K,0) → A(L,0) in Proposition
4.4.6 is surjective but not an operator space quotient. For instance, let E be an infinite
dimensional Banach space. Let max(E) and min(E) denote E equipped with its maximal
and minimal operator space norms which restrict to the usual norm on E [32, Section
3.3]. There are standard operator space dualities max(E)∗ ≅ min(E∗) and min(E)∗ ≅
max(E∗). As E is infinite dimensional, the maximal and minimal matrix norms on E are
not completely equivalent [68, Theorem 14.3]. So, the identity map max(E) → min(E) is
surjective and not an operator space quotient map. Consider the minimal and maximal nc
unit balls

K = ∐
n≥1

B1(Mn(min(E∗))) and L = ∐
n≥1

B1(Mn(max(E∗)))

in M(E∗). By the dualities max(E)∗ ≅ min(E∗) and min(E)∗ ≅ max(E∗), we have

A(K,0) ≅ max(E) and A(L,0) ≅ min(E)

completely isometrically. The restriction map A(K,0) → A(L,0) is just the identity map
max(E) →min(E), which is surjective, but not an operator space quotient map.

Proposition 4.4.6 provides a guarantee that every matrix-valued nc affine function on
L lifts to an nc affine function on K with a complete norm bound. However, there is no
guarantee that we can lift a positive affine function to one that is positive. For instance,
the restriction map of function systems

A([−1,1],0) → A([0,1],0)

is an operator space quotient map with constant c = 1, but does not map the positives onto
the positives because A([−1,1],0)+ = {0}.

Proposition 4.4.8. Let 0 ∈ L ⊆ K ⊆ M(E) be compact nc convex sets such that (L,0)
and (K,0) are pointed compact nc convex sets. Let ρ ∶ A(K,0) → A(L,0) be the restriction
map. The following are equivalent

(1) For all n ≥ 1, ρn(Mn(A(K,0)+)) =Mn(A(L,0))+.

(2) The dual map ρ∗ ∶ A(L,0)∗ → A(K,0)∗ is a complete order embedding.
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(3) K ∩ spanRL ⊆ R+L.

(4) K ∩ ncconv(L ∪ (−L)) = L.

Proof. To prove (1) ⇐⇒ (2), consider the closed nc convex sets

P = ∐
n≥1

Mn(A(L,0))+ and Q = ∐
n≥1

ρn(Mn(A(K,0))+).

By the nc Bipolar theorem of Effros and Winkler [32], we have Q = P if and only if their
nc polars Qπ and P π are equal. But by scaling, we have

P π = {ϕ ∈Mk(A(L,0)∗) ∣ k ∈ N,Re ϕn(b) ≤ 1nk for all n ≥ 1, b ∈ Pn}
= {ϕ ∈Mk(A(L,0)∗) ∣ k ∈ N,Re ϕ ≤ 0}

and similarly

Qπ = {ϕ ∈Mk(A(L,0)∗) ∣ k ∈ N,Re ϕn(ρn(a)) ≤ 1nk for all n ≥ 1, a ∈Mn(A(K,0))+}
= {ϕ ∈Mk(A(L,0)∗) ∣ k ∈ N,Re ρ∗k(ϕ) ≤ 0}.

Thus P = Q if and only if ρ∗ is a complete order injection.

When we identify A(K,0)∗ = spanRK1 and A(L,0)∗ = spanRL1 as in Proposition 4.4.2,
the dual map ρ∗ ∶ spanRL→ spanRK is just the inclusion map. Since (K,0) and (L,0) are
pointed, the positive cones in Mn(A(K,0)∗) = spanRKn and Mn(A(L,0)∗) = spanRLn are
just R+Kn and R+Ln, respectively. Hence the inclusion map is a complete order injection
if and only if we have

R+K ∩ spanRL = R+L.

A rescaling argument shows that this is equivalent to

K ∩ spanRL ⊆ R+L,

and so (2) and (3) are equivalent.

If K ∩ ncconv(L ∪ (−L)) = L, then scaling gives

R+(K ∩ spanRL) = R+K ∩ spanRL = R+L,

which is again equivalent to (3), so (4) implies (3). Now suppose that K ∩ spanRL ⊆ R+L.
Clearly L ⊆K∩ncconv(L∪(−L)). Conversely, if x ∈K∩ncconv(L∪(−L)), then by Lemma
4.4.1, we also have x ∈K ∩ spanRL = R+L. Hence

x ∈ ncconv(L ∪ (−L)) ∩R+L.

Because (L,0) is pointed, this implies x ∈ L, proving that (3) implies (4).
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Combining Propositions 4.4.6 and 4.4.8 yields

Theorem 4.4.9. Let (L,0) and (K,0) be pointed compact nc convex sets with L ⊆ K ⊆
M(E). The following are equivalent.

(1) The restriction map A(K,0) → A(L,0) is a matrix ordered operator space quotient
map.

(2) There is a constant C > 0 such that

(i) (K −K) ∩ spanRL ⊆ C(L −L), and

(ii) K ∩ spanRL ⊆ R+L.

4.5 Dualizability via nc quasistate spaces

Recall that the trace class operators T (H) = B(H)∗ inherit a matrix ordered operator
space structure via the embedding T (H) = B(H)∗ ⊆ B(H)∗, where B(H) ≅ (B(H)∗)∗
completely isometrically and order isomorphically. By Ng’s [65] results, since B(H) is
a C*-algebra, B(H)∗ is an operator system, and so T (H) = B(H)∗ ⊆ B(H)∗ is also an
operator system. The nc quasistate space of T (H) is the compact nc convex set

P(H) ∶= ∐
n

Mn(B(H))+1 =∐
n

{x ∈Mn(B(H))∣x ≥ 0, ∥x∥ ≤ 1}.

Applying Theorem 4.4.9 and Proposition 4.3.6 yields the following extrinsic geometric
characterization of dualizability for an operator system.

Corollary 4.5.1. Let S be an operator system with pointed nc quasistate space (K,0), and
let H be a Hilbert space. The following are equivalent.

(1) There is a weak-∗ homeorphic complete embedding S∗ → B(H).

(2) There is a matrix ordered operator space quotient map T (H) → S.

(3) There is a pointed continuous nc affine injection ϕ ∶ (K,0) → P(H) such that

(i) (P(H) −P(H)) ∩ spanRϕ(K) ⊆ C(ϕ(K) −ϕ(K)) for some constant C > 0, and

(ii) P(H) ∩ spanRϕ(K) ⊆ R+ϕ(K).

103



Definition 4.5.2. Let E be an ordered ∗-Banach space with closed positive cone E+. We
say E is α-generated for a constant α > 0 if for each x ∈ Esa, we can write

x = y − z

for y, z ∈ E+ satisfying ∥y∥ + ∥z∥ ≤ α∥x∥. Or, equivalently,

B1(E) = α conv(B1(E+) ∪ (−B1(E+))).

If X is a matrix ordered operator space, then we say X is completely α-generated if
each matrix level Mn(X) is α-generated.

In [65, Theorem 3.9], Ng proved that an operator system S is dualizable if and only if
it is completely α-generated for some α > 0. The following definition is the dual property
of α-generation.

Definition 4.5.3. An ordered ∗-Banach space E is α-normal for some α > 0 if for all
x, y, z ∈ Esa,

x ≤ y ≤ z Ô⇒ ∥y∥ ≤ αmax{∥x∥, ∥z∥}. (4.3)

If X is a matrix ordered operator space, then X is completely α-normal if each matrix
level Mn(X) is α-normal.

The condition of α-normality can be viewed as a strict requirement about how the norm
and order structure on E interact. Normality means that “order bounds” x ≤ y ≤ z should
imply “norm bounds” ∥y∥ ≤ αmax{∥x∥, ∥z∥}. If one does not care about the exact value
of α, it is enough to check the normality identity (4.3) on positive elements in the special
case x = 0.

Proposition 4.5.4. If E is an ordered ∗-Banach space, then E is α-normal for some α > 0
if and only if there is a constant β > 0 such that

0 ≤ x ≤ y Ô⇒ ∥x∥ ≤ β∥y∥ (4.4)

for x, y ∈ E+.

Proof. If E is α-normal, then (4.4) holds with β = α. Conversely, suppose (4.4) holds, and
let x ≤ y ≤ z in Esa. Then 0 ≤ y − x ≤ z − x, and so ∥y − x∥ ≤ β∥z − x∥. Then, we get the
bound

∥y∥ ≤ ∥y − x∥ + ∥x∥
≤ β∥z − x∥ + ∥x∥
≤ β(∥z∥ + ∥x∥) + ∥x∥
≤ (2β + 1)max{∥x∥, ∥z∥},
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proving E is (2β + 1)-normal.

Proposition 4.5.5. Let X be a matrix ordered operator space, with dual matrix ordered
operator space X∗, and let α > 0. If X is completely α-generated, then X∗ is completely
2α-normal. Conversely, if X∗ is completely α-normal, then X is completely 2α-generated.

Proof. Suppose thatX is completely α-generated. Let k ∈ N and suppose x, y, z ∈Mk(X∗)sa

satisfy x ≤ y ≤ z in the dual matrix ordering on X∗. By definition of the dual norm, we
have

∥y∥Mk(X∗) = sup{∥⟪a, x⟫∥ ∣ n ≥ 1, a ∈Mn(X)sa},

where ⟪⋅, ⋅⟫ denotes the usual matrix pairing between M(X) and M(X∗). Given n ∈ N
and a ∈Mn(X)sa, we can write a = b− c where b, c ∈Mn(X)+ satisfy ∥b∥+∥c∥ ≤ α∥a∥. Then,
we have the operator inequality

⟪a, y⟫ = ⟪b, y⟫ − ⟪c, y⟫
≤ ⟪b, z⟫ − ⟪c, x⟫
≤ (∥z∥∥b∥ + ∥x∥∥c∥)1nk
≤ (∥x∥ + ∥z∥)α∥a∥1nk.

Symmetrically,

⟪a, y⟫ ≥ ⟪b, x⟫ − ⟪c, z⟫
≥ −(∥x∥∥b∥ + ∥z∥∥c∥)1nk
≥ −(∥x∥ + ∥z∥)α∥a∥1nk.

It follows that
∥⟪a, y⟫∥ ≤ (∥x∥ + ∥z∥)α∥a∥.

Since a was arbitrary, this shows ∥y∥ ≤ α(∥x∥ + ∥z∥) ≤ 2αmax{∥x∥, ∥z∥}, proving X∗ is
completely 2α-normal.

Now suppose X∗ is completely 2α-normal. Consider the closed matrix convex subsets

K ∶= ∐
n≥1

B1(Mn(X)sa) = B1(M(X)sa),

K+ ∶= ∐
n≥1

B1(Mn(X)+) =K ∩M(X)+,

L ∶= ncconv (K+ ∪ (−K+))
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of M(X). We will show that K ⊆ αL.

To prove K ⊆ αL, by the selfadjoint version of the nc separation Theorem of Effros and
Winkler [26, Theorem 2.4.1], it suffices to show that the selfadjoint nc polars

Kρ ∶= ∐
n≥1

{x ∈Mn(X)sa ∣ ⟪a, x⟫ ≤ 1nk for all k ≥ 1, x ∈Kk}

and Lρ (defined similarly) satisfy Lρ ⊆ αKρ. The relevant selfadjoint polars are

Kρ =∐
k≥1

B1(Mk(X∗)),

(K+)ρ =Kρ −M(X∗)+

=∐
k≥1

{x ∈Mk(X∗)sa ∣ x ≤ y for some y ∈Kρ}, and

Lρ = (K+)ρ ∩ (−K+)ρ

= (Kρ −M(X∗)+) ∩ (Kρ +M(X∗)+)
=∐
k≥1

{y ∈Mk(X∗)sa ∣ x ≤ y ≤ z for some x, z ∈Kρ}.

Hence, if y ∈ Lρk, then y satisfies x ≤ y ≤ z for some x, z ∈ Mk(X∗)+ with ∥x∥, ∥z∥ ≤ 1. By
complete α-normality, this implies ∥y∥ ≤ α, so y ∈ αKρ. This proves Lρ ⊆ αKρ, so K ⊆ αL.

Hence K ⊆ αL = αncconv(K+ ∪ (−K+)). Using Lemma 4.4.1, we have

ncconv(K+ ∪ (−K+)) ⊆K+ −K+.

Hence K ⊆ α(K+ −K+), and by rescaling every element x ∈ M(X)sa can be decomposed
as x = y − z with y, z ≥ 0 and ∥y∥, ∥z∥ ≤ α∥x∥, and so ∥y∥ + ∥z∥ ≤ 2α∥x∥. This shows X is
completely 2α-normal.

Remark 4.5.6. If H is a Hilbert space, then B(H) is completely 1-normal. Consequently,
if X is a matrix ordered operator space which is completely norm and order isomorphic to
a subspace of B(H) (a quasi-operator system), then X must be α-normal for some α > 0.

Because complete α-normality is dual to complete α-generation, [65, Theorem 3.9] can
be viewed as a partial converse to Remark 4.5.6. If X = S∗ is the dual of an operator
space, then if X is completely α-normal, it is a dual quasi-operator system. Translating
the normality condition into a condition on the nc quasistate space gives the following
intrinsic characterization of dualizability.

Theorem 4.5.7. Let (K,0) be a pointed compact nc convex set, with associated operator
space S = A(K,0). The following are equivalent.
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(1) S∗ is a dual quasi-operator system.

(2) S is completely α-generated for some α > 0.

(3) S∗ is completely α-normal for some α > 0.

(4) There is a constant C > 0 such that

(K −R+K) ∩R+K ⊆ CK,

where K −R+K denotes the levelwise Minkowski difference.

(5) The closed nc convex set (K −R+K) ∩R+K is bounded.

Proof. The equivalence of (1) and (2) was proved by Ng in [65, Theorem 3.9]. Proposition
4.5.5 shows that (2) and (3) are equivalent. To prove that (3) and (4) are equivalent,
we may use Proposition 4.4.2 to identify ∐n≥1Mn(S∗)sa = spanRK. After doing so, the
positive elements inM(S∗) correspond to the closed nc convex set R+K, and for d ∈ R+Kn,
we have ∥d∥Mn(S∗) = γK(d). Consequently,

(K −R+K) ∩R+K = {d ∈ spanRK ∣ 0 ≤ d ≤ x for some x ∈K}
= {d ∈ ∐

n

Mn(S∗)sa ∣ 0 ≤ d ≤ x for some x > 0 in Kn with ∥x∥ ≤ 1}.

Thus (4) holds if and only if

0 ≤ x ≤ y and ∥y∥ ≤ 1 Ô⇒ ∥x∥ ≤ C,

in Mn(S∗)sa for all n ∈ N. By rescaling, this is equivalent to asserting that

0 ≤ x ≤ y Ô⇒ ∥x∥ ≤ C∥y∥

in Mn(S∗)sa. Then, Proposition 4.5.4 shows that if (3) holds, then (4) holds with C = α,
and if (4) holds, then (3) holds with α = 2C + 1. Finally, because (K − R+K) ∩ R+K is
a subset of R+K, on which the matrix norms from S∗ agree with the Minkowski gauge
γK , (4) holds if and only if (K −R+K) ∩R+K is bounded by C > 0, i.e. if and only if (5)
holds.

Remark 4.5.8. The analogous version of Theorem 4.5.7 holds in the classical case: If
(K,0) is a pointed compact convex set, then the nonunital function system A(K,0) is
α-generated for some α > 0 if and only if (K −R+) ∩R+K is bounded.
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Corollary 4.5.9. Let z ∈K ⊆ L be compact nc convex sets such that (K,z) and (L, z) are
pointed. If A(L, z) is dualizable, then so is A(K,z).

Proof. By translating, it suffices to consider this when z = 0. This follows by noting that

(K −R+K) ∩R+K ⊆ (L −R+L) ∩R+L,

and using condition (5) in Theorem 4.5.7.

In [56, Section 8], quotients of (nonunital) operator systems were defined. There, a
quotient of operator systems S → S/J corresponds dually to a restriction map A(K,z) →
A(M,z) between pointed compact nc convex sets, where M ⊆ K is the annihilator of the
kernel J ⊆K. Applying Corollary 4.5.9 gives

Corollary 4.5.10. If S is a dualizable operator system, then every quotient of S is dual-
izable.

4.6 Positive generation versus completely bounded pos-

itive generation

Classically, if an ordered Banach space E is positively generated in the sense that
Esa = E+ −E+, then E is in fact α-generated for some α > 0. This is a consequence of the
Baire category theorem [7, Theorem 2.1.2]. In the special case where E = A(K,0) is the
nonunital function system of continuous affine functions on a pointed compact convex set
K containing 0 which vanish at 0, the following classical analogue of Theorem 4.5.7 holds:
The function system A(K,0) is α-generated if and only if the classical convex set (K −
R+K)∩R+K ⊆ A(K,0)∗ is bounded. If A(K,0) is positively generated, it is a consequence
of the Banach-Steinhaus Principle of Uniform Boundedness that (K − R+K) ∩ R+K is
bounded, and so A(K,0) automatically has bounded positive generation. This proof is
essentially the dual version of the proof of [7, Theorem 2.1.2].

In this section, we discuss the noncommutative situation. First, we show that an
operator system S has complete positive generation, meaning Mn(S)sa = Mn(S)+ −
Mn(S)+ for all n ≥ 1, if and only if S is positively generated at the first level. In contrast to
the classical situation, complete positive generation need not imply complete α-generation.
In Example 4.6.6, we give an example of a matrix ordered operator space which is positively
generated but not completely α-generated for any α > 0.

108



One might also consider the following weaker property. Call an ordered Banach space
E approximately positively generated if E+−E+ is dense in E. Note that even though
the postiive cone E+ is closed, it need not be the case that E+ −E+ is closed, even when
E is an operator space, as the following example shows.

Example 4.6.1. Let S = C([0,1]), and define S+ to be the closed cone of functions which
are both positive and convex. Then S+ − S+ is dense in S = C([0,1]), because it contains
all C2 functions, but S+ − S+ ≠ S, because the convex functions in S+ are automatically
differentiable almost everywhere on the interior (0,1). So, S is an ordered Banach space
which is approximately positively generated, but not positively generated. In fact, S is an
operator system. Indeed, if we let

K = {ϕ ∈ S∗ ∣ ∥ϕ∥ ≤ 1 and ϕ(S+) ⊆ [0,∞)}

be the classical quasistate space of K, then since every probability measure on [0,1] lies
in K, the natural map

S → A(K)
into the continuous affine functions on K is isometric and order isomorphic. That is, S is
isometrically order isomorphic to a nonunital function system, and so inherits an operator
system structure.

There are many examples of the same kind as Example 4.6.1. It suffices to take any
function system S, and equip it with a new closed positive cone P ⊆ S+ for which P − P
is not closed. In a private correspondence, Ken Davidson suggested another example in
which S = C⊕ c0 is equipped with the new positive cone

P = {(t, (xn)n≥1) ∈ C⊕ c0 ∣ t ≥ 0, (xn)n≥1 ≥ 0, and
∞
∑
n=1

xn ≤ t}.

Here, again P − P is dense and not closed in S.

Proposition 4.6.2. Let S be an operator system with quasistate space K ⊆ S∗. Then S is
approximately positively generated if and only if S+ separates points in K.

Proof. If S is densely spanned by its positives, then the positives must separate points in
K. Conversely, suppose that S is not positively generated. Then there exists an element
x ∈ Ssa∖(S+ − S+). By the Hahn-Banach Separation Theorem, there is a self-adjoint linear
functional ϕ ∈ S∗ so that for all y ∈ S+ − S+ we have

ϕ(x) < ϕ(y).
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But since S+ − S+ is a real vector space, this implies that ϕ is identically zero on S+ −
S+. Moreover, by the Hahn-Jordan decomposition theorem there are positive functionals
ϕ+, ϕ− ∈ Ed with ϕ = ϕ+ − ϕ−. Since ϕ(x) < 0, the functionals ϕ+ and ϕ− are necessarily
distinct, but they are equal on S+ − S+ and hence on S+. Normalizing ϕ± to obtain
quasistates shows that S+ does not separate quasistates.

Remark 4.6.3. The Hahn-Jordan decomposition theorem ensures that, as an ordered
vector space, the dual space S∗ is always positively generated.

By the following result, if S is positively generated then so are each of its matrix levels
Mn(S). Again by [7, Chapter 2, Theorem 1.2], each Mn(S) is αn-generated for some αn.
In order for S to be dualizable, we would need the sequence (αn) to be bounded.

Proposition 4.6.4. If S is positively generated, then so is Mn(S) for each n.

Before proving this, we will need a technical lemma which proves a much stronger
statement in the finite dimensional setting.

Lemma 4.6.5. If S is a finite dimensional and positively generated operator system, then
it contains a matrix order unit.

Proof. Since S is positively generated, then it admits a basis B = {p1, . . . , pm} consisting
of positive elements. We claim that e ∶= ∑m

i=1 pi is an order unit. For any x in Ssa, we can
write x uniquely as a real linear combination

x =
m

∑
i=1

αipi,

and we define λx ∶= max{1, ∣α1∣, . . . , ∣αm∣}. It is clear that λxe ± x are positive in S, so e is
an order unit.

Next we let n ≥ 0 and show that en ∶= e ⊗ In is an order unit for Mn(S), so fix an
X = (xij)ni,j=1 ∈Mn(S)sa. Since E is positively generated, for every i ≤ j we can decompose
the corresponding entries of X as

xij = Re x+ij −Re x−ij + i(Imx+ij − Imx−ij).

To find a large enough coefficient of en to dominate X, we let

λX ∶= λd + λRe + λIm.
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Where λd ∶= max{λxii}ni=1, λRe ∶= ∑i<j λRe x+ij+Re x−ij
, and λIm ∶= ∑i<j λImx+ij+Imx−ij

. Note that
it makes sense to write x±ii since the xii must all be self-adjoint, as they lie on the diagonal
of X =X∗.

Fix a concrete representation S ↪ B(H) of S as a norm closed and ∗-closed subspace
of the bounded operators on a Hilbert space. We’ll show that λXen +X ≥ 0 concretely
using inner products. Take an arbitrary vector a = (ai)ni=1 ∈Hn = ⊕n

i=1H, and compute

⟨(λXen +X)a, a⟩ =λX⟨ena, a⟩ + ⟨Xa,a⟩

=λX
n

∑
i=1

⟨eai, ai⟩ +
n

∑
i=1

⟨xiiai, ai⟩ +∑
i<j

⟨xijaj, ai⟩ + ⟨xjiai, aj⟩

=λX
n

∑
i=1

⟨eai, ai⟩ +
n

∑
i=1

⟨xiiai, ai⟩ +∑
i<j

2Re ⟨xijaj, ai⟩

=(λd
n

∑
i=1

⟨eai, ai⟩ +
n

∑
i=1

⟨xiiai, ai⟩)

+((λRe + λIm)
n

∑
i=1

⟨eai, ai⟩ +∑
i<j

2Re ⟨xijaj, ai⟩)

=(λd
n

∑
i=1

⟨eai, ai⟩ +
n

∑
i=1

⟨xiiai, ai⟩)

+(λRe

n

∑
i=1

⟨eai, ai⟩ + 2∑
i<j

Re ⟨Re xijaj, ai⟩)

+(λIm

n

∑
i=1

⟨eai, ai⟩ − 2∑
i<j

Im⟨Imxijaj, ai⟩) .

For the remainder of the proof, we will show that each of the three terms above is non-
negative. Starting with the first term,

λd
n

∑
i=1

⟨eai, ai⟩ +
n

∑
i=1

⟨xiiai, ai⟩ =
n

∑
i=1

⟨(λde + xii)ai, ai⟩

≥
n

∑
i=1

⟨(λxiie + xii)ai, ai⟩

≥ 0,

where the last inequality follows from the first paragraph of the proof.
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To prove that the second term is non-negative, note

λRe

n

∑
k=1

⟨eak, ak⟩ + 2∑
i<j

Re ⟨Re xijaj, ai⟩

=∑
i<j

(λRe x+ij+Re x−ij
)

n

∑
k=1

⟨eak, ak⟩ + 2∑
i<j

Re ⟨Re xijaj, ai⟩

=∑
i<j

(λRe x+ij+Re x−ij
)

n

∑
k=1

⟨eak, ak⟩ + 2Re ⟨Re xijaj, ai⟩.

We now show that for each pair i < j, the corresponding summand is non-negative:

(λRe x+ij+Re x−ij
)

n

∑
k=1

⟨eak, ak⟩ + 2Re ⟨Re xijaj, ai⟩

=(λRe x+ij+Re x−ij
)

n

∑
k=1

⟨eak, ak⟩ + 2Re ⟨(Re x+ij −Re x−ij)aj, ai⟩

≥(λRe x+ij+Re x−ij
)⟨eai, ai⟩ + (λRe x+ij+Re x−ij

)⟨eaj, aj⟩ + 2Re ⟨(Re x+ij −Re x−ij)aj, ai⟩

≥ (⟨Re x+ijai, ai⟩ + ⟨Re x+ijaj, aj⟩ + 2Re ⟨Re x+ijaj, ai⟩)
+ (⟨Re x−ijai, ai⟩ + ⟨Re x−ijaj, aj⟩ − 2Re ⟨Re x−ijaj, ai⟩)
=⟨Re x+ij(ai + aj), ai + aj⟩
+⟨Re x−ij(ai − aj), ai − aj⟩
≥0.

The last inequality follows since each Re x±ij is a positive operator. The proof that the
third term is non-negative is similar.

We now prove Proposition 4.6.4

Proof of Proposition 4.6.4. To show Mn(S) is positively generated, fix X = (xij)ni,j=1 ∈
Mn(S)sa. Since S is positively generated, each xij can be written as a linear combination
of four positives Re x+ij, Re x−ij, Imx+ij, and Imx−ij. Let SX denote the linear span of these
positives, as i and j range from 1 to n. Since SX is a finite dimensional operator system,
by the previous lemma there is a matrix order unit eX ∈ SX and in particular there is a
constant λ > 0 so that both λ1n⊗eX ±X ≥ 0. Since X = (λ1n⊗eX +X)/2−(λ1n⊗eX −X)/2
and all entries are ultimately in S, this shows Mn(S) is positively generated.

So, complete positive generation coincides with positive generation at the first level.
However, the following example shows that for matrix ordered operator spaces, positive
generation at all matrix levels does not imply complete α-generation for any α.
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Example 4.6.6. Any Banach space E has a unique maximal and minimal system of
L∞-matrix norms which give E an operator space structure and restrict to the norm on
E at the first matrix level. We denote the resultant operator spaces by max(E) and
min(E), respectively. There are natural operator space dualities max(E)∗ = min(E∗) and
min(E)∗ = max(E)∗ [32, Section 3.3].

We will consider the Banach space `1 and its dual `∞. Because `∞ is a commutative
C∗-algebra, we have `∞ = min(`∞) [32, Proposition 3.3.1]. The embedding `1 ⊆ (`∞)∗
gives a matrix ordered operator space structure on `1, which coincides with the max norm
`1 = max(`1). Using the natural linear identifications

Mn(`∞) = `∞(N,Mn) and Mn(`1) = `1(N,Mn),

the resultant positive cones in `∞ and `1 consist of those sequences of matrices which are
positive in each entry.

We will consider the minimal operator space min(`1) equipped with the same matrix
ordering as `1 = max(`1). Because the matrix cones Mn(`1)+ = `1(N,M+

n ) are closed in the
topology of pointwise weak-∗ convergence, which is weaker than the topology induced by
either the minimal or maximal norms on Mn(`1), the matrix cones Mn(`1)+ are closed in the
minimal norm topology. Thus min(`1) has the structure of a matrix ordered operator space.
Because Mn is 1-generated, it follows that each Mn(min(`1)) = `1(N,Mn) is positively
generated, so min(`1) is completely positively generated.

However, we will show that min(`1) is not completely α-generated for any α > 0. We
will do so using Proposition 4.5.5, by proving the dual matrix ordered operator space
min(`1)∗ = max(`∞) (equipped with the usual matrix ordering on `∞) is not completely
α-normal for any α > 0. Since `∞ is infinite dimensional, the minimal and maximal matrix
norms on `∞ are not completely equivalent [68, Theorem 14.3]. Thus there is a sequence
xk ∈Mnk(`∞) for which

∥xk∥min ≤ 1 and ∥xk∥max ≥ k.

In the C*-algebras Mnk(`∞), we can write each xk as a linear combination

xk = (Rexk)+ − (Rexk)− + i(Imxk)+ − i(Imxk)−

of positive elements (Rexk)±, (Imxk)± of min-norm at most 1. Since ∥xk∥max > k, by
suitably choosing yk ∈ {(Rexk)±, (Imxk)±}, we can obtain a sequence of positive elements
yk ∈Mnk(`∞)+ with

∥yk∥min ≤ 1 and ∥yk∥max > k/4.
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Since the minimal norm on Mnk(`∞) is just the usual C*-algebra norm, we have 0 ≤
yk ≤ 1Mnk

(`∞). Because the maximal norms satisfy the L∞-matrix identity, we have
∥1Mnk

(`∞)∥max = 1. Thus

0 ≤ yk ≤ 1Mnk
(`∞), ∥1Mnk

(`∞)∥max ≤ 1, and ∥yk∥max > k/4

for all k ∈ N. So, `∞ is not completely k/4-normal, and taking k →∞ shows that `∞ cannot
be completely α-normal for any α > 0.

Example 4.6.6 is a minimal example of this kind. One cannot restrict to the finite
dimensional spaces `1

d and `∞d = (`1
d)∗ because the maximal and minimal norms on a finite

dimensional Banach space are completely equivalent [68, Theorem 14.3], and so max(`1
d) ≅

min(`1
d) is a dualizable quasi-operator system.

4.7 Examples and applications

4.7.1 Nonunital operator system pushouts and coproducts

If K = ∐n≥1Kn and L = ∐n≥1Ln are compact nc convex sets, we denote by

K ×L ∶= ∐
n≥1

Kn ×Ln

their levelwise cartesian product. In [47], it was shown that A(K × L) is the categorical
coproduct of the unital operator systems A(K) and A(L) in the category of unital operator
systems with ucp maps as morphisms. The following result will let us assert a similar result
in the pointed context, for nonunital operator systems.

Proposition 4.7.1. Let (K,z) and (L,w) be pointed compact nc convex sets. Then (K ×
L, (z,w)) is pointed, and there is a vector space isomorphism

A(K ×L, (z,w)) ≅ A(K,z) ⊕A(L,w).

Proof. We will prove the result in the special case when z = 0 and w = 0 in the ambient
spaces containing K and L. The general case follows by translation. Define a linear map
A(K,z) ⊕A(L,w) → A(K × L, (z,w)) by (a, b) ↦ a⊕ b, where (a⊕ b)(x, y) ∶= a(x) + b(y)
for x ∈ K, y ∈ L. Since a(z) = 0 = b(w), it is easy to see that this map is injective. Given
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c ∈ A(K × L, (0,0)), let a(x) = c(x,0) and b(y) = c(0, y) for x ∈ K, y ∈ L. Then since
c(0,0) = 0,

c(x, y) = 2c(x
2
,
y

2
)

= 2(c(x,0)
2

+ c(0, y)
2

)

= a(x) + b(y) = (a⊕ b)(x, y).

This proves that A(K,0) ⊕A(L,0) → A(K ×L, (0,0)) is a linear isomorphism.

Now, it will follow from this isomorphism that (K × L, (z,w)) is pointed. Let ρ ∶
A(K ×L, (z,w)) →Mn be any nc quasistate. Then

ϕ(a) = ρ(a⊕ 0) and ψ(b) = ρ(0⊕ b)

define nc quasistates on A(K,0) and A(L,0), respectively. Because (K,0) and (L,0) are
pointed, all nc quasistates are point evaluations, so we have ϕ(a) = a(x) and ϕ(b) = b(y)
for some (x, y) ∈ (K × L)n and all a ∈ A(K,0), b ∈ A(L,0). From linearity, it follows that
ρ is just point evaluation at (x, y), so (K ×L, (0,0)) is pointed.

Definition 4.7.2. Let S and T be operator systems with respective nc quasistate spaces
(K,0) and (L,0). We define the operator system coproduct to be the vector space
S ⊕ T equipped with the operator system structure such that

S ⊕ T ≅ A(K,0) ⊕A(L,0) ≅ A(K ×L, (0,0))

is a completely isometric complete order isomorphism.

Explicitly, the matrix norms on S ⊕ T satisfy

∥(x, y)∥Mn(S⊕T ) = sup{∥ϕn(x) + ψn(y)∥ ∣ ϕ ∈K,ψ ∈ L}

for (x, y) ∈ Mn(S ⊕ T ) = Mn(S) ⊕Mn(T ). The matrix cones just identify Mn(S ⊕ T )+ =
Mn(S)+ ⊕Mn(T )+.

Proposition 4.7.3. The bifunctor (S,T ) ↦ S ⊕ T is the categorical coproduct in the
category of operator systems with ccp maps as morphisms. That is, given any operator
system R and ccp maps ϕ ∶ S → R and ψ ∶ T → R, the linear map ϕ⊕ψ ∶ S ⊕T → R is ccp.

Proof. This follows either by the explicit description of the matrix norms and order on
S ⊕ T , or by showing that (K ×L, (0,0)) is the categorical product of (K,0) and (L,0) in
the category of pointed compact nc convex sets, and using Theorem 4.2.11.
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Remark 4.7.4. The operator space norm on S ⊕ T is neither the usual `∞-product nor
the `1-product of the operator spaces S and T . For example, if

K = L = ∐
n≥1

{x ∈M+
n ∣ 0 ≤ x ≤ 1n}

is the nc simplex generated by [0,1], and a ∈ A(K,0) is the coordinate function a(x) = x,
then

∥a⊕ a∥A(K2,(0,0)) = 2 > ∥a⊕ a∥∞ and

∥a⊕ (−a)∥A(K2,(0,0)) = 1 < ∥a⊕ a∥1.

Proposition 4.7.5. Let S and T be operator systems. If S and T are dualizable, then
S ⊕ T is dualizable.

Proof 1. We will use Theorem 4.5.7. Let the nc quasistate spaces of S and T be (K,0)
and (L,0), respectively. Then (K −R+K)∩R+K and (L−R+L)∩R+L are norm bounded.
Checking that

(K ×L −R+(K ×L)) ∩R+(K ×L) ⊆ ((K −R+K) ∩R+K) × ((L −R+L) ∩R+L)

shows that (K × L − R+(K × L)) ∩ R+(K × L) is bounded, so S ⊕ T ≅ A(K × L, (0,0)) is
dualizable.

It is also possible to give a proof of Proposition 4.7.5 using only Ng’s bounded decom-
position property, which appears in 4.5.7.(2).

More generally, we can form finite pushouts in the operator system category by taking
pullbacks in the category of pointed compact nc convex sets.

Definition 4.7.6. Let
R S

T

ϕ

ψ

be a diagram of operator systems with ccp maps as morphisms. Let S, T , and R, have
respective quasistate spaces (K,0), (L,0), and (M,0). We define the pushout S ⊕R,ϕ,ψ T
as the operator system

A(K ×M,ϕ∗,ψ∗ L, (0,0)),
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where
K ×M,ϕ∗,ψ∗ L = {(x, y) ∈K ×L ∣ ϕ∗(x) = ψ∗(y)} ⊆K ×L,

equipped with the natural maps

ιS ∶ S → S ⊕ T → S ⊕R,ϕ,ψ T and

ιT ∶ T → S ⊕ T → S ⊕R,ϕ,ψ T

which make the diagram

R S

T S ⊕R,ϕ,ψ T

ϕ

ψ ιS

ιT

(4.5)

commute.

When the morphisms ϕ and ψ are understood, we will usually just write S ⊕R T and
K ×M L. Note that the coproduct S ⊕T coincides with the pushout S ⊕0 T of the diagram

0 S

T

0

0

as expected, where 0 denotes the 0 operator system.

To verify that A(K ×M L, (0,0)) is an operator system, we need to show that:

Proposition 4.7.7. (K ×M L, (0,0)) is pointed.

Proof. Let ρ ∶ A(K ×M L, (0,0)) → Mn be an nc quasistate. Pulling ρ back to A(K ×
L, (0,0)) gives a point evaluation at some point (x, y) ∈K ×L. It will suffice to show that
(x, y) ∈K ×M L, in which case ρ must be point evaluation at (x, y).

We must show that ϕ∗(x) = ψ∗(y) in M . Given a ∈ R ≅ A(M,0). Since the diagram
(4.5) commutes, upon pulling back to S ⊕ T , we have

ρ(ιSϕ(a)) = (ϕ(a) ⊕ 0)(x, y) = (0⊕ ψ(a))(x, y) = ρ(ιTψ(a)),

that is, ϕ(a)(x) = a(ϕ∗(x)) = ψ(a)(y) = a(ψ∗(y)). Since a ∈ R = A(M,0) was arbitrary,
this proves ϕ∗(x) = ψ∗(y), so (x, y) ∈K ×M L.
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Proposition 4.7.8. The diagram 4.5 is a pushout in the category of operator systems with
ccp maps as morphisms.

Proof. It is easiest to verify that the diagram

(K ×M L, (0,0)) (K,0)

(L,0) (M,0)

ϕ∗

ψ∗

is a pullback in the category of pointed compact nc convex sets with pointed continuous nc
affine functions as morphisms, where the unlabeled maps are just the coordinate projec-
tions. Checking this is fairly immediate, using the fact that the point-weak-∗ topology on
K×ML ⊆K×L coincides with the restriction of the product topology. By the contravariant
equivalence of categories Theorem 4.2.11, it follows that (4.5) is a pushout.

Proposition 4.7.9. If S and T are dualizable operator systems, then any pushout S⊕R,ϕ,ψT
is also dualizable.

Proof. This follows from Proposition 4.7.5 combined with Corollary 4.5.9 used with the
inclusion (0,0) ⊆K ×M L ⊆K ×L.

It follows by induction that any finite pushout of dualizable operator systems is again
dualizable.

4.7.2 A new proof of Choi’s theorem

In [65], Ng showed that if S is a dualizable operator system, then there is a canonical choice
of completely equivalent matrix norm on the dual S∗ for which Sd is an operator system,
embedding completely isometrically into some B(H). This canonical dual matrix norm is

∥f∥d = sup{∥fn(x)∥ ∣ n ≥ 1, x ∈Mn(S)+, ∥x∥ ≤ 1}, m ≥ 1, f ∈Mm(S∗)

where the key difference is that the supremum is taken only over positive elements x. Ng
denotes by Sd the operator system S∗ renormed with the matrix norms ∥ ⋅ ∥d.

Theorem 4.7.10. The nc quasistate space (K,z) of Mn is pointedly affinely homeomorphic
to (∐∞

k=1Mk(Mn)+1 ,0), and its nc extreme points consist of unitary conjugates of the Choi
matrix ∑n

i,j=1Eij ⊗Eij together with the zero scalar.
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Proof. Note that the canonical map Φ ∶Mn →Md
n given by Φ(Eij) = δij is a complete order

isomorphism, where δij(Ekl) = 1 when (i, j) = (k, l) and 0 otherwise.

In particular, we can write Md
n = A(K,z) and view K as lying in the ambient space

∐∞
k=1Mk(Mdd

n ) = ∐∞
k=1Mk(Mn). The last equality follows from Mn being finite dimensional.

Under this identification, and with the matrix norms ∥ ⋅ ∥d on Md
n, it is clear that the

completely contractive and completely positive maps on Md
n are precisely the elements of

(∐∞
k=1Mk(Mn)+1 ,0).
This proves that Mn is isomorphic as an operator system to A(∐∞

k=1Mk(Mn)+1 ,0). To
describe the boundary of the nc quasistate space we note that Mn is a C∗-algebra, and so
the boundary consists of its irreducible representations. These are precisely the unitary
conjugates of the identity map on Mn together with the zero map.

Using the same notation as above, the identity map on Mn can be written as ∑n
i,j=1Eij⊗

δij. Indeed, if (xkl) ∈Mn then

(
n

∑
i,j=1

Eij ⊗ δij)(xkl) =
n

∑
i,j=1

Eij ⊗ δij((xkl))

=
n

∑
i,j=1

Eij ⊗ xij

=
n

∑
i,j=1

xijEij

=(xkl).

This shows that Φ−1
n (idMn) = ∑n

i,j=1Eij ⊗Eij, where Φn denotes the nth amplification of Φ.
Hence, as the unitary orbit of idMn together with the zero map are the extreme bound-
ary of K, the Choi matrix together with the zero scalar are the extreme boundary of

∐∞
k=1Mk(Mn)+1 under the identification ∐∞

k=1Mk(Mn)+1 =K given above.

As a corollary, we obtain a celebrated result of Choi [14].

Corollary 4.7.11. A map Φ ∶ Mn → Mk is completely positive if and only if ∑n
i,j=1Eij ⊗

Φ(Eij) is positive in Mn(Mk).

Proof. By identifying Mk to its vector space dual, and applying the standard operation of
uncurrying Φ, we obtain a new map Φ̃ ∶Mk(Mn) → C defined by

Φ̃(Eij ⊗Ekl) = ⟨Φ(Eij),Ekl⟩,
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where ⟨⋅, ⋅⟩ denotes the Hilbert-Schmidt inner product on Mk. It is a well known fact that
Φ̃ is a positive functional if and only if Φ is completely positive.

In this way, we may view Φ̃ as an element of the dual Mk(Mn)d = Mk(Md
n). Using

the identification Mk(Md
n) = Mk(A(∐∞

m=1Mm(Mn)+1 ,0)), and the further identification
that Mk(A(∐∞

m=1Mm(Mn)+1 ,0)) = A((∐∞
m=1Mm(Mn)+1 ,0), (Mk,0)), we obtain that Φ̃ is

a positive functional if and only if it takes positive values on the extreme boundary of

∐∞
m=1Mm(Mn)+1 when viewed as an element of A((∐∞

m=1Mm(Mn)+1 ,0), (Mk,0)). By the
previous result, this happens precisely when its evaluation at the Choi matrix is positive.

Corollary 4.7.12. For any contractive positive matrix A ∈ Mn, there are k matrices
X1, . . . ,Xk ∈Mn,n2 with X1X∗

1 +⋯ +XkX∗
k = 1n so that

A =X1CX1 +⋯ +XkCXk,

where C = ∑n
i,j=1Eij ⊗Eij denotes the Choi matrix. Moreover, k is a polynomial in n.
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