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Abstract

Electronic nematicity, a breaking of the rotational symmetry of the electronic structure

beyond what is expected from the ionic displacements of atoms, has been identified in the

(La,M)2CuO4 family of the cuprate superconductors. This was achieved by measuring

the temperature dependence of the (001) Bragg reflection peak intensity at resonant x-ray

photon energies corresponding to different atoms within the unit cell. Recently, however,

it has been identified that x-ray scattering of Nd M4,5 edge in (La, Sr,Nd)2CuO4 exhibits

unusual increase in (001) Bragg reflection intensity when the temperature is increased

from 10 to 70 K, seemingly at odds with the understanding of electronic nematicity in

these systems. It was hypothesized that this change may arise from the single-ion phe-

nomena. To test this hypothesis, polarization and temperature dependence of the x-ray

absorption spectrum are analyzed. The spectrum exhibits temperature-dependent linear

dichroism, which was hypothesized to be connected to the temperature dependence of the

(001) scattering intensity. A numerical modeling software, Quanty, was utilized to create

a two-shell model and study its properties via Monte-Carlo method. We establish that the

temperature-dependent excitation into low-energy crystal field states results in significant

temperature dependence to the single-ion scattering tensor. A crystalline electric field of

C2v symmetry with realistic parameters captures the temperature dependencies of the x-

ray absorption spectrum, while also being consistent with excitation energies measured by

inelastic neutron scattering. However, the calculated (001) scattering intensity decreases

with temperature for all probed crystal field parameter sets, contrary to the experimentally

observed increase. We speculate at future refinements to our model that may rectify this

discrepancy.
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Chapter 1

Introduction

Cuprate superconductors were historically the first high-Tc superconductors to be discov-

ered [1]. They have phase diagrams rich of different phases, both structural (LTT, LTO,

HTT) and electronic (antiferromagnetic insulator, Fermi liquid, strange metal, charge-

and spin-density wave, as well as a pseudogap phase) [2]. Understanding the connec-

tion between these phases can shine some light on the physics which regulates them and,

prospectively, how the relationship of these phases can be tuned to enhance properties such

as the superconducting transition temperature.

Recently, in addition to well-established phases, an electronic nematic phase was iden-

tified in the (La,M)2CuO4 family of materials – a rotational symmetry breaking, distinct

from structural distortions [3, 4]. It was done by measuring the (001) Bragg peak on differ-

ent absorption edges in crystals of cuprate superconductors via resonant x-ray scattering.

This peak is forbidden in conventional x-ray scattering. However, on resonance it is allowed

because of the difference in orbital symmetry of atomic states between the neighbouring

planes, and it is very sensitive to this difference. It was observed that the temperature

dependencies for the planar Cu L and O K absorption edges were different from the ones

for the La M or apical O K edges (Figure 1.1a) – and this discrepancy was attributed to

electronic nematicity.

However, recent follow-up measurements of the temperature dependence of the (001)

peak at the Nd M edge in Nd-LSCO demonstrated an anomalous temperature dependence
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different from that of other constituent atoms [5], raising questions about understanding

of electronic nematicity in this family of materials. Specifically, the scattering exhibits an

unusual peak of intensity directly before the transition (Figure 1.1b).

The purpose of this thesis is attempt to identify the origin of the anomalous temperature

dependence to the (001) peak at the Nd M edge. In order to do this, we aim to analyze

the temperature and photon polarization dependence of a closely related property – x-ray

absorption. The x-ray absorption coefficient is related to the atomic scattering form factor,

f , which determines how strongly an x-ray scatters from an atom. Recent measurements

of the x-ray absorption spectrum at Nd M4,5 edges in Nd-LSCO demonstrates polarization

and temperature dependencies [5]. Analyzing the polarization and temperature dependence

of the x-ray absorption can therefore provide insight into scattering at the (001) peak.

Specifically, we explore whether the thermal excitation of single-ion low-energy excited

states of Nd atoms, affecting all Nd sites, contributes to the temperature dependence of

the (001) peak scattering intensity

To understand the nature of the observed x-ray absorption spectrum, we utilized crystal

field theory. A free Nd ion, just as any other ion, would be considered a spherically sym-

metrical system: there is no primary direction, and different properties (like, for example,

x-ray absorption or scattering) would be the same in all directions. However, if an ion sits

within a crystal, it is impacted by its neighbourhood: in some directions, its electron cloud

may be attracted to or repulsed from the neighbouring charge density stronger than in

other directions. This field which deforms the electron cloud is called “crystalline electric

field”, and is studied by crystal field theory [6, 7]. The deformed electron cloud is no longer

spherically symmetric: instead, its symmetry is defined by its surrounding within the crys-

tal. This also causes the change in a symmetry of the scattering and conductivity tensors,

which is captured, correspondingly, by x-ray scattering and x-ray absorption spectroscopy.

To study the behaviour of the Nd ion within LSCO, we utilized a numerical modeling

software called Quanty [8]. This software is designed for calculating various spectra, such

as x-ray absorption spectroscopy (XAS), as well as expectation values, for many-electron

systems. The whole ion was approximated by a smaller and simpler system, which was

simulated and studied at significantly lower cost compared to the whole ion. Softwares like

Quanty are especially suitable for this kind of systems.
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Using this software with the crystal field theory approach, a model of the Nd3+ ion

within Nd-doped LSCO was created. We found that the observed linear dichroism of its

x-ray absorption spectrum can indeed be attributed to crystal field. This field splits the

degenerate groundstate of a free Nd3+ ion into several states with different wavefunction

symmetry, absorption spectrum, and energy. In a crystal, there is a mixture of Nd ions in

different states – and the absorption spectrum of a crystal would be a mixture of single-

ion spectra corresponding to these states. Realistic parameters of a crystal field with C2v

symmetry result in states, whose energies are consistent with the results of inelastic neutron

scattering experiment, and absorption spectra – to the experimentally observed spectrum.

Despite agreement between model calculations and experiment for the x-ray absorption

coefficient, we find that the temperature dependence of the (001) x-ray scattering intensity

deduced from this model differs from the experimentally observed one. While a noted tem-

perature depdendence is observed in our calculations associated with crystal field excited

states of Nd, the resulting temperature dependence differs from experiment. We speculate

at future refinements to our model calculations that may rectify the disagreement between

our calculations and measurements.

This thesis is organized in a following manner. A look at the cuprates and specifically

LSCO is laid out in Chapter 2. The technique of x-ray absorption spectroscopy and its

connection to the properties of an ion are described in Chapter 3. The main points and

relevant details of the crystal field theory are outlined in Chapter 4. The possibilities of

Quanty, together with some insight into the theory behind it, are explained in Chapter 5.

The detailed results of the study are presented in Chapter 6, and summarized in Chapter

7.
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(a) (b)

Figure 1.1: Temperature dependence of (001) Bragg peak intensities for (a) planar Cu and

apical O and (b) Nd absorption edges in LNSCO crystals. When the temperature of a

sample increases, the intensities of reflection peaks, measured at apical O K edge and La L

edge (blue line), decrease faster then the intensities, measured at planar O K edge and Cu

L edge (red line). At Nd3+ M edge, however, starting from ≈ 30K the scattering intensity

increases until it reaches a peak at ≈ 70K, and then sharply decreases to reach zero at

80K. Adapted from [3] and [5].
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Chapter 2

Cuprate superconductors

2.1 Overview

Cuprate high-temperature superconductors have been receiving a lot of attention since

their discovery in 1986 [9]. Historically, the first one to be found was La5−xBaxCu5O5(3−y),

with a critical temperature of 35 K at x = 0.75 [10]. The discovery coined a search for the

materials with similar structure and higher critical temperature. In less than a year, it led

to (Y1−xBax)2CuO4−δ, with superconductivity emerging as high as 90 K at x = 0.4 [11].

Both of these materials, as well as their variations, are based on CuO2 planes. These

planes, under specific parameters, manifest the superconducting phase. CuO2 planes are

separated by so-called spacer layers, which act as charge reservoirs and modulate the

concentration of electrons on the CuO2 planes. There are several structural families of

cuprates, each of which contains dozens of variations [12]. The structures vary in the

number of spacer layers, relative positioning of copper oxide planes and spacer layers, and

atomic composition and structure of spacer layers. The example structures are provided

on Figure 2.1.

The LCO (or (La,M)2CuO4) family is derived from La2CuO4. It contains materials

where the CuO2 planes are intercalated with Lanthanum and Oxygen. Lanthanum atoms

may be replaced with other atoms such as Barium, Strontium, Neodymium et cetera.
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Figure 2.1: (a) The examples from the four main structure families of high-Tc supercon-

ductors: Hg-Ba-Cu-O, Y-Ba-Cu-O, La-Cu-O and Tl-Ba-Cu-O. In all of the examples, CuO

squares can be noticed at the top and bottom (and sometimes in the middle) of an ele-

mentary cell. The layers between them are the spacer layers. (b) CuO2 plane, the main

structure element of cuprate superconductors. Cu 3d and O 2p orbitals, indicated on the

bottom right square, are close in energy and strongly hybridized. The plane’s charge den-

sity is modulated by the spacer layer atoms. Reused from [13] with permission.

Since the Ba and Sr have both a 2+ state rather than a 3+ state as La atoms are, holes

are introduced into CuO2 plane, thus significantly changing the electronic properties of

the material [14]. Moreover, Oxygen stoichiometry may be increased, complementing the

CuO4 squares to make CuO5 pyramids or CuO6 octahedra. The example structures are

provided on Figure 2.2.
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Figure 2.2: The examples of crystal structures of the materials from LCO structure family.

CuO6 octahedra (blue squares) are ordered in perovskite layers and intercalated with La

(green circles) and Ca (purple circles).

2.2 Phases

Aside from superconductivity, cuprate materials exhibit a wide range of phases, including

antiferromagnetic insulator, Fermi liquid, strange metal, charge- and spin-density wave, as

well as a widely known pseudogap phase [2]. An example phase diagram is provided on

Figure 2.3.

These phases are strongly dependent on electron concentration. It is usually varied by

changing the composition of a material. If electron concentration needs to be decreased, it

may be done by varying Oxygen stoichiometry in the compound. Being an electronegative

atom, Oxygen attracts electrons from the CuO2 plane, which is usually understood as

holes introduced to the plane [14]. Alternatively, electron concentration can be increased

by replacing some of the metal ions with higher-valence ions [15]. Excess electrons are

donated to the CuO2 plane, while the remaining electrons form a stable shell.

7



Figure 2.3: Generalized phase diagram of electronic states in hole-doped cuprate supercon-

ductors. At low hole doping, the antiferromagnetic phase (AF, blue region) is observed.

When the doping is increased, multiple other phases can be observed depending on the

temperature: superconducting phase (SC, green region), pseudogap phase (yellow), strange

metal (purple), Fermi liquid (white), charge order (red) and spin order (dark green). Su-

perconducting phase is limited to low temperatures and an interval of possible dopings,

forming a so-called “superconducting dome” on the diagram. The onset of charge and

spin order is detected around the fully ordered state, and is signified by the dashed lines.

Reprinted by permission from [2].
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2.3 LNSCO

Nd-doped La-Sr-Cu-O, also known as Nd-LSCO or LNSCO, belongs to the family of LCO

superconductors [16]. Here, the spacer layers are composed of La ions, some of which are

replaced with Sr or Nd ions via chemical doping. Each CuO square has a rare earth cation

above and below its center, while each Cu ion is surrounded by six Oxygen ions, four of

them in plane and two of them above and below the Copper ion. Therefore, there are two

ways of looking at the structure:

• “from the point of view of Cu”, as CuO6 octahedra, assembled into planes and

separated by La/Sr/Nd ions, commonly used in the relevant literature (Figure 2.4a),

• “from the point of view of La”, as pyramids based on Cu4O4 square and additional

O at the apex, with La/Sr/Nd ion in the center, used in this thesis (Figure 2.4b).

Figure 2.4: LNSCO structure from the different viewpoints: (a) from the point of view of

Cu, (b) from the point of view of La. Blue circles symbolize Cu ions, red – O ions, green

– rare earth ions.

The former is commonly used while describing the structural phases of the material,

while the latter is suitable for perceiving the local symmetry of a rare earth ion.
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2.4 Temperature dependence

When the temperature of the material changes, it transitions between three distinct struc-

tural phases: high temperature tetragonal (HTT), low temperature orthorombic (LTO),

and low temperature tetragonal (LTT) (see Figure 2.5).

If speaking about electron density order phases, in addition to the antiferromagnetic

insulator, pseudogap, CDW and others mentioned above, LNSCO exhibits so-called stripe

ordering, as well as electron nematic order [3]. Their cause is currently unknown, and this

study is one of the many studies which aim to understanding these phenomena.

It is hypothesized that the temperature dependencies are connected to the spacer layer

atoms. The reasoning is based on a fact that lowest excitation energies of the CuO2

electrons are orders of magnitude higher than kBT , while for the spacer atoms that is

not the case. Commonly, the eigenstates of free spacer atoms are highly degenerate. The

multielectron ground state of Nd3+ is a 4I 9
2
multiplet, and the lowest excited state is 4I 11

2
,

200 meV higher in energy. When an atom is embedded into a crystal, the degeneracy can

be (partly) lifted, introducing low-energy excitations that can be populated by electrons

via thermal distribution. These excitations can be caused by different effects, such as:

• electric field,

• magnetic field,

• exchange interaction,

• orbital hybridization.
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Figure 2.5: The structural phases of LNSCO: (a) HTT, (b) LTO, and (c) LTT. (a) At

high temperature, L(N)SCO has a tetragonal structure. All CuO6 octahedra are perfectly

aligned. (b) When the temperature is decreased, the CuO6 octahedra start tilting with

respect to the [110] direction. The material undergoes the second-order phase transition,

lowering the symmetry and increasing the size of an elementary cell. (c) Further cooling

leads to another phase transition: in the LTT phase, the octahedra are tilting with respect

to [100] and [010] directions. Since it is not continuously connected to LTO phase, this

phase transition is of the first order [17]. In the LTT state, the tilting directions alternates

between the neighbouring layers. Reprinted with permission from [16].
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(a) Structural phase diagram (b) Electronic phase diagram

Figure 2.6: Nd-LSCO phase diagrams. (a) Structural phase diagram. p corresponds to hole

concentration, which is (ideally) given by Sr doping. T ∗ signifies the onset of a pseudogap

phase. LTO2 is another structure phase, similar to LTO but with an additional tilt with

respect to [1-10] axis. Reprinted with permission from [16]. (b) Temperature-doping phase

diagram of Nd–LSCO showing the superconducting phase below Tc (open black circles)

and the pseudogap region delineated by the crossover temperature T ∗
ρ (blue squares). The

region where static magnetism is observed is shown as a dark grey area below the TM line

(red circles), and charge order is detected below TCO (black diamonds and green circles).

The red dashed line shows the onset of spin modulation as detected by neutron diffraction.

Reprinted with permission from [18].
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Chapter 3

x-ray absorption spectroscopy

3.1 Introduction

x-ray absorption spectroscopy was developed after several ground-breaking discoveries of

1890–1910 years. The discovery of x-rays coined the research of the inner structure and

properties of solids using x-ray diffraction. The discovery (and explanation) of photoelectric

effect led to understanding the structure of atoms, even though only few outermost electron

energy levels (orbitals with the highest energy) were accessible with it. The combination

of both, called x-ray absorption spectroscopy, established a path to deeper understanding

of atoms by targeting core energy levels. In 1913, just 18 years after Roentgen’s discovery

of x-rays and 8 years after Einstein’s explanation of a photoelectric effect, the first x-ray

absorption spectrum was obtained by Maurice de Broglie. Since then, both theoretical and

experimental aspects have been substantially enhanced, making XAS a superior tool for

the study of condensed matter systems [19].

3.2 Theoretical background

When a high-energy photon is absorbed by an atom or an ion, it can excite one of the

electrons to some higher-energy state. If the photon’s energy is higher than the binding
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energy of an electron, the latter is completely removed from the atom. If the photon’s

energy is less, it is instead excited to one of the unoccupied states. Since energy levels are

discrete, only those photons are absorbed whose energy is precisely equal to the energy

difference between the initial and final states. Moreover, the transitions are further limited

by selection rules according to a specific approximation. In the simplest case – electric

dipole approximation – azimutal quantum number can only change by ±1, and magnetic

quantum number – by 0 or±1. By probing the atom with a radiation within some frequency

range, one can produce an absorption spectrum.

Commonly, optical and ultraviolet light are enough to remove a valence electron from

the outermost energy levels. This is known as photoelectric effect, which is utilized as a

tool to study the valence states. If the energy of the probing photon is gradually increased,

the absorption peaks are observed as electrons are excited to high energy unoccupied states

Figure 3.2). A series of peaks are observed for each occupied energy level. When the photon

energy reaches the binding energy of a particular energy level, a sharp absorption peak is

observed. It is known as absorption edge, and labelled correspondingly to the energy level

from which the electron had been excited. To excite a core electron, energies of the order

of 100 to 1000 eV are required. If the occupied energy levels are known from absorption

edges or some other techniques, with XAS, one can explore the unoccupied energy levels,

which are considered important in some cases.

In this thesis, I examine how x-rays excite an electron from 3d occupied levels to 4f

unoccupied levels. The usual excitation energy for this transition is around 1000 eV. 4f

orbitals are considered to be localized on the atom. This way, the transition to 4f can be

used to study the effects on a single atom, rather than in a whole crystal. It is sensitive to

effects like crystal field, exchange and others.
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Figure 3.1: x-ray absorption model for a multi-electron atom. (a) Prior to the photon’s

impact, an atom is in a probabilistic mixture of states, the most probable of which is

a groundstate. In a groundstate, electrons occupy the available orbitals starting from a

state with the lowest energy. (b) After the impact, one of the core electrons is excited

to a higher-energy state, while introducing a hole on its core level. Compared to the

groundstate, energy levels are somewhat lowered because of a Coulomb attraction to the

introduced hole.
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Figure 3.2: x-ray absorption edges. When the photon energy reaches the binding energy

of a particular energy level, a sharp absorption peak is observed. For each initial energy

level, there are multiple possible final energy levels. Thus, there are multiple peaks for the

transitions from the given level, and they form a series corresponding to it.
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Figure 3.3: Simplistic model of an x-ray absorption measurement. When x-rays interact

with a sample, some part of the radiation is absorbed, while another part is transmitted

and/or reflected. Absorbed energy can be radiated via photoluminescence, giving the

opportunity to detect the photoluminescence photons and thus indirectly measure the

absorption. Alternatively, the energy can be released via emitting Auger electrons, which

gives rise to another measurement technique. Usually, total count of emitted particles is

measured, although their angular distribution contains additional information and can be

measured as well.

3.3 Experimental technique

3.3.1 X-ray generation

Experimentally, XAS are measured in synchrotrons, like BESSY [20], CLS [21] etc. There,

electrons are accelerated to energies on the order of GeV, typically by using a ring ac-

celerator. There, electrons follow a closed loop path which necessary requires velocity

direction change. This acceleration is applied by so-called bending magnets, which deviate

the electron beam from going straight using magnetic field. Because the electrons undergo

acceleration, they generate x-rays due to the bramssterhlung effect, having a continuous

spectrum. To utilize it for XAS measurements, a certain frequency must be selected in a

tunable manner. The devices which are able to do so are called “monochromators”.
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Another technique utilizes linear periodic magnetic arrays. They are usually made

from permanent magnets with the neighbouring layers rotated by 90 degrees with respect

to each other. When moving through this array, electrons experience transverse periodic

oscillations. These oscillations lead to strongly polarized emitted radiation. The magnetic

arrays can work in two regimes:

• a strong regime, also known as “wiggler” (Figure 3.4a), which produces continu-

ous spectrum with a fan-like intensity distribution with respect to the electron ray

direction;

• a weak regime, also known as “undulator” (Figure 3.4b), which results in a coherent

superposition of emitted x-rays and therefore a radiation with a line spectrum and

narrow intensity distribution. Depending on regime’s parameters, undulators may

also produce higher harmonics.

The second regime also allows to arbitrary set a polarization of emitted x-rays by me-

chanically shifting the parts of the magnetic arrays longitudinally with respect to each

other.

3.3.2 Absorption measurement

x-ray absorption can be measured in two ways: directly and indirectly.

Historically, the first version of XAS measuring technique was the direct measurement.

For a direct measurement, the sample is placed between an x-ray source and an x-ray

detector. The detector measures the intensity of the radiation transmitted through the

sample, and an absorption profile is determined by dividing the attenuated spectrum by

the unattenuated one. The specific attenuation is usually high, so the samples are required

to be very thin, which is often impractical.

Alternatively, the XAS may be determined indirectly. The radiation absorbed by the

atoms can be released with via luminescence, emitting a photon, or via Auger process,

emitting an electron. The particle yield can be measured, thus making the total fluo-

rescence yield (TFY) and total electron yield (TEY) techniques correspondingly. These
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Figure 3.4: (a,b) Schematic structures of magnetic arrays used for x-ray generation: (a)

wiggler, (b) undulator. Wiggler essentially behaves as a series of bending magnets, while

undulator aims to create a coherent superposition. (c) spectra of x-ray generation devices.

Wiggler spectrum is similar to the bending magnet spectrum, while undulator spectrum

consists of narrow peaks.

techniques give more freedom in the choice of sample thickness, but require good quality

of the probed surface.

3.3.3 Temperature dependency of absorption spectra

The multi-electron nature of ions gives rise to a multitude of different possible states of

a single ion. These multi-electron states are characterised by their orbital momentum L,

spin momentum S, total angular momentum J and total angular momentum projection

MJ . For zero temperature, the electronic state of an ion can be described as a set of

one-electron orbitals populated by electrons with accordance to the Hund’s rules:

1. Groundstate of an ion maximizes total spin angular momentum S and the number
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of unpaired electrons;

2. For a given S, groundstate maximizes orbital angular momentum L;

3. For a given combination of L and S, groundstate minimizes total angular momentum

J for an ion with less-than-half-filled outermost subshell (and maximizes J for an ion

with more-than-half-filled outermost shell).

For non-zero temperatures, states with multiple different electron distributions are possible.

Each of those multi-electron states may have a distinct energy. From each particular

state, there are plenty of other states with higher energy, and thus plenty of possible tran-

sitions to those states. Some of the transitions are forbidden within dipole approximation,

leaving the distinct spectrum of possible transitions for each distinct state.

An ensemble of ions with non-zero temperature can be represented as a statistical

mixture of ions in different states. Statistical weight of a particular state within the

ensemble can be determined by Boltzmann distribution (also known as Gibbs distribution).

If a transition spectrum is now measured, it is presented as a weighted average of spectra

of different possible states, with the statistical weight equal to a Boltzmann coefficient of a

corresponding state. Change of the temperature leads to rebalancing of statistical weights

of possible states, thus changing the resulting spectrum (Figure 3.5).

3.3.4 Characteristic tensors

If the incoming electromagnetic radiation is polarized, the intensity of absorption may

depend on the direction of polarization. Photon absorption corresponds to the transition

of an electron from 3d to 4f quantum state. The intensity of absorption is captured by a

conductivity tensor σ(ω):

Iabs(ω) = −Im

[∑
i

ϵ∗σi(ω)ϵ

]
, (3.1)

where ϵ denotes the polarization vector, and i runs over all atoms in the sample. At the

same time, the atomic scattering factor is defined as:

f = ϵ∗outFn(ω)ϵin, (3.2)
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Figure 3.5: In an ensemble of identical ions, the ions can be in different possible states.

Those states can have different spectra, and thus the spectrum of a whole ensemble is a

weighted average of individual spectra, which changes with temperature.

where ϵin and ϵout are the incoming and outcoming polarization directions, and Fi(ω) is a

scattering tensor, proportional to the conductivity tensor:

Fi(ω) ∝ ω · σi(ω) (3.3)

Scattering intensity depends on atomic scattering factor:

Iscatt(ω) =

∣∣∣∣∑
i

ei∆k ·r ifi

∣∣∣∣2, (3.4)

where r i indicates the position of the i-th atom.

This draws a link between x-ray absorption and x-ray scattering [22]. By studying the

x-ray absorption spectrum, we would be able to recover the tensor and thus study the

behaviour of the atomic scattering factor.

In case of Nd-LSCO, the Nd3+ ions are layered in planes, parallel to a and b crystallo-

graphic directions. In the LTT phase, the tilting direction of the CuO6 octahedra alternates

in the neighbouring layers, it can be expected that the horizontal axes of symmetry for the

Nd3+ ions would alternate between layers as well. Thus, when the absorption is measured

with polarization parallel to a axis, half of the ions would be contribute according to σxx
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component, and another half – to σyy component:

Iabs(ω) ∝ −Im

[
σxx(ω) + σyy(ω)

]
, (3.5)

When the scattering is measured in (001) direction, the contributions of the neighbouring

layers have phases which differ by ∆k · r = π. Thus, the scattering intensity would be

proportional to the difference between horizontal components of the single-ion scattering

tensor [3]:

Iscatt(ω) ∝
∣∣∣∣fxx(ω)− fyy(ω)

∣∣∣∣2, (3.6)

3.3.5 Linear dichroism

The wavefunctions of a free ion are spherically symmetrical, and the absorption appears

uniform. If, however, the ion is not free, that is, affected by some external field or inter-

action, the symmetry of both the initial and the final state is imposed by this field. Thus,

for the incoming radiation with different polarization, the absorption spectrum may differ.

This effect is known as dichroism, which is called correspondingly to the polarization type

(linear or circular).

Historically, dichroism has been firstly observed in natural gemstones such as tourmaline

for visible light (e.g. Figure 3.6). Later, it has also been discovered for x-ray range, as

well as for other parts of electromagnetic radiation and for many other wave processes

(e.g. spin-wave directional dichroism [23] or acoustic helical dichroism [24]). There are two

techniques which use linear dichroism of x-rays:

• x-ray magnetic linear dichroism (XMLD), where the measured dichroism is induced

by an external magnetic field, and

• x-ray natural linear dichroism (XNLD), where the measured dichroism is caused by

the intrinsic properties of a material.

XMLD has been used to study phenomena such as exchange biasing and magnetic

anisotropy. XNLD, on the other hand, provides information on the structure of a material:
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if an ion has highly anisotropic wavefunctions, it exhibits pronounced dichroism. Thus,

local anisotropy can be studied with this technique.

Figure 3.6: An example of optical dichroism in tourmaline. Photos are taken from the

same spot and angle with the same illumination, but with the different orientation of the

camera’s polarizing filter. For one polarization, light absorption by the tourmaline crystal

is stronger than for a perpendicular polarization, and the crystal appears darker. Reprinted

from Wikimedia.
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Chapter 4

Crystal field theory

4.1 Introduction

Crystal field theory describes ions within a crystal. If the electrons of an ion are localized

on it, crystal field theory suggests that an ion within a crystal can be modeled as a free

ion perturbed by an effective external electric field, acting in the form of a one-electron

potential [6, 7]. This concept has been fairly successful in simulating the energy level

spectrum, as well as expectation values.

Even though the crystalline electric field (CEF) is an effective field, it can be concep-

tualized as an electric field originating from the neighbouring ions. Usually, the closest

atoms are taken into account as electron clouds, while further atoms are approximated

by point charges. This picture allows one to numerically calculate the CEF configuration

on an ion site “from first principles”. Alternatively, the configuration can be determined

phenomenologically, i.e. by fitting the parameters so that the calculated properties of the

system correspond to the experimentally measured properties. If the parameters derived

from the theory are compared to the parameters fitted to the experiment, the former ap-

pear to be overestimated, sometimes by several times in magnitude; however, the general

picture still holds close to the experimentally observed.
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4.2 Crystal field theory Hamiltonian

Let us recall the fundamental assumption of crystal field theory: the bound ion can be

described as a free ion within an external field, acting on the electrons in the form of a

one-electron potential. In addition, due to the screening effect, shell electrons define most

of the properties, and a full set of electrons can be replaced by just the outer shell, or by

the outer shell and a core level that takes part in the studied phenomenon. Therefore, the

crystal field Hamiltonian can be written as1:

Hp +Hk +HCR +HSo +HCF , (4.1)

where each of the terms is written as a sum of one-electron operators, corresponding to

the i-th electron, over the considered shells filled in total with N electrons. These terms

correspond to:

• spherically symmetric potential energy in a screened nuclear potential:

Hp = −
N∑
i

V (ri), (4.2)

where V (ri) denotes the potential for the i-th electron located at ri from the nucleus;

• kinetic energy:

Hk = −
N∑
i

∇2
i

2
(4.3)

• Coulomb repulsion between different electrons:

HCR =
N∑
i>j

1

rij
(4.4)

• spin-orbit coupling:

HSo =
N∑
i

ζnali · si (4.5)

1Here and below, Hamiltonian terms are given in atomic units.
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• effective crystal electric field:

HCF = WCF = −
N∑
i

VCF (ri), (4.6)

where VCF (ri) denotes the effective one-electron potential for the i-th electron.

If the external magnetic field B is applied, a Zeeman term is added to the Hamiltonian:

HZe = µBB · (2S + L) (4.7)

If an ion is magnetic, the exchange interaction is added as an effective magnetic field

B eff, acting on the spin only:

Hex = µBB eff · S (4.8)

4.3 Crystal electric field potential

As mentioned above, the effective CEF potential is assumed to originate from the neigh-

bouring ions. If we also assume that the ion’s electrons do not change the external charge

density ρ(R), the one-electron potential VCF for an electron located at r can be written as:

VCF (ri) =

∫
ρ(R)

|ri −R|
dR (4.9)

Here, R runs over the space around an ion (|R| > |r|).

This potential can be expanded as a series on spherical harmonics:

1

|r−R|
=

1

R

∑
l

( r
R

)l

Pl(cos θ) (4.10)

where Pl(cos θ) denotes Legendre polynomial:

Pl(cos θ) =
4π

2k + 1

l∑
m=−l

(−1)mY m
l (θr, ϕr)Y

−m
l (θR, ϕR) (4.11)
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This expansion leads to the famous Wybourne notation:

VCF (ri) =
∑
k,q≤k

Bk,qC
k
q (θi, ϕi) (4.12)

where Cq
k denotes the so-called “semi-normalized spherical harmonics” defined as:

Cq
k(θ, ϕ) =

√
4π

2k + 1
Y q
k (θ, ϕ) (4.13)

However, alternative parameterizations also exist. The so-called BST (Buckmaster-

Smith-Thornley) parameterization makes use of Stevens operator equivalents. If the study

is limited only to the lowest multiplet with common J , the CEF potential can be drastically

simplified. According to Wigner-Eckart theorem, the operators depending on Cartesian co-

ordinates x, y, z can be replaced by equivalent operators expressed in terms of polynomials

in Jx,y,z operators:

Ô(x, y, z) = θlÔ(Jx, Jy, Jz) (4.14)

Here, the equivalent operator Ô(Jx, Jy, Jz) can be constructed by directly replacing free

x, y, z with Jx,y,z respectively, and the products of x, y, z with symmetrized products2 of

Jx,y,z. θl is a proportionality factor which depends on the orbital quantum number of the

unfilled shell, the number of the electrons in this shell, and the total angular momentum.

It is usually denoted αJ for l = 2, βJ for l = 4 and γJ for l = 6. These parameters

are calculated for common rare earth ions, and can be found in many classic works, for

example, in Refs. [7, 6, 25, 26].

In contrast to the Wybourne parameterization, where the potential is expressed for

each individual electron using their coordinates, Stevens operators Ôk
q are expressed in

terms of Ĵx,y,z which act on the 4f shell as a whole, eliminating the need for taking a sum

over all electrons. The complete list of Stevens operators can be found in [25]. The crystal

field term in the Hamiltonian is then written as:

2Symmetrized product is a sum of all the possible combinations of Jx,y,z with the same power, divided

by the number of these combinations. For example, a symmetrized product of Jx and Jy is constructed

like (JxJy + JyJx)/2.
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HCF =
∑
k,q

Ak
q⟨rq⟩θqÔk

q (Ĵz, Ĵ±), (4.15)

or simply

HCF =
∑
k,q

Bk
q Ô

k
q (Ĵz, Ĵ±), (4.16)

where

Bk
q = Ak

q⟨rk⟩θk (4.17)

The values of ⟨rk⟩ are calculated for common rare earth ions and are often provided

with θl, as they are, for example, in Ref. [26], page 594. However, they are usually not

used independently from Ak
q : Stevens crystal field parameters are almost always given as

either Ak
q⟨rk⟩ or Bk

q .

The conversion between the Stevens and Wybourne parameters can be done using the

parameter λk,q:

λk,q =
Stevens Ak

q⟨rk⟩
Wybourne Bk,q

(4.18)

This parameter is given, for example, in Ref. [6], page 32. As an alternative, 1/λk,q

parameters are given in Ref. [7].

For numerical computation, it is useful to convert this expression using second quanti-

zation. Then, the crystal field term can be written as

HCF =
∑
τ1,τ2

⟨ϕτ1(r)|V (r)|ϕτ2(r)⟩ a†τ1aτ2 (4.19)

where τ denotes the combination of quantum numbers (n, l,ml), ϕτ denotes the corre-

sponding spherical harmonic, and aτ and a†τ denote the ladder operators for an electron
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in a corresponding state [26]. By separating the spherical harmonics into radial and an-

gular parts and using the expansion 4.12, the crystal field term can be converted to next

expression:

HCF =
∑
τ1,τ2

∑
k,m

Ak,m ⟨Yl1,m1|Ck,m|Yl2,m2⟩ a†τ1aτ2 (4.20)

Here, all the radial-dependent part is absorbed into a parameter set Ak,m, which is com-

monly acting as a set of fitting parameters.

In the case of Neodymium, the outer shell is composed of 4f electrons. Due to the

symmetry of the wavefunction, the number of non-zero crystal field parameters is limited

by the terms with k < 2l and q <= k. Moreover, local symmetry of an ion can further

eliminate the parameters with mismatching symmetry [25]:

• if there is a center of inversion on ion site, the parameters with odd k vanish (corre-

sponding spherical harmonics do not have inversion symmetry);

• if the z-axis is not an m-fold rotation axis, the parameters with q = m vanish.

In the idealized case of LNSCO, the local symmetry of Nd3+ ion is C4v, or square

pyramid symmetry. This group has four-fold rotational symmetry with respect to the

vertical axis. It means that:

• due to the symmetry of the 4f wavefunction, k < 6 and can only be even:

k = 2, 4, 6 (4.21)

• due to the local symmetry of an ion, q is limited by the four-fold symmetry:

q = 0, 4 (4.22)

Therefore, only five CEF parameters which satisfy these constraints occur in the Hamil-

tonian:

B0
2 , B

0
4 , B

4
4 , B

0
6 , B

4
6 (4.23)

For other symmetries, the list of allowed terms is also known. The compiled table can

be found, for example, in Ref. [27], page 195.
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4.4 Crystal field splitting

So far only the theoretical background of crystal field was presented, but not the impact on

atomic spectrum. Since the valence shell of the atom in study is a 4f shell, the further part

will be dedicated specifically to 4f . It is worth mentioning, though, that the influence of

crystal field varies with open-shell of an atom roughly in this order: 5d > 4d > 3d > 5f >

4f , where in each next shell the crystal field effect is approximately 10 times less pronounced

due to the difference in spatial distribution of electron density of the corresponding orbitals.

The 4f orbital is mostly shielded from the environment by the closed shells 5s25p6.

Thus, compared to other orbitals, is exhibits a rather small overlap with neighbouring

electron density. It means that the energy level structure is mostly defined by intra-

atomic interactions, and the impact of the neighbouring environment can be considered as

a perturbation of it.

In 4f systems this role is played by a spin-orbit coupling. It leads to the fine structure

splitting of energy levels by quantum number J , that is, a total angular momentum. The

groundstate of a spin-orbit coupled system is a multiplet with total momentum J . This

state is degenerate by a number of values of total angular momentum projection Jz – a

(2J + 1)-fold degenerate state. As an example, the ground state of Nd3+ is a multiplet

with J = 9/2, which is a 10-fold degenerate state.

The crystal field effect then acts as a perturbation of this system and leads to lifting

this degeneracy. The cause for the degeneracy lifting is a particular point group symmetry

in which the ion is embedded, resulting in spinorbitals with different symmetries having a

different energy. Depending on the point group symmetry, one multiplet with half-odd J

can be divided in up to (2J + 1)/2 doublets, and with half-even J – into a singlet and J

doublets [28]. The doublets can be further separated, for example, with Zeeman effect, by

applying magnetic field to the ion.
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4.5 One-electron energies

In addition to Wybourne parameters, the CEF potential can also be parameterized by

energies of the one-electron eigenstates. These eigenstates can be presented as linear com-

binations of single-electron Hydrogen-like orbitals. Thus, these energies can be presented as

linear combinations of the energies on an electron on these orbitals, which are proportional

to the amplitudes of the field expanded on spherical harmonics.

Single-electron energies are usually labeled accordingly to the symmetry and the de-

generacy of the corresponding eigenstates. A classic example of that is the splitting of the

one-electron energies of 3d orbitals in a crystal field of Oh symmetry (Figure 4.1).

Figure 4.1: Example of crystal field splitting of 3d orbitals in an octahedral field. Here, the

five-fold degeneracy is partly lifted, and the groundstate splits into a two-fold and a three-

fold degenerate levels. Wavefunctions with lobes pointing at the neighbouring charges have

their energy increased by 6Dq, while ones with lobes pointing in between the neighbouring

charges have their energy decreased by 4Dq. In this case, the splitting energy is usually

denoted as 10Dq.
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4.6 Point charge approximation

The simplest model to represent electric field in a crystal structure is the point charge

approximation. In this model, ions are represented as effective point charges. Their charge

and position may differ from the ones attributed to ions. If the whole lattice is taken into

account, the calculated potential is then called a “Madelung constant”.

This approximation works well in case of low orbital hybridization. However, this

is not the case for LNSCO: due to the proximity of Copper and Oxygen energy levels,

their electron states are strongly hybridized. Nevertheless, point charge model presents a

valuable foundation for understanding a general picture.

One of the common techniques for calculations of point charge models is the “expanding

cube” technique [29]. In this technique, the number of ions taken into account is increasing

iteratively, until the values of crystal field parameters are converged. For the first iteration,

only one crystal cell is taken into account. For the next iteration, nearest neighbouring

cells are added into the calculation. Iterations repeat until the change in calculated values

is less than a preliminarly established threshold.
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Chapter 5

Quanty

The modeling is conducted using Quanty, a Lua-based quantum many body script language

[8]. It provides a user with a set of tools to create and analyze wavefunctions, operators

and Hamiltonians.

5.1 Basis

As basis states, Quanty utilizes one-particle modes. A single mode acts like a box in which

a particle can be placed. To define a basis, the user only needs to list the indices of basis

states, or even just a number of possible states.

The modes have two types: Fermionic and Bosonic.

• A Fermionic mode can correspond to a Hydrogen-like spin-orbital within a multielec-

tron atom, or to a Wannier orbital in a solid or a molecule. Usually, Fermionic basis

states are grouped into shells, similar to electron shells within a Hydroden atom,

separate for spin-up and spin-down states. They are indexed by a single index τ ,

which corresponds to a set of four quantum numbers n, l, m and σ, where each next

quantum number changes faster than the previous one.

A Fermionic mode can either be unoccupied or occupied by a single particle.
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• A Bosonic mode can correspond to a phonon mode within a solid or a molecule.

Contrary to the Fermionic mode, a Bosonic mode can be occupied by 0 to 255

particles.

Of course, one-particle states are rarely used by themselves. In a multi-electron system,

multi-electron basis states can be approximated by a properly chosen product of a single-

electon states known as Slater determinant. For a set of n Fermionic modes ϕτ (r), a Slater

determinant is a basis state defined as:

Φ(r0, r1, . . . , rn−1) =
1√
n!

∣∣∣∣∣∣∣∣∣∣
ϕ0(r0) ϕ1(r0) · · · ϕn−1(r0)

ϕ0(r1) ϕ1(r1) · · · ϕn−1(r1)
...

...
. . .

...

ϕ0(rn−1) ϕ1(rn−1) · · · ϕn−1(rn−1)

∣∣∣∣∣∣∣∣∣∣
(5.1)

To speed up the computations, these determinants are never explicitly written, and

are calculated only if necessary. Instead, a multi-electron basis state where electrons have

indices τi is represented by a set of corresponding creation operators a†τi , acting on a void

state:

Φ({τi}) =
∏
i

a†τi |0⟩ (5.2)

By using extensive optimizations, Quanty can deal with extremely high number of

states (up to 10100). To implement these optimizations, all the calculations are avoiding

operating with wavefunctions and Slater determinants themselves. For example, a basis

state for an electron with spin-down on a p-orbital with ml = −1 can be represented as a

"000010" string.

5.2 Wavefunctions

In Quanty, multi-electron wavefunctions can be represented as a set of basis states |ϕi⟩ and
corresponding pre-factors αi:
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|ψ⟩ =
∑
i

αi|ϕi⟩ (5.3)

For example, a representation of a two-electron wavefunction for two electrons on a

p-orbital may look like the following:

{ {"100001", sqrt(1/2)}, {"010010", sqrt(1/2)} } (5.4)

5.3 Operators

Operators are defined using a second quantization expansion:

O = α(0,0)1

+
∑
i

α
(1,0)
i a†i + α

(0,1)
i ai

+
∑
i,j

α
(2,0)
i,j a†ia

†
j + α

(1,1)
i,j a†iaj + α

(0,2)
i,j aiaj

+
∑
i,j,k

. . .

(5.5)

There are many built-in functions for generating standard operators, such as momentum

operators (S, L, J), their projections (x, y, z), + and − versions, spin orbit coupling (l.s),

Coulomb repulsion (U), crystal field and ligand field operators etc. Complex operators,

such as spin-orbit coupling operator, can be created as combinations of simpler operators.

5.4 Crystal field operator

As mentioned in the previous chapter, crystal field can be represented as an expansion on

spherical harmonics. Quanty provides a way to create a corresponding operator using a

list of harmonic amplitudes accompanied by corresponding indices:

Hcf = NewOperator("CF", NF, IndexUp, IndexDn, Akm) (5.6)
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where NF denotes the number of fermions, IndexUp and IndexDn denote the set of indices

of spin-up and spin-down states correspondingly, and Akm denotes a set of Wybourne Bk,q

crystal field parameters given in electronvolts (eV).

The Akm set can be set up manually as a list of triplets {k, m, Akm}. Alternatively, for
some of the symmetries, the coefficients can be computed given the symmetry and splitting

energies:

Akm = PotentialExpandedOnClm("C4v", 3, Ea2,Eb1,Eb2,Eeu1,Eeu2) (5.7)

Usually, the Akm are taken as fitting parameters.

5.5 Spectra

Various spectra can be created by calculating the Green function for a corresponding oper-

ator. For a non-resonant simple transition operator, it can be done using CreateSpectra()

function, which corresponds to the following quantum-mechanical expression:

CreateSpectra(H, TrO, psi) =

〈
ψ

∣∣∣∣TrO† 1

(ω + iΓ/2 + E0 −H)
TrO

∣∣∣∣ψ〉 (5.8)

Here, H denotes the Hamiltonian after the excitation, TrO is the dipole transition op-

erator, and psi is a list of wavefunctions, corresponding to the eigenstates of the initial

Hamiltonian before the transition. The transition operator sets the direction and polar-

ization of the incoming light. The Green function is thus calculated for each wavefunction

from the set, so the result is a set of corresponding Green functions. To create a final

spectrum, these functions are scaled correspondingly to each wavefunction’s occupation

which are calculated from their corresponding energies and the temperature. The imagi-

nary part of this weighted sum would correspond to a spectrum, calculated for particular

temperature.
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5.6 Demonstration

The example below illustrates how Quanty can simulate XAS of different atoms.

(a) (b)

Figure 5.1: The results of modeling in Quanty show general agreement in the positions

and magnitudes of the main absorption peaks when compared to experimental data. These

models do not take into account the specifics of the experimental setup, crystallographic

diffraction, other electrons and the interaction of the ion with the surrounding charge

density, hence the differences. (a) Spectrum of Ni2+ in NiO, corresponding to the excitation

of a 2p electron into a 3d unoccupied orbital. Black line – modeling, red area – experiment

[30]. (b) Spectrum of a free Nd3+ ion, corresponding to the excitation of a 3d electron into

a 4f unoccupied orbital. Black and gray lines – experiment, red area – modeling.
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Chapter 6

Results

6.1 Experimental prerequisites

The experimental data on which this study is based consists of two data sets. Both of

them studied the samples of La1.6−xNd0.4SrxCuO2 with x = 0.125.

The first dataset is a set of x-ray absorption spectra on M4,5 absorption peaks (energy

range 970 to 1000 eV), collected on BESSY beamline by Naman Kumar Gupta [5]. The

graph is presented on a Figure 6.1.

The spectrum exhibits noticeable natural linear dichroism, which is unchanged in case

if the outer magnetic field is applied (up to 6 T). It is, however, changed with temperature:

with temperature increasing from 20 to 100 K, the second peak of M4 edge is decreased,

while the third one is increased.

The second dataset is the Inelastic Neutron Scattering data from Ref. [31]. There,

crystal field excitations were identified with the energies of 11, 25 and 45 meV with

respect to the ground state. The spectrum is pictured on Figure 6.2.

Using the scripts outlined in Appendix A, the following results were produced.
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Figure 6.1: Experimental x-ray absorption spectrum of Nd3+ at M4,5 edge in a

La1.6−xNd0.4SrxCuO4 sample with x = 0.12, for two polarization directions: vertical (i.e.

parallel to the c axis of a crystal, black and green lines) and horizontal (parallel to the

a or b axis, red and blue lines). The difference in absorption for the two polarizations

is especially noticeable for the M4 peaks (994, 996 and 998 eV). When the temperature

changes from 20 K (black and red lines) to 100 K (green and blue lines), the absorption

profile changes for both polarizations. Adapted from Ref. [5].)
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Figure 6.2: Inelastic neutron scattering spectrum of a La1.6−xNd0.4SrxCuO4 sample (x =

0.12). Reprinted from Ref. [31] with permission.
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6.2 Exchange effect model

The first model to be tested was the one which included exchange field as a possible source

of the dichroism observed in the experiment. To check the applicability of this model, 30

T, 50 T and 100 T were tried as possible values of the effective exchange field, without an

external field included. The corresponding results are shown on Figure 6.3a.

The initial results resemble the experimental spectrum. However, the similarity van-

ishes when the external magnetic field is added. Values from -6 to 6 T were tried to produce

the graph on Figure 6.3b.

Energy level diagram was also produced during the modeling. Because of the exchange

field, the groundstate multiplet is split into 10 distinct levels for all the possible values of J .

Many low-lying excitations lead to high temperature sensitivity of the spectrum, because

they are quickly populated with the increase in temperature.

It can clearly be seen that the spectrum changes significantly with different values of

the magnetic field, contradictory to the results of the experiment.

Therefore, the exchange effect cannot be a sole source of the observed dichroism.
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(a) Spectra of an ion with exchange field

(b) Spectra of an ion with exchange field and magnetic field

Figure 6.3: Spectra of a Nd3+ ion with effective exchange field: (a) of the values of 10, 30

and 100 T, (b) of 30 T with parallel (6 T), antiparallel (-6 T) and absent (0 T) external

magnetic field. In both cases, v denotes the orientation, parallel to the exchange field

direction, whereas h corresponds to the perpendicular direction.
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6.3 C4v crystal field model from literature

The second model in the study included a crystal field term as a source of linear dichroism.

Several sets of crystal field parameters were tried, starting from the values extracted by

infrared transmission spectroscopy in [32]. The first set, labeled as “teor”, was calculated

from DFT model. The second set, labeled as “fit”, was constructed to fit the infrared spec-

tra. Remarkably, four of five parameters have comparable values, while the B4,0 parameters

differ in sign.

Using these values, the XAS was simulated, and the plots produced are displayed on

Figure 6.4. The general look and the temperature-dependent behaviour of the spectra

repeat those of the experimental results.

Both of these models result in quite comparable spectra. If an external magnetic field is

imposed, linear dichroism is preserved and the spectra look unchanged. The difference be-

tween these models becomes noticeable when their temperature dependence is investigated

(Figure 6.5):

The cause of this difference is an additional energy level present in the “fit” model

at approximately 8 meV. When the temperature increases, this level is getting populated

with electrons much faster than the 16 meV level in the “teor” model. The occupation

distributions are pictured on a Figure 6.6.

If the individual contributions are investigated, it can be seen that in both models the

spectra of the five individual energy levels are comparable and have the same order. They

are provided on the Figure 6.7.

If compared to the experiment (see Figure 6.1), however, it can be observed that the

groundstate spectrum of the model does not represent the experimental spectrum for 10

K. Instead, the experimental spectrum is closer to the spectrum of the third of five levels.

This leads to two possible conclusions:

• The third energy level from the model is actually the groundstate in the experiment.

It means that the first (lowest) and the second energy level from the model would

be the excited states in the experiment. Thus, the one-electron energies must have a

different order.
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(a) “teor” model

(b) “fit” model

Figure 6.4: The x-ray absorption spectra created using the models “teor” and “fit” from

Ref. [32]. Noticeably, the second and third M4 peaks are substantially different from the

experimentally observed. “v” denotes vertical polarization (i.e. parallel to the c axis of a

crystal, black and green lines) and “h” denotes horizontal (parallel to the a or b axis, red

and blue lines).
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(a) “teor” model

(b) “fit” model

Figure 6.5: Temperature dependence of the x-ray absorption spectra of the models “teor”

and “fit” from Ref. [32]. For each of the two plots, top and bottom lines correspond to

ϵ ∥ c and ϵ⊥c polarizations.
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Figure 6.6: Energy levels and their occupations for the “teor” (left) and “fit” (right).

Occupation distributions are pictured for the temperatures of 20 K (yellow) and 100 K

(blue).

• The energy levels from the model have the same order in the experiment, but have

significantly lower energies and are populated already at 10 K. This would mean that

the lowest excitations would be observed below 1 meV.

6.4 Inelastic neutron scattering

As mentioned previously, the same material was recently studied using inelastic neutron

scattering technique [31]. There, the extracted lowest crystal field excitations were 11, 25

and 45 meV. Quanty gives an opportunity to calculate the lowest eigenenergies simultane-

ously with the absorption spectra, and uses them to calculate the temperature-dependent

spectra. This way, the lowest excitation energies from the modeling can be directly com-

pared to the lowest excitations from the experiment.

The two models proposed by [32] yield the results provided on the Table 6.1. They are

somewhat similar, but still not quite close to the energy levels provided by the experiment.

The values of the Wybourne B parameters, suggested by the two models, were fit-

ted using a coordinate descent technique. The ”distance” between the modeling and the
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teor [32] fit [32] exp [31]

17 8.5 11

36 16.85 25

46 38.2 45

Table 6.1: Energies of the three lowest crystal field excitations, meV, proposed by the

models in [32] in comparison to the experiment.

experimental values was calculated as Euclidean distance:

D =

√√√√ 3∑
i

(Emodel − Eexp)2

The imposed threshold of the fitting accuracy was 3 meV.

For “teor” method, target threshold was reached with 2 iterations (1.8 meV Euclidean

distance). In contrast, for “fit” model it took only one iteration to minimize the Euclidean

distance to 0.58 meV. If converted to one-electron energies, it can be seen that after the

fitting:

• for “teor” model, the order of the energies is preserved, and

• for “fit” model, Ea2 and Eb2 are switched but the order of all other energies is

preserved.

6.5 Monte-Carlo sampling

While the number of independent crystal field parameters is 5, only 3 energies are defined

by the inelastic neutron scattering. It means that for the given 3 energies, there would be a

two-dimensional manifold within the 5D parameters space which corresponds to the given

energies. It means that to accurately determine the crystal field parameters, an additional
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source of information is needed. Moreover, it is unclear whether there are any crystal field

excitations with energies lower than 4 meV present in the material. Therefore, there would

actually be three manifolds within the parameter space, corresponding to 0, 1 or 2 energy

levels, “hidden” under 4 meV.

To explore the possible values of one-electron energies which lead to the same excitation

energies and thus localize the manifold described above, disregarding the spectra and

physical correctness of the parameters, modified Monte-Carlo sampling was utilized.

The algorithm consists of three parts: generator, calculator, discriminator and opti-

mizer.

Generator generates a set of random numbers which are then used as values of crystal

field parameters. Because we are concerned about all of the parameter space, any parameter

set can be used as long as it is complete. Here, generator creates a list of five random

values which then are interpreted as Wybourne Bk,q crystal field parameters.

Calculator calculates the lowest excitation energies from the given parameter set. For

the sake of simplicity, it is hypothesized that there are no crystal field excitations below 4

meV. Then, the calculated lowest excitations are compared to the experimental values of

11, 25 and 45 meV using the ”distance” described in the previous subsection.

Discriminator makes a decision to continue or abort further evaluation based on the

calculated “distance”. If it is too large, the point is disregarded; if it is less than the

optimization threshold, the point is then optimized by the optimizer; if it is less than the

acceptance threshold, the point is then saved to file.

Optimizer uses a coordinate descent technique to minimize the Euclidean distance

between the current point and the experimental values of lowest excitations.

Using this technique, a set of 1000 points was generated. 2D scatter plots were built

for each combination of two parameters; they can be found in the Appendix B.
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6.6 Absorption spectrum matching

Numerical fitting the values of crystal field parameters presents a multiple factor issue:

• experimental spectrum also includes multiple factors which are not or cannot be

taken into account in Quanty;

• experimental spectrum presents the picture where a and b axes are averaged;

• spectra do not depend on crystal field parameters linearly;

• crystal field parameters determine not only the spectra, but also the excitation en-

ergies and thus the temperature dependence;

• calculation of a spectrum for a model with a given set of parameters is a computa-

tionally expensive task;

• the parameter space is multi-dimensional, requiring at least 5 distinct parameters to

be varied.

Because of this, the following study follows a path with minimal need to calculate the

spectra, doing so only for a limited number of parameter sets.

The ordering of one-electron energies defines the order in which the energy levels are

populated by electrons. Thus, it also defines the order of multielectron wavefunctions

with different symmetries and the corresponding absorption spectra contributions. For

all the previously investigated models, the Eeu1 one-electron energy was the lowest of all

five. Changing the lowest-energy one-electron state may alter the groundstate of the ion.

Therefore, the groundstate spectrum will be different, and thus the temperature-dependent

spectrum. The attempts to investigate this dependency are provided below.

The initial attempt was to simply swap the one-electron energy levels with Eeu1. Out

of four possible combinations, two exhibited a groundstate spectrum which resembled the

experimental one: Ea2u and Eb2u. However, the minimization algorithms utilized show

limited success with fitting the three lowest excitations. The Wybourne B parameters,
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obtained as a result of the minimization, contain negative B6,0 parameter, which is not

expected from the system.

The second attempt involves a dataset generated using Monte-Carlo sampling. Starting

from the set of 645 points with “distance” less than 5 meV, 185 points were selected with

distinct sequence of one-electron energies (if they are sorted from smallest to biggest). For

each of the points, the spectra were calculated, and the heights of the three M4 peaks were

extracted. Based on these heights, the selection criteria were applied:

• height of the second peak for vertical orientation must be higher than that for the

horizontal orientation;

• height of the third peak for vertical orientation must be lower than that for the

horizontal orientation;

• height of the third peak for vertical orientation must be lower than that of the second

peak, but not more than 1.5 times;

• height of the second peak for vertical orientation must decrease with the temperature

increasing to 100 K.

This resulted in only 10 points. The one-electron energy levels comparison of them does

not show any systematic similarities. Moreover, the Wybourne Bk,q parameters of those

points are not in any way close to “teor” and “fit” models mentioned before. The spectra,

however, are surprisingly similar to the experimentally observed ones. One of the spectra

can be seen on the Figure 6.8. It corresponds to the following Wybourne Bk,q parameters:

B2,0 = −379.4 meV, B4,0 = −590.3 meV, B4,±4 = −7.7 meV,

B6,0 = −156.6 meV, B6,±4 = −165 meV
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Figure 6.7: Absorption spectra of the lowest eigenstates of the system with “teor” and

“fit” parameters. Black line corresponds to ϵ ∥ c polarization, red line – to ϵ⊥c. Spectra

are ordered from top to bottom, where the topmost spectrum corresponds to a lowest

energy state. For the zero temperature, the absorption spectrum would be identical to the

spectrum of a groundstate; for a non-zero temperature, the absorption spectrum would

correspond to a weighted average of the presented spectra. The temperature dependence

of the final spectrum for low temperatures would mostly be defined by the spectra of the

two or three lowest eigenstates. For example, when the temperature increases, the decrease

of the second M4 peak and the increase of the third for the vertical polarization on Figures

6.5a and 6.5b.
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Figure 6.8: X-ray absorption spectrum for a model with C4v symmetry. The parameter set

was found via Monte-Carlo sampling and is provided at the end of Section 6.6. “v” label

corresponds to ϵ ∥ c polarization, “h” – to ϵ⊥c polarization. Simulated spectra are shown

for the temperatures of 20 and 100 K.
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6.7 C2v crystal field model

C2v picture of the crystal field is a next step after considering C4v symmetry. The LTT

and LTO phases of Nd-LSCO, as mentioned in Chapter 2, are characterized by lattice

distortion in the form of rotation of CuO6 octahedra. This correspondingly changes the

local symmetry of Neodymium ion, eliminating four-fold vertical axis and thus introducing

further symmetry breaking from C4v to C2v. The number of one-electron energies jumps

from 6 to 10 due to the splitting of e1u and e2u levels. By introducing C2v field as a

splitting of one-electron energies, derived from “teor” and “fit” models, following results

were produced.

Lowest excitation energies were matched to 11, 25 and 45 meV using Monte-Carlo sam-

pling and subsequent coordinate descent minimization. 40 parameter sets were generated

for both models. Each of those sets was used for modeling the x-ray absorption spectrum.

For “fit” model, the first point found already matched the experimental spectrum. The

modeled spectrum is pictured on Figure 6.9. The cause of this matching is the altered

energy levels. More precisely, the order of energy levels with particular symmetries is

changed, resulting in a groundstate spectrum and first excited level spectra as pictured on

Figure 6.10.

(meV) B2,0 B2,±2 B4,0 B4,±2 B4,±4 B6,0 B6,±2 B6,±4 B6,±6

“fit” [32] 188 -107 -24.8 46 113

this work 188 28.5 -107 -57.2 -24.8 46 -2 113 51.6

Table 6.2: Wybourne Bk,q parameters of the crystal field used in the modeling.
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Figure 6.9: X-ray absorption spectrum for a model with C2v symmetry. The parameter set

was found via Monte-Carlo sampling and is provided at the end of Section 6.7. “v” label

corresponds to ϵ ∥ c polarization, “h” – to ϵ ∥ b polarization.. Simulated spectra are shown

for the temperatures of 20 and 100 K.
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Figure 6.10: X-ray absorption spectra of the five lowest energy levels of a particular pa-

rameter set for a model with C2v symmetry, found via Monte-Carlo sampling (Table 6.2).

Black lines correspond to ϵ ∥ c polarization, red lines – to ϵ ∥ b. Spectra are ordered from

top to bottom, where the topmost spectrum corresponds to a lowest energy state. The

similarity between the spectra of the first two energy levels (compared to 6.7) makes the

temperature dependence much more subtle.
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6.8 Scattering temperature dependence

The results of the modeling proved C2v crystal field to be consistent with x-ray absorption

and inelastic neutron scattering experiments. To investigate the (001) peak scattering

intensity, the scattering spectra were reconstructed according to Equation 3.6.

In Figure 6.11a, we show simulated single-ion x-ray absorption spectra at 20 K for

an atom in one layer of Nd-LSCO, using crystal field splitting parameters from Table

6.2. This spectra shows a noticeable difference between a and b axes resulting from the

C2v crystal field. The resulting (001) peak scattering intensity deduced from the same

calculations using Equation 3.6 is shown in Figure 6.11b. Notably, these calculations show

that scattering is more prominent at the M4 absorption edge than at the M5 edge.

To explore the temperature dependence of the (001) peak, we calculated both the XAS

and the (001) peak scattering intensity as a function of temperature resulting from the

thermal excitation of crystal field excited states of Nd. Figure 6.12 shows the (001) peak

intensity as a function of energy a various temperatures showing the calculated scattering

intensity decreases with increasing temperature. This effect is further captured in Figure

6.13a, which shows the (001) peak scattering intensity at selected fixed photon energies as

a function of temperature.

A principle conclusion of this work is that, over this temperature range, single-ion effects

resulting from the thermal excitation of crystal field excited states can cause a significant

temperature dependence to the (001) peak intensity, beyond that resulting from structural

distortions in the material.

However, this calculated temperature dependence contrasts with the experimentally

observed temperature dependence of Nd3+ edge, which exhibits increase in intensity with

increasing temperature and a peak at approximately 70 K (Figure 6.13b), as opposed to

the decrease in intensity with increasing temperature seen in the calculated temperature

dependence.

To explore whether this discrepancy results from the choice of C2v crystal field param-

eters, an array of 100 different was generated via the Monte-Carlo sampling, and for each

of them polarization dependent XAS and the (001) peak temperature dependence were
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calculated as a function of temperature.

All parameter sets used in this simulation demonstrate qualitatively identical behaviour:

with an increase in temperature, the scattering decreases for the whole displayed range of

energies, in contrast with the experimentally observed temperature dependence.

It is clear that the scattering temperature dependence depends on crystal field pa-

rameters. For an increase in scattering, an increase in difference between σxx and σyy is

required. This would be possible if the first or the second excited state of the Nd3+ ion

would have higher value of |σxx − σyy|2 than the groundstate. It remains unclear whether

this is possible for some other realistic values of C2v crystal field parameters that have not

yet been sampled.

Further investigation is required to explore the crystal field parameters which may

alter the temperature dependence. Crystal field parameters may be easily tweaked, but

additional time is required because of the significant time consumption of the spectrum

calculation. Additional work will also need to address the magnetic field dependence of

the scattering spectrum, observed in the measured spectra on a Figure 6.13b. While the

current model is only weakly sensitive to magnetic field, reintroducing an exchange field to

the model may increase this sensitivity and alter the scattering temperature dependence.
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Figure 6.11: (a) x-ray absorption spectra of a single Nd3+ ion for the polarization vectors

which are parallel to the crystallographic axes. The difference between a and b directions is

manifested because of the C2v symmetry of the crystal field. Experimentally, the absorption

in perpendicular polarization would correspond to an average between a and b spectra. (b)

Squared absolute value of the difference between a and b conductivity. Difference between

a and b scattering tensor terms (and thus the scattering intensity) has almost the same

shape, because the x-ray energy change is less than 3% over the displayed interval.
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Figure 6.12: Squared absolute value of the difference between a and b conductivity, plotted

for three different temperatures with respect to energy. When the temperature increases,

the difference between the a and b directions decreases.
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(a)

(b)

Figure 6.13: (a) Squared absolute value of the difference between a and b conductivity,

plotted for the energies of M4 (994, 996 and 998 eV correspondingly) and M5 (976 eV)

absorption peaks with respect to temperature. The model does not include the LTT to LTO

phase transition which happens around 70 K. Thus, the values plotted for the temperatures

higher than 70 K are to be viewed only as a hypothetical extrapolation. (b) Temperature

dependence of (001) Bragg peak intensities for Nd3+ absorption edge in LNSCO crystals

(same as Figure 1.1b). Reproduced for convenience. It can be seen that the modelled

temperature dependence contrasts with the experimentally observed one.
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Chapter 7

Conclusions

The purpose for this work was to explore the cause of the anomalous temperature de-

pendence of the (001) scattering peak at the Nd3+ M edge in Nd-doped LSCO. It was

hypothesized that this dependence may arise from single-ion phenomena rather from the

crystal lattice distortions. To test this hypothesis, we analyzed the temperature and po-

larization dependence of x-ray absorption spectra of the same system. The analysis was

done by building a two-shell model in a dedicated modeling software using the approach

of crystal field theory.

We found that the temperature-dependent excitation into low-energy crystal field states

results in significant temperature dependence to the single-ion scattering tensor, and thus to

the atomic scattering form factor at the Nd3+ M edge. This contributes to the temperature

dependence of the (001) peak scattering intensity of a crystal lattice, in addition to any

lattice-induced rotational symmetry breaking.

We established that realistic crystal field parameters for a field with C2v symmetry cap-

ture both the temperature dependence and polarization dependence of the measured x-ray

absorption spectra. Moreover, they are consistent with crystal field excitations measured

by inelastic neutron scattering.

However, the model based on realistic C2v crystal field parameters, while being consis-

tent with x-ray absorption spectrum and inelastic neutron scattering, does not capture the
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correct temperature dependence of the (001) scattering peak. The experimental tempera-

ture dependence demonstrates an increase in intensity with increasing temperature and a

peak at approximately 70 K; in contrast, simulated scattering exhibits steady decrease in

intensity.

To check if this behaviour arises only from a specific chosen set of crystal field parame-

ters, 100 different sets were generated, and the temperature dependence of x-ray absorption

and (001) scattering peak intensity were calculated for all of them. The results show that

all generated sets lead to the same behaviour: with an increase in temperature, the dif-

ference between a and b directions decreases, leading to a decrease in single-ion scattering

intensity.

The observed increase in (001) scattering intensity would be manifested if the difference

between xx and yy components of a single-ion scattering tensor was larger for the excited

states than for the groundstate. It is unclear whether such situation is possible for some

values of the C2v crystal field parameters which were not tested in the current work.

Therefore, further work will be dedicated to identify if refinement of the crystal field

parameters can realize this possibility. Additionally, the magnetic field dependence of the

scattering spectrum has to be addressed. It is possible that the inclusion of the exchange

interaction in addition to crystal field would correspond to this dependence.
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M. Divǐs, J. Hölsä, I. M. Sutjahja, A. A. Menovsky, S. N. Barilo, S. V. Shiryaev,

and L. N. Kurnevich. Infrared transmission study of crystal-field excitations in

La1.6−xNd0.4SrxCuO4. Phys. Rev. B, 66:224508, Dec 2002.
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Appendix A

Tools and methods

The work was carried via Lua script files, which were initially based on the file produced

by Crispy (Ref. [35]) but reworked and repurposed. The spectra calculation script consists

of several parts:

1. Calculation variables definition

Each spectrum was produced on the range from 970.4 to 1000.4 eV, having 2000

points on this interval. For calculating the Green function, Lorentzian FWHM Γ =

0.1 eV was used, and each calculated spectrum was broadened further, with total

Lorentzian FWHM of 0.96 eV.

2. Model configuration variables

This includes Boolean variables to enable or disable specific terms of the Hamiltonian:

• AtomicTerm (Coulomb potential, kinetic energy, and Coulomb repulsion),

• CrystalFieldTerm4f,

• LigandHybridizationTerm,

• MagneticFieldTerm, and

• ExchangeFieldTerm.
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Incoming ray wave vector was chosen to be in Ox direction, while horizontal polar-

ization corresponded to Oy, and vertical – to Oz;

3. Functions definitions

Some of the main functions declared in this scope are:

• WavefunctionsAndBoltzmannFactors() – used to calculate eigenstates for a

given Hamiltonian, as well as corresponding eigenenergies and Boltzmann fac-

tors for a given temperature;

• GetSpectrum() – used to obtain a thermal average of the spectra, corresponding

to different initial energy states;

• SaveSpectrum() – used to broaden the spectrum and print it to a file for further

analysis.

4. Hamiltonian assembly, analysis and spectra production

The Nd3+ ion was modeled as two electron shells: fully occupied 3d core shell and

a valence shell having 3 electrons. Each of the 5 + 7 = 12 orbitals could have a

spin-up and/or a spin-down electron, making in total 24 available modes. Next,

initial Hamiltonian (before the X-ray impact, with 3d104f 3 configuration) and final

Hamiltonian (after the impact, with 3d94f 4 configuration) are constructed by adding

respective terms. After the assembly, the eigenstates are calculated from the initial

Hamiltonian. They are used to calculate the Green functions for the final Hamiltonian

with transition operators, corresponding to vertical and horizontal polarization of the

incoming X-rays.

5. Temperature scaling

Each of the eigenstates produces a specific absorption spectrum. The electron occu-

pation of the eigenstates follows the Boltzmann distribution:

p ∝ e−
E−Eg
kT

Consequently, the resulting absorption profile is a weighted sum of the absorption

profiles of all the eigenstates, scaled by a corresponding Boltzmann factor. At this
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step, Boltzmann factors are calculated for a given list of temperatures, and the cor-

responding spectra are produced and saved to text files.

6. envelope loop for producing the spectra for different values of given parameters. The

steps above produce a set of spectra for a particular set of parameters (e.g. CEF

parameters, magnetic field etc.). If multiple values of a parameter need to be checked,

the for loop is used to iterate over a list of parameter values.
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Appendix B

Crystal field parameter correlation

diagrams
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Figure B.1: Correlation diagram for Wybourne Bk,q parameters. x-axis is the same for

each column, and corresponds to (from left to right): B2,0, B4,0, B4,4, B6,0. y-axis is the

same for each row, and corresponds to (from top to bottom): B4,0, B4,4, B6,0, B6,4. Blue

dots represent the parameter sets which have Euclidean distance from the desired 11, 25,

45 energies less than 5 meV. Yellow dots correspond to the points which have the spectrum

matching the criteria for experimental spectrum.

86



Figure B.2: Correlation diagram for one-electron energies. x-axis is the same for each

column, and corresponds to (from left to right): Eb1u, Eb2u, Eeu1, Eeu2. y-axis is the same

for each row, and corresponds to (from top to bottom): Eb2u, Eeu1, Eeu2, Meu. Blue dots

represent the parameter sets which have Euclidean distance from the desired 11, 25, 45

energies less than 5 meV. Yellow dots correspond to the points which have the spectrum

matching the criteria for experimental spectrum.
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