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Abstract

For over half a century, Power Flow (PF) and its optimized version, Optimal Power Flow

(OPF), has become one of the most important and widely used tools in power system

planning, operational planning, and operation/control. The solution to the PF problem

is carried out extensively for various power system activities and is essential for both off-

line applications, such as planning and stability studies and online applications, including

security monitoring and contingency analysis, optimal power flow, to name a few. In com-

parison, OPF seeks to optimize the operation and planning of electric power generation,

transmission, and distribution networks subject to various system constraints and con-

trol limits. Different PF/OPF techniques have been proposed, each with its own unique

formulation, solution methodology, advantages, and drawbacks. Motivated by the grow-

ing inclusion of distributed energy resources, such as highly variable renewable generating

resources; and further, by the speed and convergence limitations of existing tools, this

research focuses on developing simple, accurate, fast; yet, computationally efficient tools

for operation and planning of electric power systems. This thesis introduces a radically

new generalized direction in power system problem formulations and proposes a novel

Graph Theory-based optimization algorithm for solving the PF/OPF problem, that is also

suitable for transmission, distribution, and hybrid AC/DC power systems.

To start, a novel algorithm is developed for a power flow solution based on maximum-

flow formulation, titled “Flow-Augmentation PF.” Modeling of power system components

for the proposed network-flow formulation is presented, followed by s-t flow modeling. The

proposed method formulates a power flow problem as a network-flow problem and solves

it by using a maximum-flow algorithm, inspired by the push-relabel max-flow technique.

In contrast to previously established methods in the literature, the proposed methodology

relies on transforming the power system configuration and topology into an efficient analyt-

ical form (matrices and arrays). The solution methodology of the proposed PF algorithm

is discussed in detail. The methodology includes a discussion on the algorithm correctness,

termination, and computational complexity. The developed Flow-Augmentation method

solves the power flow problem using matrix-vector multiplication in its most abstract form,
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and further, the developed method is independent of system parameters and network con-

figuration. The proposed algorithm captures the full system model and handles any system

configuration without resorting to special treatment. The presented algorithm is computa-

tionally efficient and compares favorably with current methods, in terms of execution time

and accuracy.

Second, a new generalized PF/OPF framework based on the minimum-cost flow network

model is introduced. The proposed formulation seeks to find the network-flow distribu-

tion that optimizes a stated objective function, such as generator costs or gas emissions,

system losses, or any other indices. The solution of the PF problem is obtained by us-

ing a proposed modified version of the minimum-cost flow model, termed MinLoss-Flow

PF algorithm. This algorithm builds upon the models developed in the above-mentioned

maximum-flow-based method, in terms of system component modeling and graph formu-

lation. The developed MinLoss-Flow PF focuses on finding the minimum system losses

that satisfy both the technical and engineering constraints. As such, the generalized math-

ematical formulation, based on cost flow calculation and its properties, is developed. The

MinLoss-Flow PF method is fully discussed and validated against well-known methods

used for transmission and distribution systems.

Third, this thesis presents a sequential network-flow graph-based method for a steady-

state power flow solution in hybrid AC/DC multi-terminal power systems. The proposed

method is a unique and novel one, which differs from other established methods that in-

volve the use of modified versions of classical power flow methods. The proposed method

formulates the hybrid AC/DC power flow problem as a maximum network-flow problem

and solves it, using a max-flow-based algorithm. The proposed flow-augmentation power

flow algorithm solves the AC and DC sides sequentially while employing the detailed con-

verter model, including the converter transformer, filter, and the converter loss parameters

for converter power loss calculations. The proposed method is validated using standard

hybrid 5-bus and CIGRÉ-B4-DC systems.

The performance of the novel graph-based PF/OPF tools is validated using several

benchmark networks of different sizes, topologies, and parameters. Many case studies
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were conducted and compared with the most commonly used techniques for transmission,

distribution, and hybrid AC/DC systems. The proposed algorithm is also validated and

compared with the results obtained from two commercial software packages, PSS/E and

PSCAD. The proposed formulation is computationally efficient, as it is based on matrix-

vector multiplication, and is also scalable, considering the formulation works as a graph-

based method, which, inherently, allows for parallel computation for added computational

speed. This proves to be a strong advantage for the proposed method, as a significant

reduction in computational time is observed, as a result. Test results show significant

computational gains of about 70% when compared with the Newton-Raphson on the IEEE

118-bus system, and a value less than 50% reduction compared with the Newton-Raphson

method applied to hybrid AC/DC system. The results also show that the proposed algo-

rithm takes less than 1.4% of the execution time required by the Backward-Forward-Sweep

method on the 69-bus. The developed graph-based PF/OPF algorithms are coded in GNU

OCTAVE environment and the simulation results are presented to validate the effectiveness

of the proposed techniques.
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5.7 DC bus voltage and power injection for CIGRÉ B4 DC system. . . . . . . 92
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A.19 CIGRÉ B4 DC system branch data. . . . . . . . . . . . . . . . . . . . . . . 136

xvii



List of Figures

2.1 Unified branch model [92]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 4-bus test system one line diagram. . . . . . . . . . . . . . . . . . . . . . . 19

2.3 4-bus test system in graph form. . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 4-bus test system in s-t form. . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5 Flow-Augmentation PF algorithm flow chart. . . . . . . . . . . . . . . . . . 25

2.6 Flow-Augmentation PF convergence error for 4-bus system. . . . . . . . . . 32

2.7 Flow-Augmentation PF PV-bus voltage magnitude error for 4-bus system. 33

2.8 Flow-Augmentation PF algorithm comparative error convergence for 4-bus

system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1 Flow-Augmentation PF algorithm convergence error for IEEE 118-bus system. 38

3.2 Flow-Augmentation PF algorithm PV-Bus voltage magnitude error for IEEE

118-bus system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Flow-Augmentation PF algorithm comparative error convergence for IEEE

118-bus system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Flow-Augmentation PF algorithm convergence error for 69-bus system of

radial topology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Flow-Augmentation PF algorithm comparative error convergence for 69-bus

system of radial topology. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

xviii



3.6 Daily wind power generation of the renewable source at bus-15 in 15-minute

intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.7 Daily solar power generation for the renewable source at bus-63 in 15-minute

intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.8 Daily load profile for the modified 69-bus system in 15-minute intervals. . . 46

3.9 Performance of Flow-Augmentation PF algorithm with renewable sources

for 69-bus system of meshed topology in 1-minute intervals. . . . . . . . . . 47

4.1 MinLoss-Flow PF algorithm flow chart. . . . . . . . . . . . . . . . . . . . . 59

4.2 MinLoss-Flow PF algorithm error convergence for 4-bus system. . . . . . . 63

4.3 MinLoss-Flow PF algorithm PV-bus voltage magnitude error for 4-bus system. 63

4.4 MinLoss-Flow PF algorithm system losses for 4-bus system. . . . . . . . . 64

4.5 MinLoss-Flow PF algorithm comparative error convergence for 4-bus system. 64

4.6 Performance of MinLoss-Flow PF algorithm with renewable sources of 69-

bus system in meshed configuration. . . . . . . . . . . . . . . . . . . . . . . 70

5.1 Generic VSC model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2 5-bus hybrid AC/DC test system one line diagram. . . . . . . . . . . . . . 86

5.3 5-bus hybrid AC/DC test system in s-t form. . . . . . . . . . . . . . . . . 86

5.4 AC and DC networks convergence error for hybrid 5-bus system. . . . . . . 87
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Chapter 1

Introduction

1.1 Preamble

The objective of power system operation and control is to ensure the quality and reliabil-

ity of supply to the consumer by maintaining the load bus voltages and system frequency

within permissible limits, in a manner that is most economical to the utility, from the trans-

mission and distribution point of view. Recently, the operation and planning of electric

power have undergone dramatic changes in the smart grid world. Under the deregulation

and the global transformation of electric networks in the last decades, and the rapid growth

in power demand, in comparison to installed supply capacity, there has been a large push

for generation units to be distributed throughout the electric network. Moreover, the in-

troduction of the hybrid AC/DC power network concept has occurred in the past decades

and has only gained greater prominence in recent years, as a result of the hybrid systems’

capability to transmit higher power over longer distances at higher efficiency. In addition,

the hybrid AC/DC power network has the capability of connecting two or more asyn-

chronous AC networks together. This trend has been accelerated by advances in power

electronics leading to developments in inter-linking converters, and increased penetration
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of renewable energy sources, in the form of solar and wind-based generation at transmis-

sion and distribution levels. This departure from classically centralized architecture and

the introduction of new system typologies results in new challenges and added constraints

imposed on system operation and planning. With the growing penetration of distributed

energy resources, including highly variable renewable generating resources, utilities need to

analyze and plan for dynamic operating conditions that can occur at any time throughout

the day.

The Power Flow (PF) and its optimized version, Optimal Power Flow (OPF), are the

basis of power system planning, operation, and control. For a proper and efficient opera-

tion and control of a particular power system, accurate power flow analysis results must

be available. The objective of PF is to provide an operational snapshot of the system

state by solving for system voltages and angles at all buses of the network, from which

all other quantities can be calculated, including generation levels, branch flows, system

losses, etc. A complete power flow analysis is a necessary requirement of complete electric

network studies, like voltage and frequency regulation, optimum generation dispatch, de-

mand satisfaction, fault tolerance, and more. Whereas, OPF is the optimum power flow

solution that optimizes energy generation, which satisfies the PF requirements, branch

thermal limits among other constraints, and most importantly, a uniquely stated objective

function, e.g., minimum generation cost or minimum system losses. The PF and OPF are

typically formulated as non-linear problems and solved by iterative numerical techniques

and optimization methods, respectively. The following section provides an introduction

and briefly reviews different PF techniques and surveys various optimization methods that

have been applied to OPF.

1.2 Literature Review

This review will clearly be unable to cover every aspect of the PF and OPF problems

and every proposed solution algorithm. Rather, this review will present the underlying

principles and techniques of the popularly accepted approaches in the areas of PF analysis
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and OPF. The PF algorithms applied to transmission networks will be discussed first,

followed by those used in distribution networks. The PF methods applied to AD/DC

networks will be next. At the end of this section, some critical literature review on OPF

problems is presented.

1.2.1 Power Flow Algorithms

The study of electric networks, in regard to fault analysis, stability studies, and economic

calculation; necessitates the simulation of the electrical flow in a power network. This

simulation provides an operational snapshot of the system state by solving for system

voltages, generation levels, branch flows, and system losses. The solution to the power flow

problem is obtained by using numerical methods like Gauss-Seidel (GS), Newton-Raphson

(NR), and Fast-Decoupled (FD) methods at the transmission level and Backward-Forward-

Sweep (BFS) for distribution levels. A brief review of established PF methods, applicable

to transmission and distribution networks, as well as hybrid AC/DC networks, is presented

below.

Power Flow Algorithms for Transmission Systems

Many articles have addressed the problems of power flow and treated these problems in

both transmission and distribution levels since the method was first introduced [1]. In

the early days, power flows were conducted by ad-hoc methods and later, by an analog

network analyzer [2], [3]. A new direction in power flow analysis was introduced in [4]

based on the loop and track method, by modeling the electric network in the form of

matrices. A shift in direction was proposed in [5] by solving an iterative nodal power flow.

The added advantage of this formulation is the ease of system modification, without the

need to readjust the constructed system model, with further performance improvements

proposed in [6].

The Gauss iterative method and its improved version, the Gauss-Seidel method, has

been adapted to solve the power flow problem [1] [5]. This method relies on the iterative
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solution of the power equation, with initial solution updates, until the correction values

meet a pre-specified tolerance criterion. The Gauss-Seidel is a nodal method that possesses

many advantages over other network analyzers of its time. The method starts from an

initial guess of the voltage profile and repeatedly updates the solution until convergence is

met [7] [8]. The generator bus needs special treatment in order to maintain active power

injection and voltage magnitude. However, a large disadvantage of this method involves

the slow convergence rate, especially with larger systems with higher numbers of generation

nodes [7].

In order to address the slow convergence rate problem of the GS method, the Newton-

Raphson iterative method was introduced in the late 1960s for power flow calculations [9].

This method involves an iterative solution of complex non-linear simultaneous equations,

using the Jacobean matrix, which is based on the Taylor series expansion. The Jacobean

matrix facilitates the linear relationship between small changes in voltage angle and mag-

nitude (δ/|U |), and small changes in active and reactive power (P/Q), as given by [10]

[8]:

[
∆P

∆Q

]
=

[
J11 J12

J21 J22

][
∆δ

∆|U |

]
(1.1)

The solution procedure uses Gaussian elimination and back-substitution to reach con-

vergence, once a small residual error between successive iterations is achieved. For large

size networks (if the network has more than a few hundred buses), the Newton-Raphson

method is employed in conjunction with sparsity programming [11] [12] [13] [14]. The

method has a quadratic convergence, and for the vast majority of practical power systems,

the method has been found to be very reliable. Extension of this method to the solution of

three-phase systems is presented in [15]. However, the reliance on the starting point, in ad-

dition to the requirement for repeated inversion of the Jacobian matrix, which might suffer

from numerical instability in some cases, are the main disadvantages of this method [7].

Further, the method is computationally expensive and does not have the speed required for
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real-time applications. For this purpose, there have been developments employing various

decoupled methods. Many stages of development and contributions have finally led to a

fast decoupled method [16].

The Fast Decoupled method takes advantage of the loose coupling between active and

reactive power flows, caused by the high branch X/R ratio. By relaxing the relationship

between Q/δ and P/|U |, this method results in a simplified formulation and computational

savings [16].Based on this, the equation 1.1 is simplified by eliminating the terms J12 and

J21 to [8] [10]:

[
∆P

∆Q

]
=

[
J11 0

0 J22

][
∆δ

∆|U |

]
(1.2)

However, the fast decoupled method requires significantly more iterations compared

with classical Newton-Raphson (NR) methods, while every iteration is computationally

less expensive [7] [17] [18]. It has been recognized for its speed and good convergence

characteristics, and it may be used in real-time applications. A modified Fast Decoupled

formulation was proposed in [19] for application to systems with high R/X ratio. This

formulation is refereed to as BX while the standard fast decoupled formulation is refereed

to as XB. Reference [20] presents an excellent review and gives the salient features and

the comparative merits of different power flow solution methods applied to transmission

networks.

Power Flow Algorithms for Distribution Systems

Gauss and Newton-Raphson based methods result in poor convergence of the power flow

problem when applied to distribution systems, due to the natural differences found between

transmission and distribution systems [21]. Backward-Forward-Sweep (BFS) method has

been introduced as it lends itself easily for radial configuration of the distribution system

[22]. The proposed method starts with finding net current injections, based on connected
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loads, either power, current, impedance, or any combination of the above [23] [24] [25].

Treatment of weakly meshed systems is achieved through the introduction of breakpoints

within any loop in the system [26] [27] [28] [29]. The prime drawback of the BFS method

is the treatment of weakly meshed and meshed typologies, as BFS is designed for a purely

radial system. Any loop in the system needs to be eliminated by the introduction of a

break-point and a conversion of the system to a radial configuration. The introduction

of any break-point in the system adds two extra conditions for every loop in the system,

which were not present in the original problem conditions. The added conditions will

increase the computational burden and reduce overall execution time. The effect of these

added conditions would be pronounced and aggravated by the increase in the number of

loops in the system, making this approach less desirable. Modeling of voltage-controlled

nodes were added to the BFS formulation by [23] [25] [24]. In this formulation, the reactive

power correction is related to the voltage deviation and the PV-bus to the slack bus loop

impedance.

Another attempted solution, known as the Direct Solution Method (BIBC), has been

introduced to address the power flow problem in distribution systems [30]. The method is a

modified distribution load flow formulation, utilizing characteristic system properties. Two

system unique matrices are introduced to calculate the relationship between bus injection

to branch current and branch current to node voltage. Adaptation of the BIBC method

to three-phase distribution systems was introduced in [31]. However, the application to a

weakly meshed system requires special treatment through the introduction of breakpoints.

Inspired by the Backward-Forward-Sweep method, several graph-based methods have

been introduced. These methods make use of bus-node incident matrix null space proper-

ties; however, they do not require special treatment for meshed topology [32] [33]. Formu-

lation of generation nodes in the circuit is done in a feedback controller-like method [34]

with special controller settings. Such a formulation is efficient, but lacks a clear PV node

controller setting strategy.
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1.2.2 Power Flow Algorithms for Hybrid AC/DC Systems

Various power flow algorithms were devised over the years to solve power flow problems in

hybrid settings. Several reported techniques, such as, Newtons method [35] [36] [37] [38]

[39] [40], Gauss-Seidel [41] [42], Fast-decoupled methods [43] [44] [45] [46], and Backward-

Forward-Sweep methods [28] [29] [47], have been adopted to solve the AC/DC hybrid power

flow problem. Article [28] proposed a method that is based on the BFS method, applicable

to distribution systems. This formulation, by design, inherits all strengths and weaknesses

of the BFS method and limits the application to distribution networks. Reference [29]

is a follow-up article to [28] by the same authors, and employs the same method with

added details of sensitivity matrix derivation and custom case studies with different R/X

ratios. A modified BFS based method for hybrid AC/DC islanded micro-grid application

is introduced by [47]. The paper uses two special test systems, does not describe the used

converter model parameters, and is missing all details of systems data, rendering methods

comparison impossible. Moreover, all used test systems are of pure radial configuration.

Converter models were incorporated with different details ranging from lossless to full

detailed models [45] [48] [38]. Solutions for the AC/DC interface can be formulated in

different methods, as a unified or sequential approach. The unified approach solves the hy-

brid AC/DC and converter equations simultaneously and updates inter-iteration variables

at the same time [49] [38] [39] [40]. Such formulation would result in increased problem

size. In contrast, the sequential approach solves AC/DC and converter equations in an

algorithmic pre-defined sequence. Specifically, the output of one-step serves as the input

to the proceeding step iteratively [36] [48][37]. Some considerations were made recently to

improve the scalability of some methods in the literature, as in [50] [51] [52], where the

focus is large systems scalability and reduced computational burden, by using parallel and

high-performance computing. In the above-mentioned methods, the graph techniques have

only been used for system partitioning in order to facilitate parallel computation, while

the solution methodology makes use of the fast decoupled power flow method.

All previously mentioned methods present a compromise of some sort. First, Newton-

Raphson based methods are more computationally extensive, leading to scalability issues
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originating from Jacobean formulation and subsequent inversion [53]. Next, Gauss-Seidel

methods are inherently slow, which would be further aggravated by bigger and more

interconnected systems. Further, decoupled methods are relatively fast and do not re-

quire extensive computation, at the expense of an approximate and simplified formulation.

The Backward-Forward-Sweep-based methods are limited to radial distribution networks.

Treatment of non-radial systems is achieved by converting the system into radial topol-

ogy by introducing loop break-points [28], while voltage-controlled nodes are treated using

decoupled approach [29] and increasing the computational burden and overall runtime.

1.2.3 Optimal Power Flow

OPF is the backbone for optimizing power system activities. General OPF is formulated

to optimize an objective function, that includes state and decision variables subject to

equality and inequality constraints, consisting of power flow equations, branch thermal

limits, bus voltages, etc. Usually, OPF models use accurate alternating current (AC)

power flow equations, and in some special cases, direct current (DC) approximations are

used instead, such as in contingency analysis, etc. The OPF problem is a non-convex

optimization problem, and it is computationally challenging for large systems [54]. Several

extensive reviews in the field of the conventional OPF problem and methods can be found

in [55], [56], [57], and [58].

Many solution techniques have been developed over the years to solve OPF problems.

The linearized dispatch problem was solved using a modified simplex method for online

applications in [59], while the security dispatch problem was solved using a modified sim-

plex method [60]. Mathematical programming and artificial intelligence techniques [61],

[62], [63], [64], [65], [66], [67], and [68] were introduced, primarily, for cost reduction (profit

optimization) and/or system loss minimization. The generalized non-linear OPF, using

Lagrangian multipliers and pertaining to some similarities to the Newton-Raphson PF

method, is presented in [69] to handle inequalities for economic dispatch. The gradient-

based method was proposed in [70] using a combination of a penalty function and La-

grangian multipliers to incorporate steady-state security and insecurity constraints. A
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significant improvement was proposed in [71], relying on the complex Hessian matrix ap-

proximation for online security-constrained optimal dispatch.

An efficient OPF solution based on the Newton-Raphson method was introduced in [72].

Initially, this solution was formulated to reduce line losses by the selection of reactive power

flows and transformer tap settings. The dual problem was formulated using Karush-Kuhan-

Tucker (KKT) conditions and solving on Lagrangian variables. Further computational

speed improvements were gained by the implementation of sparse vector methods in power

systems [73]. A similar approach was used for economic load dispatch problems by using

the Jacobian matrix [74]. Security constrained dispatch formulation was introduced in

[75] with linearized constraints around the operational point. Semidefinite programming

(SDP) OPF formulation was introduced in [76] and its global solution is guaranteed if

certain necessary conditions are met. Nevertheless, all the above-mentioned optimization

technique solvers are either computationally burdensome or sensitive to initialization or do

not guarantee a global optimal.

1.3 Motivation

As discussed above, the concept of PF, and its optimized version OPF, are mature subjects

and have been extensively addressed in the literature. Many excellent papers have been

written describing various methods for solving the PF or OPF equations. Each of these

methods possesses advantages and disadvantages under certain conditions. PF calculations

are performed in power system planning, operational planning, and operational control.

In transmission systems, PF analysis has been used to solve very large systems, and to

solve multiple cases for different purposes, such as outage security assessment; and within

more complicated calculations, such as optimization and stability. In distribution systems

operation and control, PF has been used to determine the settings of reactive power and

voltage control devices, and to identify the system control parameters of the distributed

generation output power. While in the planning phase, PF is required to determine the

effects of adding and removing different components on the system performance and to
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evaluate the optimal sizing of different power system components. The important prop-

erties required of a PF solution method include high computational speed, low storage

requirements, reliable convergence, and versatility. The challenge presented involves the

selection of the best PF solution method for a given application. The relative properties

and performances of different PF methods can be influenced substantially by the types and

sizes of problems to be solved, and by the precise details of implementation. The choice

of a particular PF method mainly depends on the system configurations (transmission,

distribution, or AC/DC hybrid), applications (offline or online), and, the accuracy of the

required solution. From the previous survey, it seems that there is no available generic,

efficient, fast, and robust PF method that is suitable for transmission and distribution

configurations, as well as AC/DC hybrid systems, and can be employed for planning and

operation/control. The efficient, optimum operation and planning of electric power sys-

tems have always occupied an important position in the electric power industry. OPF is

the core for such optimal and efficient activities.

The steady increase in power system size and interconnection complexity increases

the dimension of the PF and OPF formulation. All the presently used methods were

developed for specific topologies and configurations, and some PF methods are applied

to distribution networks that are characterized by unidirectional energy flow. Moreover,

some current techniques are capable of handling the problem for off-line applications and

lack the capabilities for online applications. The PF/OPF solution methodology becomes

more challenging, specifically in the presence of high penetration of distributed energy

resources. A fast and reliable and computationally efficient technique becomes a necessity

to deal with the high level of system dynamicity that results from the presence of these

distributed sources.

Motivated by the accelerated technological development in the energy sector, and by the

limitations of the existing tools for solving the PF/OPF problem, this research addresses

the issues highlighted above and focuses on developing modern tools for the operation

and planning of electric power systems. This thesis aims to fill this gap by proposing

a radically new generalized direction in power system problem formulations and proposes

novel Graph Theory-based PF/OPF algorithms suitable for transmission, distribution, and
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hybrid power systems. This research uses Graph Theory due to its versatility in modeling

physical systems and efficient data manipulations. The proposed algorithms are simple,

accurate, and fast, in addition to being computationally efficient, and scalable.

1.4 Research Contributions

The ultimate goal of this dissertation is the proposal and development of a novel generic

graph-theoretic formulation and algorithms for power flow and optimal power flow solutions

suitable for both transmission and distribution networks of any topology. In this context,

this thesis puts forth a comprehensive toolbox for the planning, operation, and control of

modern electric power networks. The proposed graph-based PF algorithm and its optimized

version are comparable, in terms of speed and accuracy, to those that have been employed

on transmission/distribution systems for decades. The proposed algorithms are generic,

efficient, fast, and robust. The major contributions of this dissertation are:

1. Introduction of a novel graph-based power flow formulation as a maximum-flow prob-

lem and the development of a generic, fast, and efficient power flow algorithm named

Flow-Augmentation PF. In this part of the research, the power system components

models have been developed for the graph-based formulation, followed by the trans-

formation of the power system into s−t flow network. The proposed method handles

any system configuration and type uniformly and makes no difference between trans-

mission or distribution system, and is suitable for active distribution networks. The

developed algorithm is formulated as matrix vector multiplication in its most ab-

stract form, resulting in computational efficiency and scalability, allowing for parallel

computation for added computational speed.

2. Extension of the proposed maximum-flow graph-based power flow formulation to

multi-terminal voltage source converter-based hybrid AC/DC power systems us-

ing a sequential solution framework. The proposed method completely differs from

presently known methods, which adapt classical power flow methods to hybrid AC/DC
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settings. Like the Flow-Augmentation PF, the presented method is abstractly formu-

lated as manipulation of algebraic structures, which proves to be a strong advantage

for the developed method, resulting in a significant reduction in computational time.

The solution procedure solves AC and DC parts sequentially while accounting for

voltage source converter losses using a generalized full converter model.

3. Proposal of a novel generic graph-based minimum-cost flow model for PF/OPF based

on the developed maximum-flow model. A special case of this model is the solution

of the PF problem using the developed MinLoss-Flow PF algorithm. The presented

method is directed by system loss minimization satisfying problem constraints. This

formulation is efficient and generic for transmission and distribution systems of any

configuration.

The research is novel in several respects. First, on the analytical front, this thesis

presents generic graph-based techniques for solving the PF/OPF problems. The proposed

method consists of novel graph-based formulations, and makes use of powerful graph tech-

niques in solving PF/OPF problems; no other research to date presents such a generic

approach and formulation. Second, on the application side, the graph-based formulation

of the problem of PF/OPF for real-time application is unique. It is formulated as matrix-

vector multiplication in its most abstract form, resulting in computational efficiency and

scalability. Finally, this dissertation presents a new optimized solution based on a graph

theory for loss minimization. The proposed formulation has great potential and can be

extended to solve full-scale optimal power flow problems.

1.5 Thesis Outline

This thesis is organized into six chapters. Chapter 2 presents maximum-flow based PF

solution methodology. A brief survey of the flow-based approach, components, and system

modeling is presented. The Flow-Augmentation PF detailed discussion of algorithmic prop-

erties. Chapter 3 validates the Flow-Augmentation PF algorithm by simulation results on
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known test cases for transmission and distribution systems of different configuration and

components mix. A comparison of the proposed algorithm results against commercial

software solvers is revealed. Chapter 4 proposes a generic minimum-cost flow-based so-

lution methodology for PF/OPF, of which, a special case is the presented MinLoss-Flow

PF method. Description of cost flow approach, modeling, and discussion and analysis of

the developed algorithm are detailed. Chapter 5 adapts the Flow-Augmentation PF algo-

rithm to a sequential maximum-flow-based power flow method for hybrid power systems,

including a full VSC model of different topologies and control modes. Finally, Chapter 6

concludes the thesis and presents future research directions.
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Chapter 2

Flow-Augmentation Power Flow

Solution

2.1 Introduction

This chapter presents a graph-based solution method to the PF problem in power networks,

named Flow-Augmentation PF. In this chapter, the PF is formulated as a graph maximum-

flow problem, using the analogy between power networks and graph theory. A review of

the flow-based approach is presented first, followed by electric system components model-

ing and transformation of power system into s-t network flow. The Maximum-Flow-based

PF mathematical model and the proposed Flow-Augmentation PF solution are presented,

including the algorithm correctness, termination, and computational complexity. The per-

formance of the proposed PF method is demonstrated using a simple transmission system,

which is representative of a large power system.
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2.2 Network Flow Models

Flow models are one of the most researched topics in graph theory and combinatorics,

with continuous improvements over the years. Among the earliest application of flow

models to the commodity transportation problem was in the context of rail networks [77],

which encouraged further research into the problem. The first published solution method

was introduced by Ford and Fulkerson [78] and introduced the concept of minimum-cut.

Various improvements of flow algorithms time complexity were made by the introduction

of different concepts, like the shortest augmenting path algorithm [79] and the push-relabel

algorithm [80], among other approaches.

2.2.1 Graph Theory Applications in Power Systems

Graph theory application for electric networks is a well-established area. Electric systems

were, in fact, one of the motivating factors for continuing research in this field [81]. Most

of the literature related to graph theory or network flow models in the context of power

systems deals with specific cases, and no general method was ever proposed.

The first application of a network flow model to the power flow problem was proposed in

[82]. The method relies on the selection of unique independent loops in the network, which

cannot be guaranteed, and is computationally expensive and sensitive to loop-to-bus ratios.

An abstract description of a network flow model was included in [83]. Minimum-cost flow

model applications in power system operation were investigated in [84], including security

constraints and unconstrained economic dispatch, single and multi-area load dispatch, bus

observability for power system state estimation applications, and secure and economic

automatic generation control, among other applications.

A power system restoration solution based on graph-theory is presented in [85], where

non-normalized spectral clustering is used to determine the optimum network islanding

partitions for parallel restoration. Power system studies under fault conditions were in-

troduced in [86], where Zloop is constructed using graph theory relationships without the

need to formulate the loop incidence matrix, which is used to calculate branch currents
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and bus voltages during fault conditions. Power routing through an electric network was

presented in [87], with the proposed solution based on successive shortest path and scaling

push-relabel algorithms. A recent review of electric networks and algebraic graph theory

models and specific properties was introduced in [88], and a network simplex method ap-

plication for AC power flow problems were investigated in [89], which has a long execution

time, compared with Newton-Raphson based methods.

2.2.2 Graph Theory Notation

Graph. A graph G = (V,E) is a collection of a finite number of vertices V and edges

E. The cardinalities of the set of vertices is given by n = |V |, and of the set of arcs by

m = |E|. Every edge E is characterized by two terminal vertices (u, v), both u, v ∈ V . A

vertex u is said to be incident to an edge E if it lies at either ends of the arc. In other

words, an edge E is said to be incident to a vertex if it’s incoming or outgoing from a

vertex V .

Directed and Undirected Graphs. An undirected graph G = (V,E) is a graph where

vertex a ∈ E has no orientation, in the sense that vertex a(u, v) ∈ E is equal to vertex

a(v, u) ∈ E. In contrast, a directed graph is where every vertex in the graph has a specified

orientation and a(u, v) ∈ E is not equivalent to a(v, u) ∈ E.

Tree. A tree T = (V,E) is a connected graph that contains no cycles, which can be

directed or undirected. A tree should have a least two leave nodes.

Cycle. A cycle in graph G = (V,E) is a set of edges that constitutes a closed path: for

example C = {ei, ei+1, ..., ek}, and can alternatively be represented using vertices as in

C = {vi, vi+1, ..., vk}.

Incidence Matrix. A directed graph G has a 0-1 matrix, B(G), of size m × n, with

row and column indices of vertices and arcs of G, respectively. Such that, columns in B

admits the value 1 if arc i is leaving vertex j and the value −1 if arc i is into vertex j and

0 otherwise.
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Laplacian Matrix. Graph Laplacian matrix is direction independent representation ma-

trix of graph. Laplacian is a square matrix of dimension n and defined as L (G) = BBT .

Also, L (G) = B −D, where D is a diagonal matrix of node degree.

2.3 Flow-Based Approach

Network flows deals with the problem of commodity transfer from the source node to the

sink node using all network connections with restricted flow capacities. Receiving continued

attention throughout the years, with frequent improvements in regard to computation

speed. Likewise, the PF problem deals with supplying electric power from generation to the

load buses. For this, building on this analogy is natural, but requires some modifications.

Network flows require some adaptation to effectively work with electric networks, which

stems from the different nature of the problems network flows are applied to. For example,

network flows have a flow preservation property as a condition for the optimum solution,

while electric networks require satisfaction of both Kirchhoff’s laws and Ohm’s law. Finally,

electric networks need to be transformed to a graph equivalent by grouping the generation

nodes and load nodes at different points while maintaining graph connectedness in an

electric circuit like topology.

2.3.1 Electric System Modeling

Branch Model. All graph branches are modeled using a unified branch model for electric

components, which is suitable for transmission lines, transformers, cables, and any shunt

connected element. This model is an ideal phase-shifting transformer in series with a

transmission line π model with branch admittance Ybranch and shunt charging susceptance

bc, as shown in figure 2.1. Transformer tab ratio changes branch input and output voltage

and current, which is adjusted based on shunt elements. Shunt elements of branches

connected to a common node are lumped together to further simplify calculations.
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Shunt Elements Model. Shunt elements are modeled as shunt components with respect

to specific nodes, with element impedance added to Ybus at the load node.

Transformer Model. Transformer is modeled by adjusting branch impedance and adding

branch sending and receiving shunt elements based on transformer tap ratio.

Generator Model. Generators are modeled as complex power injections at the generation

buses and active power injections at voltage-controlled buses.

Load Model. Loads are modeled as constant power, constant current, or constant

impedance. In either case, the load current is an important factor in the proposed al-

gorithm’s convergence. Constant power load current would be updated in each iteration

based on load bus voltage, while constant impedance load is considered as a shunt element

and incorporated in Ybus.

Figure 2.1: Unified branch model [92].

2.4 Power System Transformation into s-t Flow

The application of flow-based methods to electric networks requires the transformation of

the power network into an s-t network by grouping all power sources to be connected to a

super-source and all load points to a super-sink. By doing so, we can interpret the power

network using graph-theoretic terminology and provide a concise mathematical description.
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Take an electrical network Nelectric = (B,D,G,L) consisting of a set of buses B, a set

of power lines D, a set of generators G, and a set of loads L, where each line connects

two buses. A bus can be connected to a generator g ∈ G, a consumer or load ℓ ∈ L, or
any other type of connection in an electric network. To transform the network Nelectric to

a s − t network Nst = G(V,E), we represent every bus by a vertex, and each power line

by an edge, where the power line between buses j and k corresponds to edge (j, k) ∈ E.

All buses connected to generation units G with positive power injection are connected to

an additional vertex s, called the source vertex, using lossless lines, and all load buses L
are connected to an additional vertex t, called the sink vertex, in the same manner. The

source vertex s supplies all connected load power plus network losses through generators

G, where the sum of the edge flows connecting s to generation vertices equal the sum of

the total generators’ power. As well, the sink vertex t sums the total system connected

load. Each (j, t) ∈ E edge is equivalent to individual load power. All connections from

nodes s and t to network vertices have no electrical properties, i.e. no resistance, and thus

would not affect power flow from super-node to subsequent nodes. Figures 2.2 shows 4-bus

mesh connected system [90], figure 2.3 shows the same system in graph form, and figure

2.4 shows the system in s− t form.

1

3

2

4

Z12

Z34

Z13 Z24

Figure 2.2: 4-bus test system one line diagram.
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Figure 2.3: 4-bus test system in graph form.
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Figure 2.4: 4-bus test system in s-t form.

2.5 Maximum Flow Mathematical Model.

Considering an electric network Nst−electric = (G(V,E), s, t,G,L) with vertex set V , edge

set E, source s, sink t, generation set G and load set L. Electric power flow for the network

Nst−electric is considered feasible for the network if the feasible flow function f : A → C
satisfies [91]:
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∑
j:(j,k)∈V

f(j, k) = 0, ∀j ∈ V \ {s, t} (2.1)

∑
j:(s,j)∈E

f(s, j) =
∑

g∈G g, ∀{s, j} ∈ E (2.2)

∑
j:(j,t)∈E

f(j, t) =
∑

ℓ∈L ℓ, ∀{j, t} ∈ E (2.3)

The flow solution satisfies load demand and voltage criteria on the generation side with

the preservation of Kirchhoff’s laws. Solving the power flow problem using network flow

formulation would face two main challenges. First, the guarantees of preserving voltage and

current laws. Secondly, the huge solution space to be explored if traditional network-flow

methods are used.

2.6 Flow-Augmentation Power Flow Algorithm

The proposed algorithm solves for maximum network flow that satisfies power flow problem

requirements. The flow is modeled as complex power injection at each node and branch

complex power flows. The Flow-Augmentation PF algorithm transfers power from the

generation to the demand sides with no consideration of branch capacities. It relies on

the calculation of network flow augmentation that supplies demand power and maintains

correct voltage magnitude at generation buses.

The goal of the solution procedure is to find the maximum complex power flow in a s−t
network while satisfying the fixed branch power into node t. This procedure doesn’t rely

on finding individual flow augmenting paths one at a time that satisfies electric systems’

physics, but rather focuses on finding the total network flow that should exist to firstly

satisfy demand requirements, and secondly maintain voltage magnitudes on generation

buses. This goal is facilitated by formulating the solution variable as a complex power

injection, exploiting the voltage and current duality relationship in electric circuits.
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The network flow augmentation algorithm solves the complex power flow in the elec-

tric network by exploiting complementary slackness and tight duality gaps between node

voltage and current injections. Network flow augmentation is achieved through the adjust-

ment of network current injections on the generation side and demand side, governed by

equation S = U · I∗ after node voltage changes.

Theorem 1 (Flow-Augmentation PF Algorithm Solution Existence and Uniqueness). The

solution to the power flow problem is the maximum complex power network-flow that sat-

isfies power flow problem constraints. The solution of Flow-Augmentation PF algorithm is

unique.

Proof. The power flow solution voltage profile dictates system power injection that satisfies

power flow problem conditions. In turn, results in branch current and power flow in the

lossy network, satisfying Ohm’s law, Kirchhoff’s laws, and preservation of energy with

minimum system losses. Any deviation from the unique power flow solution voltage and

current vectors leads to a change in demand power injections and generation level, violating

problem constraints and changing system losses.

The solution procedure calls for network transformation to s− t equivalent model first,

then invoking the max-flow-based solution method. It is worth noting here that the con-

sidered network flow here is complex power S, and the resulting node voltages and node

current injection dictate network current flows through network branch impedance. The

max-flow-based network-flow solution converges to the power flow solution when complex

power flow into sink node t satisfies demand power and network power losses. Moreover,

PV bus active power injection and voltage magnitude |U |pv satisfies stated PV bus re-

quirements, and reference bus |U |ref and δref are met. The sum of all generation power

originated from source node S equals the sum of all demand power into sink node t plus

power losses dissipated throughout the network.

Generations side reactive power can be initially assigned based on the total connected

load power factor. Starting with generations equals total connected load and a flat voltage

profile. Bus injection currents are calculated, followed by a voltage profile update in relation
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to the reference bus voltage. Demand-side current injection changes as a result of voltage

level change with the preservation of demand power. This step necessitates the change of

current injection at generators buses, which requires the update of the voltage profile. The

resulted sum of generation bus injection power is closer to the sum of total system demand

plus system losses. Allocation of real power to generation buses is straightforward, as all

PV buses real power injection is defined a priori, and the difference between the total real

power sum and PV node’s sum is allocated to the reference bus as bus generation plus

system losses.

Generation buses reactive power is adjusted based on deviations in resultant voltage

magnitudes compared to specified voltage magnitudes. Initial generation reactive power is

updated after the execution of every Network-flow power flow step. Since generation node’s

voltage magnitude is different from the required PV bus voltage magnitude, resulting in

∆|U |, and the direct relation between reactive power injection and voltage magnitude,

we could correct for each PV bus reactive power injection based on voltage magnitude

deviation from stated voltage within generator reactive power limits, noting that ∂Q
∂U

can be

formulated in various forms. System pre-flow is generated before the iterative generation-

side reactive power correction and network-flow augmentations until either error tolerance

or maximum iteration counter is reached. The selected stopping criteria is the infinity

norm of power injections for transmission systems, ∥ Sinj ∥∞, and the infinity norm of

voltage magnitude, ∥ |U | ∥∞, for distribution systems.

The proposed flow augmentation PF procedure is presented in algorithm 1 and the flow-

chart in figure 2.5. Algorithms 2, 3 and 4 presents data transformation, PF calculation

and reactive power correction at generation buses.

2.6.1 Power Network Transformation

The first step is the NetworkTransformation step, which transforms system configuration

and parameters to construct and initialize generation levels and system-wide voltages.
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Algorithm 1 Flow-Augmentation PF

1: NetworkTransformation(G(V,E), Sdemand, Uref , Ybranch)

2: NetworkFlowPFCalculation(G(V,E), Sbus, Ubus, Ybus)

3: iter = 0

4: while error ≥ ϵ or iter ≤ maxIter do

5: ReactivePowerCorrection(G(V,E), Sbus, Ubus, Ybus)

6: NetworkFlowPFCalculation(G(V,E), Sbus, Ubus, Ybus)

7: iter = iter + 1

8: end

System topological connections are converted into directed graphs after bus renumbering.

Graph incident and adjacency matrices are formulated, followed by the Ybus matrix. Node

voltages are initialized to a flat profile except for the voltage-controlled bus to the specified

voltage magnitude |U |PV and angle 0. Since the initial generation starting point is equiv-

alent to the total system connected load,
∑

Sgen =
∑

Sdemand, reference bus generation is

initialized to equalize the sum of system power balance with the assumption of Zero losses

in the system. Voltage-controlled bus reactive power injection is initialized based on active

power injection and total connected load power factor. Algorithm 2 presents the system

transformation and variables initialization step.

2.6.2 Network-Flow PF Calculation

This procedure calculates the network power flows by correcting generators’ injected com-

plex power to maintain power flow preconditions. Generators’ power is injected into node-

connected arcs toward the sink node, while governed by the system physics, resulting in

power losses and producing different voltage profile and current injections.

Starting with node voltages, net injected power, and Ybus leads to the calculation of

injected current. Calculated current injections don’t satisfy the current law throughout

the network. For this, reference bus current correction is required to compensate for
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Figure 2.5: Flow-Augmentation PF algorithm flow chart.

25



Algorithm 2 NetworkTransformation

1: n← number of Vertices/Nodes

2: m← number of Arcs/Edges

3: G(n,m)← Network Topology (n,m)

4: G(V,E)← Network Topology (G(n,m))

5: A(G)← Network Topology (G(n,m))

6:
∑

Sgen ←
∑

Sdemand

7: Sgen−pv ← Pbus−pv + j(Pbus−pv ∗ tan(pfload))
8: Sbus−ref ←

∑
Sgen−pv −

∑
Sdemand

9: Ubus−pq ← Uref

10: Ubus−pv ← |Ubus−pv|∠0◦
11: Ybus ← A(G) ∗ Ybranch ∗ A(G)′ + diag(Yshunt)

initially assumed zero system losses. Intern, corrected calculated current, and Ybus result

in an updated voltage profile. Which is considered as a node voltage difference, and is

used as a basis for corrected voltages in relation to the reference bus. The reference bus

voltage is maintained at Uref p.u. throughout the solution process. Corrected voltage and

current injection adjust net injected power on the generation side of the network while

maintaining demand-side power. The NetworkFlowPFCalculation procedure is presented

in the algorithm 3.

2.6.3 Reactive Power Correction

The system power injection and voltage profile are updated after every iteration of Net-

workFlowPFCalculation procedure. Resulting in generators voltage magnitude difference

∆|UPV |, which indicates the need for reactive power correction.

∆|U |PV = |U |specifiedPV − |U |calculatedPV (2.4)
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Algorithm 3 NetworkFlowPFCalculation

1: procedure NetworkFlowPF(G(V,E), Sbus, Ubus, Ybus)

2: Sinj
bus ← Sgen

bus − Sdemand
bus

3: I injbus ← (Sinj
bus/Ubus)

∗

4: I inj−sh
bus ← Ubus · Yshunt

5: I injbus−ref ← −
∑

I injbus−pq −
∑

I injbus−pv −
∑

I inj−sh
bus

6: Ubus−diff ← Y −1
bus · Ibus

7: Ubus ← Uref + (Ubus−diff − U ref
bus−diff )

8: Sinj
bus ← Ubus ∗ I∗bus

9: Sgen
bus ← Sinj

bus + Sdemand
bus

10: return Sbus, Ubus, Iinj

This in turn necessitates the adjustment of reactive power injection at every PV bus.

Relying on the direct relationship between reactive power injection and voltage magnitude,

reactive power correction for PV bus based on voltage magnitude deviation from stated

voltage can be made. Reactive power correction and voltage magnitude deviation are

calculated in a decoupled form as follows:

∆Q =
∂Q

∂|U | ·∆|U | (2.5)

[
∆QPV

∆QPQ

]
=

[
∂QPV

∂|U |PV

∂QPV

∂|U |PQ

∂QPQ

∂|U |PV

∂QPQ

∂|U |PQ

][
∆|U |PV

∆|U |PQ

]
(2.6)

Noting that ∂Q
∂U

is a matrix of size n × n, which can be formulated in different ways.

The following formula was elected for this purpose [92]:

∂Q

∂|U | = [U ] · ([I∗inj] + Y ∗
bus · [U∗]) · [|U |−1] (2.7)
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The challenge with this approach is the lack of voltage magnitude information for PQ

bus, which is evident by the expansion of equation (2.7) in terms of PV and PQ terms.

The effect of this missing term is pronounced with an increased ratio of PQ to PV nodes.

Solving for ∆|U |PQ from equation (2.6) would first require the evaluation of ∆QPQ, which

is dictated by the specified reactive power from the problem statement and calculated

reactive power from the system voltage profile as in the following equations:

∆QPQ = Qspecified
PQ −ℑ{[UPQ] · (Ybus(PQ×n)

· U(n))
∗} (2.8)

∆|U |PQ = {∆QPQ − {
∂QPQ

∂|U |PV

·∆|U |PV }} ·
∂QPQ

∂|U |PQ

−1

(2.9)

∆QPV =
∂QPV

∂|U |PV

·∆|U |PV +
∂QPV

∂|U |PQ

· {∆QPQ −
∂QPQ

∂|U |PV

·∆|U |PV } ·
∂QPQ

∂|U |PQ

−1

(2.10)

Inclusion of Reactive Power Limits

The generators’ reactive power limits are preserved after the calculation of the updated

generators’ reactive power injection. This preservation is achieved by fixing any violating

generator reactive power to the limits, either upper or lower. Algorithm 4 demonstrates

the required steps.
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Algorithm 4 ReactivePowerCorrection

1: procedure ReactivePowerCorrection(G(V,E), Sbus, Ubus, Ybus)

2: ∆|U |PV ← |U |specifiedPV − |U |calculatedPV

3: Enumerate sensitivity of bus reactive power injection to voltage magnitude ∂Q
∂U

Using

Equation (2.7)

4: Calculate ∆Qi Using Equation (2.10).

5: Qi+1 ← Qi + (∂Q
∂U
·∆|U |PV )

6: Qi+1 ← Qmax if Qi+1 > Qmax

7: Qi+1 ← Qmin if Qi+1 < Qmin

8: return Sbus

2.7 Flow-Augmentation Power Flow Algorithm Cor-

rectness and Termination

The algorithm starts with a preconditioned initialization that partially satisfies the power

flow problem conditions. Demand-side power injection, generation side voltage magni-

tudes, and current law are initially satisfied. While, in the other hand, generation reactive

power, voltage law, and overall voltage profile are not preserved. Resulting in violation of

power flow conditions and lack of guarantees of minimum system losses. In every iteration,

the algorithm While loop adjusts reactive power to correct for PV bus voltage magnitude

deviation, leading to incremental improvements in voltage profile with the execution of

every NetworkFlowPFCalculation. This continuous refined adjustment of system voltage

and generators power injection leads to lower system losses compared with the precondi-

tioned state. The Flow-Augmentation PF algorithm terminates by either achieving the

pre-specified error tolerance or violating the maximum iteration counter. The iterative

post-condition update of the system states drives the system closer to the final solution

and eventually converges to satisfy PF constraints.
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Theorem 2 (Flow-Augmentation PF Algorithm Termination). The Flow-Augmentation

PF algorithm terminates with a solution of the power flow problem within the pre-specified

error bounds ϵ.

Proof. The solution is initialized to node power injection and voltage profile given by

Sint
bus = [s1, s2, ..., sn]

T and U int
bus = [u1, u2, ..., un]

T respectively. Suitable power injection can

be found for the slack bus to balance initial system injections with the assumption of lossless

system, satisfying system power balance equation
∑

Sgeneration =
∑

Sdemand +
∑

Sloss.

Such power injections would result in current injections Ibus = [i1, i2, ..., in]
T given by

Ikbus =
(

Sk
bus

Uk

)∗
. The preservation of current law dictates the need of reference bus current

correction, given in the form I injbus−ref = −∑
I injbus−pq−

∑
I injbus−pv−

∑
I inj−sh
bus . This, in turn,

results in vectors Uk
bus and Sk

bus that are different from U int
bus and Sint

bus. Any deviation of

PV bus voltage magnitude, |U |specifiedPV −|U |calculatedPV , dictates the correction of net reactive

power injection at such bus. This correction is calculated by ∆Q = ∂Q
∂|U | · ∆|U |. The

updated Sk
i vector results in an improved voltage profile Uk+1

bus and system power injections

Sk+1
i that reduces the system losses. The Flow-Augmentation PF terminates whenever

error ≤ ϵ or iter ≥ iterMax.

2.8 Flow-Augmentation Power Flow Algorithm Com-

putational Complexity

The Flow-Augmentation PF algorithm’s complexity is dominated by steps within theWhile

loop, where every iteration of the algorithm performs RreactivePowerCorrection step fol-

lowed by Flow-Augmentation step till convergence criteria or maximum iteration counter is

reached. The ReactivePowerCorrection procedure contains three computationally complex

steps, steps 2, 3, and 4 in algorithm 4. Voltage magnitude difference is calculated for all

PV bus in the system with a complexity of O(nPV ), where O(.) is the number of the arith-

metic operations and n is the number of buses in the system. Calculation of reactive power

sensitivity to voltage magnitude is evaluated using equation (2.7), with all arguments in
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diagonal matrix form of size n×n and the only non-diagonal argument is Ybus of size n×n.

Since Ybus is a sparse matrix, the complexity of this step O(n1.2). The reactive power cor-

rective step is of size nPV × (n− 1) times (n− 1)× 1 resulting in nPV × 1. Supplementary

step complexity is n1.4
PQ. The ratio of PV to PQ nodes in the system directly influences

the complexity of this step, leading to O(max{nPV , n
1.4
PQ}). The Flow-Augmentation PF

is dominated by the solution of a linear system in the form Ybus × U = Iinj, by either

multiplying Y −1
bus of dimension n× n by current injection vector of dimension n× 1, or by

backward substitution of LU factored matrix with a maximum complexity of O(n1.2) for

the repeated solutions. For this, the maximum complexity of the Flow-Augmentation PF

algorithm is O(max{n1.2, n1.4
PQ}), and the complexity of the special case of no PV bus in

the system is O(n1.2).

2.9 Example

This section demonstrates the proposed algorithm using the transmission level 4-bus test

system discussed in section 2.4 and adopted from [90]. The system is a two-generator

mesh-connected system with load demand at every bus. Figures 2.2, 2.3, and 2.4 shows

the system configuration and the electric network transformation steps into an s − t net-

work respectively. Table 2.1 presents comparative results of the Flow-Augmentation PF

algorithm against well-established PF methods; the comparison was in terms of injected

power mismatch, ε = 10−5, number of iterations, and overall execution time. Figure 2.6

shows the convergence error for voltage magnitude, voltage angle, generation active and

reactive power injection. Figure 2.7 demonstrate PV-bus voltage magnitude deviation er-

ror of stated voltage. Figure 2.8 presents different methods convergence trend. The Table

and Figures below demonstrate the fast linear convergence of the proposed method.
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Table 2.1: Flow-Augmentation PF algorithm comparative results for 4-bus system.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 1.8356e-6 6 4.0340e-3

Newton-Raphson 1.0685e-9 3 69.0501e-3

Gauss-Seidel 5.7947e-6 18 69.3579e-3

Fast-Decoupled (BX) 6.5722e-6 4 50.7932e-3

Fast-Decoupled (XB) 5.8041e-6 4 51.0519e-3
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Figure 2.6: Flow-Augmentation PF convergence error for 4-bus system.
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Figure 2.7: Flow-Augmentation PF PV-bus voltage magnitude error for 4-bus system.
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Figure 2.8: Flow-Augmentation PF algorithm comparative error convergence for 4-bus

system.

33



2.10 Summary

In this chapter, a Flow-Augmentation PF algorithm for electric power transmission and

distribution levels is presented. The developed method is generic in nature and is not

affected by system topology and accommodates various branch elements. The proposed

method does not require the calculation of the Jacobean matrix and subsequent inversion,

as in the Newton-Raphson method, nor does it require the introduction of branch break-

points and changes in system topology, as in the Backward-Forward-Sweep method. The

presented method was evaluated and compared in terms of convergence and run time

against well-known PF methods. The proposed method shows superior performance in

comparison with those methods.
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Chapter 3

Simulation Results and Analysis

3.1 Introduction

The performance of the proposed Flow-Augmentation PF solution, in terms of accuracy and

convergence speed, is demonstrated using several transmission and distribution test sys-

tems and compared with Gauss-Seidel, Newton-Raphson based algorithms, and Backward-

Forward-Sweep power flow method, when applicable. The performance of the algorithm

is also compared with that of PSS/E and PSCAD commercial software packages. In this

chapter, the Flow-Augmentation PF simulation results and the convergence characteristics,

in terms of the number of iterations and algorithm accuracy, are reported.

3.2 Application to Transmission Systems

The testing and validation of the proposed algorithm using transmission test systems is

presented, including WSCC 9-bus, IEEE 14-bus, IEEE 30-bus, and IEEE 118-bus systems

[93] [70] [94] [95] [96] [97]. These systems contain transformers of different tap settings,

shunt elements, synchronous condensers, and are operated at different voltages and loading

conditions. The parameters of the test systems are given in Appendix A. Tables 3.1, 3.2,
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3.3, and 3.4 present comparative convergence results, in terms of number of iterations

and accuracy, of the Flow-Augmentation PF algorithm against other PF methods using

different transmission systems, WSCC 9-bus, IEEE 14-bus, IEEE 30-bus, and IEEE 118-

bus system respectively.

Table 3.1: Flow-Augmentation PF algorithm comparative results for WSCC 9-bus system.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 7.1069e-6 8 6.4061e-3

Newton-Raphson 342.1321e-9 3 69.5479e-3

Gauss-Seidel 9.6113e-6 123 141.8772e-3

Fast-Decoupled (BX) 2.3910e-6 4 78.0342e-3

Fast-Decoupled (XB) 7.5577e-6 4 53.9320e-3

Table 3.2: Flow-Augmentation PF algorithm comparative results for IEEE 14-bus system.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 8.6059e-6 6 5.0941e-3

Newton-Raphson 131.5780e-12 2 69.4242e-3

Gauss-Seidel 8.8967e-6 14 53.9432e-3

Fast-Decoupled (BX) 48.1103e-6 4 50.1220e-3

Fast-Decoupled (XB) 11.8822e-6 4 53.1950e-3
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Table 3.3: Flow-Augmentation PF algorithm comparative results for IEEE 30-bus system.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 5.3752e-6 7 5.9280e-3

Newton-Raphson 956.9985e-12 3 69.8009e-3

Gauss-Seidel 9.9401e-6 373 735.4259e-3

Fast-Decoupled (BX) 13.0255e-6 5 54.0261e-3

Fast-Decoupled (XB) 11.6337e-6 7 74.1231e-3

Table 3.4: Flow-Augmentation PF algorithm comparative results for IEEE 118-bus system.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 6.1697e-6 22 22.7020e-3

Newton-Raphson 9.7030e-6 2 69.3870e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 52.4600e-6 4 54.0290e-3

Fast-Decoupled (XB) 6.8693e-6 4 64.5671e-3

The above tables show that the Flow-Augmentation PF has a better performance com-

pared with that of the other well-established techniques. They also show that the overall

execution time of the proposed method, when applied to transmission systems, is signif-

icantly lower than that of Newton-Raphson, Gauss-Seidel, and Fast-Decoupled methods.

Its evident that the Flow-Augmentation PF algorithm requires relatively higher number of

iterative steps when compared with Newton-Raphson method as demonstrated in Tables

3.1, 3.2, 3.3, 3.4 for the different test systems, while efficiently requiring lower compu-

tational time. The test results of the proposed Flow-Augmentation PF show significant

computational gains, of about 70%, when compared with the Newton-Raphson on 118-bus

system.

The accuracy of the Flow-Augmentation PF, using IEEE 118-bus system, is depicted in

Figure 3.1. The figure shows how the variation of inter-iteration error changes as a function
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of the number of iterations. Figure 3.2 displays the voltage magnitude error of the PV

buses, and it shows that the error approaches zero when the algorithm converges. Figure 3.3

displays the comparative convergence characteristics (accuracy and number of iterations)

of Flow-Augmentation PF method against the other PF methods. From the figure, the

difference in the number of iterations stems from the linear versus quadratic convergence

characteristics of the Flow-Augmentation and Newton-Raphson methods. A complete set

of the algorithm performance graphs for WSCC 9-bus, IEEE 14-bus, and IEEE 30-bus

test systems can be found in Appendix B. These graphs include the algorithm convergence

error, PV bus voltage magnitude error, and comparative convergence characteristics with

different methods.
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Figure 3.1: Flow-Augmentation PF algorithm convergence error for IEEE 118-bus system.
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Figure 3.2: Flow-Augmentation PF algorithm PV-Bus voltage magnitude error for IEEE

118-bus system.
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Figure 3.3: Flow-Augmentation PF algorithm comparative error convergence for IEEE

118-bus system.
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3.3 Application to Distribution Systems

The verification of the developed method using distribution systems is conducted using 69-

bus system under four configurations [98]. The first configuration is a pure radial topology,

while the second configuration is a fully meshed topology. The mesh connection is config-

ured by closing all tie-lines in the system between nodes 11-43, 13-21, 15-46, 50-59, and

27-65 [99]. The third and fourth configurations are made by adding distributed generations,

to both the radial and the mesh configurations, in the form of voltage-controlled sources

in six nodes. The distribution system configurations (Figure A.6, Figure A.7, Figure A.8)

and the system and distribution generation data (Table A.13, Table A.14) are available

in Appendix A. Tables 3.5, 3.6, 3.7, and 3.8 presents convergence results of the proposed

Flow-Augmentation PF algorithm and other methods, applied to different configurations.

Table 3.5: Flow-Augmentation PF algorithm system comparative results for 69-bus system

in radial topology.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 7.7523e-6 3 4.6780e-3

BFS-Current Sum 5.3351e-6 5 352.8750e-3

BFS-Power Sum 4.2967e-6 3 312.8390e-3

BFS-Impedance Sum 5.3351e-6 5 392.2720e-3

Newton-Raphson 10.4262e-9 3 73.1361e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 67.0784e-6 9 62.7921e-3

Fast-Decoupled (XB) 6.5419e-6 10 66.0350e-3
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Table 3.6: Flow-Augmentation PF algorithm system comparative results for 69-bus system

in meshed topology.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 4.1024e-6 2 4.0681e-3

BFS-Current Sum - - -

BFS-Power Sum - - -

BFS-Impedance Sum - - -

Newton-Raphson 5.1043e-6 2 68.6810e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 47.9153e-6 7 57.9872e-3

Fast-Decoupled (XB) 1.5365e-6 7 169.2040e-3

Table 3.7: Flow-Augmentation PF algorithm system comparative results for 69-bus system

in radial topology with DGs.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 7.9006e-6 36 39.5670e-3

BFS-Current Sum 9.4693e-6 42 417.8429e-3

BFS-Power Sum 9.8736e-6 9 348.9671e-3

BFS-Impedance Sum 9.4693e-6 42 424.0961e-3

Newton-Raphson 1.6429e-9 5 75.2490e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) NC - -

Fast-Decoupled (XB) 11.0546e-6 97 255.0001e-3
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Table 3.8: Flow-Augmentation PF algorithm system comparative results for 69-bus system

in meshed topology with DGs.

Method Mismatch Iteration Execution Time (s)

Flow-Augmentation PF 8.9946e-6 24 27.6380e-3

BFS-Current Sum - - -

BFS-Power Sum - - -

BFS-Impedance Sum - - -

Newton-Raphson 2.9838e-9 4 73.0331e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 58.2497e-6 11 67.3141e-3

Fast-Decoupled (XB) 11.5131e-6 71 202.8661e-3

The performance of the Flow-Augmentation PF algorithm for distribution systems is

presented in the tables above. The tables show a significant reduction in execution time

in comparison with other methods. In fact, it is evident from Table 3.5 that the Flow-

Augmentation PF algorithm requires lower execution time when compared with Backward-

Forward-Sweep and Newton-Raphson methods for the radial topology. The results also

show that the proposed algorithm takes less than 1.5% of the execution time required

by the Backward-Forward-Sweep method when applied to 69-bus. While, in the case of

fully meshed topology with no DG in the system, convergence is achieved in a similar

number of iterations as the Newton-Raphson method, with smaller execution time by an

order of magnitude, as presented in Table 3.6. The comparison of Flow-Augmentation

PF with Backward-Forward-Sweep methods is not possible in the meshed topology, as it

works only with a radial configuration. The presence of generation nodes in electric power

distribution networks changes the Flow-Augmentation PF algorithm convergence speed.

This change originates from induced voltage magnitude mismatch at every generator node.

This mismatch necessitates collective reactive power correction for generation buses. The

radial configuration with PV buses is relatively slower than meshed configuration with PV

buses, because in the radial configuration, there is a single path for power flow and voltage
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magnitude and reactive power corrections, while in non-radial configurations, there are

various power flow paths dictated by the connectivity of the system. The solution accuracy

and comparative convergence of the Flow-Augmentation PF, contrary to other methods,

are demonstrated in Figures 3.4, 3.5 for 69-bus system in radial topology. Comprehensive

plots of the algorithm performance for the different configurations are shown in Appendix

B.
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Figure 3.4: Flow-Augmentation PF algorithm convergence error for 69-bus system of radial

topology.
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Figure 3.5: Flow-Augmentation PF algorithm comparative error convergence for 69-bus

system of radial topology.

To investigate the performance of the algorithm in response to the dynamicity of the

network, the above 69-bus distribution system configuration (Figure A.8) has been modified

by replacing some generations with renewable sources. The distributed generations at

buses 15 and 63 of the 69-bus distribution system are replaced with wind and solar-based

generation resources, respectively. In the simulation, the renewable sources are operated

at a constant power factor and a PQ mode. Figures 3.6 and 3.7 show the 15-minute

variations of the output power of the wind and solar renewable resources. The daily load

profile is presumed to follow IEEE-RTS (Institute of Electrical and Electronics Engineers

Reliability Test System) hourly load model [100]. This model provides hourly peak load

as a percentage of the daily peak load. A typical sample day is shown in figure 3.8.
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Figure 3.6: Daily wind power generation of the renewable source at bus-15 in 15-minute

intervals.
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Figure 3.7: Daily solar power generation for the renewable source at bus-63 in 15-minute

intervals.
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Figure 3.8: Daily load profile for the modified 69-bus system in 15-minute intervals.

To investigate the dynamic performance of the proposed methods, the above renewable

generation profiles and the load are re-sampled with a sampling rate of 1-minute. Figure

3.9 shows the minute-by-minute change in the voltage profile of the renewable sources con-

nected buses, solar and wind-generated powers, and the total load active power. The com-

plete simulation time for the entire day (1440 minutes) is 115.56 seconds. Each snapshot

takes 0.08 seconds execution time. This highlights the algorithms’ capability of calculating

the system variables before the changes in the system states. The overall simulation time

and the time required for each time step prove the computational efficiency of the proposed

algorithm in dealing with the high level of system dynamicity, which results from the pres-

ence of these renewable resources in the distribution systems. This shows the value of the

developed algorithm for the analysis needed for the planning, operation, and control.
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Figure 3.9: Performance of Flow-Augmentation PF algorithm with renewable sources for

69-bus system of meshed topology in 1-minute intervals.
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3.4 Comparison With Commercial Software

Further validation of the proposed Flow-Augmentation PF algorithm against two commer-

cial software packages is demonstrated in this section. The selected benchmarking software

packages are PSS/E and PSCAD. PSS/E is among the leading steady-state simulation tools

and currently is considered the gold standard for transmission-level planning and opera-

tional studies. PSCAD is a powerful tool for transient and dynamic studies, where it

stimulates the systems by solving the underlying differential equations. For the purpose

of this comparison, WSCC 9-bus, IEEE 14-bus, and IEEE 30-bus test systems are used

[95]. Table 3.9 show Flow-Augmentation PF convergence mismatch, iteration counter, and

execution time for a tolerance of ϵ = 10−5. Tables 3.10, 3.12, and 3.14 presents compara-

tive generators level of the converged solutions, while Tables 3.11, 3.13, and 3.15 provide

generators terminal voltage parameters for the three systems respectively.

Table 3.9: Flow-Augmentation PF algorithm termination results on commercial software

cases.

Case System Mismatch Iteration Execution Time (s)

IEEE 9-Bus 4.2226e-6 8 5.7340e-3

IEEE 14-Bus 8.6059e-6 6 4.8950e-3

IEEE 30-Bus 5.5554e-6 7 6.8829e-3

Table 3.10: Generation levels of Flow-Augmentation PF algorithm and commercial soft-

ware packages in case of WSCC 9-bus system.

Bus PSS/E [95] PSCAD [95] Flow-Augmentation PF

P Q P Q P Q

1 0.7160 0.2790 0.7152 0.2761 0.7162 0.2774

2 1.6300 0.0490 1.6320 0.0454 1.6300 0.0385

3 0.8500 -0.1140 0.8512 -0.1170 0.8500 -0.1103
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Table 3.11: Generators terminal condition of Flow-Augmentation PF algorithm and com-

mercial software packages in case of WSCC 9-bus system.

Bus PSCAD [95] Flow-Augmentation PF

|U | δ |U | δ

1 1.0400 0.0000 1.0400 0.0000

2 1.0250 9.3507 1.0250 9.2799

3 1.0250 5.1420 1.0250 4.6647

Table 3.12: Generation levels of Flow-Augmentation PF algorithm and commercial soft-

ware packages in case of IEEE 14-bus system.

Bus PSS/E [95] PSCAD [95] Flow-Augmentation PF

P Q P Q P Q

1 2.3240 -0.1650 2.3230 -0.1548 2.3239 -0.1656

2 0.4000 0.4360 0.3995 0.4493 0.40000 0.4356

3 0.0000 0.2510 0.0007 0.2613 0.0000 0.2507

6 0.0000 0.1270 0.0020 0.1498 0.0000 0.1273

8 0.0000 0.1760 -0.0011 0.1896 0.0000 0.1762

Table 3.13: Generators terminal condition of Flow-Augmentation PF algorithm and com-

mercial software packages in case of IEEE 14-bus system.

Bus PSCAD [95] Flow-Augmentation PF

|U | δ |U | δ

1 1.0600 0.0000 1.0600 0.0000

2 1.0450 -4.9826 1.0450 -4.9826

3 1.0100 -12.7250 1.0100 -12.7250

6 1.0700 -14.2209 1.0700 -14.2210

8 1.0900 -13.3596 1.0900 -13.3600
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Table 3.14: Generation levels of Flow-Augmentation PF algorithm and commercial soft-

ware packages in case of IEEE 30-bus system.

Bus PSS/E [95] PSCAD [95] Flow-Augmentation PF

P Q P Q P Q

1 2.6090 -0.1680 2.6070 -0.1530 2.6068 -0.1430

2 0.4000 0.5000 0.3992 0.5167 0.4000 0.4990

5 0.0000 0.3690 0.0025 0.3868 0.0023 0.3575

8 0.0000 0.3710 0.0000 0.4047 0.0000 0.3625

11 0.0000 0.1620 0.0004 0.1662 0.0000 0.1605

13 0.0000 0.1060 0.0009 0.1111 0.0000 0.1046

Table 3.15: Generators terminal condition of Flow-Augmentation PF algorithm and com-

mercial software packages in case of IEEE 30-bus system.

Bus PSCAD [95] Flow-Augmentation PF

|U | δ |U | δ

1 1.0600 98.4316 1.0600 0.0000

2 1.0431 93.0798 1.0422 -5.3340

5 1.0110 84.2658 1.0076 -14.1378

8 1.0100 86.6183 1.0078 -11.7878

11 1.0820 84.3227 1.0797 -14.0995

13 1.0710 83.4883 1.0687 -14.9409
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3.5 Summary

This chapter demonstrated the solution accuracy and convergence speed of the proposed

Flow-Augmentation PF method for transmission and distribution systems of different con-

figurations and components. The results showed that the proposed algorithm has superior

performance, in terms of execution time and solution accuracy compared with well known

methods, and leading commercial software packages.
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Chapter 4

Minimum Cost Flow Based Methods

4.1 Introduction

This chapter introduces a new PF/OPF solution based on a minimum-cost flow. The chap-

ter starts with a brief review of the cost flow approach, and then it details the generalized

inverse properties and its calculation methods, as well as, its applications in cost-flow net-

works. Next, the formulation of a generic OPF problem as Minimum-Cost Flow model is

presented, followed by the application of the algorithm MinLoss-Flow PF to the PF prob-

lem. The solution procedure of the proposed algorithm, its correctness, its termination,

and its computational complexity are detailed. The performance of the proposed algo-

rithm is validated using transmission and distribution networks of different topologies and

compared against the well-known methods using MATPOWER toolbox. The algorithm,

also, is compared with the commercial solvers, PSS/E and PSCAD.
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4.2 Cost Flow Approach

The minimum cost flow problem is a general and fundamental problem in network flows,

dealing with the task of optimizing network flow in regard to a specific objective and

preserving a set of constraints. Minimum cost formulation encompasses a wide variety of

special cases and well-known applications, like maximum flow and assignment problems.

While many flow cost allocation methods may exist, the least-squares properties of the

generalized inverse are uniquely descriptive of electric flows and incurred system losses

[101]. In this approach, electric losses or costs are not affected by the flow path, but by

source-sink locations in the network.

4.2.1 Generalized Inverse

For any m × n matrix A, there exist a unique generalized inverse A+ that satisfies [102]

[103] [104] [105] [106] where T is the matrix transpose:

AA+A = A (4.1)

A+AA+ = A+ (4.2)

(AA+)T = AA+ (4.3)

(A+A)T = A+A (4.4)

The generalized inverse has a least-squares property when used to solve the linear

system Ax = y, resulting in x∗ that satisfies x∗ = A+y as follows:

∥y − Ax∗∥ is minimum in all x ∈ R (4.5)

∥x∗∥ is minimum of all x that satisfies ∥y − Ax∗∥ (4.6)
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Meaning, if there exist a solution for Ax = y, then x∗ = A+y is a solution, and

y − Ax∗ = 0. If the system is not solvable and there are multiple solutions, x∗ has the

minimum norm among all existing solutions. Moreover, if there is many solutions and no

unique solution, x∗ produces a vector that is closest to the solution and ∥y − Ax∗∥ is the
minimum among all x ∈ R [101] [106] [103] [104].

4.2.2 Cost Flow Networks

Let’s start by examining the network in example 2.9, where the incident matrix B(G) of

figure 2.2 given as:

B =


1 1 0 0

0 0 −1 −1
0 −1 0 1

−1 0 1 0

 (4.7)

Considering an interpretation of Bx = b, where x is vector of individual arc flows and

b is vector of balancing flows at the vertices, as x = [0.47426, 1.1774, 1.5185, 1.2012]T and

b = [1.6516, 2.7197,−2.3773,−1.9906]T . Similarly, if Gx = a is considered, where G is the

weighted admittance incident matrix. The resulting balancing flow is amplified in relation

to the arc flow, as x = [0.47426, 1.1774, 1.5185, 1.2012]T and a = [8.1363, 12.5126,−10.7560,
−9.8783]T . Generalized inverse G+ as:

G+ =


6.42 + 5.26i −2.96− 2.42i 2.95 + 2.42i −6.42− 5.26i

5.78 + 4.74i −1.22− 1.00i −6.30− 5.17i 1.75 + 1.43i

1.75 + 1.43i −6.30− 5.17i −1.22− 1.00i 5.78 + 4.74i

2.63 + 2.16i −6.52− 5.35i 6.52 + 5.34i −2.63− 2.16i

× 10−2 (4.8)
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Using least-squares property and scaling the incident matrix by the square root of

branch impedance and using node squared injected currents, results in x∗ = G+a as the

square root of branch losses [101].

√
xloss =


0.8285 + 0.6792i

1.7755 + 1.4556i

−2.2817− 1.8706i

−2.3654− 1.9392i

× 10−1 (4.9)

xloss =


0.2250 + 1.1254i

1.0337 + 5.1687i

1.7073 + 8.5363i

1.8348 + 9.1741i

× 10−2 (4.10)

It is established from generalized inverse properties that x∗ is uniquely minimizes branch

losses among all flow x∗ ̸= x. Resulting in system branch losses 4.8009e−02+2.4004e−01i
(p.u.).

4.3 OPF Mathematical Model

Network flow optimization is the selection of flow distribution functions that optimizes

a stated objective function. Generalized optimum network power flow aims to find the

flow that minimizes generation costs and transformer settings that preserve energy while

satisfying voltage and current laws. Consider a directed electrical network Nst−electric =

(G = (V,E), s, t,G,L, lcapacity,Ψ), where lcapacity is the line capacities and Ψ is the network-

specific cost function. Ψ can be the generation cost, gas emissions, system losses, or any

combination of specific network metrics. The generalized optimum power flow model can

be described as:
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minimize Z(f) =
∑

(j,k)∈E

Ψ(j,k)f(j,k), ∀{j, k} ∈ E \ L (4.11a)

s.t.
∑

j:(j,k)∈V

f(j, k) = 0, ∀j ∈ V \ {s, t} (4.11b)

∑
j:(s,j)∈E

f(s, j) =
∑
g∈G

g, ∀{s, j} ∈ E (4.11c)

∑
j:(j,t)∈E

f(j, t) =
∑
ℓ∈L

ℓ, ∀{j, k} ∈ E (4.11d)

|f(j,k)| ≤ |lcapacity|, ∀{j, k} ∈ E (4.11e)

fmin
(s,j) ≤ f(s,j) ≤ fmax

(s,j) ∀j ∈ E (4.11f)

|Uj
min| ≤ |Uj| ≤ |Uj

max| ∀j ∈ E (4.11g)

4.4 Application of OPF Model to PF Problem

The PF is considered a simplified OPF that uses a subset of the generalized conditions and

relaxed constraints, like the generation cost, lines thermal limits, and power transformer

settings. The MinLoss-Flow PF algorithm formulates the PF problem as a Minimum-Cost

Flow problem and builds on the development of the Maximum-Flow-based PF algorithm in

chapter 2. This special formulation differs from the Flow-Augmentation PF algorithm in

its approach to the calculation of system losses, where the optimized cost that the proposed

method minimizes is the system power losses. The proposed MinLoss-Flow PF algorithm

adjusts the flow functions to minimize the system losses. A simplified model from the

one presented in 4.3 is used. Consider a directed electrical network Nst−electric = (G =

(V,E), s, t, G, L,Ψ), where Ψ is the branch flow loss function.
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minimize Z(f) =
∑

(j,k)∈E

Ψ(j,k)f(j,k) ∀{j, k} \ {s, t} (4.12a)

s.t.
∑

j:(j,k)∈V

f(j, k) = 0, ∀j ∈ V \ {s, t} (4.12b)

∑
j:(s,j)∈E

f(s, j) =
∑
g∈G

g, ∀j ∈ E (4.12c)

∑
j:(j,t)∈E

f(j, t) =
∑
ℓ∈L

ℓ, ∀j ∈ E (4.12d)

|U |j:PV
calculated = |U |j:PV

specified, ∀j ∈ G \ {s} (4.12e)

Theorem 3 (MinLoss-Flow PF Algorithm Solution Existence and Uniqueness). The solu-

tion to the power flow problem is the unique network flow associated with minimum system

losses that satisfy PF problem constraints.

Proof. The network flow associated with the minimum system losses results in a network

voltage profile and node power injections that satisfy PF constraints. Deviation from this

unique network flow results in a change of voltage profile throughout the system, violation

of power injection constraints, and increased system losses.

The MinLoss-Flow PF algorithm iteratively estimates and refines the total system losses

associated with supplying demand power from the generation side at predetermined power

injections and voltages. Once total system losses are found, network power injection is

adjusted in generation buses to reflect the added demand. This increased power injection

would affect the bus current injection and network voltage profile. The calculation of

total network losses is achieved using a special formulation of a generalized incident matrix

inverse. This iterative procedure is repeated until convergence criteria are attained. The

selected criteria is ∥ Sinj ∥∞ and ∥ |U | ∥∞, for transmission and distribution systems,
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respectively. Algorithm 5 and the flow-chart in figure 4.1 presents the general procedure

for MinLoss-Flow PF algorithm.

Algorithm 5 MinLoss-Flow PF

1: NetworkTransformation(G(V,E), Sdemand, Uref , Ybranch)

2: NetworkFlowPFCalculation(G(V,E), Sbus, Ubus, Ybus)

3: iter = 0

4: while error ≥ ϵ or iter ≤ maxIter do

5: ReactivePowerCorrection(G(V,E), Sbus, Ubus, Ybus)

6: MinNetworkLosses

7: NetworkFlowPFCalculation(G(V,E), Sbus, Ubus, Ybus)

8: iter = iter + 1

9: end

4.4.1 Network Transformation

This step is based on the power network transformation procedure detailed in section 2.6.1

with the exception of the added calculation of the weighted generalized bus-branch incident

matrix inverse, calculated as:

G+ = (A · diag(
√
Ybrnach))

+ (4.13)
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Figure 4.1: MinLoss-Flow PF algorithm flow chart.
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4.4.2 Minimum Network Losses Calculation

Minimum system losses are iteratively estimated by exploiting generalized inverse minimum

norm properties of the weighted incidence matrix. System losses are found by the squared

sum of flows in G+ of injected node currents. Procedure 6 presents minimum network

losses calculation steps.

Algorithm 6 MinNetworkLosses

1: procedure MinNetworkLosses(Vbus, Sbus, G
+)

2:
√
Sloss ← G+|Iinj|

3: Stotal−loss ←
∑√

Sloss
2

4: return Stotal−loss

4.5 Minimum Loss Flow Algorithm Correctness and

Termination

The MinLoss-Flow PF is initialized with preserved demand-side power injection, a flat

voltage profile, and a relaxed voltage law. Generation side voltage magnitude and ac-

tive power injection are preserved, while slack bus power injection is relaxed, resulting in

non-convergent system losses. The algorithm iteratively corrects total system losses and

generators reactive power injection at all generation nodes, while preserving problem pre-

conditions. This leads to a gradual improvement in the voltage profile and system losses

with every MinLoss-Flow PF iteration. The algorithm terminates whenever the stated

error tolerance is met or reaches the maximum iteration counter.

Theorem 4 (MinLoss-Flow PF Algorithm Termination). The MinLoss-Flow PF algorithm

terminates with a solution of the power flow problem within the pre-specified error bounds

ϵ.
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Proof. The algorithm initializes node power injection and voltage to Sint
bus and U int

bus re-

spectively. Slack bus power injection is considered for a lossless system satisfying supply-

demand power balance. Bus current injection vector is calculated from power injection

vector, leading to updated voltage profile Uk
bus and power injection Sk

i . These updated

power and voltage vectors are a refined solution when compared to the initial state Sint
bus

and U int
bus. Voltage-controlled buses voltage magnitude mismatch is corrected by net reac-

tive power injections of these buses as ∆Q = ∂Q
∂|U | · ∆|U |. Followed by minimum system

losses update using weighted incidence matrix generalized inverse. Leading to updated

power injection vector Sk
i . Resulting in an updated voltage profile Uk+1

bus and system power

injections Sk+1
i that reduces the convergence error. The MinLoss-Flow PF terminates by

reaching lower error bounds error ≤ ϵ or maximum iteration number iter ≥ iterMax.

4.6 Minimum Loss Flow Algorithm Computational

Complexity

The complexity of the MinLoss-Flow PF algorithm can be determined by examining all

the steps in the While loop. In every iteration, MinLoss-Flow PF performs ReactivePow-

erCorrection step followed by MinNetworkLosses and NetworkFlowPF steps till conver-

gence criteria or the maximum iteration counter is reached. The ReactivePowerCorrec-

tion and Flow-Augmentation computational complexity was evaluated in section 2.8 as

O(max{nPV + 1, n1.4
PQ}).

The MinNetworkLosses step is dominated by multiplication of the incidence matrix

pseudo inverse with the current injection vector. Incident matrix pseudo inverse is a full

matrix of size m×n and current vector is of size n and the resulting complexity is O(mn).

Complexity of the MinLoss-Flow algorithm is O(max{mn, n1.4
PQ}), and for the special case

of no PV bus in the system is O(mn), where m is the number of branches in the system.
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4.7 Example

The mechanics of the MinLoss-Flow PF algorithm are demonstrated utilizing the same test

system and convergence criteria utilized in section 2.9. Table 4.1 presents the proposed

algorithm termination tolerance, number of iterations, and execution time in comparison

with known methods. Figure 4.2 shows the convergence error for voltage magnitude,

angle, generation injection active and reactive power. Figure 4.3 demonstrates the voltage

magnitude correction of generation buses, and Figure 4.4 presents the change in total

system losses. Figure 4.5 shows convergence behavior of the presented method and known

methods. The table and figures below facilitates the accuracy and utility of the developed

algorithm.

Table 4.1: MinLoss-Flow PF algorithm comparative results for 4-bus system.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 4.2637e-6 6 6.1409e-3

Newton-Raphson 1.0685e-9 3 69.0501e-3

Gauss-Seidel 5.7947e-6 18 69.3579e-3

Fast-Decoupled (BX) 6.5722e-6 4 50.7932e-3

Fast-Decoupled (XB) 5.8041e-6 4 51.0519e-3
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Figure 4.2: MinLoss-Flow PF algorithm error convergence for 4-bus system.
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Figure 4.3: MinLoss-Flow PF algorithm PV-bus voltage magnitude error for 4-bus system.
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Figure 4.4: MinLoss-Flow PF algorithm system losses for 4-bus system.
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4.8 Minimum Cost Flow Power Flow Simulation Re-

sults

The MinLoss-Flow PF algorithm is validated using different test systems and evaluated

based on the solution convergence error, the PV bus voltage magnitude deviations, and

the overall system power losses. The proposed MinLoss-Flow PF algorithm is simulated

using standard test systems, shown in Sections 3.2 and 3.3. Tables 4.2, 4.3, 4.4, and 4.5

reveal convergence characteristics of the algorithm for transmission systems, while Tables

4.6, 4.7, 4.8, and 4.9 display the performance of the algorithm for the selected distribution

systems.

Table 4.2: MinLoss-Flow PF algorithm comparative results for WSCC 9-bus system.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 5.1380e-6 8 8.1301e-3

Newton-Raphson 342.1321e-9 3 69.5479e-3

Gauss-Seidel 9.6113e-6 123 141.8772e-3

Fast-Decoupled (BX) 2.3910e-6 4 78.0342e-3

Fast-Decoupled (XB) 7.5577e-6 4 53.9320e-3

Table 4.3: MinLoss-Flow PF algorithm comparative results for IEEE 14-bus system.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 5.9879e-6 7 7.7119e-3

Newton-Raphson 131.5780e-12 2 69.4242e-3

Gauss-Seidel 8.8967e-6 14 53.9432e-3

Fast-Decoupled (BX) 48.1103e-6 4 50.1220e-3

Fast-Decoupled (XB) 11.8822e-6 4 53.1950e-3
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Table 4.4: MinLoss-Flow PF algorithm comparative results for IEEE 30-bus system.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 6.0610e-6 8 9.2521e-3

Newton-Raphson 956.9985e-12 3 69.8009e-3

Gauss-Seidel 9.9401e-6 373 735.4259e-3

Fast-Decoupled (BX) 13.0255e-6 5 54.0261e-3

Fast-Decoupled (XB) 11.6337e-6 7 74.1231e-3

Table 4.5: MinLoss-Flow PF algorithm comparative results for IEEE 118-bus system.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 9.5847e-6 23 35.8930e-3

Newton-Raphson 9.7030e-6 2 69.3870e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 52.4600e-6 4 54.0290e-3

Fast-Decoupled (XB) 6.8693e-6 4 64.5671e-3

Table 4.6: MinLoss-Flow PF algorithm system comparative results for 69-bus system in

radial topology.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 5.2104e-6 4 6.9852e-3

BFS-Current Sum 5.3351e-6 5 352.8750e-3

BFS-Power Sum 4.2967e-6 3 312.8390e-3

BFS-Impedance Sum 5.3351e-6 5 392.2720e-3

Newton-Raphson 10.4262e-9 3 73.1361e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 67.0784e-6 9 62.7921e-3

Fast-Decoupled (XB) 6.5419e-6 10 66.0350e-3
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Table 4.7: MinLoss-Flow PF algorithm system comparative results for 69-bus system in

meshed topology.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 0.9476e-6 3 6.2571e-3

BFS-Current Sum - - -

BFS-Power Sum - - -

BFS-Impedance Sum - - -

Newton-Raphson 5.1043e-6 2 68.6810e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 47.9153e-6 7 57.9872e-3

Fast-Decoupled (XB) 1.5365e-6 7 169.2040e-3

Table 4.8: MinLoss-Flow PF algorithm system comparative results for 69-bus system in

radial topology with DGs.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 0.3264e-6 82 112.7431e-3

BFS-Current Sum 9.4693e-6 42 417.8429e-3

BFS-Power Sum 9.8736e-6 9 348.9671e-3

BFS-Impedance Sum 9.4693e-6 42 424.0961e-3

Newton-Raphson 1.6429e-9 5 75.2490e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) NC - -

Fast-Decoupled (XB) 11.0546e-6 97 255.0001e-3
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Table 4.9: MinLoss-Flow PF algorithm system comparative results for 69-bus system in

meshed topology with DGs.

Method Mismatch Iteration Execution Time (s)

MinLoss-Flow PF 0.1686e-6 48 66.9019e-3

BFS-Current Sum - - -

BFS-Power Sum - - -

BFS-Impedance Sum - - -

Newton-Raphson 2.9838e-9 4 73.0331e-3

Gauss-Seidel NC - -

Fast-Decoupled (BX) 58.2497e-6 11 67.3141e-3

Fast-Decoupled (XB) 11.5131e-6 71 202.8661e-3

It can be revealed from the above tables (Tables 4.2, 4.3, 4.4, and 4.5) that the MinLoss-

Flow PF algorithm execution time for transmission system is lower in comparison with

the results of the other methods. A reduction of around 50% in the proposed algorithm

execution time compared with the Newton-Raphson method when applied to the IEEE 118-

bus system. However, the number of iterative steps required to reach solution convergence

is higher than that needed for the Newton-Raphson method. This is because the Network-

Flow-based algorithms proposed in this thesis have a linear convergence behavior, while

the Newton-Raphson method possesses a quadratic solution convergence.

The performance of MinLoss-Flow PF is demonstrated using the 69-bus distribution

system, shown in Appendix C. Table 4.6, 4.7, 4.8, and 4.9 display the performance results

of the proposed methods in terms of execution time and number of iterations. The results

show that the execution time of the MinLoss-Flow PF is equal to 2.2% of the Backward-

Forward-Sweep method running time for the radial case. Tables 4.8 and 4.9 presents

algorithm execution time and convergence speed against other methods, for radial and

meshed configuration in the presence of DG, respectively. A complete set of graphs detailing

simulated cases convergence behavior, PV bus voltage magnitude error correction, and

system active power losses are given in Appendix C. As can be seen from the tables, in
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the presence of DGs, the proposed methods’ execution time is higher than that of systems

without DGs. The introduction of generation nodes in the distribution system with DGs

reduces the convergence speed in comparison with the case without DGs. This is due to the

added requirement of reactive power corrections, dictated by the deviation of generation

nodes’ voltage magnitude from stated values.

The discussion of test results, in this Chapter and Chapter 3, revealed that the MinLoss-

Flow PF algorithm requires a relatively higher execution time when compared with the

Flow-Augmentation PF algorithm. It is shown that it needs at most 67% more computa-

tional time, to reach similar convergence with other methods when used for distribution

systems of different configurations, and about 57% additional time when used for transmis-

sion systems. This is due to the fact that the MinLoss-Flow PF searches for the minimum

losses in the system to achieve the required accuracy. The complexity of MinLoss-Flow PF

algorithm for distribution systems with no voltage-controlled nodes is O(mn), while that

of Flow-Augmentation PF is O(n1.2).

The simulation of the 69-bus system with dynamically changing load and renewable

generation facilitates the versatility of the developed MinLoss-Flow PF method. A similar

system configuration and parameters to that used in Section 3.3 is used for this purpose.

Figure 4.6 demonstrates the system response to the dynamic loads and renewable genera-

tions as presented by changes in the voltage profile. The complete simulation time for this

scenario is 205.15 seconds.
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Figure 4.6: Performance of MinLoss-Flow PF algorithm with renewable sources of 69-bus

system in meshed configuration.
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4.9 Comparison With Commercial Software

This section provides a comparison of the proposed MinLoss-Flow PF algorithm, similar to

the one presented in Chapter 3. Table 4.10 shows the results of the proposed MinLoss-Flow

PF, in terms of convergence mismatch, iteration counter, and execution time when applied

to the systems simulated by PSS/E and PSCAD commercial packages. Tables 4.11, 4.13,

and 4.15 present the generation levels of the proposed method in comparison with that

of the commercial packages. While Tables 4.12, 4.14, and 4.16 provide a comparison of

the voltage parameters of generators nodes of the compared method. The results show

that the generators’ active power is similar to those of the commercial packages. However,

the distribution of the generator’s reactive power is changed as the algorithm adjusts the

injected reactive power in the system to achieve a minimum system losses.

Table 4.10: MinLoss-Flow PF algorithm termination results on commercial software cases.

Case System Mismatch Iteration Execution Time (s)

IEEE 9-Bus 4.6700e-6 8 7.8490e-3

IEEE 14-Bus 5.9879e-6 7 7.3361e-3

IEEE 30-Bus 1.5406e-6 8 9.3930e-3

Table 4.11: Generation levels of MinLoss-Flow PF algorithm and commercial software

packages in case of WSCC 9-bus system.

Bus PSS/E [95] PSCAD [95] MinLoss-Flow PF

P Q P Q P Q

1 0.7160 0.2790 0.7152 0.2761 0.7163 0.2774

2 1.6300 0.0490 1.6320 0.0454 1.6300 0.0385

3 0.8500 -0.1140 0.8512 -0.1170 0.8499 -0.1102
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Table 4.12: Generators terminal condition of MinLoss-Flow PF algorithm and commercial

software packages in case of WSCC 9-bus system.

Bus PSCAD [95] MinLoss-Flow PF

|U | δ |U | δ

1 1.0400 0.0000 1.0400 0.0000

2 1.0250 9.3507 1.0250 8.9984

3 1.0250 5.1420 1.0250 5.3161

Table 4.13: Generation levels of MinLoss-Flow PF algorithm and commercial software

packages in case of IEEE 14-bus system.

Bus PSS/E [95] PSCAD [95] MinLoss-Flow PF

P Q P Q P Q

1 2.3240 -0.1650 2.3230 -0.1548 2.3239 -0.1654

2 0.4000 0.4360 0.3995 0.4493 0.4000 0.4355

3 0.0000 0.2510 0.0007 0.2613 0.0000 0.2507

6 0.0000 0.1270 0.0020 0.1498 0.0000 0.1273

8 0.0000 0.1760 -0.0011 0.1896 0.0000 0.1762

Table 4.14: Generators terminal condition of MinLoss-Flow PF algorithm and commercial

software packages in case of IEEE 14-bus system.

Bus PSCAD [95] MinLoss-Flow PF

|U | δ |U | δ

1 1.0600 0.0000 1.0600 0.0000

2 1.0450 -4.9826 1.0450 -4.9826

3 1.0100 -12.7250 1.0100 -12.7250

6 1.0700 -14.2209 1.0700 -14.2210

8 1.0900 -13.3596 1.0900 -13.3600
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Table 4.15: Generation levels of MinLoss-Flow PF algorithm and commercial software

packages in case of IEEE 30-bus system.

Bus PSS/E [95] PSCAD [95] MinLoss-Flow PF

P Q P Q P Q

1 2.6090 -0.1680 2.6070 -0.1530 2.6068 -0.1430

2 0.4000 0.5000 0.3992 0.5167 0.4000 0.4990

5 0.0000 0.3690 0.0025 0.3868 0.0023 0.3575

8 0.0000 0.3710 0.0000 0.4047 0.0000 0.3625

11 0.0000 0.1620 0.0004 0.1662 0.0000 0.1605

13 0.0000 0.1060 0.0009 0.1111 0.0000 0.1046

Table 4.16: Generators terminal condition of MinLoss-Flow PF algorithm and commercial

software packages in case of IEEE 30-bus system.

Bus PSCAD [95] MinLoss-Flow PF

|U | δ |U | δ

1 1.0600 98.4316 1.0600 0.0000

2 1.0431 93.0798 1.0442 -5.3340

5 1.0110 84.2658 1.0111 -14.1380

8 1.0100 86.6183 1.0125 -11.7880

11 1.0820 84.3227 1.0894 -14.0990

13 1.0710 83.4883 1.0800 -14.9410
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4.10 Summary

This chapter proposed a new network-flow-based Minimum-Cost Flow model for PF/OPF

in electric power systems. The developed PF method, named MinLoss-Flow PF algorithm,

builds on parts of the formulation of the Flow-Augmentation PF method in Chapter 2,

and estimates the system losses from the least-squares properties of the generalized inverse

of the weighted incident matrix. Evaluation and comparison of the presented method were

made against known PF methods, in terms of convergence and runtime. The algorithm is

validated using commercial software packages, PSS/E and PSCAD, and the results show

the accuracy of the presented method solution.
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Chapter 5

Hybrid AC/DC Power Flow:

Modeling, Formulation and Solution

5.1 Introduction

This chapter introduces a unique and novel graph-based power flow algorithm for multi-

terminal voltage source converter-based hybrid AC/DC power systems using a sequential

solution framework. The formulation of the power flow problem, as a maximum network-

flow problem, and its solution methodology are presented. The solution procedure solves

AC and DC parts sequentially, while accounting for voltage source converter losses, using

a generalized converter model. The proposed method is validated using standard hybrid

5-bus and CIGRÉ-B4-DC systems.
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5.2 Hybrid System Problem Formulation

Considering a hybrid electrical network Nelectric = (Bac,Bdc, Dac,Ddc,Gac,Gdc,Lac,Ldc,

CACDC) with a set of buses Bac, a set of branches Dac, a set of generators Gac, and set of

loads Lac in the AC side, with each line connecting two buses. A bus can be connected

to a generator or loads gac ∈ Gac and ℓac ∈ Lac, respectively. Buses in the DC side can

be connected to other generation gdc ∈ Gdc or demand ℓdc ∈ Ldc buses. While converters

CAC−DC are connecting two buses from the different grids using a specific converter control

mode, either working as slack for DC-side or as a fixed power injection node or droop-based

method. To transform the network NAC−DC
electric to a s− t network NAC−DC

st−electric we use a similar

formulation as in the generalized problem formulation, with the addition of DC network

and converters connecting the two systems.

5.2.1 Hybrid System Mathematical Model

Hybrid AC-DC systems are more computationally complex than AC systems, due to the

presence of a DC network and the number of converters with different control modes con-

necting both systems. Consider a hybrid electric network NAC−DC
st−electric = (G(V,E), s, t,Gac,

Gdc,Lac,Ldc, C) with vertex set V , arc set E, source s, sink t, AC generation Gac, AC
load Lac, DC generation Gdc, DC loads Ldc and converters CAC−DC . A power flow for

the network NAC−DC
st−electric is considered feasible for the network if the feasible flow function

f : A→ C satisfies:

∑
(j,k)∈Vac

f(j, k) = 0, ∀{j, k} ∈ Vac \ {s, t} (5.1)

∑
j:(s,j)∈Eac

f(s, j) =
∑

gac∈G gac, ∀j ∈ Eac (5.2)

∑
j:(j,t)∈Eac

f(j, t) =
∑

ℓ∈L ℓ, ∀j ∈ Eac (5.3)
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∑
(j,k)∈Vdc

f(j, k) = 0, ∀{j, k} ∈ Vdc \ {s, t} (5.4)

∑
j:(s,j)∈Edc

f(s, j) =
∑

gdc∈G gdc, ∀j ∈ Edc (5.5)

∑
j:(j,t)∈Edc

f(j, t) =
∑

ℓ∈L ℓ, ∀j ∈ Edc (5.6)

∑
cac:(j,c)∈Vac

f(j, c) =
∑

cdc:(c,k)∈Vdc
f(c, k) + Closses (5.7)

Equations 5.1, 5.2, 5.3 models power flow on the AC side, while equations 5.4, 5.5, 5.6

models power flow on the DC side. Equation 5.7 models power flow in the power converters

CACDC . The proposed network-flow-based power flow solution algorithm sequentially solves

AC and DC sides by finding flow augmentation till convergence criteria are met. The

method considers detailed converter modeling [36].

5.3 Hybrid Systems Flow-Augmentation Power Flow

Algorithm

Flow augmentation algorithm transfers power from generation to demand sides with no

considerations of branch capacities. It relies on the calculation of network flow augmenta-

tion that supplies demand power and maintains correct voltage magnitude at generation

buses. The solution procedure calls for network transformation to s − t equivalent model

first, then invoking max-flow-based solution method. It is worth noting here that the

considered network flow here is complex power S on the AC side, and the resulting node

voltages and node current injection dictates network current flows through network branch

impedance. In turn, controlling converters’ power flow and terminal voltages results in

changes on DC side power injection and node voltages.
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The solution procedure aims to find maximum complex power flow in s−tACDC network

satisfying the fixed branch powers into the node t, whether from AC, DC, or AC and DC

sides. This procedure doesn’t rely on finding individual flow augmenting paths one at a time

that satisfies electric system physics, but rather, focuses on finding the total network flow

that should exist to firstly, satisfy demand requirements, and secondly, maintain voltage

magnitudes at generation buses while transferring power to DC-side without violating

converters limits.

AC-side solution terminates when complex power flows out of source node sac into sink

node tac satisfies all demand power and network power losses, as well as, PV bus active

power injection and voltage magnitude |Upv| satisfies stated PV bus requirements, and

reference bus |U ref
ac | and δrefac are met. Converters interface AC-to-DC sides and power

injection and losses are considered during AC and DC-sides solutions. DC-side converges

when slack node sdc active power injection satisfies all demand from fixed power injection

and droop controlled buses connected to the node tdc, while keeping slack bus voltage at

|U ref
dc |. The sum of all generation power originated from source node s equals the sum of all

demand power into sink node t plus power losses dissipated throughout the network. The

max-flow-based network-flow solution converges to the power flow solution when AC-side,

converters, and DC-side solutions converge while satisfying boundary conditions.

Network flow augmentation is achieved through the adjustment of network current

injections at the generation side. Starting with generations equals total connected load and

flat voltage profile for both AC and DC grids. Generations side reactive power is initially

assigned based on the total connected load power factor, and converters are assumed lossless

at the initialization step. Bus injection currents are calculated followed by voltage profile

update in relation to reference bus voltage. Demand-side current injection changes as a

result of voltage level change with the preservation of demand power. This step necessitates

the change of current injection at generator buses, which requires the update of the voltage

profile. The resulted sum of generation bus injection power is very close to the sum of

total system demand plus system losses. Allocation of real power to generation buses is

straightforward, as all PV buses real power injection is defined a priori, and differences

between the total sum and PV sum is allocated to reference bus as bus generation plus
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system losses. Generation buses reactive power is adjusted based on the deviations of the

resulted voltage magnitudes compared to the stated PV voltage magnitude. The reference

bus voltage is maintained at 1 p.u. for both AC and DC sides throughout the solution

process, while initializing the remaining node voltages to the same value. Likewise, load

power is fixed at stated demand values and generation power is set to the initial starting

point with continuous updates in every iteration.

The computational complexity is at most O(n2), where n is the dimension of a full

Ybus. Further improvements can be attained by exploiting sparsity techniques for forward-

backward substitution and optimal ordering [14] [11] [107]. Moreover, parallel operations

could further improve scalability to bigger systems [50].

5.3.1 Hybrid Flow-Augmentation Power Flow Procedure

The Hybrid Flow-Augmentation algorithm iteratively solves the hybrid system until termi-

nation criterion or convergence is reached. Starting with AC system power flow solution,

followed by reactive power correction at all PV buses. The converter’s power flow and

losses are calculated based on the converter’s point of common coupling (PCC) voltage

level, injected power, and converter control strategy. This results in finding DC grid initial

injected power at all buses, except slack bus, which enables solving DC grid power flow.

This, in turn, enables finding DC slack converter injected power into the AC grid at PCC.

This algorithm does not dependent on power flow direction between AC and DC grids.

The Hybrid Flow-Augmentation algorithm is presented in algorithm 7.

5.3.2 Flow-Augmentation Initialization Stage

System parameters are initialized as per generic network-flow initialization algorithm 2.

System topology can be extracted from any system data after converting the system con-

nections to a directed graph, in the orientation from generation to demand buses. Where

bus-branch incidence matrix and bus-bus adjacency matrix are formulated, leading to Ybus
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Algorithm 7 Hybrid-FlowAugmentationPF

1: NetworkTransformation(G(V,E), Sdemand, Uref , Ybranch)

2: while error ≥ ϵ do

3: AC-NetworkFlowPFCalculation(G(V,E), Sbus, Ubus)

4: ReactivePowerCorrection(G(V,E))

5: ConverterCalc

6: DC-NetworkFlowPFCalculation(G(V,E), Sbus, Ubus)

7: SlackConverterCalc

8: end

formulation. Initial total generation is equated to total system demand with voltage mag-

nitude initialized to |U |ref except at PV buses, where voltage magnitude is set to |U |PV

and all voltage angles are set to 0. Generation reactive power is initialized to a value

based on total load factor and bus active power injection value. Non-slack converters are

initialized to a suitable power injection at PCC, while slack converter AC bus injection,

from-or-to converter, is set to balance net power injection into DC grid from remaining

converters.

5.3.3 AC Network Power Flow Calculation

Network-flow power flow is formulated as a maximum network flow problem, where the

solution is finding the maximum flow that can be sustained in the network while preserving

node flow summation without violating network limits. Adaptation of this formulation is

required to successfully solve the power flow problem and accommodate problem-specific

properties. This includes relaxing the limits of line flows, fixing the flow to sink node t, and

introducing constraints on generation node’s voltage and real power injection. The flow

is a complex power injection in the network and formulated as a multiplication of voltage

and current with dual properties. This algorithm uses a modified procedure of the one

presented in section 2.6.2. Network-flow power flow algorithm is presented in algorithm 9.
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Algorithm 8 NetworkTransformation

1: procedure Initialize(G(V,E), Sdemand, Uref , Ybranch)

2: n← number of Vertices/Nodes

3: m← number of Arcs/Edges

4: G(n,m)← Network Topology (n,m)

5: G(V,E)← Network Topology (G(n,m))

6: A(G)← Network Topology (G(n,m))

7: H(G)← Network Topology (G(n,m))

8:
∑

Sgen ←
∑

Sdemand

9: pfload

10: Spv−gen ← Ppv−bus + j(Ppv−bus ∗ tan(pfload))
11: Sref−bus ←

∑
Spv−gen −

∑
Sdemand

12: Upq−bus ← Uref

13: Upv−bus ← |Upv−bus|∠0◦
14: Ybus ← A(G) ∗ Ybranch ∗ A(G)′

15: return G(V,E), A(G), H(G), Sgen, Sdemand, Ubus, Ybus

The algorithm pushes generation nodes’ power into adjacent network arcs towards the

sink node to satisfy demand power. In doing so, losses would be incurred due to network

branch impedances and results in voltage difference at the end of each traversed arc, rather

than at the beginning of the arc. Each intermediate node would push excess power down-

stream in the direction of load nodes. Resulting in the degradation of power level reaching

load nodes at slightly higher voltage levels than the final power flow solution, as shown in

algorithm 9 steps 2 through 6. Since load demand is fixed, the demand power is pushed

in the reverse direction towards source nodes using demand-side calculated voltage values,

which is considered as the reference in the t − s direction, as shown in algorithm 9 steps

7 through 11. New generation side power and voltage are produced at the end of this

procedure, which would be used to correct for generation reactive power assignment of PV

buses using algorithm 4. Slack bus active power is found as the difference between the sum

of total generation active power and total PV buses active power. A full network proce-

81



dure traversing in the direction source-sink-source constitutes one iteration. The step of

pushing power in the s− t or t−s direction is achieved in a single step for all the networks.

A Hybrid AC-DC network is integrated into this procedure by including net converter

complex power injection at PCC for non-slack converters, and DC grid power losses plus

slack injected power and slack converter losses for the slack converter. Slack converter

injected power would be refined from iteration to the next until convergence is reached.

5.3.4 Reactive Power Correction

Initial generation reactive power is updated after the execution of every AC Network-flow

power flow step. Since generation nodes voltage magnitude after each iteration is different

from required PV bus voltage magnitude, resulting in voltage magnitude difference ∆U .

Relying on the direct relation between reactive power injection and voltage magnitude,

Algorithm 9 AC-NetworkFlowPFCalculation

1: procedure NetworkFlowPFCalculation(G(V,E), Sbus, Ubus, Ybus)

2: Sinj
bus ← Sgen

bus − Sdemand
bus

3: I injbus ← (Sinj
bus/Ubus)

∗

4: Iref−inj
bus ← −∑

Ipq−inj
bus +

∑
Ipv−inj
bus

5: Ubus−diff ← Y −1
busIbus

6: Ubus ← Uref + (Ubus−diff − U ref
bus−diff )

7: I injbus ← (Sinj
bus/Ubus)

∗

8: Iref−inj
bus ← −∑

Ipq−inj
bus +

∑
Ipv−inj
bus

9: Ubus−diff ← Y −1
busIbus

10: Ubus ← Upq + (Ubus−diff − Upq
bus−diff )

11: Sinj
bus ← Ubus ∗ I∗bus

12: Sgen
bus ← Sinj

bus + Sdemand
bus

13: return Sbus, Ubus, Iinj

82



reactive power correction for PV bus based on voltage magnitude deviation from stated

voltage can be made. Noting that ∂Q
∂U

can be formulated in different ways. Algorithm 4

demonstrates the required steps.

5.3.5 Converter Power Flow

Non-slack converter’s power flow, losses, and DC injected power can be calculated after

estimation of converter AC bus voltage. As converter complex power injection is known

in advance, that enables using simple circuit analysis to calculate converter side complex

power and voltage level, which converter losses are dependent on. Converter quadratic loss

parameters is used and based on [36] [48] [108] [109]. The relation between converter DC

power injection, losses, and AC power injection is governed by the following equations:

Iconv =

√
P 2
conv +Q2

conv√
3.Uc

(5.8)

P conv
loss = a+ b · Iconv + c · I2conv (5.9)

P i
dc = −P i

loss − P i
conv (5.10)

Where Pconv, Qconv, Uc, and Iconv are converter active power, reactive power, volt-

age, and current respectively. Figure 5.1 shows schematics of the generalized converter

model.

Us
Ztf ZcUf

Bf

Uc A
D

Udc

Figure 5.1: Generic VSC model.
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5.3.6 DC Network Power Flow Calculation

DC grid network-flow solution is similar to AC grid network-flow solution procedure but

without the presence of any PV buses. Algorithm 10 presents a required procedure for

this step. Converters’ power injection into DC buses is calculated from the previous step,

while slack bus injection and bus voltages are directly calculated.

Algorithm 10 DC-NetworkFlowPFCalculation

1: procedure NetworkFlowPFCalculation(G(V,E), Pbus, Ubus, Ybus)

2: P inj
bus ← P gen

bus − P demand
bus

3: I injbus ← (P inj
bus/Ubus)

4: Iref−inj
bus ← −∑

Ip−inj
bus

5: Ubus−diff ← Y −1
busIbus

6: Ubus ← Uref + (Ubus−diff − U ref
bus−diff )

7: I injbus ← (P inj
bus/Ubus)

8: Iref−inj
bus ← −∑

Ip−inj
bus

9: Ubus−diff ← Y −1
busIbus

10: Ubus ← Upq + (Ubus−diff − Up
bus−diff )

11: P inj
bus ← Ubus ∗ Ibus

12: P gen
bus ← P inj

bus + P demand
bus

13: return Pbus, Ubus, Iinj

5.3.7 Slack Converters Power Flow Calculation

Slack converter AC side initial power injection estimate requires continuous updates for

the overall solution algorithm convergence. This requires an iterative procedure that is

similar to Flow-Augmentation, but with the inclusion of a converter station, between power

injection at DC side and point of common coupling on AC side.
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The overall hybrid network-flow power flow algorithm is iteratively repeated until con-

vergence criteria are reached. Starting from AC side Flow-Augmentation and subsequent

reactive power correction step. Followed by AC-DC interface with DC side, through non-

slack converters power injection calculation. Leading to DC power flow and updated DC

grid voltage profile and slack power injection. Finally, slack converter AC side power in-

jection is updated based on DC grid power flow, that in turn changes AC grid power flow

conditions.

5.4 Example

This section demonstrates the proposed algorithm using a 5-bus test system adopted from

[110]. The system is a two-generator mesh-connected system with load demand at 4 buses.

Three AC-DC converters are connected to AC buses 2, 3, and 5. The converter at bus

3 is in the slack mode for the DC grid while the other converters are considered as fixed

power injection. Figure 5.2 shows the hybrid AC/DC test system configuration. Figures 5.3

presents the hybrid test system in s−t form highlighting power flow in generators, network

and demand arcs in s−t form. Table 5.1 presents converged solution for AC system voltage

magnitude and angle, while Table 5.2 presents AC generator’s injected power. Table 5.3

presents DC system voltages and power injections. All solutions compared with Newton-

Raphson technique using MatACDC toolbox solution [48] [108]. The use of uniform criteria

for the comparison of the proposed algorithm and published work is essential for objective

results. The same criterion was used for loop mismatch tolerance and the maximum number

of iterations for hybrid, AC, and DC stages. The used criterion is listed in Table 5.4

alongside 10-trials average execution time. The results show a high gain in computational

speed, of around, 50% when compared to the hybrid AC/DC Newton-Raphson method.

Figure 5.4a shows convergence error for voltage magnitude, angle, generation active, and

reactive power at each iteration. Figures 5.4b shows convergence error for DC voltage and

power injections.
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Figure 5.2: 5-bus hybrid AC/DC test system one line diagram.
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Figure 5.3: 5-bus hybrid AC/DC test system in s-t form.
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(a) AC system voltage and power error convergence.
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(b) DC system voltage and power error convergence.

Figure 5.4: AC and DC networks convergence error for hybrid 5-bus system.
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Table 5.1: AC bus voltage comparison for hybrid 5-bus AC/DC system.

Bus Number Newton-Raphson [48] Network-flow PF

|U | δ |U | δ

1 1.0600 0.0000 1.0600 0.0000

2 1.0000 -2.3954 1.0000 -2.4564

3 1.0000 -3.9249 1.0019 -3.6962

4 0.9960 -4.2875 0.9983 -3.9775

5 0.9908 -4.1662 0.9878 -4.7966

Table 5.2: AC power generation comparison for hybrid 5-bus AC/DC system.

Bus Number Newton-Raphson [48] Network-flow PF

P Q P Q

1 134.1873 84.1707 134.0758 83.3121

2 40 -32.8139 40 -32.4801

Table 5.3: DC bus voltage and power injection comparison for hybrid 5-bus AC/DC system.

Bus Number Newton-Raphson [48] Network-flow PF

|U | P |U | P

1 1.0156 -58.6274 1.0157 -58.6181

2 1.0000 21.3740 1.0000 21.3595

3 0.9955 36.1856 0.9955 36.1911
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Table 5.4: Comparison parameters for hybrid 5-bus AC/DC system evaluation.

Criterion Newton-Raphson [108] Network-flow PF

AC-DC Maximum Iteration 10 10

AC-DC Tolerance (p.u.) 10−7 10−7

AC Maximum Iteration 10 10

AC Tolerance (p.u.) 10−7 10−7

DC Maximum Iteration 10 10

DC Tolerance (p.u.) 10−7 10−7

Execution Time (Sec) 0.146012 0.068989

5.5 Case Study

Evaluation of the proposed graph-based PF methods using hybrid benchmark system,

namely CIGRÉ-B4-DC test system [111] is presented in this section. CIGRÉ B4 DC test

system is a diverse system that consists of different AC and DC system topologies and

voltage levels, cables and transmission lines, symmetric monopole and bi-pole converters,

as well as different converters control modes. The converged solution is in close tolerance

with the generalized Newton-Raphson-based method in [36].

Comparison of the proposed solution method Newton-Raphson technique using Mat-

ACDC toolbox is presented in Tables 5.5, 5.6 and 5.7. Table 5.5 compares the three AC

areas bus voltage magnitude and angle. Table 5.6 compares the AC grid real and reactive

power injection at each bus. Table 5.7 compares DC systems bus voltage and power injec-

tion. Figure 5.6 shows AC and DC systems convergence errors. It’s evident that system

convergence is achieved simultaneously, even though smaller systems demonstrate higher

convergence rates, like AC-3 and DCS-1 in Figure 5.6e and Figure 5.6b, due to the simpler

connection and non-varying converter power injection. In contrast, AC-1 is presenting a

slower convergence rate as shown in Figure 5.6a, due to the high variability in AC-side
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power injection dictated by the role of acting as slack for the entire connected systems.

While AC-2 is also presenting a slow rate of convergence, Figure 5.6c, as it connects DCS-2

and DCS-3.

Figure 5.5: CIGRÉ B4 DC hybrid test system [111].
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Table 5.5: AC bus voltage comparison for CIGRÉ B4 DC system.

System Bus Newton-Raphson [108] Network-flow PF

|U | δ |U | δ

AC-1 Ba-A0 1.0000 0.0000 1.0000 0.0000

Ba-A1 1.0000 -6.9000 1.0000 -7.0645

AC-2 Ba-B0 1.0000 0.0000 1.0000 0.0000

Ba-B1 1.0000 4.2000 1.0001 4.1864

Ba-B2 1.0000 3.9000 1.0000 3.8717

Ba-B3 1.0000 2.0000 0.9999 1.9709

AC-3 Ba-C1 1.0000 0.0000 1.0000 0.0000

Ba-C2 1.0000 -2.4000 1.0000 -2.3535

Table 5.6: AC bus power injection comparison for CIGRÉ B4 DC system.

System Bus Newton-Raphson [108] Network-flow PF

P Q P Q

AC-1 Ba-A0 644.30 -131.80 662.32 -130.94

Ba-A1 2000.00 0.00 2000.00 0.00

AC-2 Ba-B0 -470.20 -133.60 -467.73 -134.17

Ba-B1 1000.00 -35.70 1000.00 -35.07

Ba-B2 1000.00 -60.10 1000.00 -59.56

Ba-B3 1000.00 -121.20 1000.00 -121.67

AC-3 Ba-C1 504.50 -136.90 504.46 -136.87

Ba-C2 500.00 80.40 500.00 80.43
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Table 5.7: DC bus voltage and power injection for CIGRÉ B4 DC system.

System Bus Newton-Raphson [108] Network-flow PF

U P U P

DCS-1 Bm-A1 1.0000 -393.5 1.0000 -393.50

Bm-C1 1.0090 397.2 1.0093 397.18

DCS-2 Bm-B2 0.9900 126.0 0.9900 128.53

Bm-B3 0.9870 -806.5 0.9869 -808.78

Bm-B5 0.9980 - 0.9983 -

Bm-F1 1.0070 496.1 1.0065 496.06

Bm-E1 1.0110 -100.74 1.0112 -100.94

DCS-3 Bb-A1 1.0100 2009.7 1.0100 2021.08

Bb-B1 0.9980 -1511.8 0.9967 -1514.46

Bb-B2 0.9830 -1714.4 0.9802 -1718.44

Bb-B4 0.9930 - 0.9906 -

Bb-C2 1.0140 594.7 1.0144 597.34

Bb-D1 1.0150 992.1 1.0152 993.34

Bb-E1 1.0090 -301.1 1.0093 -300.86

Bb-B1s 1.0060 - 1.0053 -
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(e) AC-3 convergence error
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Figure 5.6: AC and DC networks convergence error for CIGRÉ B4 DC system.
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5.6 Summary

This chapter presented a power flow solution for hybrid AC/DC systems. The proposed

method formulates the hybrid AC/DC power flow problem as a maximum network-flow

problem and solves it, using a max-flow-based algorithm. The method solves the AC

and DC sides sequentially while employing the detailed converter model. The presented

algorithm was validated and compared with the modified Newton-Raphson formulation

on a hybrid 5-bus test system and CIGRÉ B4 DC system. The developed method shows

considerable savings in execution time of more than 50% compared with hybrid AC/DC

Newton-Raphson based method.
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Chapter 6

Synopsis and Future Research

6.1 Synopsis

This thesis utilized a graph theoretic approach to the fundamental problems in electric

power systems, namely power flow and optimal power flow. The conversion of the power

system into a network equivalent, and the reformulation of PF/OPF as a network-flow

problem, results in a generalized and efficient solution framework. The power flow prob-

lem is formulated as a graph maximum flow problem, while the optimum power flow is

formulated as a graph minimum cost-flow problem. A special case of this formulation is

the solution of the power flow as a sub-problem of the generic optimum power flow formu-

lation. Application of the proposed method to the hybrid power system is also presented,

to demonstrate the generality and applicability to any system type and configuration.

Chapter 2 proposes a new network-flow-based maximum-flow PF method for steady-

state solution in electric power transmission and distribution levels. The proposed method

is named Flow-Augmentation PF algorithm. The developed method is generic in nature

and is not effected by system topology and accommodates various branch elements. The

Flow-Augmentation PF method handles voltage-controlled nodes without the calculation

of the Jacobean matrix and subsequent inversion, as in the Newton-Raphson method,

nor the introduction of branch break-points and changes in system topology, as in the
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Backward-Forward-Sweep method. The presented method was evaluated on standard sys-

tems and compared in terms of convergence and run time against known methods. Overall

computational complexity is found to be dependent on the ratio of PV to PQ nodes.

The algorithm complexity is O(max{n1.2, n1.4
PQ}) with linear convergence characteristics.

Algorithm complexity is O(n1.2) for a system consisting of no PV nodes and all PQ nodes.

Chapter 3 presents the performance of the Flow-Augmentation PF method on various

transmission and distribution systems. The selected Transmission systems contain differ-

ent elements from power system networks, including shunt elements, transformers with

off-nominal taps, and synchronous condensers. The used distribution system was tested in

radial and meshed configuration, with and without the presence of distributed generation

in the system. The simulation’s execution time and iteration counter are listed, alongside

system voltage profile, and power injection convergence. Linear convergence behavior is

presented by the Flow-Augmentation PF algorithm on the evaluated test cases. Conver-

gence speed is also dependent on the number of generation buses, and loading conditions.

This dependence is evident by the number of corrective steps needed to reduce PV bus

voltage magnitude mismatch through reactive power correction, which in turn is related

to the ratio of PV/PQ buses in the system. Accuracy comparison against the most rec-

ognized techniques and leading software packages, PSS/E and PSCAD, revealed favorable

convergence and very low error bounds.

Chapter 4 proposes a new network-flow-based minimum-cost flow method for the power

flow and optimum power flow problems in electric power systems. The proposed PF method

is named MinLoss-Flow PF algorithm. The MinLoss-Flow PF method builds on parts of

the formulation of the Flow-Augmentation PF method and differs in the evaluation of sys-

tem losses. The proposed method estimates the system losses by using the least-squares

properties of the generalized inverse of the weighted incident matrix. The algorithm com-

plexity is O(max{mn, n1.4
PQ}) with linear convergence characteristics. Algorithm complexity

is O(mn) for a system consisting of no PV nodes and all PQ nodes. This case can be

generalized to handle network flow optimization, as in the case of optimum power flow.

Simulation studies of different electric systems demonstrate convergence speed and accu-

racy. Further comparison with commercial software packages confirms the precision of the
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solution of the presented method.

Chapter 5 proposes a steady-state hybrid multi-terminal power flow method based

on sequential max-flow formulation named Hybrid Flow-Augmentation PF. This method

is different from literature-established methods while achieving comparable accuracy and

faster convergence compared to the hybrid AC/DC Newton-Raphson method when applied

to benchmark systems with complete converter models. The promising generality of this

method could further be extended to a hybrid optimum power flow solution method.

6.2 Future Research Directions

This thesis presents a completely new and promising research direction in algorithm design

for power system applications. Network-flow-based algorithms can further be developed

to benefit from acceleration in reactive power correction rate and a further reduction in

computational complexity. Further extension is the generalization to include three-phase

balanced and unbalanced distribution systems. The proposed MinLoss-Flow PF algorithm

can be further developed into a full optimum power flow solver, by the inclusion of gener-

ation cost functions and optimum selection of transformers tap setting in the formulation.

Also, the proposed hybrid AC/DC systems can be reformulated into a unified framework

and further extended to hybrid optimum power flow.
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Appendix A

Test Systems Data

A.1 4-Bus System

Table A.1: 4-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 Ref 1 - 50 30.99
2 PQ - - 170 105.35
3 PQ - - 200 123.94
4 PV 1.02 318 80 49.58

Table A.2: 4-bus test system branch data.

From To R X C τ

1 2 0.01008 0.0504 0.1025 -
1 3 0.00744 0.0372 0.0775 -
2 4 0.00744 0.0372 0.0775 -
3 4 0.01272 0.0636 0.1275 -
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A.2 WSCC 9-Bus System

Figure A.1: WSCC 9-bus test system.

Table A.3: WSCC 9-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 Slack 1.040 - - -
2 PV 1.025 163 - -
3 PV 1.025 85 - -
4 PQ - - - -
5 PQ - - 90 30
6 PQ - - - -
7 PQ - - 100 35
8 PQ - - - -
9 PQ - - 125 50
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Table A.4: WSCC 9-bus test system branch data.

From To R X C τ

1 2 0.01008 0.0504 0.1025 -
1 3 0.00744 0.0372 0.0775 -
2 4 0.00744 0.0372 0.0775 -
3 4 0.01272 0.0636 0.1275 -
1 2 0.01008 0.0504 0.1025 -
1 3 0.00744 0.0372 0.0775 -
2 4 0.00744 0.0372 0.0775 -
3 4 0.01272 0.0636 0.1275 -
1 2 0.01008 0.0504 0.1025 -
1 3 0.00744 0.0372 0.0775 -
2 4 0.00744 0.0372 0.0775 -
3 4 0.01272 0.0636 0.1275 -

A.3 IEEE 14-Bus System

Figure A.2: IEEE 14-bus test system.
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Table A.5: IEEE 14-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 Slack 1.060 - - -
2 PV 1.045 42.4 21.7 12.7
3 PV 1.010 23.4 94.2 19
4 PQ - - 47.8 -3.9
5 PQ - - 7.6 1.6
6 PV 1.070 12.2 11.2 7.5
7 PQ - - - -
8 PV 1.090 17.4 - -
9 PQ - - 29.5 16.6
10 PQ - - 9 5.8
11 PQ - - 3.5 1.8
12 PQ - - 6.1 1.6
13 PQ - - 13.5 5.8
14 PQ - - 14.9 5

A.4 IEEE 30-Bus System

Figure A.3: IEEE 30-bus test system.
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Table A.6: IEEE 14-bus test system branch data.

From To R X C τ

1 2 0.01938 0.05917 0.0528 -
1 5 0.05403 0.22304 0.0492 -
2 3 0.04699 0.19797 0.0438 -
2 4 0.05811 0.17632 0.034 -
2 5 0.05695 0.17388 0.0346 -
3 4 0.06701 0.17103 0.0128 -
4 5 0.01335 0.04211 0 -
4 7 0 0.20912 0 0.978
4 9 0 0.55618 0 0.969
5 6 0 0.25202 0 0.932
6 11 0.09498 0.1989 0 -
6 12 0.12291 0.25581 0 -
6 13 0.06615 0.13027 0 -
7 8 0 0.17615 0 -
7 9 0 0.11001 0 -
9 10 0.03181 0.0845 0 -
9 14 0.12711 0.27038 0 -
10 11 0.08205 0.19207 0 -
12 13 0.22092 0.19988 0 -
13 14 0.17093 0.34802 0 -

Table A.7: IEEE 30-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 Slack 1 - - -
2 PV 1 60.97 21.7 12.7
3 PQ 1 - 2.4 1.2
4 PQ - - 7.6 1.6
5 PQ - - 0 0
6 PQ - - 0 0
7 PQ - - 22.8 10.9
8 PQ - - 30 30
9 PQ - - 0 0
10 PQ - - 5.8 2
11 PQ - - 0 0
12 PQ - - 11.2 7.5
13 PV 1 21.59 0 0
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

14 PQ - - 6.2 1.6
15 PQ - - 8.2 2.5
16 PQ - - 3.5 1.8
17 PQ - - 9 5.8
18 PQ - - 3.2 0.9
19 PQ - - 9.5 3.4
20 PQ - - 2.2 0.7
21 PQ - - 17.5 11.2
22 PV 1 26.91 0 0
23 PV 1 19.20 3.2 1.6
24 PQ - - 8.7 6.7
25 PQ - - 0 0
26 PQ - - 3.5 2.3
27 PV 1 37 0 0
28 PQ - - 0 0
29 PQ - - 2.4 0.9
30 PQ - - 10.6 1.9

Table A.8: IEEE 30-bus test system branch data.

From To R X C τ

1 2 0.02 0.06 0.03 -
1 3 0.05 0.19 0.02 -
2 4 0.06 0.17 0.02 -
3 4 0.01 0.04 0 -
2 5 0.05 0.2 0.02 -
2 6 0.06 0.18 0.02 -
4 6 0.01 0.04 0 -
5 7 0.05 0.12 0.01 -
6 7 0.03 0.08 0.01 -
6 8 0.01 0.04 0 -
6 9 0 0.21 0 -
6 10 0 0.56 0 -
9 11 0 0.21 0 -
9 10 0 0.11 0 -
4 12 0 0.26 0 -
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From To R X C τ

12 13 0 0.14 0 -
12 14 0.12 0.26 0 -
12 15 0.07 0.13 0 -
12 16 0.09 0.2 0 -
14 15 0.22 0.2 0 -
16 17 0.08 0.19 0 -
15 18 0.11 0.22 0 -
18 19 0.06 0.13 0 -
19 20 0.03 0.07 0 -
10 20 0.09 0.21 0 -
10 17 0.03 0.08 0 -
10 21 0.03 0.07 0 -
10 22 0.07 0.15 0 -
21 22 0.01 0.02 0 -
15 23 0.1 0.2 0 -
22 24 0.12 0.18 0 -
23 24 0.13 0.27 0 -
24 25 0.19 0.33 0 -
25 26 0.25 0.38 0 -
25 27 0.11 0.21 0 -
28 27 0 0.4 0 -
27 29 0.22 0.42 0 -
27 30 0.32 0.6 0 -
29 30 0.24 0.45 0 -
8 28 0.06 0.2 0.02 -
6 28 0.02 0.06 0.01 -
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A.5 IEEE 118-Bus System

Figure A.4: IEEE 118-bus test system

Table A.9: IEEE 118-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 PV 0.955 - 51 27
2 PQ - - 20 9
3 PQ - - 39 10
4 PV 0.998 - 39 12
5 PQ - - 0 0
6 PV 0.99 - 52 22
7 PQ - - 19 2
8 PV 1.015 - 28 0
9 PQ - - 0 0
10 PV 1.05 450 0 0
11 PQ - - 70 23
12 PV 0.99 85 47 10
13 PQ - - 34 16
14 PQ - - 14 1
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

15 PV 0.97 - 90 30
16 PQ - - 25 10
17 PQ - - 11 3
18 PV 0.973 - 60 34
19 PV 0.962 - 45 25
20 PQ - - 18 3
21 PQ - - 14 8
22 PQ - - 10 5
23 PQ - - 7 3
24 PV 0.992 - 13 0
25 PV 1.05 220 0 0
26 PV 1.015 314 0 0
27 PV 0.968 - 71 13
28 PQ - - 17 7
29 PQ - - 24 4
30 PQ - - 0 0
31 PV 0.967 7 43 27
32 PV 0.963 - 59 23
33 PQ - - 23 9
34 PV 0.984 - 59 26
35 PQ - - 33 9
36 PV 0.98 - 31 17
37 PQ - - 0 0
38 PQ - - 0 0
39 PQ - - 27 11
40 PV 0.97 - 66 23
41 PQ - - 37 10
42 PV 0.985 - 96 23
43 PQ - - 18 7
44 PQ - - 16 8
45 PQ - - 53 22
46 PV 1.005 19 28 10
47 PQ - - 34 0
48 PQ - - 20 11
49 PV 1.025 204 87 30
50 PQ - - 17 4
51 PQ - - 17 8
52 PQ - - 18 5
53 PQ - - 23 11
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

54 PV 0.955 48 113 32
55 PV 0.952 - 63 22
56 PV 0.954 - 84 18
57 PQ - - 12 3
58 PQ - - 12 3
59 PV 0.985 155 277 113
60 PQ - - 78 3
61 PV 0.995 160 0 0
62 PV 0.998 - 77 14
63 PQ - - 0 0
64 PQ - - 0 0
65 PV 1.005 - 0 0
66 PV 1.05 392 39 18
67 PQ - - 28 7
68 PQ - - 0 0
69 Slack 1.035 - 0 0
70 PV 0.984 - 66 20
71 PQ - - 0 0
72 PV 0.98 - 12 0
73 PV 0.991 - 6 0
74 PV 0.958 - 68 27
75 PQ - - 47 11
76 PV 0.943 - 68 36
77 PV 1.006 - 61 28
78 PQ - - 71 26
79 PQ - - 39 32
80 PV 1.04 477 130 26
81 PQ - - 0 0
82 PQ - - 54 27
83 PQ - - 20 10
84 PQ - - 11 7
85 PV 0.985 - 24 15
86 PQ - - 21 10
87 PV 1.015 4 0 0
88 PQ - - 48 10
89 PV 1.005 607 0 0
90 PV 0.985 - 163 42
91 PV 0.98 - 10 0
92 PV 0.99 - 65 10
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

93 PQ - - 12 7
94 PQ - - 30 16
95 PQ - - 42 31
96 PQ - - 38 15
97 PQ - - 15 9
98 PQ - - 34 8
99 PV 1.01 - 42 0
100 PV 1.017 252 37 18
101 PQ - - 22 15
102 PQ - - 5 3
103 PV 1.01 40 23 16
104 PV 0.971 - 38 25
105 PV 0.965 - 31 26
106 PQ - - 43 16
107 PV 0.952 - 50 12
108 PQ - - 2 1
109 PQ - - 8 3
110 PV 0.973 - 39 30
111 PV 0.98 36 0 0
112 PV 0.975 - 68 13
113 PV 0.993 - 6 0
114 PQ - - 8 3
115 PQ - - 22 7
116 PV 1.005 - 184 0
117 PQ - - 20 8
118 PQ - - 33 15

Table A.10: IEEE 118-bus test system branch data.

From To R X C τ

1 2 0.0303 0.0999 0.0254 0
1 3 0.0129 0.0424 0.01082 0
4 5 0.00176 0.00798 0.0021 0
3 5 0.0241 0.108 0.0284 0
5 6 0.0119 0.054 0.01426 0
6 7 0.00459 0.0208 0.0055 0
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From To R X C τ

8 9 0.00244 0.0305 1.162 0
8 5 0 0.0267 0 0.985
9 10 0.00258 0.0322 1.23 0
4 11 0.0209 0.0688 0.01748 0
5 11 0.0203 0.0682 0.01738 0
11 12 0.00595 0.0196 0.00502 0
2 12 0.0187 0.0616 0.01572 0
3 12 0.0484 0.16 0.0406 0
7 12 0.00862 0.034 0.00874 0
11 13 0.02225 0.0731 0.01876 0
12 14 0.0215 0.0707 0.01816 0
13 15 0.0744 0.2444 0.06268 0
14 15 0.0595 0.195 0.0502 0
12 16 0.0212 0.0834 0.0214 0
15 17 0.0132 0.0437 0.0444 0
16 17 0.0454 0.1801 0.0466 0
17 18 0.0123 0.0505 0.01298 0
18 19 0.01119 0.0493 0.01142 0
19 20 0.0252 0.117 0.0298 0
15 19 0.012 0.0394 0.0101 0
20 21 0.0183 0.0849 0.0216 0
21 22 0.0209 0.097 0.0246 0
22 23 0.0342 0.159 0.0404 0
23 24 0.0135 0.0492 0.0498 0
23 25 0.0156 0.08 0.0864 0
26 25 0 0.0382 0 0.96
25 27 0.0318 0.163 0.1764 0
27 28 0.01913 0.0855 0.0216 0
28 29 0.0237 0.0943 0.0238 0
30 17 0 0.0388 0 0.96
8 30 0.00431 0.0504 0.514 0
26 30 0.00799 0.086 0.908 0
17 31 0.0474 0.1563 0.0399 0
29 31 0.0108 0.0331 0.0083 0
23 32 0.0317 0.1153 0.1173 0
31 32 0.0298 0.0985 0.0251 0
27 32 0.0229 0.0755 0.01926 0
15 33 0.038 0.1244 0.03194 0
19 34 0.0752 0.247 0.0632 0
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From To R X C τ

35 36 0.00224 0.0102 0.00268 0
35 37 0.011 0.0497 0.01318 0
33 37 0.0415 0.142 0.0366 0
34 36 0.00871 0.0268 0.00568 0
34 37 0.00256 0.0094 0.00984 0
38 37 0 0.0375 0 0.935
37 39 0.0321 0.106 0.027 0
37 40 0.0593 0.168 0.042 0
30 38 0.00464 0.054 0.422 0
39 40 0.0184 0.0605 0.01552 0
40 41 0.0145 0.0487 0.01222 0
40 42 0.0555 0.183 0.0466 0
41 42 0.041 0.135 0.0344 0
43 44 0.0608 0.2454 0.06068 0
34 43 0.0413 0.1681 0.04226 0
44 45 0.0224 0.0901 0.0224 0
45 46 0.04 0.1356 0.0332 0
46 47 0.038 0.127 0.0316 0
46 48 0.0601 0.189 0.0472 0
47 49 0.0191 0.0625 0.01604 0
42 49 0.0715 0.323 0.086 0
42 49 0.0715 0.323 0.086 0
45 49 0.0684 0.186 0.0444 0
48 49 0.0179 0.0505 0.01258 0
49 50 0.0267 0.0752 0.01874 0
49 51 0.0486 0.137 0.0342 0
51 52 0.0203 0.0588 0.01396 0
52 53 0.0405 0.1635 0.04058 0
53 54 0.0263 0.122 0.031 0
49 54 0.073 0.289 0.0738 0
49 54 0.0869 0.291 0.073 0
54 55 0.0169 0.0707 0.0202 0
54 56 0.00275 0.00955 0.00732 0
55 56 0.00488 0.0151 0.00374 0
56 57 0.0343 0.0966 0.0242 0
50 57 0.0474 0.134 0.0332 0
56 58 0.0343 0.0966 0.0242 0
51 58 0.0255 0.0719 0.01788 0
54 59 0.0503 0.2293 0.0598 0
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From To R X C τ

56 59 0.0825 0.251 0.0569 0
56 59 0.0803 0.239 0.0536 0
55 59 0.04739 0.2158 0.05646 0
59 60 0.0317 0.145 0.0376 0
59 61 0.0328 0.15 0.0388 0
60 61 0.00264 0.0135 0.01456 0
60 62 0.0123 0.0561 0.01468 0
61 62 0.00824 0.0376 0.0098 0
63 59 0 0.0386 0 0.96
63 64 0.00172 0.02 0.216 0
64 61 0 0.0268 0 0.985
38 65 0.00901 0.0986 1.046 0
64 65 0.00269 0.0302 0.38 0
49 66 0.018 0.0919 0.0248 0
49 66 0.018 0.0919 0.0248 0
62 66 0.0482 0.218 0.0578 0
62 67 0.0258 0.117 0.031 0
65 66 0 0.037 0 0.935
66 67 0.0224 0.1015 0.02682 0
65 68 0.00138 0.016 0.638 0
47 69 0.0844 0.2778 0.07092 0
49 69 0.0985 0.324 0.0828 0
68 69 0 0.037 0 0.935
69 70 0.03 0.127 0.122 0
24 70 0.00221 0.4115 0.10198 0
70 71 0.00882 0.0355 0.00878 0
24 72 0.0488 0.196 0.0488 0
71 72 0.0446 0.18 0.04444 0
71 73 0.00866 0.0454 0.01178 0
70 74 0.0401 0.1323 0.03368 0
70 75 0.0428 0.141 0.036 0
69 75 0.0405 0.122 0.124 0
74 75 0.0123 0.0406 0.01034 0
76 77 0.0444 0.148 0.0368 0
69 77 0.0309 0.101 0.1038 0
75 77 0.0601 0.1999 0.04978 0
77 78 0.00376 0.0124 0.01264 0
78 79 0.00546 0.0244 0.00648 0
77 80 0.017 0.0485 0.0472 0
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From To R X C τ

77 80 0.0294 0.105 0.0228 0
79 80 0.0156 0.0704 0.0187 0
68 81 0.00175 0.0202 0.808 0
81 80 0 0.037 0 0.935
77 82 0.0298 0.0853 0.08174 0
82 83 0.0112 0.03665 0.03796 0
83 84 0.0625 0.132 0.0258 0
83 85 0.043 0.148 0.0348 0
84 85 0.0302 0.0641 0.01234 0
85 86 0.035 0.123 0.0276 0
86 87 0.02828 0.2074 0.0445 0
85 88 0.02 0.102 0.0276 0
85 89 0.0239 0.173 0.047 0
88 89 0.0139 0.0712 0.01934 0
89 90 0.0518 0.188 0.0528 0
89 90 0.0238 0.0997 0.106 0
90 91 0.0254 0.0836 0.0214 0
89 92 0.0099 0.0505 0.0548 0
89 92 0.0393 0.1581 0.0414 0
91 92 0.0387 0.1272 0.03268 0
92 93 0.0258 0.0848 0.0218 0
92 94 0.0481 0.158 0.0406 0
93 94 0.0223 0.0732 0.01876 0
94 95 0.0132 0.0434 0.0111 0
80 96 0.0356 0.182 0.0494 0
82 96 0.0162 0.053 0.0544 0
94 96 0.0269 0.0869 0.023 0
80 97 0.0183 0.0934 0.0254 0
80 98 0.0238 0.108 0.0286 0
80 99 0.0454 0.206 0.0546 0
92 100 0.0648 0.295 0.0472 0
94 100 0.0178 0.058 0.0604 0
95 96 0.0171 0.0547 0.01474 0
96 97 0.0173 0.0885 0.024 0
98 100 0.0397 0.179 0.0476 0
99 100 0.018 0.0813 0.0216 0
100 101 0.0277 0.1262 0.0328 0
92 102 0.0123 0.0559 0.01464 0
101 102 0.0246 0.112 0.0294 0
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From To R X C τ

100 103 0.016 0.0525 0.0536 0
100 104 0.0451 0.204 0.0541 0
103 104 0.0466 0.1584 0.0407 0
103 105 0.0535 0.1625 0.0408 0
100 106 0.0605 0.229 0.062 0
104 105 0.00994 0.0378 0.00986 0
105 106 0.014 0.0547 0.01434 0
105 107 0.053 0.183 0.0472 0
105 108 0.0261 0.0703 0.01844 0
106 107 0.053 0.183 0.0472 0
108 109 0.0105 0.0288 0.0076 0
103 110 0.03906 0.1813 0.0461 0
109 110 0.0278 0.0762 0.0202 0
110 111 0.022 0.0755 0.02 0
110 112 0.0247 0.064 0.062 0
17 113 0.00913 0.0301 0.00768 0
32 113 0.0615 0.203 0.0518 0
32 114 0.0135 0.0612 0.01628 0
27 115 0.0164 0.0741 0.01972 0
114 115 0.0023 0.0104 0.00276 0
68 116 0.00034 0.00405 0.164 0
12 117 0.0329 0.14 0.0358 0
75 118 0.0145 0.0481 0.01198 0
76 118 0.0164 0.0544 0.01356 0
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A.6 69-Bus System

Figure A.5: 69-bus test system in radial topology.

Table A.11: 69-bus test system bus data.

Bus Type |U | Generation (P) Demand (P) Demand (Q)

1 Slack 1 - 0 0
2 PQ - - 0 0
3 PQ - - 0 0
4 PQ - - 0 0
5 PQ - - 0 0
6 PQ - - 0.0026 0.0022
7 PQ - - 0.0404 0.03
8 PQ - - 0.075 0.054
9 PQ - - 0.03 0.022
10 PQ - - 0.028 0.019
11 PQ - - 0.145 0.104
12 PQ - - 0.145 0.104
13 PQ - - 0.008 0.0055
14 PQ - - 0.008 0.0055
15 PQ - - 0 0
16 PQ - - 0.0455 0.03
17 PQ - - 0.06 0.035
18 PQ - - 0.06 0.035
19 PQ - - 0 0
20 PQ - - 0.001 0.0006
21 PQ - - 0.114 0.081
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

22 PQ - - 0.0053 0.0035
23 PQ - - 0 0
24 PQ - - 0.028 0.02
25 PQ - - 0 0
26 PQ - - 0.014 0.01
27 PQ - - 0.014 0.01
28 PQ - - 0.026 0.0186
29 PQ - - 0.026 0.0186
30 PQ - - 0 0
31 PQ - - 0 0
32 PQ - - 0 0
33 PQ - - 0.014 0.01
34 PQ - - 0.0195 0.014
35 PQ - - 0.006 0.004
36 PQ - - 0.026 0.0186
37 PQ - - 0.026 0.0186
38 PQ - - 0 0
39 PQ - - 0.024 0.017
40 PQ - - 0.024 0.017
41 PQ - - 0.0012 0.001
42 PQ - - 0 0
43 PQ - - 0.006 0.0043
44 PQ - - 0 0
45 PQ - - 0.0392 0.0263
46 PQ - - 0.0392 0.0263
47 PQ - - 0 0
48 PQ - - 0.079 0.0564
49 PQ - - 0.3847 0.2745
50 PQ - - 0.3847 0.2745
51 PQ - - 0.0405 0.0283
52 PQ - - 0.0036 0.0027
53 PQ - - 0.0043 0.0035
54 PQ - - 0.0264 0.019
55 PQ - - 0.024 0.0172
56 PQ - - 0 0
57 PQ - - 0 0
58 PQ - - 0 0
59 PQ - - 0.1 0.072
60 PQ - - 0 0
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Bus Type |U | Generation (P) Demand (P) Demand (Q)

61 PQ - - 1.244 0.888
62 PQ - - 0.032 0.023
63 PQ - - 0 0
64 PQ - - 0.227 0.162
65 PQ - - 0.059 0.042
66 PQ - - 0.018 0.013
67 PQ - - 0.018 0.013
68 PQ - - 0.028 0.02
69 PQ - - 0.028 0.02

Table A.12: 69-bus test system branch data.

From To R X C τ

1 2 3.12e-05 7.487e-05 0 0
2 3 3.12e-05 7.487e-05 0 0
3 4 9.359e-05 0.00022461 0 0
4 5 0.00156605 0.00183434 0 0
5 6 0.0228357 0.01163 0 0
6 7 0.0237778 0.0121104 0 0
7 8 0.00575259 0.00293245 0 0
8 9 0.00307595 0.00156605 0 0
9 10 0.0510995 0.0168897 0 0
10 11 0.0116799 0.0038621 0 0
11 12 0.0443861 0.0146685 0 0
12 13 0.0642643 0.0212135 0 0
13 14 0.0651378 0.0215254 0 0
14 15 0.0660113 0.0218124 0 0
15 16 0.0122664 0.00405551 0 0
16 17 0.0233598 0.0077242 0 0
17 18 0.00029324 9.983e-05 0 0
18 19 0.0204398 0.00675711 0 0
19 20 0.0131399 0.00434252 0 0
20 21 0.0213133 0.00704412 0 0
21 22 0.0008735 0.00028701 0 0
22 23 0.00992665 0.00328185 0 0
23 24 0.0216065 0.00714394 0 0
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From To R X C τ

24 25 0.0467195 0.0154421 0 0
25 26 0.019273 0.00637028 0 0
26 27 0.0108064 0.00356885 0 0
3 28 0.00027453 0.00067384 0 0
28 29 0.00399312 0.00976443 0 0
29 30 0.0248198 0.00820462 0 0
30 31 0.00437996 0.00144751 0 0
31 32 0.0218998 0.00723753 0 0
32 33 0.0523473 0.0175697 0 0
33 34 0.106566 0.0352268 0 0
34 35 0.0919666 0.0304039 0 0
3 36 0.00027453 0.00067384 0 0
36 37 0.00399312 0.00976443 0 0
37 38 0.00656993 0.00767428 0 0
38 39 0.00189673 0.00221493 0 0
39 40 0.00011231 0.00013102 0 0
40 41 0.0454405 0.0530898 0 0
41 42 0.0193417 0.0226048 0 0
42 43 0.00255809 0.00298236 0 0
43 44 0.00057401 0.00072375 0 0
44 45 0.00679455 0.00856649 0 0
45 46 5.615e-05 7.487e-05 0 0
4 47 0.00021213 0.0005241 0 0
47 48 0.0053096 0.0129964 0 0
48 49 0.0180813 0.0442425 0 0
49 50 0.00512867 0.0125471 0 0
8 51 0.00579003 0.00295117 0 0
51 52 0.0207081 0.00695053 0 0
9 53 0.0108563 0.00552798 0 0
53 54 0.0126657 0.00645139 0 0
54 55 0.017732 0.0090282 0 0
55 56 0.017551 0.00894085 0 0
56 57 0.0992041 0.0332989 0 0
57 58 0.048897 0.0164092 0 0
58 59 0.0189798 0.00627669 0 0
59 60 0.0240898 0.0073124 0 0
60 61 0.0316642 0.0161285 0 0
61 62 0.00607703 0.00309467 0 0
62 63 0.00904692 0.00460457 0 0
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From To R X C τ

63 64 0.0443299 0.0225799 0 0
64 65 0.0649506 0.0330805 0 0
11 66 0.0125534 0.00381218 0 0
66 67 0.00029324 8.735e-05 0 0
12 68 0.046133 0.0152487 0 0
68 69 0.00029324 9.983e-05 0 0

Table A.13: 69-bus test system laterals connections branch data.

From To R X C τ
11 43 0.0311958 0.0311958 0 0
13 21 0.0311958 0.0311958 0 0
15 46 0.0623915 0.0311958 0 0
50 59 0.1247830 0.0623915 0 0
27 65 0.0623915 0.0311958 0 0

Table A.14: 69-bus system DGs parameters.

Bus P |U | QMAX QMIN

15 0.6 1.000 0.1 -0.05
27 0.4 0.970 0.1 -0.05
33 0.4 1.000 0.1 -0.05
43 0.4 1.000 0.1 -0.05
48 0.4 1.000 0.1 -0.05
62 0.4 0.960 0.1 -0.05
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Figure A.6: 69-bus test system in meshed topology.

Figure A.7: 69-bus test system in radial topology with DGs.

Figure A.8: 69-bus test system in meshed topology with DGs.
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A.7 Hybrid 5-Bus System

Table A.15: Hybrid 5-bus test system bus data.

System Bus Generation Demand
Number Type |U | (P) (P) (Q)

AC 1 Slack 1.06 - 0 0
2 PV 1.00 40 20 10
3 PQ - - 45 15
4 PQ - - 40 5
5 PQ - - 60 10

DC 1 Slack 1.00 - - -
2 P - - - -
3 P - - - -

Table A.16: Hybrid 5-bus test system branch data.

System Bus Line Data
From To R X C

AC 1 2 0.02 0.06 0.06
1 3 0.08 0.24 0.05
2 3 0.06 0.18 0.04
2 4 0.06 0.18 0.04
2 5 0.04 0.12 0.03
3 4 0.01 0.03 0.02
4 5 0.08 0.24 0.05

DC 1 2 0.052 - -
2 3 0.052 - -
1 3 0.073 - -
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Table A.17: Hybrid 5-bus test system converter data.

Converter Node Control Mode AC Power Transformer Bf Phase Reactor
AC DC AC DC Rtf Xtf Rc Xc

1 2 1 PQ P -(60,40) 0.0015 0.1121 0.0887 0.0001 0.16428
2 3 2 Slack Slack (0,0) 0.0015 0.1121 0.0887 0.0001 0.16428
3 5 3 PQ P (35,5) 0.0015 0.1121 0.0887 0.0001 0.16428
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A.8 CIGRÉ B4 DC Hybrid System

Table A.18: CIGRÉ B4 DC system bus data.

System Bus Generation Demand
Number Type |U | (P) (P) (Q)

AC-1 Ba-A0 Slack 1.00 - - -
Ba-A1 PQ - 2000 1000 -

AC-2 Ba-B0 Slack 1.00 - 0 -
Ba-B1 PQ - 1000 2200 -
Ba-B2 PQ - 1000 2300 -
Ba-B3 PQ - 1000 1900 -

AC-3 Ba-C0 PQ - 500 - -
Ba-C1 PQ - 500 - -

DCS-1 1 Slack 1.00 - - -
2 P - - - -

DCS-1 1 Slack 1.00 - - -
2 P - - - -
3 P - - - -
4 P - - - -
5 P - - - -

DCS-1 1 Slack 1.00 - - -
2 P - - - -
3 P - - - -
4 P - - - -
5 P - - - -
6 P - - - -
7 P - - - -
28 P - - - -

135



Table A.19: CIGRÉ B4 DC system branch data.

System Bus Line Data
From To R X C

AC-1 1 2 0.011080 0.14843 0.30606

AC-2 1 2 0.022161 0.29685 0.15303
1 3 0.022161 0.29685 0.15303
1 4 0.022161 0.29685 0.15303
2 4 0.022161 0.29685 0.15303
3 4 0.022161 0.29685 0.15303

AC-3 1 2 0.16038 0.15090 0.00757

DCS-1 1 2 0.038 - -

DCS-2 1 2 0.038 - -
2 3 0.0266 - -
3 4 0.019 - -
4 5 0.038 - -

DCS-3 1 2 0.012632 - -
1 4 0.031579 - -
2 4 0.012632 - -
3 4 0.0094737 - -
1 5 0.010526 - -
5 6 0.015789 - -
6 7 0.010526 - -
7 8 0.010526 - -
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Appendix B

Flow-Augmentation PF Systems
Response

B.1 Application to Transmission Systems

B.1.1 WSCC-9 Bus Test System
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Figure B.1: Flow-Augmentation PF algorithm convergence error for WSCC 9-bus system.
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Figure B.2: Flow-Augmentation PF algorithm PV-Bus voltage magnitude error for WSCC
9-bus system.
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Figure B.3: Flow-Augmentation PF algorithm comparative error convergence WSCC 9-
bus system.
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B.1.2 IEEE-14 Bus Test System
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Figure B.4: Flow-Augmentation PF algorithm convergence error for IEEE 14-bus system.
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Figure B.5: Flow-Augmentation PF algorithm PV-Bus voltage magnitude error for IEEE
14-bus system.
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Figure B.6: Flow-Augmentation PF algorithm comparative error convergence for IEEE
14-bus system.

B.1.3 IEEE-30 Bus Test System
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Figure B.7: Flow-Augmentation PF algorithm convergence error for IEEE 30-bus system.
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Figure B.8: Flow-Augmentation PF algorithm PV-Bus voltage magnitude error for IEEE
30-bus system.
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Figure B.9: Flow-Augmentation PF algorithm comparative error convergence for IEEE
30-bus system.
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B.2 Application to Distribution Systems

B.2.1 Case-2 Meshed Configuration
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Figure B.10: Flow-Augmentation PF algorithm convergence error for 69-bus system in
meshed topology.
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Figure B.11: Flow-Augmentation PF algorithm comparative error convergence for 69-bus
system in meshed topology.
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B.2.2 Case-3 Radial Configuration with DG

50 100 150 200 250
10−15

10−14

10−13

10−12

10−11

10−10

10−09

10−08

10−07

10−06

10−05

10−04

10−03

10−02

10−01

1000
1001

Iteration

E
rr
or

Voltage Magnitude

Voltage Angle

Active Power

Reactive Power

Figure B.12: Flow-Augmentation PF algorithm convergence error for 69-bus system in
radial topology with DG.

20 40 60 80 100
-0.04

-0.02

0

0.02

0.04

P
V
-B

u
s
V
ol
ta
ge

M
a
gn

it
u
d
e
P
er
ce
n
ta
ge

E
rr
o
r

Iteration

Figure B.13: Flow-Augmentation PF algorithm PV-bus voltage magnitude for 69-bus sys-
tem in radial topology with DG.
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Figure B.14: Flow-Augmentation PF algorithm comparative error convergence for 69-bus
system in radial topology with DG.

B.2.3 Case-4 Meshed Configuration with DG
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Figure B.15: Flow-Augmentation PF algorithm convergence error for 69-bus system in
meshed topology with DG.
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Figure B.16: Flow-Augmentation PF algorithm PV-bus voltage magnitude for 69-bus sys-
tem in meshed topology with DG.
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Figure B.17: Flow-Augmentation PF algorithm comparative error convergence for 69-bus
system in meshed topology with DG.
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Appendix C

MinLoss-Flow PF Systems Response

C.1 Application to Transmission Systems

C.1.1 WSCC-9 Bus Test System
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Figure C.1: MinLoss-Flow PF algorithm convergence error for WSCC 9-bus system.
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Figure C.2: MinLoss-Flow PF algorithm PV-Bus voltage magnitude error for WSCC 9-bus
system.
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Figure C.3: MinLoss-Flow PF algorithm system losses for WSCC 9-bus system.
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Figure C.4: MinLoss-Flow PF algorithm comparative error convergence for WSCC 9-bus
system.

C.1.2 IEEE-14 Bus Test System
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Figure C.5: MinLoss-Flow PF algorithm convergence error for IEEE 14-bus system.
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Figure C.6: MinLoss-Flow PF algorithm PV-Bus voltage magnitude error for IEEE 14-bus
system.

2 4 6 8 10
0.1

0.15

0.2

0.25

0.3

Iteration

S
y
st
em

A
ct
iv
e
P
ow

er
L
os
se
s

Figure C.7: MinLoss-Flow PF algorithm system losses for IEEE 14-bus system.
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Figure C.8: MinLoss-Flow PF algorithm comparative error convergence for IEEE 14-bus
system.

C.1.3 IEEE-30 Bus Test System
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Figure C.9: MinLoss-Flow PF algorithm convergence error for IEEE 30-bus system.
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Figure C.10: MinLoss-Flow PF algorithm PV-Bus voltage magnitude error for IEEE 30-
bus system.
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Figure C.11: MinLoss-Flow PF algorithm system losses for IEEE 30-bus system.
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Figure C.12: MinLoss-Flow PF algorithm comparative error convergence for IEEE 30-bus
system.

C.1.4 IEEE-118 Bus Test System
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Figure C.13: MinLoss-Flow PF algorithm convergence error for IEEE 118-bus system.
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Figure C.14: MinLoss-Flow PF algorithm PV-Bus voltage magnitude error for IEEE 118-
bus system.
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Figure C.15: MinLoss-Flow PF algorithm system losses for IEEE 118-bus system.
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Figure C.16: MinLoss-Flow PF algorithm comparative error convergence for IEEE 118-bus
system.

C.2 Application to Distribution Systems

C.2.1 Case-1 Radial Configuration
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Figure C.17: MinLoss-Flow PF algorithm convergence error for 69-bus system in radial
topology.
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Figure C.18: MinLoss-Flow PF algorithm system losses for 69-bus system in radial topol-
ogy.
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Figure C.19: MinLoss-Flow PF algorithm comparative error convergence for 69-bus system
in radial topology.
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C.2.2 Case-2 Meshed Configuration
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Figure C.20: MinLoss-Flow PF algorithm convergence error for 69-bus system in meshed
topology.
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Figure C.21: MinLoss-Flow PF algorithm system losses for 69-bus system in meshed topol-
ogy.
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Figure C.22: MinLoss-Flow PF algorithm comparative error convergence for 69-bus system
in meshed topology.

C.2.3 Case-3 Radial Configuration with DG
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Figure C.23: MinLoss-Flow PF algorithm convergence error for 69-bus system in radial
topology with DG.
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Figure C.24: MinLoss-Flow PF algorithm voltage magnitude for 69-bus system in radial
topology with DG.
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Figure C.25: MinLoss-Flow PF algorithm system losses for 69-bus system in radial topology
with DG.
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Figure C.26: MinLoss-Flow PF algorithm comparative error convergence for 69-bus system
in radial topology with DG.

C.2.4 Case-4 Meshed Configuration with DG
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Figure C.27: MinLoss-Flow PF algorithm convergence error for 69-bus system in meshed
topology with DG.
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Figure C.28: MinLoss-Flow PF algorithm voltage magnitude for 69-bus system in meshed
topology with DG.
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Figure C.29: MinLoss-Flow PF algorithm system losses for 69-bus system in meshed topol-
ogy with DG.
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Figure C.30: MinLoss-Flow PF algorithm comparative error convergence for 69-bus system
in meshed topology with DG.
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