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Abstract

Supersonic and hypersonic vehicles experience flows under complex thermodynamic con-
ditions due to the presence of shock waves and large thermophysical gradients. A large
thermal load is imparted to the vehicle from the high-speed flow, leading to the aerody-
namic heating of the surface. Additionally, the vehicle must sustain heat loads from within
its structure, such as the propulsion system. The accurate modelling of heat transfer at
these highly non-adiabatic wall conditions is critical in designing optimal thermal protec-
tion systems for hypersonic vehicles. This thesis aims to assess the predictive capabilities
of computational fluid dynamic solvers in modelling aerothermal heating in supersonic and
hypersonic flows using Conjugate Heat Transfer (CHT) methodologies, and investigate the
impact of internal heating sources on the thermal and aerodynamic loads on aerospace
vehicles. The predictive capabilities of near-wall turbulence modelling at high-speed, non-
adiabatic flow conditions are first assessed for two commercial and two open-source CFD
solvers: OpenFOAM (open-source), SU2 (open-source), Star-CCM+ (commercial), and
ANSYS CFX (commercial). The overall error and uncertainty that can be attributed to
solver selection at these complex conditions is quantified. SU2 and Star-CCM+ are assessed
on their ability to model aerodynamic heating using CHT, with comparisons to hypersonic
experimental studies and prior numerical investigations. The results from the code valida-
tions are used as a basis to conduct a CHT analysis on a simplified model of a supersonic
vehicle to investigate the impact of internal heating on the thermal boundary layer of the
external flow. The results show notable variations between the solvers in the kinematic
and thermodynamic profiles of the high-speed non-adiabatic boundary layers, which are
quantified. Furthermore, the treatment of the boundary condition at the wall plays a
significant role in the variation of wall properties, particularly with the wall temperature
prediction. Moreover, CHT validation studies show that aerothermal heating predictions
of current commercial and open-source CHT solvers agree well with experimental and nu-
merical data, but significant prediction errors occur in regions of Shockwave Boundary
Layer Interaction (SWBLI) and stagnation points. The addition of internal heating on the
CHT simulations of the generic high-speed vehicle results in a reversal of the wall heat
flux vector as the freestream Mach Number is increased, where the heated wall case at low
supersonic speeds transforms to a cooled wall case at hypersonic speeds. This thesis work
provides a solid groundwork for conducting CHT simulations of high-speed wall-bounded
flows with internal heating, using RANS solvers.
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Chapter 1

Introduction

A viscous fluid flowing over a solid body adheres to the surface and generates a boundary
layer [5]. Compression and deceleration of the flow at the surface converts the kinetic energy
of the fluid into thermal energy. Further heating is generated by frictional forces at the fluid-
solid boundary. Together, these thermal loads constitute aerodynamic heating [6]. At low
speeds, this thermal effect is not of concern for general aerodynamic problems, especially
considering the much lower density of air at higher altitudes. However, vehicles moving at
supersonic and hypersonic speeds through the atmosphere during their ascent and cruise
phases of flight or during atmospheric re-entry experience significant aerodynamic heating
[6]. A large thermal load is imparted to the high-speed vehicle.

Aerodynamic heating depends on several factors, including vehicle orientation and flow
condition [4]. Predictive simulations of high-speed aerospace vehicles depend on an accu-
rate modelling of the relevant physics of the problem. Since the scales of the turbulent
activity within the boundary layer span many orders of magnitude and vary in both space
and time, most engineering-level computational fluid dynamics (CFD) simulations rely
on Reynolds-Averaged Navier–Stokes (RANS) turbulence models to reduce computational
costs [5]. As the fluid at these conditions experiences large density and temperature gradi-
ents, the compressible form (Favre-averaged) of the RANS equations is used [5]. However,
several simplifications are made in the implementation of the Favre-averaged RANS equa-
tions in CFD codes that may break down in high-speed flows, particularly in flows with
large temperature gradients, and more specifically, in shock-wave-boundary layer interac-
tions.

As many high-speed flows occur under complex thermodynamic conditions, especially
in the hypersonic regime, the walls are often at non-adiabatic conditions where accurate
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heat transfer modelling is essential. These complex conditions often arise in the presence
of strong shock waves and pressure gradients [7]. However, the capability of commercial
and open-source RANS solvers in predicting these complex high-speed flow phenomena
has not been fully assessed. Furthermore, the overall error and uncertainty that can be
attributed to the solver selection at these complex conditions has not been quantified in
the literature.

Additionally, in wall-bounded fluid flows, a thermal boundary condition at the wall is
required to well-pose the problem. Usually, the boundary condition at the wall is assumed
either to be adiabatic (zero heat flux), or at a constant temperature. This is an accept-
able approximation in low-speed aerodynamic simulations where thermal prediction is less
important, but it is critical in high-speed flows where aerodynamic heating needs to be
predicted accurately. Predicting the turbulent boundary layer profiles at these high-speed
conditions is complex because of the highly-coupled nature of the heat transfer at the wall.
The aerothermal heating from the fluid raises the temperature of the solid surface, and
conversely, the heated surface of the solid heats up the fluid. This coupling phenomenon
reduces the thermal gradient at the wall, reducing heat transfer to the solid body, which
further reduces the aerothermal heating on the solid body. Thus, an approach to simulate
these conditions is to couple the heat transfer at the solid/fluid wall interface by solving
both the Navier-Stokes equations for the fluid flow and the energy equation in the solid
simultaneously [8]. This concept is known as: conjugate heat transfer (CHT). Presently,
there are a few commercial and open-source CFD solver suites like STAR-CCM+ and SU2
that offer CHT support, however, they have not been validated for high-speed compressible
turbulent flows.

Furthermore, a real vehicle also sustains heat loads from within its structure, such as
the heat generated by the electronics and propulsion system. The superposition of all heat
sources means that the thermal management systems represents one of the central design
challenges of a high-speed vehicle. Thus, simulating the thermal loading of the high-speed
vehicle becomes an integral part in assessing the thermal and aerodynamic performance of
the vehicle.

1.1 Scientific Contributions

Currently, many commercial and open-source RANS-based CFD solvers are used for high-
speed flow modelling. Many institutional codes with similar capabilities such as the DLR-
TAU [9] and CFL3D [10] are available. Although direct, quantitative, and systematic com-
parisons of the predictive capabilities of various codes are available in open literature, many
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of these comparisons focus on some salient aspect of the code (see e.g. [11, 12, 13, 14, 15]),
and most focus on low-speed flows. Fewer researchers have benchmarked CFD codes for
high-speed flows, except for one recent example by Hoste et al. [16]. An effort in code
comparison also results from the Turbulence Model Benchmarking Working Group from
the American Institute of Aeronautics and Astronautics (AIAA). Others have proposed a
benchmarking framework targeting direct simulation Monte Carlo (DSMC) code compar-
isons at hypersonic conditions [17]. More recently, Freno et al. [18] proposed a series of
code-verification techniques, primarily directed towards non-equilibrium thermodynamics
in high-speed flows. Although these works provide valuable insight into the capabilities
of CFD solvers, they do not specifically address the challenges in predicting the turbulent
boundary layer of these complex flows.

The thermal boundary condition at the fluid-solid interface of wall-bounded flows plays
a key role in predicting drag, flow separation, and boundary layer development. These
problems have only been studied using pre-specified wall boundary conditions: usually a
constant temperature, constant heat flux, or adiabatic (zero heat flux) boundary condition.
However, the aerodynamic and thermodynamic effects of internal heating sources, like the
propulsion system in an aerospace vehicle encountered in real engineering applications,
has not been explored. To systematically approach this problem, it is important to first
thoroughly understand the capability of current CFD solvers.

There are three main objectives for this thesis. The first objective is to detail all the
implicit assumptions, simplifications, and heuristic arguments made to the Navier-Stokes
equations prior to their implementation in a RANS CFD program. Common heuristics used
in low speed flows, such as a constant turbulent Prandtl number of 0.9, break down in the
complex flow phenomena prevalent in high-supersonic and hypersonic boundary layers. A
complete description of all the simplifications and assumptions would help understand the
limitations of certain compressible corrections and turbulence models, as well as understand
the cause of disparities between simulations and experimental results.

The second objective is to investigate the capabilities of four well-established CFD
codes on predicting key characteristics of the turbulent boundary layer under supersonic
and hypersonic conditions, and quantify the variation in their predictions. The imple-
mentation of turbulence models within various CFD solvers differ in terms of numerical
or algorithmic implementation. Many earlier works conducted in this field focus on the
turbulence modellings aspects of the codes, which rightly so, remains the most important
source of modelling uncertainty for high-speed wall-bounded flows. Although the discrep-
ancies from numerical or algorithmic implementation are of less important than turbulence
modelling assumptions, they remain non-negligible but poorly reported in the literature
for high-speed flows.
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The third objective is to investigate the impact of internal heating inside a generic rocket
design on the kinematic and thermodynamics properties of the external flow using CHT
analysis in high-speed flows. There is a scarcity of literature on temperature prediction
through CHT analysis for high-speed canonical problems. Thermal predictions for high-
speed vehicles with realistic flight trajectories for high-speed aerospace vehicles are rare,
with the study from Chandra Murty et al. [4] being one of the few tackling the issue.

In summary, this study aims to provide insight on the major problems associated with
predicting aerothermal heating in supersonic and hypersonic flows using CFD solvers, and
to investigate the impact of internal heating sources on the thermal and aerodynamic
loads on aerospace vehicles. The results from this study provides a better understanding
of important design parameters useful for the high-level design of high-speed vehicles.

The dissemination of the scientific contributions of this work are:

• Conference proceeding of AIAA SciTech [19]

• Manuscript on the comparison of error quantification of CFD code (Chapter 4) to be
submitted to Journal of Thermophysics and Heat Transfer.

• Manuscript on CHT in high-speed boundary layer flows (Chapter 5) to be submitted
to Physics of Fluids.

1.2 Organization of the Thesis

This thesis is divided into five chapters, each for one aspect of the scientific contributions
of the work. Chapter 2 presents a literature review of aerothermal heating and CHT
methodologies. In Chapter 3, the Favre-averaged RANS equations are derived and all the
simplifications and assumptions made for the closure of the equations are outlined. Chapter
3 also describes the turbulence modelling equations using the k−ω SST turbulence model
employed in CFD solvers. Chapter 4 presents the validity of current commercial and open-
source CFD solvers in high-speed flows and the expected solver variation in high-speed
non-adiabatic wall-bounded flows. Chapter 5 uses the findings from Chapter 3 and 4 to
further assess commercial and open-source CFD solvers to validate hypersonic CHT test
cases. This chapter also describes the effects of internal heating from a generic rocket engine
on the external flow. Finally, Chapter 6 presents the conclusions and recommendations.
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Chapter 2

High-Speed Flows with Heat-Transfer

2.1 Literature Review

In high-speed turbulent boundary layers, the accuracy of the near wall simulations largely
depends on the treatment of the boundary layer near the wall. There are two methods
of simulating near-wall turbulence: a low-Reynolds number model (which means resolving
the turbulence profiles down to the wall), and a wall-function approach (which broadly
includes all other near-wall modelling approximations). The latter is widely used in CFD
codes for its fast convergence rate, robustness, and accuracy in many flows [20]. However,
most current wall-function approaches fail when the wall is non-adiabatic [21, 22, 2].

2.1.1 RANS Turbulence Modelling

Modelling of high-speed, wall-bounded, turbulent flow rests on many central assumptions.
One of the most common assumptions in compressible turbulent boundary layers is derived
from Morkovin’s hypothesis [23], which states that the mechanics of compressible turbulent
flows differ from their incompressible counterpart only through the differences in their
mean-flow fluid properties [24]. Several DNS studies have validated Morkovin’s hypothesis
for supersonic, adiabatic wall flows [25, 26, 22, 27]. However, RANS-based turbulence
models fail to accurately capture the flow features induced by non-adiabatic walls with high
wall-cooling rates. This is because RANS turbulence models are generally developed for
low-speed flows and are then extended to high-speed flow regimes, and some simplifications
made in the modelling of turbulent diffusion and turbulent kinetic energy dissipation fail
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in limit cases prevalent in non-adiabatic walls in hypersonic flows [28, 29]. They require
additional compressibility corrections to account for the differences [30, 31, 2]. Common
RANS turbulence models, such as the Spalart-Allmaras, K-epsilon, Shear Stress Transport
(SST) model, have been corrected in the past decade to better account for the strong
compressibility effects in high-speed flows [30]; however, many of these corrections originate
in free-shear flows and must be further modified for boundary-layer flows [32].

2.1.2 High-speed Flow and Non-Adiabatic Walls

As many high-speed flows occur under complex thermodynamic conditions – especially in
the hypersonic regime – the walls are often non-adiabatic, where accurate heat transfer
modelling is essential. These complex conditions often arise in the presence of strong
shock waves and pressure gradients [7]. These demanding and often conflicting modelling
requirements need to be assessed to understand and improve near-wall turbulence modelling
predictions. Various adiabatic wall validation studies have been conducted for commercial,
open-source, and institutional/academic RANS solvers [33, 34, 35, 36, 37]. However, few
validation studies have been conducted using non-adiabatic wall cases [38].

Roy and Blottner [32] proposed a battery of canonical test cases, benchmarked against
both experimental and direct numerical simulations (DNS), to assess the turbulence models
and their compressibility corrections under hypersonic conditions. Duan et al. [39] and
Coleman et al. [40] have performed DNS of fully developed supersonic channel flows
between cooled isothermal walls at several wall-cooling rates. In their work, they validate
Morkovin’s hypothesis, the van Driest transformation, and the Strong Reynolds Analogy
(SRA) for flows with significant wall-cooling. RANS-based turbulence models, on the other
hand, fail to accurately model the flow features induced by non-adiabatic walls with high
wall cooling rates, and thus require additional compressibility corrections to account for
the differences. However, most of these compressibility corrections only work in specific
cases, and they perform poorly when applied more generally [30].

One of the successful examples of RANS compressibility corrections is from Rumsey
[30], wherein many common compressibility corrections for the k−ω turbulence models in
hypersonic boundary-layer applications are tested; only Zeman’s [31] dilatation-dissipation
correction performs reasonably well at high-Mach-number for cold wall conditions. Rum-
sey also noted that the accuracy of the k − ω class of models declines at increasing Mach
number for cooled walls cases [30]. Rumsey also tested the k − ω SST turbulence model
using NASA’s CFL3D RANS solver on supersonic cases with adiabatic and non-adiabatic
walls, where he noted that adiabatic cases represented experimental data far better than
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non-adiabatic simulations [30]. Zhang et al. [2] also independently confirmed that the
implementation of Zeman’s [31] dilatation-dissipation correction works well in cooled-wall
cases despite a poorer prediction in the near wall region. Shellabarger conducted a study on
shock wave boundary layer interactions (SWBLI) on non-adiabatic flat plates and compres-
sion ramps by implementing analytical approaches in STAR-CCM+, and concluded that
the current models in STAR-CCM+ are capable of recreating the predicted asymptotic
trends in non-adiabatic wall scenarios [41].

A critical DNS database in validating solvers, turbulence models, and compressible
corrections in hypersonic conditions was recently created by Zhang et al., wherein high-
speed zero-pressure-gradient turbulent boundary layers over a flat plate were simulated for
a large range of Mach numbers and wall cooling rates [2]. The data is publicly accessible at
the NASA Turbulence Modelling Resource website [42]. Some validation studies conducted
in this study reference this extensive database.

Recently, Huang et al. [38] utilized Zhang et al.’s DNS database [2] to assess the
accuracy of various turbulence modelling assumptions in a flat plate turbulent boundary
layer under cooled-wall conditions, and showed that existing turbulence models provide
a good skin friction prediction — although the modelling error is more notable in the
transverse heat flux prediction compared to direct numerical simulations.

Thus, the applicability of current near-wall turbulence models in high-speed flows with
high-wall cooling rates is still questionable. Due to the increasing interest in this particular
field, there are likely disparities in the implementation of compressibility corrections for
near-wall turbulence models in commercial and open-source RANS solvers, particularly
for cooled-walled cases. Although direct, quantitative, and systematic comparisons of the
predictive capabilities of various codes are available in the open literature, many of these
comparisons focus on some salient aspect of the code (see e.g. [11, 12, 13, 14, 15]) and
mostly focus on low-speed flows. Fewer contributions have sought to benchmark CFD codes
at high-speed flow conditions; one recent example is by Hoste et al. [16]. Tangentially,
code comparison efforts also results from the Turbulence Model Benchmarking Working
Group from the American Institute of Aeronautics and Astronautics (AIAA). Others have
proposed a benchmarking framework targeting direct simulation Monte Carlo (DSMC)
code comparisons at hypersonic conditions [17]. More recently, work by Freno et al. [18]
have proposed a series of code-verification techniques, primarily directed towards non-
equilibrium thermodynamics in high-speed flows. Although these works provide valuable
insight into the capabilities of CFD solvers, they do not specifically address the challenges
in turbulent boundary layer predictions for complex flows.
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2.1.3 Conjugate Heat Transfer

An approach to simulating the complex thermal interaction between the wall and the
boundary layer is to couple the heat transfer at the solid-fluid interface and to simulta-
neously solve the Navier-Stokes equations for the fluid flow and the energy equation in
the solid. Currently, decoupled conjugate heat transfer simulations are often the standard
practice in modelling aerothermal heating. Although this presents an adequate approxi-
mation, it does not account for the true coupling observed in realistic CHT problems [43],
especially when transient effects are important.

However, the computational costs to truly couple the problems is expensive, because of
the vastly different timescales in the conductive heat transfer in the solid and the convective
heat transfer in the fluid. Thus, Ferrero et al. proposed hybrid models [8] using a “quasi-
stationary” state solver for steady flow problems, wherein the heat-conduction solver is
allowed to evolve alone at larger time-step until the wall temperature prediction is a specific
percent different to the temperature prediction in the previous iteration. After reaching this
threshold, both the heat-conduction and fluid solvers are advanced together at the same
time-step. This preserves the coupling between the solid and fluid solvers. Meanwhile, it
significantly reduces computational times, by taking advantage of the disparate timescales
of the solid and fluid domain.

Another novel approach to accelerating CHT problems is super-time-stepping. This
approach is prevalent in astrophysics problems and has recently been applied to hypersonic
CHT problems. Instead of checking the criterion for CFL stability at the end of each time-
step, an overall stability criterion is checked and maintained for N number of steps. This
accelerates explicit CHT simulations without a substantial loss of accuracy. However,
increasing the time steps between stability checks decreases the accuracy of the simulation
— an analogous to unconditionally implicit schemes [44].

Some multi-physics experiments have been conducted in high-speed flows. Ferrero
and D’Ambrosio conducted a critical solver experiment [8] and compared an unsteady
CHT RANS simulation of axisymmetric double cones at Mach 4.57 with experimental
results from the wind tunnel at the DLR in K oln, Germany. The CHT simulation results
showed good agreement with the experimental results, but the simulation showed strong
dependence on the boundary condition selection. Dechaumphai et al. conducted another
critical multi-physics experiment [45], consisting of a fluid-thermal-structural analysis of
a Mach 6.47 flow over a cylinder. These experimental studies (as well as other validation
studies conducted using these experiments [4, 46]) provide a source of validation for present
commercial and open-source solvers.

CHT has been validated for low speed flows using commercial solvers. For example,

8



Manna and Chakraborty simulated a low speed laminar flow over a flat plate and a tur-
bulent flow between two parallel plates using ANSYS FLUENT [47]. They observed good
match between the model and experimentals in terms of temperature and heat transfer
coefficients, validating the capability of CHT solvers in low speed flow.

However, the accuracy of commercial and open-source solvers for simulating high-speed
flows with CHT remains uncertain. Marineau et al. tested the CHT capability of the GASP
code and validated this commercial CFD solver for high-speed boundary layers, showing a
good match against experimental values for surface temperature and Stanton number [48].
However, the CHT was only validated for a nozzle flow, and did not validate the effects of
aerothermal heating.

Few studies deal with wall temperature predictions with a CHT analysis for high-speed
canonical problems. Ferrero et al. conducted a hypersonic CHT analysis for a homogeneous
hemisphere and double cone using a self-developed, loosely coupled high-speed CHT solver
[8]. Although the solver was successful, it has not been used to study more practical
engineering problems. Thermal prediction studies for high-speed vehicles with real-life
flight trajectories are fewer. For example, Chandra Murty et al. [4] conducted a CHT
analysis of a flight vehicle’s nose cone was conducted at Mach 4.59, using both fluid-solid
and solid-solid CHT coupling.
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Chapter 3

Theory of the RANS Methodology

3.1 Introduction

This chapter provides a systematic evaluation of the assumptions used in the Reynolds-
Averaged Navier-Stokes (RANS) solvers in the context of high-speed flows. RANS solvers
rely on turbulence modeling assumptions to approximate the turbulent stresses due to
the Reynolds or Favre decomposition. In addition to these modelled transport equations,
several other approximations are made to the RANS equations to reach the final implemen-
tation in commercial and open-source solvers. The validity of some of these simplifications
and analogies break down in certain scenarios, for example, hypersonic flows that are
characterized by large temperature gradients and shock-boundary layer interactions. The
Favre-averaged Navier-Stokes equations are first derived in full to understand all the im-
plicit assumptions in the solvers. This full derivation presents several additional terms
that result from the effects of turbulence, compressibility, or a combination of both. Some
terms are modelled using simplifications and analogies, and others are just ignored because
of their relative insignificance in the physics of the flow.
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3.2 Favre-Averaged Navier-Stokes Derivation

The unsteady, conservative form of the Navier-Stokes equations can be written as follows
[6, 49],

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.1)

∂

∂t
(ρui) +

∂

∂xj
(ρujui) = − ∂p

∂xi
+
∂τji
∂xj

(3.2)

∂

∂t

(
ρ

(
e+

1

2
uiui

))
+

∂

∂xj

(
ρuj

(
h+

1

2
uiui

))
=

∂

∂xj
(uiτij)−

∂qj
∂xj

(3.3)

p = ρRT (3.4)

where Equation (3.1) is the continuity, Equation (3.2) is the momentum, Equation (3.3)
is the energy equation, and Equation (3.4) is the equation of state. Equation (3.4) is the
ideal gas law because a key assumption at this stage is that the fluid is a calorically perfect
gas. Although the ideal gas law can be applied to high-speed flows, the approximation
fails when gas disassociation, ionization, or radiation-dominant effects must be considered
— usually past Mach 9.

e corresponds to the specific internal energy and h = e + p/ρ is the specific enthalpy.
τij is the viscous stress tensor given by,

τij = 2µsij + ζ
∂uk
∂xk

δij (3.5)

where sij is the strain rate tensor where a key assumption is that the fluid is Newtonian,
such that the viscous stress is linearly proportional to the velocity gradient. In the equation,
ζ = −2

3
µ, such that the deviatoric stress does not contribute to the mean normal force

when written in Einstein notation. This also invokes the Stokes hypothesis, which assumes
that the bulk viscosity of a Newtonian fluid is zero. Although this hypothesis is only
applicable for a monotomic gas, it works well for all gasses as long as the velocity gradient
is small; this is not the case for high Mach number flows and in shock-waves.

Another implication of a calorically perfect fluid is that the specific heat coefficients cv
and cp are constant. The calorically perfect assumption fails in the hypersonic regimes,
where the specific heat capacities vary with the local temperature of the flow. In such a
case, a thermally perfect assumption is more appropriate.
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The heat flux vector is found using Fourier’s law of conduction. Substituting thermal
diffusivity α = κ

ρcp
and the definition of the laminar Prandtl Number PrL = cpµ

κ
, we have:

qj = −κ ∂T
∂xj

= − µ

PrL

∂h

∂xj
(3.6)

Turbulence is introduced into the conservative forms of the equations using a Favre de-
composition approach,

φ = φ̃+ φ′′ (3.7)

where

φ̃ =
1

ρ
lim
T→∞

∫ t+T

t

ρ (X, τ)ui (X, τ) dτ (3.8)

is the mass-weighted average, and (·) is a Reynolds-averaged quantity. The following
decomposition approach is used [50],

ui = ũi + u′′i (3.9)

ρ = ρ+ ρ′ (3.10)

p = P + p′ (3.11)

h = h̃+ h′′ (3.12)

e = ẽ+ e′′ (3.13)

T = T̃ + T ′′ (3.14)

qj = qLj + q′j (3.15)

This derivation leads to the following Favre-averaged Navier-Stokes equations,

∂ρ

∂t
+

∂

∂xj
(ρũj) = 0 (3.16)

∂

∂t
(ρũi) +

∂

∂xj
(ρũiũj) = − ∂P

∂xj
+

∂

∂xj

(
τji + ρu′′ju

′′
i

)
(3.17)

∂

∂t

(
ρ

(
ẽ+

1

2
(ũiũi)

)
+
ρu′′i u

′′
i

2

)
+

∂

∂xj

(
ρũj

(
h̃+

ũiũi
2

)
+ ũj

ρu′′i u
′′
i

2

)
=

∂

∂xj

(
−qLj − ρu′′jh′′ + τjiu′′i − ρu′′j

1

2
u′′i u

′′
i

)
+

∂

∂xj

(
ũi
(
τij − ρu′′i u′′j

))
(3.18)
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P = ρRT̃ (3.19)

The resultant Favre decomposed equations introduces several additional terms that
have to either be modelled, simplified, or eliminated depending on their relative importance
to the physics of the flow. The most important of the new terms are defined as following
[50]. The Reynolds-stress is defined as,

ρτij = −ρu′′i u′′j (3.20)

the turbulent kinetic energy,

ρk =
1

2
ρu′′i u

′′
i (3.21)

and the turbulent heat flux,

qTj = ρu′′jh
′′ (3.22)

A new time derivative is introduced by substituting the definition of the turbulent kinetic
energy (Equation (3.21)) into Equation (3.18). Thus, another transport equation is derived
[50],

∂

∂t
(ρk) +

∂

∂xj
(ρũjk) = ρτij

∂ũi
∂xj
− ρε+

∂

∂xj

(
τjiu′′i − ρu′′j

1

2
u′′i u

′′
i − ρ′u′′j

)
− u′′i

∂P

∂xi
+ p′

∂u′′i
∂xi

(3.23)

where ε is the Favre-averaged dissipation rate,

ρε = τji
∂u′′i
xj

(3.24)

With these new definitions, the closure approximations are fully discussed in the next
section.

3.3 Closure Approximations in RANS codes

A majority of widely used turbulence models use one- or two-equation turbulence models.
Additional approximations are made to model the Reynolds stress and the turbulent heat-
flux. Each turbulence model uses its own unique method of closing the equations. However,
all turbulence models follow a set of general approximations. [50]. A few important
approximations are given below.
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3.3.1 Boussinesq Approximation

The Boussinesq approximation relates the Reynolds stress tensor to the mean velocity
gradient [51]. It is an extension of the shear stress wherein the effects of turbulence can
be modelled as a rise in the “effective viscosity” of the fluid [52]. This additional effective
viscosity due to turbulence is called the eddy viscosity, µT , and the Reynolds stress tensor
is calculated using the following relationship, directly extended from the incompressible
case,

ρτij ≡ −ρu′′i u′′j = 2µT

(
Sij −

1

3

∂ũk
∂xk

)
− 2

3
ρkδij (3.25)

where the eddy viscosity µT is calculated using a turbulence model (Spalart-Allmaras,
k − w, SST among others) [50].

3.3.2 Molecular Diffusion and Turbulent Transport

The molecular diffusion and turbulent transport terms in Equation (3.18) are modelled
together in a single model. A common approximation used is [53, 50],

τjiu′′i − ρu′′j
1

2
u′′i u

′′
i ≈

(
µ+

µT
σk

)
∂k

∂xj
(3.26)

where σk is a model-specific constant. For subsonic cases, these terms are ignored; in
high-speed flows, these terms are considered.

3.3.3 Dilatational Dissipation

The dissipation rate of turbulence energy can be split into two components, the solenoidal
dissipation and the dilatation dissipation,

ρε = ρεd + ρεs (3.27)

where,

ρεs = νρw′′i w
′′
i (3.28)

ρεd =
4

3
ν

(
ρ
∂u′′i
∂i

∂u′′i
∂i

)
(3.29)
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Huang [27] has shown that the dilatational dissipation is small or negligible in wall-bounded
flow, and thus compressibility corrections are not necessary. Some have introduced empir-
ical models for correcting the dilatational dissipation for hypersonic regimes, but they do
not tackle the physics of the problem, but rather they are simple corrections to the model
[54].

3.3.4 Pressure Dilatation

The pressure dilatation term in the turbulent transport equation appears as,

p′
∂u′′i
∂xi

It is the diffusion of turbulent energy caused by pressure fluctuations. Wilcox has stated
that “So little is known that it is simply ignored” when referring to pressure dilatation.
He goes on to mention that “Even less is known for compressible flows” [54]. Although
pressure fluctuations have little to no impact on incompressible and low speed flows, the
effects of this term may not be negligible in high-speed flows. Sarkar [55] and Zeman [31]
have developed models for pressure dilatation, but since they are not entirely derived from
compressible flow relations, they have not gained general acceptance. However, Huang has
shown that pressure dilatation is small in adiabatic and non-adiabatic supersonic flat-plate
cases [27], which gives a better case for ignoring this term.

3.3.5 Pressure Work

The pressure work appears in many forms throughout the derivation. For example u′′i
∂P
∂xj

and u′′i
∂P
∂xi

. It is the effect of turbulence on the work done by the fluid’s pressure on the
boundaries of a given control volume. Although different turbulence models model pressure
work differently, they are all empirically derived [56].

3.3.6 Compressibility Corrections

Additional empirical compressibility corrections are introduced into turbulence models
to account for the decrease in mixing-layer growth rate with increasing convective Mach
numbers. This dependence of the shear layer growth rate on the convective Mach number
has been confirmed and compiled for several experimental studies, resulting in the so-called
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Figure 3.1: Langley experimental curve [1].

Langley experimental curve plotted in Figure 3.1. These additional corrections are treated
in a case-by-case basis, depending on the type of turbulence model used [54].

3.3.7 Turbulent Heat Flux

The turbulent Prandtl Number is introduced to approximate the turbulent heat flux vector
qTj . The turbulent Prandtl Number is an extension of the classical Reynolds analogy, and
serves to link the turbulent momentum diffusivity to the turbulent thermal diffusivity.
There is an assumption made that the turbulent heat flux is proportional to the mean
temperature gradient [50, 2],

qTj = ρu′′jh
′′ =

µT cp
PrT

∂T̃

∂xj
=

µT
PrT

∂h̃

∂xj

where PrT is the turbulent Prandtl number. Equation (3.30) shows that turbulence models
like k−ω, k−ε, and SST only model the eddy viscosity µT . The heat flux is approximated
using the turbulent Prandtl number. A common rule of thumb is to use PrT = 0.9 [57], a
value that has been empirically confirmed. However, Wilcox has noted that wall-bounded
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heat transfer predictions can be improved by varying PrT throughout the boundary layer
[50] — a value of PrT = 0.5 being more appropriate for the outer edge of the boundary layer
[50]. The turbulent Prandtl Number extends from Morkovin’s hypothesis, and for cases
with highly non-adiabatic walls and in flows with high MaT , the validity of Morkovin’s
hypothesis is still not well understood due to the lack of experimental and numerical data
available. Thus, the implications of a constant turbulent Prandtl Number is investigated
herein in Section 3.5.

3.4 Turbulence and Thermodynamic Modelling

The compressible Favre-averaged Navier-Stokes equations are simplified using the mod-
elling approximations listed in Section 3.3. All the RANS solvers used in this study solve
the following equations,

∂ρ

∂t
+
∂ρũj
∂xj

= 0 (3.30)

∂ρũi
∂t

+
∂ρũiũj
∂xj

= − ∂p

∂xj
+
∂σij
∂xj

+
∂τij
∂xj

(3.31)

∂ρẼ

∂t
+
∂ρũiH̃

∂xj
=

∂

∂xj

(
σijũi + σiju′′i

)
− ∂

∂xj

(
qj + cpρu′′jT

′′ − ũiτij +
1

2
ρu′′i u

′′
i u
′′
j

)
(3.32)

where H̃ = Ẽ+p/ρ is the enthalpy, where Ẽ total internal energy which includes the inter-

nal energy, kinetic energy, and turbulent kinetic energy. Additionally, σij ≈ 2µ̃
(
Sij − 1

3
∂ũk
∂xk

δij

)
.

The overbars, f , correspond to a Reynolds-averaged quantities, while the tilde, f̃ corre-
spond to the Favre-averaged quantities, f̃ = ρf/f . The Reynolds fluctuations are denoted
by a single prime f ′ = f − f and the Favre fluctuations are denoted by double primes
f ′′ = f − f̃ .

In this thesis, the Menter’s k−ω SST model is used to model turbulence in all solvers.
It is a two-equation turbulence model that blends the k − ω and k − ε models [50]. The
terms associated with molecular diffusion and turbulent transport are solved by the k and
ω transport equations,

∂ρk

∂t
+

∂

∂xj

[
(ρujk − µ+ σkµt)

∂k

∂xj

]
= Pk − β∗ρkω (3.33)

∂ρω

∂t
+

∂

∂xj

[
(ρujωµ+ σωµt)

∂ω

∂xj

]
= Pω − βρω2 − ρσω2

1

ω

∂k

∂xi

∂ω

∂xi
(3.34)
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where Pk and Pω are production terms; σk and σω are model coefficients. Following a
Boussinesq approximation, the Reynolds stress is defined as:

τij ≡ −ρu′′i u′′j = 2µt

(
S̃ij −

1

3

∂ũk
∂xk

)
− 2

3
ρkδij (3.35)

where Sij is the mean velocity strain, k is the turbulent kinetic energy, and µt is the eddy
viscosity computed by the k − ω SST turbulence model,

µt =
ρa1k

max(a1ω, SF2)
(3.36)

where S =
√

2SijSij and F2 is the second blending function. The denominator of the
equation is the shear stress limiter [50].

The quantity qj = −κ ∂T
∂xj

is the heat flux, where κ is the thermal conductivity and T

is the temperature in absolute units. The turbulent heat flux term is modelled based on
the Reynolds analogy [53],

cpρu′′jT
′′ ≈ −cpµ̃t

Prt

∂T̃

∂xj
(3.37)

where Prt = 0.9 is the turbulent Prandtl number. The molecular viscosity is modelled
based on Sutherlands’s law in all the solvers used,

µ

µref
=

(
T

Tref

) 3
2
(
Tref + S

T + S

)
(3.38)

where µref = 1.716× 10−5, Tref = 273K, and Sµ = 111K [58].

3.5 Sensitivity of the Turbulent Prandtl Number

The sensitivity of “rule of thumb” quantities must be assessed to understand the implicit
assumptions in the derivation of the equations. For example, the turbulent Prandtl Number
for air is usually modelled as Prt = 0.9. This modelling assumption is investigated using
a flat plate case, simulated with heated walls in SU2 (an open-source RANS solver [57]),
and is compared to DNS measurements by Zhang et al [2]. Zhang [2] has conducted
DNS simulations of heated supersonic and hypersonic flat plate boundary layers, and the
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Figure 3.2: Turbulent Prandtl Number variation in DNS results compared to a constant
Turbulent Prandtl number assumed in current RANS solvers.

post-processed data for the paper are available online at the NASA Turbulence Modelling
Resource website [53].

The turbulent Prandtl numbers for the flows are plotted alongside the constant turbu-
lent Prandtl number assumed in current RANS solvers to note disparities. This is shown
in Figure 3.2. The y-values are normalized by the boundary layer thickness δ. The tur-
bulent Prandtl numbers in both the cooled and adiabatic wall cases both show significant
departure from PrT = 0.9. This brings up the question: does the wall-normal temperature
profile prediction improve by using an alternate turbulent Prandtl number.

The zero-pressure gradient flat-plate case is described in Figure 3.3, following a similar
format as the flat-plate validation cases provided by NASA [53].The SST model is solely
used for this study. The boundary and freestream values for the SST turbulence parameters
are set based on the recommendations in the original reference [56, 59]. The turbulence
inflow conditions are set based on recommendations by Rumsey [53]. More detailed setup
description is explained in Section 4.3.1.

Residuals for all RANS cases are converged to a value of 10−15. To compare the bound-
ary layer results from the simulations with the zero-pressure gradient DNS results from
Zhang, et al. [2], flow similarity is achieved by attaining a similar momentum thickness
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Figure 3.3: Flat plate case description.

Reynolds Number Reθ, defined as follows,

Reθ =
ρ∞U∞θ

µ∞

θ =

∫ ∞
0

ρ

ρ∞

u

U∞

(
1− u

U∞

)
dy

which is solved using a Python code. PrT values of 0.5, 0.7 and 0.9 are tested for a Mach
2.5 adiabtic wall case and a Mach 6 case with high wall heat transfer (Tw/Tr = 0.25).
These results are plotted in Figures 3.4 and 3.5. The changes due to varying PrT are
minimal. However, the decrease of PrT increases the error associated with the Mach 2
adiabatic wall case, but conversely qualitatively decreases the error with the Mach 6 high
wall heat transfer case. This may be explained due to the empirical nature of PrT = 0.9.
It may potentially work well in cases that are similar to ones used in its derivation, such
as the low-supersonic adiabatic case, but the value is not ideal when departing from these
conditions. In this case a hypersonic, highly cooled wall case.
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Figure 3.4: Effect of turbulent Prandtl number on the Mach and Temperature profiles at
the boundary layer for a Mach 2.5 zero-pressure gradient flat plate case with an adiabatic
wall.
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Figure 3.5: Effect of turbulent Prandtl number on the Mach and Temperature profiles at
the boundary layer a Mach 5.8 zero-pressure gradient flat plate case with high heat transfer
at the wall.
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Chapter 4

Error Quantification in CFD Solvers

4.1 Introduction

An optimal CHT simulation is predicated on an accurate estimation of the thermal and
velocity gradients at the wall. The state-of-the-art research surrounding models for com-
pressible, wall-bounded turbulent flow still fail in flows characterized by large density fluc-
tuations, shock waves, and high wall heat flux. All of these are flow conditions that a
real supersonic or hypersonic vehicle encounters [2]. Since a CHT simulation is run over
several additional iterations to couple the fluid solver with the solid conduction solver, any
inaccuracy in the fluid solver propagates into the solid solver and produces an inaccurate
prediction. This leads into a positive feedback loop of increasing error until convergence.
It is thus imperative to understand the errors resulting from the differences in the imple-
mentation of a specific turbulence model in CFD solvers.

To reduce the computational requirements, the Navier-Stokes equations are solved un-
der a Reynolds-averaging assumption. The un-closed terms resulting from the Reynolds
decomposition are approximated using well-established RANS-based turbulence models.
It is the most common approach employed to fluid simulations in engineering. Despite the
theoretical importance of the turbulence modeling assumptions, turbulence models used
within CFD solvers can differ in terms of numerical or algorithmic implementation. These
differences can result in discrepancies in the simulation. These discrepancies are less im-
portant than the selection of the turbulence model, but they remain non-negligible and
poorly reported for high-speed flows.

Currently, many commercial and open-source RANS-based CFD solvers are used for
high-speed flow modeling [60, 61], as well as institutional codes with similar capabilities
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such as the DLR-TAU [9] and CFL3D [10]. Although direct, quantitative, and system-
atic comparisons of the predictive capabilities of various codes are available in the open
literature, many of these comparisons focus on some specific aspect of the code (see e.g.
[11, 12, 13, 14, 15]) and most focus on low-speed flows. Except for the work by Hoste
et al. [16], few have benchmarked CFD codes for supersonic or hypersonic conditions.
Some attempted to compare numerical codes as part of the Turbulence Model Benchmark-
ing Working Group from the American Institute of Aeronautics and Astronautics (AIAA)
[62, 63]. Others proposed a benchmarking framework targeting direct simulation Monte
Carlo (DSMC) code comparisons at hypersonic conditions [17]. More recently, Freno et
al. [18] proposed a series of code-verification techniques, primarily for non-equilibrium
thermodynamics in high-speed flows. These works provide valuable insight into the capa-
bilities of numerical solvers, but they do not specifically address the challenges in turbulent
boundary layer predictions with complex aerothermal heating.

In this section, four well-established CFD codes are assessed based on their overall
capabilities for predicting key characteristics of the turbulent boundary layer under super-
sonic and hypersonic conditions with non-adiabatic walls. The objective is not to establish
the superiority of one solver over another, but to quantify the overall error and uncer-
tainty that can be attributed to the solver selection at these complex conditions. Two
open-source and two commercial RANS-solvers are compared, all of which use the classical
finite volume formulation of the compressible Navier-Stokes equations explained in Chap-
ter 2. The solvers considered are SU2 (open-source), rhoCentralFoam part of OpenFOAM
(open-source), ANSYS CFX (commercial), and Star-CCM+ (commercial). These codes
are used to simulate canonical turbulent boundary layer flows at super- and hypersonic
conditions. To facilitate comparison, the cases are simulated using the same turbulence
model with identical parameters.

4.2 Turbulent Boundary Layer Considerations

Various solvers are compared in this section, each with many physical and numerical models
to choose from. For this reason, certain important definitions and thermodynamic relations
are explicitly defined at the onset of this section for tractability. The thermal condition at
the wall is controlled in the test cases, which either involves specifying a fixed temperature,
or a fixed heat flux boundary condition. For a constant temperature wall condition, the wall
temperature is set based on the recovery temperature of the fluid Tr, which is equivalent
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to the adiabatic wall temperature Taw,

Taw = Tr = T∞

(
1 + r

γ − 1

2
M2
∞

)
(4.1)

where T∞ is the freestream temperature of the fluid, γ = 1.4 is the specific heat ratio,
and r is an empirical factor to account for the imperfect energy recovery. Although the
value of r varies with geometry and flow condition, r = 0.89 is used to stay consistent with
the NASA Turbulence Modelling Resource [53]. The non-dimensional wall temperature is
then calculated by normalizing the wall temperature with the recovery temperature Tw

Tr
,

where a value of 1 corresponds to an adiabatic wall, and values above or below unity values
represent a heated and cooled wall respectively. The results from the flat plate simulations
in this study are compared with the DNS results of Zhang et al. [2]. Flow similarity in
the simulation is achieved by attaining a similar momentum thickness Reynolds Number
as the DNS cases. This is a post-processed step that is computed using a script in Python
using VisIt and MATLAB libraries. RANS simulation results are compared at a certain
location downstream of the leading edge where the momentum thickness Reynolds Number
Reθ matches the DNS simulations. Reθ is defined as,

Reθ =
ρ∞u∞θ

µ∞
(4.2)

where θ is the momentum thickness,

θ =

∫ ∞
0

ρ

ρ∞

u

u∞

(
1− u

u∞

)
dy (4.3)

Three parameters are analyzed on the wall surface in this section, the coefficient of
pressure, the skin friction coefficient, and the wall heat flux. Shear stress and heat flux at
the wall are computed directly by the RANS solvers to avoid any errors associated with
post-processing. These values were manually verified from the result files a posteriori to
assure consistency. The coefficient of pressure and skin friction are defined as,

CP =
p− p∞
1
2
ρ∞u2

∞
(4.4)

Cf =
τw

1
2
ρ∞u2

∞
(4.5)

where τw is the wall shear stress. The heat flux at the wall is defined as qw = −κ
(
∂T
∂y

)
y=0

,

where κ is the thermal conductivity that is calculated using a constant Prandtl assumption
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(thus κ varies linearly with viscosity). The non-dimensional heat transfer at the wall is
determined using the Stanton number, which is the ratio of the heat transferred to the
fluid to the heat capacity of the fluid [64]. The Stanton Number indicates the effectiveness
of heat transfer to the fluid,

St =
h

ρ∞U2
∞cp

=
q

(Tw − T∞) ρ∞u2
∞cp

(4.6)

Alternatively, we can use the wall heat flux coefficient for comparison,

Ch =
qw

ρ∞cpu∞(Tr − Tw)
(4.7)

All simulations conducted in this study use air, considered as a calorically perfect gas.
The ideal gas law is used as the equation of state in all codes. The calorically perfect
assumption breaks down in hypersonic regimes, where the specific heat capacities vary
with the local temperature in the flow in addition to the emergence of real gas effects.
Thus, a thermally perfect assumption instead of a calorically perfect assumption is more
appropriate for these simulations. However, a calorically perfect assumption is explicitly
enforced across all the solvers to stay consistent with the DNS simulations conducted by
Zhang et al. [2]. The freestream pressure for all the RANS simulations conducted are
computed from the ideal gas law.

All solvers in this study use a low-Re modelling approach to resolve the viscous sub-
layer down to the wall. Menter’s k − ω SST model is used to model turbulence for all
solvers, since it is the most widely used turbulence model in high-speed applications [59].
The effects of thermal radiation are not accounted for in the current investigation to stay
consistent with the DNS studies [2].

4.3 Summary of Test Cases

Two test cases are systematically studied to assess the predictive capabilities of the four
selected solvers. The first case is a supersonic turbulent boundary layer flow over a cooled
flat plate; the second case is a supersonic flow over a cold-wall wedge. This section pro-
vides an overview of the cases, their geometry, and the type of flows that are simulated.
The supersonic flat plate simulations are compared to DNS data, while the results of the
supersonic wedge case are compared with each other.
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Figure 4.1: Schematic of the flat plate case.

4.3.1 Supersonic Flat Plate

The CFD solvers are compared on a high-speed flow turbulent boundary layer over a cooled
wall. Out of simplicity, we consider a zero-pressure gradient, flat plate boundary layer over
a fixed temperature cooled wall. A baseline is drawn by comparing the results of the
RANS solvers to the DNS results by Zhang et al. [2], whose results are representative of
operational conditions of the Mach 6 tunnel at Purdue University, USA. The domain for
the RANS simulations consists of a two-dimensional case, where a constant velocity flow
enters the inlet. Initially, a slip surface is setup ahead of the non-slip flat plate, allowing
the flow to adapt before the emergence of the turbulent boundary layer. The primary
dimensions of the computational domain are shown in Figure 4.1, which follows a similar
format to the non-adiabatic flat-plate simulations conducted by Rumsey [53].

The length of the flat plate is L = 2.0 m to achieve a Reynolds number comparable
to the DNS results. This also removes any influence of the outlet boundary on the results
in the interior domain of interest. The flat plate begins at x = 0.0 and has a lead-in
distance of 0.33 m to limit the influence of the inlet boundary condition. These dimensions
correspond to a non-dimensional domain size of Lx = 167 δ and Ly = 71.5 δ, with a lead-in
of Li = 23.6 δ, based on the boundary layer thickness at x = 1 m from the leading edge
(δ = 13.9 mm).

Table 4.1 summarizes the three condtions simulated. They are: (1) a Mach 2.5 flow
over an adiabatic wall (Tw/Tr = 1), (2) a Mach 5.86 flow with low/moderate heat transfer
at the wall (Tw/Tr = 0.76), and (3) a Mach 5.84 flow with high heat transfer at the wall
(Tw/Tr = 0.25). The heat transfer cases are studied using both a constant wall temperature
and heat flux boundary conditions.
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Table 4.1: Summary of test cases.

Test Cases
Freestream conditions

U∞ (m/s) T∞ (K) ρ∞ Tw (K) Tw/Tr
Mach 2.5 - No wall cooling 823.6 270.0 0.10 568.0 1.0
Mach 5.86 - Low wall cooling 870.4 55.0 0.043 300 0.76
Mach 5.84 - High wall cooling 869.1 55.2 0.044 97.5 0.25

Outlet

Inlet

Constant Temperature/Heat

Flux Wall
Symmetry

Plane0.00

1.00

-0.33 0.00 1.00

Farfield

15o

Figure 4.2: Wedge case description.

4.3.2 Supersonic Wedge

A supersonic wedge is considered to study a slightly more complex case with a pressure
gradient. The wedge has an angle of θw = 15 deg. Some numerical studies of supersonic
flows over a wedge have been conducted [65, 7], but no DNS simulation nor experimental
data is available for the non-adiabatic wall supersonic wedge case [32]. Thus, the results
of this test case cannot be assessed against a benchmark simulation. Instead, the variation
among the solvers is assessed for the supersonic wedge case. The case configuration is
shown in Figure 4.2. Similar to the flat plate boundary layer case, a symmetry (slip)
plane is added in front of the non-slip wall to avoid a separation zone at the corner. The
analytical solution to the adiabatic supersonic wedge oblique shock angle can be found in
the literature [5, 66]. Similar to the flat plate case, three simulations are conducted: (1) a
Mach 2.5 flow over an adiabatic wall, (2) a Mach 5 flow with low and (3) high heat transfer
at the wall. Both heat transfer cases are simulated with a constant temperature wall.
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4.4 Turbulence and Thermodynamic Modelling

The compressible Favre-averaged, Navier-Stokes equations (density-weighted RANS equa-
tions) are solved in all the solvers tested in this investigation. See Chapter 2.

The Prandtl number (Pr) is assumed to be constant and set to ∼ 0.71 in all solvers,
similar to the DNS simulations of Zhang et al. [2]. The fluid is assumed calorically
perfect and follows an ideal gas law to relate the pressure, density, and temperature. This
assumption is enforced despite its inaccuracy in the hypersonic regimes [5] to stay consistent
with the DNS simulations of Zhang et al. [2].

Since the fluid is assumed calorically perfect, the specific heats are independent of
temperature (for both constant pressure and volume) and thermodynamically related to
the specific heat ratio γ = cp/cv = 1.4 and the universal gas constant R = cp − cv.
The thermal conductivity, κ, is calculated using a constant Prandtl number such that the
conductivity varies with viscosity:

κ =
µcp
Pr

If a constant Prandtl number cannot be directly specified in the solver (e.g., in Star-CCM+,
ANSYS CFX, and rhoCentralFoam), the Sutherland’s law for thermal conductivity is used
instead,

κ

κref
=

(
T

Tref

) 3
2
(
Tref + Sκ
T + Sκ

)
(4.8)

where κref = 0.0241, Tref = 273K, and Sκ = 194K [58].

These modelling equations results in flows with Reynolds numbers ranging from Re =
5× 106 to 50× 106, depending on the test case simulated.

In general, most solvers use freestream conditions to set the initial and boundary cond-
tions of the flow. The isentropic relations are used in cases where stagnation conditions
are required instead,

p

pt
=

(
1 +

γ − 1

2
M2

) −γ
γ−1

(4.9)

T

Tt
=

(
1 +

γ − 1

2
M2

)−1

(4.10)

where pt is the total pressure and Tt is the total temperature.
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For coomparison, all solvers use Menter’s two-equation k − ω SST for the turbulence
modelling, also described in detail in Chapter 2. The turbulence intensity at the inlets is
I = 0.004% and the turbulence to laminar viscosity ratio is µt/µ = 0.009. These values
are set based on the supersonic validation test cases conducted by NASA [56], as well
as recommendations from Menter’s paper[56]. In cases where the turbulence intensity and
turbulence kinetic energy cannot be directly enforced, they are converted to their respective
turbulence kinetic energy k and turbulence specific dissipate rate ω values using,

k =
3

2
(I|uref |)2 (4.11)

ω =
k0.5

C0.25
µ L

(4.12)

where Cµ = 0.09 is a constant, and L is the reference length scale, in this case, the boundary
layer thickness δ.

4.5 Code Descriptions

This investigation compares two open-source and two commercial RANS-based CFD solvers
that are based on a classical finite volume formulation of the compressible Navier-Stokes
equations. The solvers considered are SU2 (open-source), rhoCentralFoam part of Open-
FOAM (open-source), ANSYS CFX (commercial), and Star-CCM+ (commercial). These
solvers compare a variety of steady-state, transient, pressure-based, and density-based ap-
proaches. The numerical schemes for all solvers are chosen to be as consistent as possible.
However, this is not true in many cases – for example, due to the lack of implementation of
a specific numerical scheme in one of the solvers. In these cases, the code documentation’s
recommended numerical scheme for supersonic and hypersonic regimes is followed. A brief
description of the codes and their respective numerical schemes used in study are detailed
below.

SU2

The Stanford University Unstructured (SU2) software is an open-source, density-based
RANS solver developed specifically for simulating compressible, turbulent flows in typi-
cal aerospace engineering applications [61]. In a density-based solver, the equations for
continuity, momentum, and energy are solved, and the pressure is later obtained using an
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equation of state. SU2 has been previously used for boundary layer analysis in high-speed
flows [16, 67, 68], although a vast majority of scientific studies conducted with SU2 are still
limited to low-supersonic conditions. In the present study, the 2-D steady-state simulations
are conducted using SU2 v7.0.3 “Blackbird”.

SU2 solves the compressible, conservative form of the Navier-Stokes equations using a
vertex-centered scheme. Several numerical schemes have been implemented in SU2. The
SU2 documentation recommends the use of the Roe convection scheme for its superior
results in low and moderate supersonic flows, and is thus used in the present study. A
Monotonic Upwind Scheme for Conservation Laws (MUSCL) reconstruction is then used
to get second order accuracy. Unfortunately, the Roe scheme has been shown to produce
non-physical results in hypersonic flows and in the presence of strong shock waves [69]. In
these cases, the 2nd order JST scheme is used instead for the hypersonic test cases (Mach
∼ 5.8) due to its greater stability in high-speed flows — albeit at a greater computational
cost and increased dissipation. In SU2, the turbulent variables are convected using a first-
order scalar upwind method, and the viscous fluxes are calculated using the weighted least
squares method.

rhoCentralFOAM

Within the OpenFOAM framework, rhoCentralFoam is a transient, density-based, com-
pressible RANS code. It has been validated for high-speed inviscid flows [70] and other
complex aerospace flows [71]. However, rhoCentralFoam’s accuracy in supersonic and hy-
personic turbulent boundary layers has yet to be determined. The present study uses the
OpenFOAM v7 solver suite to run 3-D unsteady simulations for the test cases described
in Section 4.3.1.

rhoCentralFoam uses a cell-centered approach to solve the unsteady form of the com-
pressible conservative Navier-Stokes equations. The numerical fluxes are solved using a
central scheme proposed by Kurganov and Tadmor [72, 73, 74], and a flux limiter func-
tion is used to switch between low and high order schemes. Since rhoCentralFoam uses
a cell-centered approach, a van Leer limiter function is used for the interpolation of all
flow variables across a cell face. This has been shown to provide the best balance between
performance and solution accuracy [70]. The Gauss linear scheme is used to discretize the
gradient and divergence terms of the Navier-Stokes equations, while a corrected version of
the Gauss linear scheme is used to discretize the Laplacian term. The local Euler scheme
is first used to accelerate the simulation to a pseudo steady-state result, and the Euler
implicit scheme is used for time integration.
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ANSYS CFX

ANSYS CFX is a fully coupled pressure-based solver created by ANSYS. In a coupled
pressure-based solver, the coupled momentum and pressure-corrected continuity equations
are solved together, and the energy and turbulence equations are later solved using a decou-
pled approach. It uses vertex-centered method to solve the compressible conservative form
of the Navier-Stokes equations. Several high-speed flows have been simulated successfully
using ANSYS CFX in prior studies [75, 76]. In this study, 3-D steady-state simulations
are conducted using ANSYS version 2019 R3 [77].

ANSYS CFX uses a high-order advection scheme that automatically blends from a
second order to a first order scheme in the presence of shocks [77]. The total enthalphy
form of the energy equation (Equation 3.32 is solved by selecting the Total Energy model
in the solver. This option also includes the contribution of viscous work terms. Since CFX
is a pressure-based solver, the High-Resolution Rhie Chow algorithm is used for pressure
interpolation. The turbulent equations are solved using a first-order upwind method, and
the high-speed compressible wall heat transfer model is enabled.

A few additional parameters are also enabled to help with turbulent energy convergence,
as recommended by the solver documentation for high-speed flows [77]. The expert param-
eter tefnumerics is set to a value of 1, and maxcontinuityloops is set to a value of 2.
Compressibility Control with the High-Speed Numerics options is also enabled, as per
the recommendation in the CFX user guide for the SST turbulence model for convergence
in regions of very high gradients [77].

Star-CCM+

Star-CCM+ is a commercially available multiphysics code made by the Siemens Product
Lifecycle Management Software Inc. and is widely used in the aerospace community [60].
More particularly, it has been used in several supersonic and hypersonic flow studies [41,
78, 79]. Herein, 2-D steady-state simulations are conducted using Star-CCM+ version
2020.2.

Star-CCM+ uses a density-based solver to solve the compressible, conservative form
of the Navier Stokes equation with a cell-centered approach. Several numerical schemes
are available in Star-CCM+. In this study, the Liou’s second order AUSM+ flux vector
splitting scheme, recommended by Star-CCM+ for cases of high Mach number [60], is used
to calculate the numerical fluxes. The Bi-Conjugate Gradient method is used to solve
the system of linear equations, and the gradient model used in this study is the Hybrid
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Gauss Least Squares approach. Third-order accuracy is then achieved using MUSCL re-
construction when permissible, since convergence issues and non-physical oscillations are
experienced for the hypersonic test cases using a third-order accurate scheme.

Unlike the other solvers, Star-CCM+ also allows the use of certain compressibility
correction models to potentially improve the accuracy of the simulation. However, most
compressibility corrections are empirically derived, and thus perform poorly when applied
in a general context [30]. In this study, the applicability of Sarkar’s dilatational dissipation
compressibility correction [55] in highly non-adiabatic flows is explored. With Sarkar’s
compressibility correction enabled, the coefficients β and β∗ in Equation (3.33) are replaced
by βcomp and β∗comp,

βcomp = β − β∗ζ∗F (Mt) (4.13)

β∗comp = β∗ [1 + ζ∗F (Mt)] (4.14)

where ζ∗ is a model coefficient, and F (Mt) = max
(

0,M2
t −

(
1
4

)2
)

is the compressibility

function, based on the turbulent Mach number Mt [60]. All Star-CCM+ simulations are
also conducted with Durbin’s Realizability constraint enabled, where the eddy viscosity in
the k − ω SST model is instead calculated as,

µt = ρk min

(
1

max (ω/a1, (SF2)/a1)
,
CT√
3S

)
(4.15)

where CT is another model coefficient. This follows from the recommendations by the
Star-CCM+ documentation [60].

4.6 Simulation Domain and Meshing

2-D and 3-D structured meshes of the flat plate and wedge configuration are created using
Pointwise and OpenFOAM’s blockMesh utility. A 3-D mesh is used in OpenFOAM and
ANSYS CFX simulations due to the solvers’ inability to use a truly two-dimensional mesh;
in the present 3-D cases, only one cell is used in the z-direction. The mesh is refined at the
wall for a Y + < 1 to use the high-resolution turbulence model of the k−ω SST model. The
maximum Y + across all simulations and over all the computational domain is Y + = 0.4.
The cell-to-cell expansion ratio at the bottom of the domain is 1.1201. The mesh is also
refined in the x-direction at x = 0 m to properly capture the complex flow characteristics
at the leading edge of the flat plate and the wedge. The cell-to-cell expansion ratio in the
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Figure 4.3: Flat plate mesh configuration.

Figure 4.4: Wedge mesh configuration.

streamwise direction at x = 0.00 is 1.02234. Figures 4.3 and 4.4 show the meshes used in
the flat plate and wedge configuration respectively. A grid dependence study shows good
independence of solution from grid sizing and convergence of solution results 4.5.

4.6.1 Boundary Conditions

Every solver has its own “best-practice” for declaring domain boundary conditions for
high-speed flows. Table 4.2 shows the boundary conditions used across all the four solver
suites. The specific terminology used in each solver is adopted for clarity. For additional
information on the implementation of these boundary conditions, the reader should consult
the user guides for these codes [80, 77, 81, 60].

4.6.2 Solution Validation

A brief check is conducted to ensure valid solver results. This includs an examination of
the convergence behavior and statistics, and the independence of the mesh on the solver
results.
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Table 4.2: Boundary Conditions Comparison

Solver Suite
Domain Boundary Conditions

Inlet Outlet Symmetry Farfield Wall
Front/

Back (3D)

SU2
Supersonic

Inlet
Outlet Symmetry Outlet No-slip -

OpenFOAM
Fixed
Value

Zero
Gradient

Symmetry
Plane

Zero
Gradient

No-slip Empty

ANSYS CFX
Inlet

(Supersonic)
Outlet

(Supersonic)
Symmetry Symmetry No-slip Symmetry

Star-CCM+ Freestream
Pressure
Outlet

Symmetry Freesteam No-slip -

Convergence

Due to the inherent differences in the algorithmic and physical model, each solver has
its own ’best-practice’ to maintain stability and achieve steady-state convergence. The
classical Courant–Friedrichs–Lewy (CFL) convergence condition needs to be satisfied to
maintain numerical stability for explicit time integration schemes. The CFL condition is
defined as,

Co =
c∆t

∆x
≤ Comax (4.16)

where c is the speed of sound, ∆t is the time step, ∆x is the smallest grid element length,
and Co is the Courant Number. Although explicit solvers need to stay under the CFL
limit of 1, implicit solvers can be accelerated by using a CFL limit much greater than
unity because they are unconditionally stable. In Star-CCM+, SU2, and ANSYS CFX, a
Courant Number ramp is used to speed up convergence because they are all implicit solvers.
The solvers are initially run at a CFL limit of 0.2− 0.7 during the first few iteration steps,
and later ramping up to a CFL limit of 5, 30, and 100 over thousands of iteration steps.

ANSYS CFX does not allow the definition of an explicit CFL number limit, and in-
stead uses of a local time scale factor for convergence acceleration. CFX simulations are
conducted using a local timescale factor of 5 until convergence, and then restart with a
physical timescale of 0.0008s, as recommended in the CFX user guide [77].

Since rhoCentralFoam is a transient solver that uses a central scheme, it is thus limited
by the Co ≤ 0.5 condition unique to central schemes [74]. rhoCentralFoam simulations

34



are run using a constant Courant number of Co = 0.4.

The convergence of the simulation is assessed in the following three ways:

1. Numerical Residuals - The maximum normalized residuals for all three solvers
settled below 1× 10−7 for velocity, temperature, and turbulence quantities. In SU2,
the flat plate RMS residuals are below 1 × 10−11, and in Star-CCM+ and ANSYS
CFX, the RMS residuals are below 1×10−9. The RMS residual target for each time-
step for OpenFOAM was set as 1×10−13. The time-averaging process for OpenFOAM
was conducted over 2000 iteration steps.

2. Solution Imbalances - Mass, momentum and energy must be conserved through the
simulation domain. The difference between the inlet mass flow and outlet mass flow
must be balanced when reaching convergence (similarly for momentum and energy).
This is quantified by writing solution imbalances during run-time in the execution
windows for all the solvers tested.

3. Stability of Quantities - No oscillations are observed with the coefficient of drag,
wall heat transfer rate, and coefficient of pressure values while reaching convergence.
This was a qualitative assessment, conducted for SU2 by plotting the surface-average
quantity history in the post-processing step. Similarly, real-time plotting of the
performance parameters were done on ANSYS CFX and Star-CCM+. The stability
of performance parameters for OpenFOAM was qualitatively assessed by probing the
point of interest in paraFOAM and noting the maximum variation between time steps.

Grid Independence

A grid-independence study is conducted to understand the influence of grid size on the
result. The coarsity of grids is by calculated using the following relationship,

N = 2nm+ 1 (4.17)

where N is the number of mesh elements in a given coordinate direction, n is the number
of “levels” of mesh refinement, and m is a pre-determined integer that can differ in each
coordinate [82]. In this case, n = 0, 1, 2, 3 and mx = 34 and my = 24. Table 4.3 shows the
statistics of the meshes used in the grid-independence study. The grid independence checks
are conducted on SU2 using a Mach 5 flow, with a constant temperature wall boundary
condition set at the recovery temperature of the fluid (Tw/Tr = 1).
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Table 4.3: Flat Plate Mesh Statistics
Mesh Ny Nx Total Elements Max. Y +

Very Coarse 25 35 875 7
Coarse 49 69 3381 3
Medium 97 137 13,289 0.4
Fine 193 273 52,689 0.2
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Figure 4.5: Flat plate grid convergence study

Figure 4.5 shows the computed normalized wall-normal velocity and temperature pro-
files for increasing mesh resolution. Also included is the Stanton number at the constant-
temperature wall. The results converge towards the fine mesh. The medium mesh with
135× 97 elements is used in the present study, and is considered grid-independent.

4.7 Discussion

This section presents the comparison of the four codes used in this study. The RANS codes
are first compared to the mean quantities of equivalent DNS studies. Finally, the codes
are compared with each other to quantify the variation between them, for both constant
temperature wall and constant wall heat flux conditions.
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4.7.1 Solver Accuracy

The commercial and open-source RANS solvers in the study are first assessed on their
general ability to accurately capture the boundary layer and wall parameters in high-speed
cold-wall flows. A similar study was conducted by Huang et al. [38] in 2019 with greater
emphasis on the turbulence model’s ability to accurately capture the turbulence statistics
near the wall. Conversely, this study emphasizes the error assessment among the solvers
to simulate cold-wall, high-speed turbulent boundary layer flows. The wall-normal profiles
are extracted at x = 0.45 to achieve a similar momentum thickness Reynolds number
(Reθ) as the DNS simulation, and in this case, Reθ = 4845. Reθ was calculated in the
post-processing step using Equation (4.2).

Figure A1 shows the normalized wall-normal velocity, temperature, and density con-
tours for a Mach 2.5 zero-pressure gradient flat plate case, with no wall cooling. The veloc-
ity magnitude, temperature, and density are normalized using freestream values. Overall,
all the tested solvers display reasonable agreement with the DNS results. Even in a low-
supersonic, no-wall cooling scenario, the wall-normal temperature profile is over-estimated
in all codes in the near-wall region (y/δ ∼ 0.1). This may be due to an over-prediction of
the eddy viscosity very close to the wall, which results in more thermal diffusion through
the boundary layer. Figure A4 shows the coefficient of pressure, coefficient of drag, and the
Stanton number for the Mach 2 case with no wall cooling. Although a constant wall tem-
perature boundary condition was enforced based on the wall-to-recovery temperature of
the fluid Tw/Taw = 1, the temperature of the fluid behind the shock wave differs slightly
from the freestream temperature of fluid T∞, resulting in a non-zero heat flux computed
at the wall.

Similar agreement is shown in Figure A2 for a Mach 5.86 case with low wall cooling.
Note that the effect of an increased Mach number and a slightly non-adiabatic wall has a
minor effect on the accuracy of the results. Figure A3 shows the wall-normal profiles for a
Mach 5.84 case with a high wall cooling case.

All of the codes deal with the large thermal gradient similarly, and none of them are
able to accurately capture the boundary layer. Particularly, the thermal boundary layer
is grossly over-estimated throughout the boundary layer; see Figure 4.6. The maximum
temperature in the viscous sub-layer, at y = 0.0002 (y/δ = 0.1), is also over-predicted by a
significant margin. The thermal diffusion in the boundary layer is far greater in the RANS
codes as compared to the DNS simulation. The maximum normalized wall distance for the
mesh in this simulation is Y + = 0.4, and further simulations with lower Y + values have
shown to improve this disparity; however, the impact is only marginal.

Figures A5 and A6 show the wall quantities for the Mach 6 cases with low and high wall

37



Figure 4.6: Normalized thermal boundary layer for with constant wall temperature bound-
ary condition, compared to DNS simulations of Zhang et al. [2]. The thermal boundary
layer is captured less accurately with increasing Mach number, as shown by the red arrow.

cooling respectively. The DNS results for the Stanton numbers are also plotted therein.
The Stanton numbers computed for all the solvers tested show similar prediction to the
DNS, even in highly non-adiabatic wall cases. This supports similar results obtained by
Huang et al [38]. The effect of Sarkar’s compressibility correction (a default correction
applied by Star-CCM+) is shown in these figures as dotted lines, which shows superior
prediction in the wall heat flux in the low-wall cooling case. However, the compressibility
correction performs poorly for the highly-cooled wall scenario. This could result from an
under-prediction of turbulence dissipation introduced by the limiter function based on the
turbulent Mach number; see Equation (4.13) and (4.14).

4.7.2 Solver Comparison

The codes are subsequently compared against each other to quantify the average variation
among them. They are also compared in terms of key performance parameters, such as the
coefficients of pressure, coefficient of drag, and the heat transfer at the wall. The codes are
first compared on a fixed wall temperature case, and then on a case with a fixed wall-heat
flux.
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Constant Temperature Wall

The difference between the solvers in the boundary layer performance parameters is com-
puted. The wall-normal velocity, density, and temperature profiles are integrated from the
bottom wall to 95% of the boundary layer thickness for all solvers. The integrated wall-
normal values is averaged among the four solvers. The average and maximum percentage
difference between the solvers is computed. The solver variation metrics are computed as
follows,

Avg. Relative =

∑4
n=1

(∣∣∣∑4
n=1 F̄n

4
− F̄n

∣∣∣)∑4
n=1 F̄i

× 100% (4.18)

Max. Absolute = max
(∣∣F̄i − F̄j∣∣) i 6= j (4.19)

Max. Relative =
max

(∣∣F̄i − F̄j∣∣)∑4
n=1 F̄n

× 100% i 6= j (4.20)

where n represents the solver index (ranging from 1 to 4, since the study compares four
solvers), and F is an arbitrary wall-normal property that is numerically integrated through
the boundary layer,

F̄n =

∫ y=δ

y=0

Fn(y)dy (4.21)

A similar approach is taken for the coefficient of pressure, skin-friction coefficient, and
the Stanton number. However, it is integrated along the surface of the wall instead. The
effects from the leading edge of the flat plate and the domain outlet are omitted in the solver
variation calculations. The omitted regions are displayed as dark grey boxes in Figures
A4, A5, and A6. These values are tabulated in Table 4.4 for the constant temperature
wall flat plate cases. Note that the numerical values of the maximum absolute variation
using this method are only used as a numerical tool to compare absolute values across
solvers. Furthermore, the variation calculated using this method is subject to the bounds of
integration, i.e. the calculated variation becomes smaller as the integrated length increases.

Figures A1, A2, and A3 shows that the solver variation in the wall-normal velocity,
pressure, and density profiles for a constant temperature wall are relatively small, regard-
less of wall-cooling rates or Mach number. All the solvers tested produce similar results,
confirming that the essential physics in the near-wall region of cold-wall supersonic bound-
ary layer flows are adequately captured in all codes. It is noted that pressure-based solvers
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(ANSYS CFX) and density-based solvers do not display any significant difference even at
these extreme regimes. Particularly, rhoCentralFoam, deviates the most from the other
solvers in the study. Furthermore, unlike the other codes, rhoCentralFoam has little in-
formation on solver setup in high-speed flows, and a more optimal simulation setup may
produce less deviation.

Variation near the wall in the viscous sublayer is largely more important than variation
in the outer region of the boundary layer because most wall values and performance param-
eters are computed based on the first few grid elements close to the wall. Star-CCM+ dis-
plays one such deviation through an over-prediction of temperature in the viscous sublayer
for the Mach ∼6 high wall cooling case (Figure A3), which is important to the calculation
of the wall heat flux. Key performance parameters such as the coefficient of pressure (CP ),
coefficient of skin-friction drag (Cf ), and the Stanton Number (St) are plotted along the
flat plate wall in Figures A4, A5, and A6 for the Mach 2.5 case, and ∼Mach 6 cases with
low wall cooling and high wall cooling cases, respectively. As expected, the performance
parameters calculated near the leading edge of the flat plate shows significant variation
between the codes, and the variation becomes increasingly apparent with increased Mach
numbers. Similar to the wall-normal properties, the pressure and skin-friction coefficient
values predicted across the four solvers show relatively little variation for the majority of
the plate. The Stanton number, and by extension, the solver-computed heat flux at the
wall, qualitatively shows the most variation, shown more clearly in Figure 4.7. The de-
viation between the Sarkar’s compressibility corrected values and the other solver results
increases significantly with increased Mach number and wall heat flux.

The variation in the integrated wall-normal profiles and performance parameters for
the constant temperature are quantified using Equations (4.18), (4.19), and (4.20) and
are tabulated in Table 4.4. Average variation between the solvers is around 2% − 4%.
The maximum relative variation between the integrated profiles however is much larger
- as much as ∼ 13% for the normalized density profiles. However, the large average and
maximum relative variations in the Stanton number for the Mach 2.5 case are artifacts
of calculating relative changes close to zero because the heat flux for this test case tends
towards zero. A more direct comparison can be attained by comparing the absolute values
of these integrated variations, listed in Table 4.4 as “Max. Abs.” variations. Although
these numbers do not have a physical interpretation, it can be used as an important
tool for comparing the variation in the wall-normal profiles for each test case, where the
temperature variation in the boundary layer holds the largest absolute variation for all the
test cases. This can be partly explained by the integration bounds of the quantification
approach (95% of boundary layer thickness) because the Prandtl number for the simulations
are 0.71 — meaning the thermal boundary layer is larger than the velocity boundary layer.
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Figure 4.7: Solver comparison of normalized wall heat flux along the surface of the plate.
The dotted line is Sarkar’s compressibility correction. The red triangle represents DNS
simulation results from Zhang et al. [2].

The absolute variation also shows a general trend - an increase in Mach number de-
creases the solver variation, displayed by a drop in average and maximum variation between
the Mach 2.5 and Mach 5.86 simulation, and increasing wall cooling rates increases the max-
imum absolute variation between the solvers. However, three data points are not enough
to confirm this trend, and a deeper investigation is needed to correlate Mach number and
non-adiabatic wall effects on solver variation.

Figures B1, B2, and B3 show similar results for the supersonic wedge cases. In these
test cases, the flow properties are declared identical to those in the flat plate test cases,
and the only difference between them is geometry. The results of rhoCentralFoam are
omitted from the wedge plots and solver variation calculations because of instabilities and
convergence issues, partly due to the lack of available resources to optimally configure a
case setup for hypersonic flows. All the solvers are compared at x = 0.5 for the wedge case.
The average integrated variation in the solvers is similar to the flat plate case, at around
2% to 5% (see Table B1). The supersonic wedge case results show that the maximum
variation between the wall-normal profiles is generally reduced when compared to the flat
plate cases. On the other hand, the wall quantities like coefficient of pressure, coefficient
of skin friction, and wall-heat flux, in general, vary more than their flat plate counterparts.
Another interesting observation is that the same trend as in the flat plate case appears
here in the wedge case results as well: in general, an increase in Mach number decreases
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Table 4.4: Solver variation for a boundary layer on a flat plate with a constant temperature
wall.

Prop.
Mach 2.5
Tw/Taw = 1

Mach 5.86
Tw/Taw = 0.75

Mach 5.84
Tw/Taw = 0.25

Max.
Abs.

Max.
Rel.

Avg.
Rel.

Max.
Abs.

Max.
Rel.

Avg.
Rel.

Max.
Abs.

Max.
Rel.

Avg.
Rel.

U/U∞ 4.20e-3 12.64% 3.89% 1.82e-3 13.09% 4.27% 3.27e-3 12.31% 3.36%
ρ/ρ∞ 4.34e-3 13.09% 4.09% 1.34e-3 14.16% 6.76% 3.36e-3 12.51% 3.45%
T/T∞ 4.75e-3 12.75% 4.00% 5.10e-3 10.89% 4.26% 3.45e-3 11.08% 2.90%
cP 1.28e-2 3.4% 1.15% 2.17e-3 4.06% 1.50% 2.7e-3 5.18% 1.68%
cf 7.87e-5 2.46% 0.9% 7.98e-5 6.31% 1.73% 1.36e-4 8.21% 2.52%
St 1.67e-8 69.6% 27.00% 2.76e-8 8.73% 2.37% 9.15e-7 11.68% 3.09%

solver variation, and an increasing wall cooling rates increases the variation between the
solvers. Once again, these results are not conducive enough to claim a correlation between
Mach number and wall cooling effects on solver variation, and a deeper investigation is
needed in a later study.

Constant Wall Heat Flux

A complementary study to Section 4.7.2 is conducted with a constant heat flux boundary
condition enforced at the wall to observe any notable changes in the variation of the
solvers. The physics, model, and numerical definitions are reused from each of the ∼Mach
6 constant temperature wall cases, with the exception of a constant heat flux boundary
condition at the wall. Cases for heat flux values of qw = −2500 W

m2 and qw = −10, 000 W
m2

are run across all the solvers, for both the flat plate and wedge cases, corresponding to a
Stanton number of approximately St = 3 × 10−7 and St = 7 × 10−6 respectively. All the
solvers are compared at x = 0.5 for both the low and high wall cooling cases. Solution
divergence was prevalent in rhoCentralFoam when a constant heat flux wall boundary
condition was enforced. This is because rhoCentalFoam does not have the ability to
clip variables when experiencing negative temperatures and densities (common during the
first few iteration steps). For this reason, the rhoCentralFoam simulation is run using
a constant temperature wall condition until convergence, and the simulation is restarted
with a constant heat flux boundary condition. However, rhoCentralFoam did not converge
to a valid result for the qw = −10, 000W/m2 case, and is thus omitted in the plots and
solver variation comparison.
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Figure 4.8: Influence of wall boundary condition treatment on solver variation at Mach 6.
The dotted line shows Sarkar’s compressibility correction failing siginificantly for highly
non-adiabatic walls, also producing non-physical values (red box).

Figures C1 and C2 show the normalized wall-normal velocity, temperature, and density
profiles for a complementary constant heat flux condition. The thermal and density profile
in the viscous sublayer in both these cases vary significantly (y/δ ≈ 0.01). This variation
is important in real-world engineering cases because minor differences in near-wall flow
properties will have a significant impact on the predicted performance parameters. Figures
C3 and C4 confirm this, where it is visually apparent that the solver variation using a heat
flux boundary condition is greater than the equivalent constant temperature wall cases,
particularly with the wall temperature (shown more clearly in Figure 4.8). Similar to
the constant temperature wall cases, Sarkar’s compressibility correction in Star-CCM+
fails in the qw = −10, 000W/m2 case and produces non-physical temperatures (see Figure
4.8). This follows the trend that Sarkar’s compressibility correction fails progressively for
increasingly cooled walls.

Using a similar approach to the previous section, the variation between the solvers for
a constant heat flux boundary condition is quantified in Table C1 using Equations 4.20,
4.18, and 4.19. Quantitatively, the solver variation is generally much higher than the Mach
∼ 6 constant temperature wall cases for both the wall-normal profiles and wall perfor-
mance parameters. As noted in the constant temperature wall cases, the solver variation
increases with increasingly cooled walls in a constant heat flux boundary condition, shown
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Figure 4.9: A graphical representation of the computed solver variation using Equations
(4.18), (4.19) and (4.20). Solver variation generally increases with a constant heat flux
wall B.C. as compared to a constant temperature wall B.C.

graphically in Figure 4.9. Particularly, there is a significant variation in wall temperature
predictions when compared to other wall quantities, which increases with increased heat
flux. The large variation in wall temperatures may arise from the computation and mod-
elling of turbulent heat flux close to the wall. The Boussinesq approximation commonly
employed to calculate the mean heat flux q has been known to fail near the wall, and RANS
solvers typically deal with its near-wall computation uniquely [60]. The variation in the
implementation of near-wall turbulent heat flux wall models and blending functions may
be the cause for the disparity.
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Chapter 5

Internal Heating in Vehicles Using
CHT Analysis

5.1 Introduction

High-speed aerospace vehicles experience significant aerodynamic heating in the atmo-
sphere. Simulating the thermal evolution of the aerodynamic surfaces becomes an integral
step in developing thermal protection systems for high-speed vehicles. This is also predi-
cated on accurately modelling the turbulent boundary layer.

A boundary condition must be defined at the wall in wall-bounded RANS simulations.
Usually, an adiabatic (zero heat flux), constant temperature, or constant heat flux bound-
ary condition is specified at the wall. Consequently, this has also been the approach used
in the study thus far. The shortcoming of this approach is that the thermal analysis of the
surface cannot be conducted: since the thermal condition of the surface is pre-determined
and is user-defined, the resultant wall temperature from aerothermal heating cannot be de-
termined. Furthermore, this approach discounts the highly coupled nature of the problem
— the solid surface heats up from aerothermal heating, and the heated solid surface re-
leases some of this heat back into the fluid, affecting the heat transfer rate, and so on. The
analysis of aerothermal heating is thus a coupled heat transfer problem, with a solid-fluid
interface at the wall, known in literature as a Conjugate Heat Transfer (CHT) problem [8].

In addition to aerothermal heating, the thermal prediction at the surface of a high-speed
object will also be affected by the heat loads present within the object. These additional
heat loads may present themselves in the form of a heat source like the propulsion system,
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or a heat sink like an active cooling design. As detailed in Chapter 4, the inclusion of a
highly non-adiabatic wall condition drastically alters the thermal and momentum boundary
layer when compared to an adiabatic wall case. It thus becomes crucial to model internal
heating and assess its impact on the thermal boundary layer.

This chapter first outlines the basic theory behind CHT analysis and its implementa-
tion in CFD codes. Commercial and open-source CFD codes are then validated against
experiments to confirm their applicability in high-speed turbulent flows. Finally, the effects
of internal heating on the external aerodynamics of a simplistic hypersonic vehicle fuselage
are discussed.

5.2 Theory - CHT Analysis

The aim of CHT is to couple two domains – in the context of aerodynamic heating a fluid
and solid domain – and estimate the thermal condition at their interface. Two approaches
to couple these domains are known in literature as the coupled approach and the conjugate
approach.

In the coupled approach, both the solid and fluid energy equations are solved simultane-
ously. A multi-physics solver solves the Navier Stokes equations in the fluid and the energy
equation in solid simultaneously to preserve the coupling at the wall interface. However,
this approach presents a huge computational cost because of the added numerical complex-
ity of coupling the domains. Thus, an alternate approach called the Conjugate method is
applied to reduce the computational costs.

In the conjugate approach, the fluid and solid solutions are solved independently by
two different solvers. The two solutions are later coupled at the interface using a coupling
algorithm. The RANS equations are first solved for velocity, pressure, density and temper-
ature in the fluid domain, and the energy equation is solved for temperature in the solid
domain. The resultant temperature and heat transfer predictions at the solid–fluid inter-
face are iterated until the predictions from both domains converge to an identical value.
At the fluid-solid interface, the heat flux and temperature prediction on either side must
be identical. Thus,

T1|δ1−2
= T2|δ2−1

(5.1)

k1
δT1

δy

∣∣∣
δ1−2

= k2
δT2

δy

∣∣∣
δ2−1

(5.2)

where δ is the domain. There are four approaches to couple the two solutions:
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1. FFTB (Flux Forward, Temperature Backward)

2. TFFB (Temperature Forward, Flux Backward)

3. hFTB (Heat transfer coefficient Forwards, Temperature Backward)

4. hFFB (Heat transfer coefficient Forwards, Flux Backward)

An appropriate coupling algorithm from the preceding list depends on the type of sim-
ulation. The Biot number can provide a reference on the thermal gradient inside the solid
from a thermal gradient applied on the surface. The Biot number (Bi) is a dimensionless
quantity defined as

Bi =
hf
κs
L (5.3)

where hf is the convective heat transfer coefficient, κs is the solid thermal conductivity, and
L is the characteristic length of the geometry. The approximate heat transfer coefficients
for these hypersonic flow simulations can be estimated by running an equivalent constant
temperature wall simulation. For example, a Mach 5.86 flat plate case conducted using
Standard Sea Level (SSL) conditions, further explained in Section 5.4.1, has an average
wall heat flux of approximately 25000 W

m2 . This gives an average heat transfer coefficient of
2.74 × 106. The characteristic length L is calculated using the ratio of the volume to the
surface area,

L =
V

ASA
=
πR2h

2πRh
=
R

2
(5.4)

For a 150mm diameter sounding rocket fuselage, this value is 0.0375m. Using the thermal
conductivity of 321 stainless steel of 11 W

m2K
,

Bi =
(2.74× 106)(0.0375)

(11)
>> 1 (5.5)

Verstraete and Van den Braembussche are referenced [83] for the correct coupling al-
gorithm selection. They conclude that the temperature forward method (TFFB) must be
enforced to obtain convergence if the solid thermal response is more sensitive to a change
of the temperature at the solid-fluid interface (|Bi| >> 1). They quantify the stability of
this method both numerically and algebraically.
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For a given time step in the TFFB method, the wall temperature prediction from the
fluid solver is used as a known boundary condition (Dirichlet boundary) in the energy
equation of the solid solver. The temperature is carried “forward”. The heat flux in the
solid is solved with the solid energy equation using the wall temperature from the fluid
solver as a boundary condition. Similarly, the heat flux prediction from the solid solver is
used as a known boundary condition (Neumann boundary) in the fluid solver. The heat flux
is carried “backward”. This process is iterated during every time step until convergence is
achieved.

In unsteady cases, the time step for the numerical simulation with CHT must be se-
lected such that the thermal response within the solid domain does not cross over one
computational cell within a prescribed time step,

δt <
δx2

2α
(5.6)

where δt is the time step, δx is the smallest cell characteristic length in the solid domain,
and α is thermal diffusivity of the solid.

5.3 Validation Cases

The validity of commercial and open-source CHT solvers have not been assessed for non-
adiabatic hypersonic flows. CHT simulations are conducted using two codes: SU2 and
Star-CCM+ — SU2 utilizes the conjugate approach, while Star-CCM+ uses the coupled
approach. The extent of previous CHT validation studies conducted on both these solvers
are generally limited to low-speed flows in the literature. In this section, a Mach 4.75 with
a complex shock-wave boundary layer interaction (SWBLI) is used to validate CHT on
Star-CCM+, while a Mach 6 flow over a cylinder is used to validate CHT on SU2.

5.3.1 Mach 4.75 Flow Over an Axisymmetric Double Cone

Star-CCM+ is validated using the experimental results of Francese [3], where an axisym-
metric double cone made of Ultra High Temperature Ceramic (UTHC), supported by a
copper structure, was tested at Mach 4.75 in the L2K high temperature tunnel [3]. A
diagram of the axisymmetric double cone is shown in Figure 5.1.

The free-stream Mach number of the experiment is 4.57, the free-stream pressure is
272Pa, and the free-stream temperature is 740K. The test by Francese [3] is performed
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Figure 5.1: Model geometry for the axisymmetric double cone experiment by Francese
[3, 4]

with a mixture of Nitrogen and Oxygen as test medium. However, the fluid is assumed
to be air as a perfect gas in the Star-CCM+ simulations conducted in this paper. This
is a reasonable approximation, since air is composed of 78% Nitrogen and 21% Oxygen
[5]. The wall temperature was recorded at two stations: 4mm and 35mm from the nose
for a total time of 90s. Details on the experiment and measurements can be found in the
original reference [3]. CHT validation studies of in-house solvers have been conducted by
Ferrero [8] and Chandra Murty [4] using this experiment, and their simulation results also
provide a good comparison benchmark for Star-CCM+.

Computational Setup

The mesh used on the Star-CCM+ study contains 140 points in the X direction and
175 points in the Y direction, shown in Figure 5.2. The structured grid is created using
PointWise. The mesh is exported in 3-D and is then collapsed into 2-D in Star-CCM+.
The mesh is refined at the wall such that Y+ < 0.15 throughout the fluid-solid interface
to accurately capture the thermal gradient at the wall. The cell-to-cell expansion ratio at
the solid-fluid interface is 1.2. The mesh is refined identically in the solid domain and fluid
domain.

The boundary conditions used in Star-CCM+ are shown in Figure 5.3. An axisymmetric
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Figure 5.2: Star-CCM+ CHT validation grid.

simulation is conducted using the bottom edge of the domain as the symmetry axis. The
simulation setup in Star-CCM+ involves the Coupled Flow / Energy model using the
density-based solver. Liou’s AUSM+ flux vector splitting scheme is used to solve for the
inviscid fluxes. The Bi-Conjugate Gradient method is used to solve the system of linear
equations, with a Hybrid Gauss Least Squares approach.

A laminar simulation is conducted because the Reynolds number for this flow is approx-
imately 2000. Other validation studies conducted for this experiment also use a similar
assumption [4, 8]. Constant material properties are used since the temperature-dependent
material properties are not available for UTHC.

The simulation is run using first-order schemes for 200 time steps at a CFL number of
0.1, and is later switched to the Hybrid MUSCL third-order central-differencing scheme.
The simulation is run for a total of 60 seconds, with a time-step of 1× 10−3s for the solid
solver. The fluid solver is run using a constant CFL number of 0.5 after the initial 200
time steps.

Results and Discussion

Figure 5.4 shows the temperature evolution of the double cone at 30 seconds. The bow
shock at the leading edge of the cone and the separation of the flow is clearly visible. Fur-
thermore, the SWBLI at the secondary ramp is also captured. The solid heats up starting
from the leading edge of the cone from aerodynamic heating. Additional aerodynamic
heating on the solid is observed at the SWBLI zone on secondary ramp.
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Figure 5.3: Star-CCM+ CHT boundary conditions.

Figure 5.4: Temperature contour of the double wedge after 30 seconds using the Coupled
Flow/Energy solver in Star-CCM+.
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Figure 5.5: Temperature contour of the solid body after 30 seconds using the Coupled
Flow/Energy solver in Star-CCM+.

For clarity, Figure 5.5 shows the temperature evolution of only the solid at 30 seconds.
The differences in thermal conductivity of the cone (UTHC) and the base mount (copper)
is visible. The smaller thermal gradient in the copper, as seen by the thicker gradations in
the temperature contour, displays the effect of different thermal diffusivities between the
two solid-solid CHT interfaces.

Figure 5.6 shows the simulated temperature histories at 4mm and 35mm from the nose
as compared to experimental values [3] and results from other validation studies [4, 8]. The
locations of the two stations are shown in Figure 5.7. Star-CCM+ results generally agree
with experimental results and other coupled solvers. The surface temperature prediction
at the leading edge (X = 4mm) is on par with the constant property results of Chandra
Murty et al. [4]. However, the surface temperature prediction deviates significantly with
increasing simulation time. This can be due to the coupled nature of the problem: small
prediction error over a given time step get carried through the next time step, and the
additional coupling iterations in solid and fluid solver further propagates this error.

The bottom set of plots in Figure 5.6 show significant prediction errors in regions of
shockwave boundary layer interactions (SWBLIs) at Point 2. The deviation between the
simulation and earlier numerical studies [8, 4] is far larger than the deviation at the leading
edge. One probable cause is that the assumption of air as a perfect gas may break down at
this region. The deviation in these results can also be attributed to lack of mesh resolution
in the streamwise direction, and the effects of SWBLIs on the CHT interface may require
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Figure 5.6: Star-CCM+ results for the surface temperature history of the double wedge
cone. The upper set of plots show the temperature history at X = 4mm from the nose,
and lower set of plots show the temperature history at X = 35mm from the nose.
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Figure 5.7: Probe locations for the double cone. Point 1 is at X = 4mm and Point 2 is at
X = 35mm.

further local refinement.

The temperature predictions were found to be highly sensitive to the time step selection
in the solid solver. Star-CCM+ uses the fully coupled approach to solve for the interface
variables, however, the specifics of the equations are not described in the Siemens PLM
documentation [60]. The relaxation of the coupling in a fully coupled solver has been doc-
umented by Ferrero and Ambrosio [8], where different temperature histories were predicted
based on a 5% and 0.5% threshold. A similar situation may have occurred in Star-CCM+,
where a constant relaxation threshold value in the coupling algorithm may be presenting
itself as a sensitivity in the ratio of fluid to solid time step

∆tf
∆ts

selection.

5.3.2 Mach 6 Flow Over a Cylinder

The validation study from Francese [3] cannot be simulated in SU2, since version v7.2.1
Blackbird does not support a CHT analysis for solid-solid interfaces [61]. Instead, an
experimental study of a Mach 6.4 flow over a cylinder by Wietling et al. [84] is used for
CHT validation on SU2.

Wietling conducted a thermo-structural experimental study of a 321 stainless steel
cylinder in cross-flow with a freestream Mach number of 6.47 [84]. The free-stream tem-
perature and pressure are 241.5K and 6.47Pa respectively. The experiment was conducted
in the NASA 8-Foot hypersonic tunnel. The hollow cylinder is 76.2mm in diameter and is
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Figure 5.8: SU2 CHT validation grid.

0.5” thick. Details of the experiment and results are given in original reference [84]. The
SU2 simulations are also compared with the numerical validation studies [4].

Computational Setup

The mesh contains 65 points in the circumferential direction, and 250 points in the radial
direction – 110 of which are in the solid domain (see Figure 5.8). The structured 2-D grid
is created using PointWise. Similar to the validation study in Section 5.3.1, the mesh is
refined at the wall such that Y+ < 0.1 throughout. The cell-to-cell expansion ratio at
the bottom of the domain is 1.066. The mesh is refined identically in the solid and fluid
domains.

Figure 5.9 shows the boundary conditions used for the validation study. The simula-
tion is conducted using the JST convection scheme with MUSCL reconstruction. Turbulent
variables are convected using a first-order scalar upwind method, while the viscous fluxes
are calculated using the weighted least squares method. The fluid domain uses a constant
Prandtl assumption for thermal conductivity, and varies linearly with viscosity. The exper-
imental setup by Wietling [84] uses the combustion products of Methane as the test gas.
However, this study is conducted using air with a perfect gas assumption. The freestream
conditions of the experiment result in a Reynolds number of 1.312 × 106, resulting in a
laminar to turbulent transition of the boundary layer. For simplicity, a fully turbulent flow
assumption is used in the simulation. The simulation is conducted on the upper hemisphere
of the hollow cylinder and a symmetry boundary condition is enforced at the bottom of
the domain.

SU2 uses an alternate form of the TFFB coupling algorithm, and gives a choice of either
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Figure 5.9: SU2 CHT validation boundary conditions.

a Neumann boundary condition or a Robin boundary condition (a weighted Dirchlet and
Neumann boundary condition) for coupling the the solid solver to the fluid solver. The
DIRECT TEMPERATURE NEUMANN HEATFLUX condition is used to stay consistent
with the findings of Verstraete and Braembussche [83] (see Section 5.2).

The unsteady simulation is first run with a reduced time-step of 1 × 10−5s until the
momentum and mass residuals drop below 1× 10−3. The time step is then slowly relaxed
to 5× 10−4s, and the simulation is run for 5 seconds of simulation time.

Result and Discussion

Figure 5.10 shows the temperature contour at 5 seconds of simulation time. The bow
shock and the stagnation region at the front of the cylinder is well defined. The drop in
temperature at the flow separation point is captured well.

Figure 5.11 shows the surface temperature on the cylinder at 5 seconds. SU2 CHT
results compares well with both the experimental results [84] and numerical studies [4].
However, the temperature prediction at the stagnation point at the front of the cylinder is
significantly underestimated. This could be caused by an incorrect CHT coupling algorithm
enforced across a symmetry boundary condition in SU2. Furthermore, the cooling caused
by the flow separation is captured well in SU2, and performs on par with the results of
Chandra Murty et al [4].
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Figure 5.10: Temperature contour of the cylinder validation study after 5s.

Figure 5.11: Surface temperature after a simulation time of 5s.
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SU2 is used for the internal heating studies conducted in Section 5.4, due to its avail-
ability on the supercomputers provided by ComputeCanada. The effects of internal heating
in Section 5.4 are analysed far from a leading edge where SU2 performs on par with other
numerical solvers. Furthermore, the source code of SU2 is publicly available since it is an
open-source RANS solver CHT validation on Star-CCM+ also provides crucial informa-
tion to the subsequent CHT studies because it validates an axisymmetric flow, unlike the
rectilinear flow conducted in the SU2 validation study.

5.4 Internal Heating

High-speed vehicles sustain heat loads from within the vehicle in addition to aerothermal
heating in real-world applications. For example, the navigation and guidance modules
usually situated at the nose of the rocket produce heat loads in addition to the substantial
aerothermal heating. The ability to dissipate the heat generated by these modules must
be ascertained. The superposition of all of the heat sources must be modelled to design an
efficient thermal management system for the vehicle.

Some points of uncertainty exist because to the lack of literature on the topic. It has
been observed numerically and experimentally that the wall temperature has a significant
impact on the boundary layer in compressible flows (see Chapter 4). However, the effect of
internal heating on the external thermal boundary layer using CHT analysis has not been
investigated.

5.4.1 Simulation Setup

Steady-state CHT simulations are conducted on a generic sounding rocket to study the
effect of internal heating on the thermal boundary layer. A generic sounding rocket design
is shown in Figure 5.12, with a diameter of 250mm and a wall thickness of 20mm.

A boundary condition on the opposite side of the solid domain is required to conduct a
CHT analysis. The CHT validation tests conducted in Section 5.3 use a symmetry bound-
ary condition. However, using a constant temperature or constant heat flux boundary
condition on the combustion chamber wall provides a great avenue to study the effect of
heat sources within the rocket. Since the generic rocket design in Figure 5.12 is highly sen-
sitive to changes in the geometry (for example the design of the nose cone), the problem
is simplified further to get a cursory understanding of internal heating effects.
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Figure 5.13: Simplified rocket fuselage used for CHT analysis.

The problem is simplified using a flat plate approximation. The effect of this ap-
proximation is later analyzed in Section 5.4.4. The combustion chamber temperature is
approximated using the adiabatic flame temperature of liquid oxygen and liquid hydrogen,
which varies between 3100K − 3650K depending on mixture ratio [85]. A combustion
chamber wall temperature of 2000K is selected to account for imperfect transfer of heat
from the combustion gasses to the chamber wall.

Figure 5.13 shows a diagram of the simplified rocket fuselage. Simulations for Mach
2, Mach 5, and Mach 7.5 cases are conducted using Standard Sea Level (SSL) conditions
[86]: a freestream pressure, temperature, and density of 101325Pa, 288.15K, 1.225 kg

m3

respectively. An initial solid temperature of 300K is selected and the material properties
are modelled using 321 Stainless Steel – an alloy used in several aerospace applications.

The SU2 simulation is set up identically to the numerical setup explained in Section
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Table 5.1: Comparison of CHT wall temperature predictions using internal heating to
recovery temperature estimates.

Case CHT (300K Chamber Wall) CHT (2000K Heating) (Tr)
Mach 2.0 386.2K 720.4K 462.2K
Mach 5.0 490.5K 1325.5K 1471.5K
Mach 7.5 790K 1728.9K 2973.4K

5.3.2 to stay consistent with the validation study. Since the test cases are analyzed at
steady state, the material and dimensional properties of the solid are inconsequential. The
parameters that affect the study are the thermodynamic properties of the fluid, the Mach
number of the flow, and the temperature of the inner wall of the solid.

5.4.2 Comparison to Recovery Temperature Estimates

The adiabatic wall temperature is estimated using the recovery temperature of the fluid
Tr:

Taw = Tr = T∞

(
1 + r

γ − 1

2
Ma2

)
where r = 0.89 to account for the imperfect energy transfer at the wall. To understand the
applicability of CHT wall temperature estimates, the recovery temperature estimates are
compared at Mach 2, Mach 5, and Mach 7.5 using a constant combustion wall temperature
of 300K and 2000K. The simulations are conducted using SSL conditions.

Table 5.1 shows the average wall temperature predictions on the plate. As expected,
CHT wall-temperature predictions differ significantly to the analytical recovery tempera-
ture values Tr because the wall temperature is directly influenced by the constant com-
bustion wall temperature. Using a 300K and 2000K chamber wall temperature directly
influences the heat transfer at the solid-fluid interface by either cooling or heating the wall
surface respectively. This converts the CHT analysis to a cold wall or heated wall scenario,
and thus accounts for the disparity when compared to an adiabatic wall estimate.

The wall temperature is highly influenced by the proper definition of the chamber
wall temperature. An accurate estimation of the combustion chamber wall temperature
is necessary to correctly predict the heat transfer at the interface. This may be a simpler
problem to solve in real engineering applications when compared to accurately estimating
the interface temperature instead.
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Figure 5.14: Comparison of wall temperature gradients for a CHT analysis with 2000K.

5.4.3 Effect on the Thermal Boundary Layer

Some heat generated in the combustion chamber will be absorbed by the combustion
chamber wall, conduct through the fuselage, and will interact with the external flow. The
heat produced inside the rocket will affect the external fluid flow, and the effect of internal
heating on the thermal boundary layer has to be assessed.

However, wall-normal unit normalization must be discussed prior to comparison. The
temperature profiles across the flat plate are usually compared by normalizing the tempera-
ture using the free-stream temperature of the fluid (T∞), and the wall-normal coordinate y
is normalized using the thermal boundary layer thickness (δT ). However, this normalization
cannot be applied to the solid domain due to varying boundary layer thicknesses. Instead,
the wall-normal coordinate of the solid is normalized using the combustion chamber wall
thickness (20mm).

Figure 5.14 shows the wall-normal temperature profiles at 0.8m downstream of the
leading shock. As expected, the thermal gradient in the solid is constant because the
simulation is in steady state. However, the thermal interaction at the solid surface shows an
interesting feature — an inversion of the wall heat flux vector. When the vehicle is moving
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Figure 5.15: Comparison of a flat plate CHT analysis with 2000K internal heating to
adiabatic wall scenario.

at low Mach numbers through the atmosphere, the thermal condition at the wall is a cooled
wall scenario, since the solid is at a colder temperature than the recovery temperature of
the fluid Tr. When heating from the combustion chamber is also included, the interface
turns into a heated wall case. However, as the velocity increases, the aerodynamic heating
overpowers the internal heating from the combustion chamber, and returns back to a cold
wall scenario, where the combustion chamber acts as a heat sink rather than a heat source.
This inversion of the heat flux vector is visually observed in Figure 5.14 where the thermal
gradient at the wall shows the opposite direction for Mach 7 as compared to Mach 2 and
Mach 5 heated wall scenarios.

Figure 5.15 shows the wall-normal temperature profiles from the CHT simulations com-
pared to equivalent RANS simulations with adiabatic walls. The differences in the ther-
mal boundary layer prediction in the log layer reduces significantly with increasing Mach
number. The interface (wall) temperature estimate using the adiabatic wall temperature
calculation under-predicts in the low Mach number case, and later over-predicts in high
Mach Number. In the Mach 2 case, the combustion chamber heating turns the wall into
a heated wall, while in the Mach 6 case, the combustion chamber acts as a heat sink and
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Figure 5.16: Comparison of CHT analysis with 2000K heating at 0.3 m and 2.3m.

cools the interface.

As the Mach number increases and the effect of aerothermal heating increases signif-
icantly, the constant temperature combustion chamber wall induces a larger and larger
cooling effect at the interface. This results in the viscous sublayer of boundary layer
heating up significantly while the interface temperature only increases slightly due to the
combustion chamber acting as a heat sink. This is a by-product of the constant tempera-
ture combustion chamber wall boundary condition and a steady state CHT analysis. This
effect is seen in the wall-normal temperature profile of the Mach 7 CHT simulation in
Figure 5.15, and displays recognizable characteristics of a highly cooled wall, similar to the
cases simulated in Chapter 4.

Since this is a highly coupled problem, differences in the thermal predictions at the
wall will have a potentially large effect downstream of the flow. To quantify the effect of
internal heating downstream of the flow, the wall temperature at X = 0.3m and X = 2.3m
from the leading edge are compared. Figure 5.16 shows the wall-normal thermal profiles
at the two stations for Mach 2, Mach 5, and Mach 7.

Only a minor difference in wall-temperature predictions in both the interface temper-
ature and wall-normal profiles are observed at low Mach number, reaching a maximum
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Figure 5.17: Comparison of CHT analysis of a Mach 5 flow with internal heating of 2000K
on a planar surface, 250mm cylinder, and a 25mm cylinder.

variation of a few Kelvin. At Mach 7 however the effect is exacerbated, showing significant
differences in the wall-normal thermal boundary layer and wall temperature prediction,
reaching a wall-temperature variation of ∼ 40K between the two stations.

5.4.4 Effect of Axisymmetric Bodies

Most vehicles that travel through the atmosphere have a cylindrical fuselage; for example a
rocket or airplane. The simulations conducted thus far use a flat-plate assumption because
the diameter of the fuselage is much greater than the boundary layer thickness. The
effect of curvature on CHT calculations are two-fold. Firstly, unlike the planar flat plate
simulations, the thermal gradient in a cylindrical object is not linear. A lower thermal
gradient further from the center is observed because the effective surface area for heat
transfer in the cylinder increases with increased distance from the center. Secondly, as the
diameter of the axisymmetric body approaches the boundary layer thickness, curvature
effects play a significant role in the flow modelling [87]. Simulations identical to ones in
Section 5.4.2 are conducted, this time instead as an axisymmetric simulation for diameters
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of 25mm and 250mm. The symmetry axis is set at y = 0, and the wall-normal temperature
profile is compared at x = 0.8m from the leading edge.

Figure 5.17 shows the wall-normal thermal boundary layer for the 250mm and 25mm
axi-symetric simulations compared to the planar simulation. The wall temperature esti-
mates are approximately the same between the planar and 250mm axi-symmetric simula-
tions, providing evidence that the flat plate assumption for the 250mm rocket is appropri-
ate. The decrease in the wall temperature prediction observed for the 250mm axisymmetric
simulation is because of the increase in surface area with increasing radius from the heat
source.

The 25mm axisymmetric simulation on the other hand shows a significantly different
thermal boundary layer and wall temperature estimate compared to the planar simulation.
An important parameter in axisymmetric wall-bounded flows is the ratio of the boundary
layer thickness to the radius of the cylinder [87]. When the cylinder radius approaches
the boundary layer thickness, the effects of curvature are significant, and a flat plate
approximation fails entirely in predicting the wall-normal and wall properties [87].

A perfect comparison of the wall-normal temperature profiles of a planar and axisym-
metric simulation is not possible. The log-law of the wall does not hold for axisymmetric
boundary layers [87]. For a potentially better comparison to the planar simulations, the
heat flux output of the combustion chamber can be scaled accordingly. For example, since
a constant temperature wall is used for the combustion chamber wall, the surface area of
the combustion chamber wall can be set equal for an equal heat flux output,

As1 = As2
r1

r2

=
h2

h1
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Chapter 6

Conclusions

This thesis investigates aerothermal heating in high-speed flows from a novel perspective
— by studying the impact of internal heat sources on the thermal prediction at the wall
using Conjugate Heat Transfer (CHT) coupled to a RANS solver. The predictive mod-
elling of aerothermal heating in high-speed vehicles depends on an accurate modelling of
the relevant physics of the problem, particularly within a high-speed turbulent boundary
layer. However, the current state-of-the-art research surrounding turbulence models for
compressible wall-bounded flows still fail in some specific cases, particularly in flows with
large density fluctuations, shock waves, and cases with high wall heat flux. All of these
cases are potential flow conditions encountered by supersonic or hypersonic vehicles.

The thesis systematically assesses the capability of current RANS solvers in modelling
aerothermal heating. Firstly, the implicit assumptions, simplifications, and heuristic argu-
ments made to the Navier-Stokes equations prior to its implementation in a RANS solver
are detailed to understand the cause of disparities between simulations and experimen-
tal results. SU2, Star-CCM+, rhoCentralFoam, and Ansys CFX are then validated for
supersonic and hypersonic flows with highly non-adiabatic wall cases using DNS results.
The approximate error with RANS solvers for the modelling of non-adiabatic high-speed,
wall-bounded flows are assessed — an aspect that is poorly reported in the literature in the
context of high-speed flows. Next, CHT validation studies are conducted for Star-CCM+
and SU2, using a coupled approach and a conjugate approach respectively, to assess the
capability of current commercial and open-source solvers in modelling aerothermal heating
using CHT methodologies. Finally, steady-state high-speed CHT simulations on a generic
sounding rocket fuselage are conducted to study the effects of internal heating on the
external thermal boundary layer.
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Results show that the predictions of all RANS codes perform well against the DNS
simulations of Zhang et al. [2] in supersonic cases with no wall cooling, but the predictive
capabilities is found to decrease with increasing wall cooling rates qwall. Furthermore,
the integrated average wall-normal mean property variation in the boundary layer across
the RANS codes in a constant temperature wall boundary condition remains relatively
low, at approximately 2% − 4%, and the average integrated variation in the coefficient of
pressure, skin friction coefficient, and Stanton number is much lower, at approximately
1%− 3%. However, the maximum variation in the integrated profiles are much higher, as
much as 13%. The variation between the solvers is found to increase significantly when
the flat plate is supplied with a constant heat flux boundary condition as compared to
a constant temperature boundary condition, particularly with the thermal prediction at
the wall. Wall temperature predictions from the CHT validation studies conducted on
Star-CCM+ and SU2 show good agreement with experimental data and other numerical
studies. The predicted surface temperatures results match experimental and numerical
data accurately, however, notable prediction errors occur in regions of shockwave boundary
layer interactions and stagnation points.

The validation tests provide good support for CHT analysis in supersonic and hyper-
sonic boundary layers in open-source and commercial RANS solvers. The methodology
is then applied to steady-state high-speed CHT simulations of a generic sounding rocket
fuselage at Mach 2, Mach 5, and Mach 7 using Standard Sea Level (SSL) conditions, to
study the effect of internal heating of 2000K on the external thermal boundary layer. The
simulation results show a reversal of the heat flux vector that is observed between Mach 5
and Mach 7, where the case transforms from a heated wall case to a cooled wall case when
the Mach number is increased. The Mach number at which the heat flux vector switches
direction changes depending on the internal heating rate and the Mach number. By mov-
ing the boundary condition from the wall interface to the combustion chamber within the
fuselage, the temperature of the combustion chamber wall must be accurately determined
instead: a problem which may be simpler to solve than accurately estimating the correct
surface temperature.

The results from this thesis provide a better understanding of the capabilities of current
RANS solvers in high-speed flows, and important design parameters useful for the high-
level design of high-speed vehicles. The studies conducted herein can be further improved
and extended. Firstly, the solver variation in non-adiabatic high-speed flows computed in
this thesis excludes two important high-speed CFD solvers, CFL3D by NASA [10], and
Ansys Fluent [88]. Including the validation results of these solver to the present data will
provide a better perspective on the capability of open-source and commercial CFD solvers
in non-adiabatic high-speed flows. Trends in the solver variation study show that the solver
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variation generally decreases with increasing Mach number, and increases with increasing
wall cooling rates. These could be attributed to the differences in the implementation
of near-wall turbulence models and boundary conditions (usually derived from adiabatic
wall conditions) that become apparent when the wall becomes increasingly non-adiabatic.
However, there are too few data points in the current analysis to conclusively ascertain the
correlation between Mach number, wall cooling, and solver variation.

The analysis of internal heating on the thermal boundary layer is only limited to steady
state CHT in this thesis. Using an unsteady CHT simulation will be the next logical
step. Opening up the analysis to an unsteady case presents an opportunity to study other
important dimensions of this complex problem; for example, the effect of the material
properties of the solid and the wall thickness of the combustion chamber. Furthermore,
the vehicle used for CHT analysis flies at a constant altitude at sea-level. The effect of the
flight profile and orientation on the aerodynamic heating is significant and an important
aspect for future work.
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APPENDICES

A - Supersonic Cold-Wall Flat Plate Results: Constant

Temperature Wall B.C.
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Figure A1: Normalized wall-normal properties for Mach 2.5 supersonic wedge with high
wall cooling (Tw/Taw = 1), compared to DNS at Reθ = 2825.
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Figure A2: Normalized wall-normal properties for Mach 5.86 supersonic wedge with low
wall cooling (Tw/Taw = 0.76), compared to DNS at Reθ = 9455.
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Figure A3: Normalized wall-normal properties for Mach 5.84 supersonic wedge with high
wall cooling (Tw/Taw = 0.25), compared to DNS at Reθ = 2121.
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Figure A4: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 2.5 supersonic flat plate with no wall cooling (Tw/Taw = 1). The red marker shows
the corresponding Stanton number for the DNS case at Reθ = 2825. The dotted line shows
the effect of Sarkar’s compressibility correction in Star-CCM+.
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Figure A5: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 5.86 supersonic flat plate with low wall cooling (Tw/Taw = 0.76). The red marker
shows the corresponding Stanton number for the DNS case at Reθ = 9455. The dotted
line shows the effect of Sarkar’s compressibility correction in Star-CCM+.
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Figure A6: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 5.84 supersonic flat plate with high wall cooling (Tw/Taw = 0.25). The dotted line
shows the effect of Sarkar’s compressibility correction in Star-CCM+.
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B - Supersonic Cold-Wall Wedge Results: Constant

Temperature Wall B.C.
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Figure B1: Normalized wall-normal properties for Mach 2.5 supersonic wedge with no wall
cooling (Tw/Taw = 1).
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Figure B2: Normalized wall-normal properties for Mach 5.86 supersonic wedge with low
wall cooling (Tw/Taw = 0.76).
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Figure B3: Normalized wall-normal properties for Mach 5.84 supersonic wedge with high
wall cooling (Tw/Taw = 0.25).
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Figure B4: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 2.5 supersonic wedge with no wall cooling (Tw/Taw = 1).
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Figure B5: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 5.84 supersonic wedge with low wall cooling (Tw/Taw = 0.76).
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Figure B6: Coefficient of pressure, coefficient of skin friction drag, and wall heat flux for
Mach 5.84 supersonic wedge with high wall cooling (Tw/Taw = 0.25).

Table B1: Solver variation for a boundary layer on a wedge with a constant temperature
wall.

Prop.
Mach 2.5
Tw/Taw = 1

Mach 5.86
Tw/Taw = 0.75

Mach 5.84
Tw/Taw = 0.25

Max.
Abs.

Max.
Rel.

Avg.
Rel.

Max.
Abs.

Max.
Rel.

Avg.
Rel.

Max.
Abs.

Max.
Rel.

Avg.
Rel.

U/U∞ 4.71e-4 10.28% 4.37% 2.91e-4 3.75% 4.06% 2.33e-4 9.05% 3.75%
ρ/ρ∞ 1.13e-3 10.66% 4.47% 7.51e-4 4.13% 4.47% 8.66e-4 10.71% 4.12%
T/T∞ 9.74e-4 9.01% 3.54% 1.13e-3 2.78% 2.82% 6.81e-4 6.47% 2.78%
CP 1.45e-2 3.25% 1.17% 6.94e-3 3.52% 1.53% 6.61e-3 3.36% 1.46%
Cf 1.56e-4 6.15% 2.51% 1.50e-4 4.86% 2.03% 2.10e-4 5.16% 2.15%
St 1.29e-8 14.74% 6.02% 3.74e-8 4.09% 1.55% 1.13e-6 5.39% 2.15%
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C - Supersonic Cold-Wall Flat Plate Results: Constant
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Figure C1: Normalized wall-normal properties for Mach 5.86 supersonic flat plate with low
wall cooling with a constant heat flux boundary condition (qw = −2500W/m2).
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Figure C2: Normalized wall-normal properties for Mach 5.84 supersonic flat plate with
high wall cooling with a constant heat flux boundary condition (qw = −1000W/m2).
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Figure C3: Coefficient of pressure, coefficient of skin friction drag, and normalized wall
temperature for Mach 5.86 supersonic flat plate with low wall cooling (qw = −2, 500W/m2).
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Figure C4: Coefficient of pressure, coefficient of skin friction drag, and normalized wall tem-
perature for Mach 5.84 supersonic flat plate with high wall cooling (qw = −10000W/m2).

Table C1: Solver variation for a boundary layer on a flat plate with a constant heat flux
at the wall.

Prop.
Mach 5.86
St = 3E − 7

Mach 5.84
St = 7E − 6

Max.
Abs.

Max.
Rel.

Avg.
Relative

Max.
Abs.

Max.
Rel.

Avg.
Rel.

U/U∞ 2.50e-3 13.2% 3.60% 3.32e-3 16.65% 4.98%
ρ/ρ∞ 2.46e-3 15.70% 4.78% 3.46e-3 24.18% 7.54%
T/T∞ 2.40e-3 8.10% 2.52% 3.18e-3 6.19% 2.09%
cP 3.19e-3 6.08% 1.83% 2.74e-3 5.18% 2.01%
cf 1.94e-4 15.02% 4.38% 9.20e-5 5.48% 2.17%

Tw/T∞ 0.29 16.09% 1.68% 0.50 27.54% 9.74%
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