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Abstract

Multiphase flows are commonly found and have a significant role in different processes
in the energy, environmental, biological, and pharmaceuticals industries. The behavior
of multiphase flows is very complicated due to their multiphysics nature and the fact
that they involve more than one simultaneous physical field. An understanding of this
behavior is vital for designing and operating process equipment in the aforementioned
industries. While experimentation can be a useful method of acquiring this information,
its limitations make it impractical in many cases. Specifically, experimental approaches
can be time-consuming, expensive, and, in some cases, are infeasible.

Computational fluid dynamics (CFD) can be a more feasible option. However, the
accuracy of CFD simulations rely heavily on the model used to represent the underlying
physical phenomena, closures introduced, and numerical methods employed to solve the
model. As a result, considerable effort has been put into developing multiphase flow models
in the literature. In general, the validity of different variations of the two-fluid model could
be examined from two points of view: (i) physical fidelity of the canonical form of the model
and (ii) accuracy of the closures used to describe the interphase momentum exchange term.
In the two-fluid model canonical form, a key point to consider is whether or not molecular
fluxes (stress, etc.) appear in the dispersed phase momentum equation. Furthermore,
many different closure terms are used in the literature for performing simulations without
conclusive efforts to validate them.

In this research, most of the effort has been devoted to addressing these issues. First, a
less-studied variation of the two-fluid introduced by Brennen, which has a more physically-
informed mathematical derivation is introduced and discussed. Having established the
canonical form of the Euler-Euler model, the interphase momentum exchange term is
studied. Three closures supported by theoretical derivations are analyzed through scaling
analysis and simulation. This analysis involves three different multiphase flow regimes
present in industrial processes: bubbly flow, particulate flow, and flow of microorganisms in
liquid. Finally, based on these analyses, the dispersion force was determined to be the most
significant of the three closure terms, and as a result, added to the model. Eventually, the
final form of the Brennen two-fluid model and the dispersion force as momentum exchange
term is formulated and used for simulation and validation.

While not conclusive, simulation results are promising where, for a bubbly flow test
case, the Brennen model with dispersion achieved better accuracy than the well-known
standard version of the two-fluid model, especially in areas with high velocity magnitude.
Additionally, using the dispersion force, the nonphysical behavior in the regions with high
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gradient in volume fraction is removed, and smoother results for the volume fraction of
dispersed phase are obtained.
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Chapter 1

Introduction

1.1 Research Motivation

Multiphase flows involve the simultaneous flow of a mixture of phases [13] and are com-
monly found in different industrial and natural processes. Consequently, understanding
of multiphase flow phenomena is of significant importance for the design and operation
of these processes and for increased fundamental understanding. For example, liquid/dis-
persed gas multiphase flows are present in bubble columns [14], nuclear reactors [15], and
horizontal pipelines [16] in the energy industry. Multiphase flow systems are also common
in chemical and biochemical reactors in biological, biotechnological, and pharmaceuticals
industries [17]. Moreover, in fluidized bed reactors, three-phase gas-liquid-solid flows are
prevalent [18], and they have a significant role in the environmental and oil & gas industries.

The hydrodynamic behavior of multiphase flows is very complex and manifested in
many different observed flow regimes. Yet, the understanding and control of this behavior
is vital for designing and operating process equipment.

Use of experimentation is one approach to increase our understanding of multiphase
flows. However, this class of approaches is infeasible for many practical operating con-
ditions. Additionally, experiments can be costly, time-consuming, and involve potential
safety issues. Alternatively, computational fluid dynamics (CFD) is desirable due to the
feasibility of access for many practical operating conditions, reduced cost, and elimination
of safety issues.

Using CFD simulations, information such as pressure drop and velocity distribution
within a multiphase flow is accessible, along with other observations that are infeasible to
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access experimentally. CFD simulations may also be used for simulation-based prototyping
to compare different designs of particular piece of equipment before physical prototyping.
Furthermore, CFD is widely being used in research to validate the accuracy of newly devel-
oped models through comparison to complex and time-evolving experimental observations.

The accuracy of CFD simulations is highly dependent on the theory, model, and numer-
ical methods used. As a result, significant effort has been made in the literature to develop
multiphase flow models [2, 19, 17, 20, 21] valid for different multiphase flow regimes and
involving different degrees of description of the phases. Simultaneously, simulation-based
research on multiphase flows has increased recently due to the increasing availability of
computational resources. However, in many ways, progress is still restricted by lack of
detailed understanding of microscopic and macroscopic processes underlying multiphase
flows. There are many different multiphase flow regimes type that motivates the develop-
ment of models that are specific to them and a universal model for multiphase flows has
not been derived yet [22]. Therefore, choosing a suitable model, which is usually a function
of the system, is very important and affects the accuracy and computational complexity
of simulations.

Dispersed two-phase flows are perhaps the most prevalent multiphase flow type observed
in the industry, and it is encountered in almost any of the cases mentioned above [22]. In
addition, the equations and relations describing the hydrodynamics of two-phase flow are
similar and can be extended to multiphase flow with more than two phases. Therefore,
this research focuses on the dispersed two-phase multiphase flow regime.

Current approaches for modelling dispersed two-phase flow fall into two main categories:
Euler-Lagrange and Euler-Euler (two-fluid) models. Both approaches treat the continuous
phase as a continuum, with them differing in how the dispersed phase is treated. Euler-
Lagrange models treat the dispersed phase as a set of discrete particles whose motion is
governed by individual equations of motion. On the other hand, the Euler-Euler approach
averages interface-capturing multiphase models resulting in continuum approximations for
both the continuous and dispersed phases [22, 23].

In the Euler-Lagrange model, the equation of motion for each dispersed phase element
is solved through the flow domain. Therefore, the conservation equations of each individual
element are expressed in a coordinate that follows the element trajectory. The conservation
of momentum equation (equation of motion) for each element, simply relates the rate of
change of the element velocity to sum of the forces acting on it:

ρd
dud

dt
=
∑

F (1.1)

This theoretical approach has several benefits stemming from the ability to differentiate
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particles properties (size, shape, etc.). However, problems arise with the use of Euler-
Lagrange model due to the very large number of particles present in the dispersed phase
for many industrially-relevant multiphase flows. Hence, a high computational cost restricts
the use of this method in most cases [23].

The Euler-Euler (two-fluid) model, in contrast, approximates the dispersed phase ele-
ments as a continuum by applying a suitable averaging procedure. As a result, the com-
putational complexity involved in solving this model is reduced significantly compared
to interface-capturing and Euler-Lagrange models. Although the accuracy is decreased
compared to Euler-Lagrange models, it is acceptable in many cases, in order to perform
simulations on relevant experimental and industrial scales. The resulting mathematical
equations are similar to the single-phase continuum equations but contain a set of ad-
ditional terms that account for the interactions between the two phases and couples the
equations of different phases together. These interaction terms or closures, e.g., drag, vir-
tual mass, lift, are included in a single term called interphase momentum exchange (or
transfer) which appears on both phases governing equations. It has been shown that the
selection of these momentum exchange terms can affect the simulation results significantly
[24].

The two-fluid model itself can be derived using different methods. The most common
are time-averaging [2], volume averaging [25], and kinetic theory & ensemble (or statistical)
averaging [20]. Overall, different variations of the two-fluid model and their physical fidelity
could be analyzed from two points of view: that of the canonical form of the model and
that of the closures used in the momentum exchange term. Little research has been done
using the former view, with the majority focusing on the latter view. For instance, the
presence of molecular fluxes (hydrodynamic and hydrostatic stress) in the canonical form
of the two-fluid model is unclear from a physical point of view.

1.2 Objectives

The overall objective of this work is to identify and/or develop a two-fluid model which has
a physically consistent mathematical derivation along with interphase momentum transfer
closures which are motivated by physical accuracy and purely mathematical considerations.
This variation of the two-fluid model is then be validated with experimental results and
compared to other variations via simulation. To achieve that, different derivation methods
of the two-fluid model, including time and volume averaging, kinetic theory and ensemble
averaging, and a modified time/volume averaging method are first introduced and reviewed.
After determining the most physically consistent canonical form of the model based on the

3



above study, three closures used as interphase momentum exchange term are studied and
analyzed, namely using dimensional analysis for three different multiphase flow regimes,
e.g., for bubbly flow, particulate flow, and dispersed microorganism/liquid flow. Finally,
simulations are run in order to validate the resulting model against experimental results
as well as reference solutions.

1.3 Structure of Thesis

This thesis is organized into six chapters: Chapter 2 - Background and literature review,
Chapter 3 - Interphase momentum exchange term, Chapter 4 - Scaling analysis of the
closures, Chapter 5 - Results and validation, Chapter 6 - Conclusion and future work.

Chapter 2 explains the background knowledge required to understand this work and
also presents a literature review on different methods of derivation of two-fluid model.
This chapter starts by going through the different types of multiphase flow and then goes
through the derivation of the canonical form of the two-fluid model using time-averaging
[2], volume-averaging [25, 6], kinetic theory and ensemble averaging [20], and a modified
volume-averaging [21]. It also discusses the physical fidelity of the model derived from
these methods.

Chapter 3 discusses the momentum exchange term and reviews different closures used
for the two-fluid model. Other than the well-known closures such as drag, lift, virtual mass,
etc., three less studied closures are introduced and discussed. These closures are different
from many others in that their derivation is supported by the theoretical analysis of the
kinetic theory.

In Chapter 4, more analysis on these three closures for three multiphase flow regimes,
namely bubbly flow, dispersed microorganisms in liquid, and solid particles in liquid flow is
performed. Using scaling analysis, the most significant of these three closures is determined
for the three multiphase flow regimes and is added to the model introduced in Chapter 2.

Chapter 5 introduces the proposed form of the two-fluid model based on the analysis
and discussion from the previous chapters. Subsequently, a test case will be presented in
order to validate the results of simulations from our model with experimental results and
benchmark them with existing OpenFOAM two-fluid solver, twoPhaseEulerFoam that are
based on the standard version of the two-fluid model.

Finally, chapter 6 summarizes the conclusions of this work and provides recommenda-
tions for future work.
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Chapter 2

Background and Literature Review

2.1 Classification of two-phase flow

There is a wide range of multi-phase flow regimes and patterns. These can then be divided
into a few recognizable classes. A multiphase flow can be classified by its physical state of
constituent components and by the topology of its interfaces. Consequently, a two-phase
flow can be classified into gas-solid, gas-liquid, liquid-solid, or liquid-liquid in the case of
two immiscible liquids. The flow can also be classified based on its topology as separated,
dispersed, or mixed. Separated flows include free-surface flows, for example, a stratified
flow in a duct, where two phases are separated by a continuous interface. Dispersed flows
consist of a dispersed phase consisting of particles, droplets, or bubbles suspended within a
continuous phase. Transitional flows are between the two forms described above. In Figure
2.1, these regimes and some of the sub-regimes that are relevant to them are depicted.

Classification based on interface structures and the topographical distribution of each
phase is much more difficult since these structures continuously change due to motion and
transformation between phases. Several factors can influence the transition between the
phases, including geometry, flow rate, surface tension, etc. Furthermore, more than one
flow pattern may exist within a given system.

To describe the main flow patterns and their transitions, experimental observations
have been employed to construct two-dimensional flow regime maps that relate the flow
pattern to its properties. Figures 2.2 and 2.3 show the flow regime map for horizontal
flow in a pipeline and vertical flow in a bubble column as a function of the superficial gas
velocity and column diameter, respectively.
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Figure 2.1: Classification of two-phase flow [2]

The major limitation of flow regime maps is that they are only useful for the exact
conditions under which they are derived and they cannot be used to predict flow patterns
for other situations. Additionally, while the maps represent different flow patterns by
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Figure 2.2: Flow regime map in a
pipeline [3]

Figure 2.3: Flow regime map for a bubble
column [4, 5]

separating them with thin lines, the transition between them occurs gradually over a range
of flow rates, which impacts their usefulness [22].

Despite the wide variety of multiphase flow regimes and patterns, the same fundamen-
tal methods are used to derive the governing equations of the flow, which are conservation
of mass, momentum, and energy. Moving away from empirical correlations based on ex-
perimental data in favor of more generally applicable and accurate mathematical models,
which are based on these fundamental laws had a key role in the progress of predictive
techniques for flow behavior.

Dispersed two-phase flow is perhaps the most prominent regime in industry, and it is
observed in energy and environment, biological, and chemical processes, as described in the
previous chapter. Moreover, the equations and correlations describing the hydrodynamics
of two-phase flows are similar and can be extended to multiphase flow with more than
two phases. Therefore, the present work focuses on techniques and models applicable to
dispersed two-phase flow.

In particular, the rest of this chapter introduces different averaging methods used for
derivation of the governing equations of dispersed two-phase flow which are time-averaging,
volume-averaging, kinetic theory and ensemble averaging. Then the derivation of the model
using these methods will be scrutinized and discussed, and finally, the model with the most
physical validity will be selected and adopted for the rest of this study.
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Figure 2.4: Various flow regimes in bubble column reactors [4]

2.2 Different methods of averaging

As with the continuum mechanics framework for deriving properties of single-phase flow,
multiphase flow models are expected to be derived using appropriate field and constitutive
relations. However, the formulation based on the local instantaneous variables encoun-
ters overwhelming difficulties due to the complex nature of multiphase flow arose from
the existence of a large number of deformable and moving interfaces, the existence of the
fluctuations in variables, and significant discontinuities in the properties at the interface.
Consequently, the derivation of governing equation for multiphase flow is remarkably com-
plicated when compared to single-phase [2].

In order to address these mathematical and numerical difficulties, averaging methods
are used to eliminate the local instant fluctuations that are rarely required for engineering
problems and derive the flow’s macroscopic properties. In fact, averaging acts as a low-pass
filter that eliminates the unwanted high frequency signals from the local instant fluctua-
tions. Nonetheless, in the formulation based on averaging, it is important to consider the
statistical properties of these fluctuations that affect macroscopic phenomena [1].

As mentioned before, time, volume, and ensemble averaging are used to derive the
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two-fluid model which is defined as follows [2]:

Time averaging :

ϕ =
1

∆t

∫
∆t

ϕdt (2.1)

Volume averaging :

< ϕ >=
1

∆V

∫
∆V

ϕdV (2.2)

Ensemble averaging :

< ϕ >E=
1

N

N∑
n=1

ϕn (2.3)

where ∆t and ∆V are the volume averaging and time averaging domains and N is the
total number of realizations in the ensemble (N → ∞) and ϕn is the value of ϕ for a
particular realization.

For time and volume averages to be rigorous and meaningful, they must be subject to
specific constraints, and the averaging domains must be clearly defined. Consequently, it is
extremely important to take into account the particle time and length scales as well as the
turbulence time and length scales. In order to obtain a meaningful average, the averaging
time/volume domain should be larger than the time/length scale of particles while smaller
than the time/length scale of macroscopic flow features [22].

2.3 Derivation of the two-fluid model using time av-

eraging

We shall start the study of the derivation of the two-fluid model by going through Ishii et
al.’s derivation in Thermo-Fluid Dynamics of Two-Phase Flow using time averaging [2].
The general balance of quantity ψ is given by the following equation:

∂(ρψ)

∂t
+∇ · (ρψv) +∇ · J − ρϕ = 0 (2.4)
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The first term on the left-hand side is the time rate of change of the quantity per unit
volume, and the second term is the rate of convection per unit volume. In the third and
fourth terms, J and ϕ, are the generalized tensor flux (diffusion) and the quantity’s source
term, respectively. The time averaging operator in the limit if zero thickness of interface
is defined as follows:

F̄ (x0, t0) ≡ lim
δ→0

1

∆t

∫
[∆t]T

F (x0, t) dt (2.5)

where δ → 0 specifies that the interfacial region is approximated with a singular surface
with a thickness of zero. Applying the time averaging operator on Equation 2.4, the
following equation is going to be obtained for each phase:

∂(αkρkv̂k)

∂t
+∇ ·

(
αkρkψ̂kv̂k

)
= −∇ ·

[
αk

(
Jk + JT

k

)]
+ αkρkϕ̂k + Ik (2.6)

where ρk and Jk are the time-averaged phasic average density and time-averaged phasic
tensor flux, αk is the time-averaged phase fraction, v̂k is the time-averaged mass-weighted
mean phase velocity, and JT

k is turbulent flux. Ik is the interfacial source of the quantity
ψ for phase k and its definition is [2]:

Ik ≡ − 1

∆t

∑
j

{
1

vintn

nk ·
[
ρk
(
vk − vint

)
ψk + Jk

]}
(2.7)

where vintn is the normal component of velocity of the interface and ∆t is the time
interval of averaging. We should now make the appropriate choice of quantities J, ϕ, and
ψ in the averaged equation of general balance to obtain the equations of conservation of
mass and momentum.

2.3.1 Conservation of Mass

The first assumption made here is that mass is transported by convection and diffusion
term is equal to zero, therefore, we set ψk = 1, Jk = 0, and ϕk = 0 and the equation of
conservation of mass for each phase is derived as follows [2]:

∂(ρkαk)

∂t
+∇.(ρkαkv̂k) = Ik (2.8)
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If we assume that there is not any mass transport between the phases through the
interface (Ik = 0), and drop the overbars and overhats for the averaged values for sake of
brevity, we have:

∂(ρkαk)

∂t
+∇.(ρkαkvk) = 0 (2.9)

2.3.2 Conservation of Momentum

The macroscopic the equation of conservation of momentum can be derived by setting
ψk = vk, Jk = −πk = pkδ − τ k, and ϕk = gk which gives us the general momentum
balance equation :

∂(αkρkv̂k)

∂t
+∇ ·

(
αkρkv̂kv̂k

)
= −∇

(
αkpk

)
+∇ ·

[
αk

(
τ k + τk

T
)]

+ αkρkg +Mk (2.10)

and,

M k ≡ Ik = − 1

∆t

∑
j

{
1

vni
nk · [ρk (vk − vi)vk − πk]

}
(2.11)

Where τ T
k is the fluctuations in the shear stress term (Turbulent stress). Equation 4.7

is expressed in terms of local instant variables, and therefore, it is not possible to use it
in Equation 2.10. Hence, we need to formulate that in terms of averaged quantities. It is
worth mentioning that when time or volume averaging is applied, not all characteristics of
local two-phase flow can be brought into the averaged model.

Based on that, the surface area concentration per unit volume is defined as follows [1]:

aij ≡
1

Lj

=
1

∆t
lim
δ→0

2εj
δ

=
1

∆t

(
1

vni

)
j

(2.12)

Here δ is the interfacial thickness, 2εj = δ/vni is the time interval associated with each
interface, and index j is indicating each interface (bubble). Using Equation 2.12 and the
interfacial mass flux, ṁk ≡ ρknk · (vk − vi), we have:

M k = −
∑
j

aij (ṁkvk + pknk − nk · τ k) (2.13)
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where the term inside bracket is rate of interfacial momentum loss per unit area for
phase k. Using the definition of surface mean values which is given by:

F (i) ≡

(∑
j

F

Lj

)
LS =

∑
j aijF

ai
(2.14)

Equation 2.13 can be written down in terms of the surface mean values:

M k = M I
k +Mn

k + p
int
k ∇αk +M t

k −∇αk.τ ki (2.15)

where:

M I
k = Ikv̂

int
k

Mn
k
.
=
∑

j aij

(
p
int
k − pk

)
nk

M t
k
.
=
∑

j aijnk ·
(
τ k − τ

int
k

) (2.16)

Here, Ik represents the rate of mass transfer between the phases, andMn
k represents the

form drag which is the drag force created due to the shape of the object and area of cross-
section and lift force arising from the pressure imbalance at the interface. M t

k represents
the skin drag due to the imbalance of shear forces caused by interactions between fluid and
the skin of the object. With more simplification, the final form of interphase momentum
transfer term can be derived as follows [2]:

M k = p
int
k ∇αk +M ik −∇αk · τ

int
k (2.17)

Where M ik = M t
k + Mn

k is the total generalized drag force that accounts for the
drag, lift, and skin drag force. Substituting it in the averaged equation of conservation of
momentum, the following equation will be obtained:

∂

∂t

(
αkρkv̂k

)
+∇ ·

(
αkρkv̂kv̂k

)
= −∇

(
αkp

int
k

)
+∇ ·

[
αk

(
τ k + τ T

k

)]
+ αkρkĝk + (p

int
k ∇αk +M ik −∇αk · τ

int
k ) (2.18)

Dropping the overbars and overhats for the phase and mass averaged variables and
turbulent contributions (since our focus is on laminar flow) and neglecting the mass transfer
between the phases will result in:
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∂

∂t
(αkρkvk) +∇ · (αkρkvkvk) = −αk∇pk +∇ · (αkτ k) + αkρkgk

+
(
pintk − pk

)
∇αk +M ik −∇αk · τ int

k

(2.19)

This is the final canonical form of conservation of momentum, assuming no mass transfer
between the phases. We can simplify the above equation further for the dispersed flow of
gas-liquid two-phase flow using several assumptions. If we neglect the surface tension effects
in the dispersed flow regime, the interfacial pressure and shear stress of the continuous and
dispersed phases would be equal:

pintc ≈ pintd = pint (2.20)

Furthermore, the pressure of the dispersed phase would be approximately equal to the
pressure at the interface since dispersed phase particles are very small and density is low:

pd ≈ pint (2.21)

The other simplifying assumption reasonable for the dispersed flow regime is that the
interfacial shear stress, would be negligible:

τ int
k ≈ 0 (2.22)

Using this assumptions, the conservation of momentum equations for each phase can
be simplified further and the following equations will be obtained for the continuous and
dispersed phase respectively [23]:

∂

∂t
(αcρcvc)+∇·(αcρcvcvc) = −αc∇pc+∇·(αcτ c)+αcρcg+

(
pintc − pc

)
∇αc+M ik (2.23)

∂

∂t
(αdρdvd) +∇ · (αdρdvdvd) = −αd∇pint +∇ · (αdτ d) + αdρdg +M ik (2.24)
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2.4 Derivation of the two-fluid model using volume

averaging

In this section, we will go through the derivation of the model using volume averaging.
Volume averaging can be considered as a mathematical technique that can transform local
field variables to averaged field variables that are not dependent on local variables such as
the size or velocity of each individual particle [6]

Volume averaging has been used to derive the two-fluid model most commonly using
a phase indicator function [25]. However, another ad hoc approach to derive two-fluid
model using volume averaging is the cell averaging method [6] which results in derivation
of dispersion term in both conservation of mass and momentum equation. In this section,
we will review and discuss these approaches for deriving the two-fluid model.

2.4.1 Derivation using a phase indicator function

Using a phase indicator function to derive a volume-averaged two-fluid model is the com-
mon approach in the literature. In this section, we explain and discuss the derivation by
Yeoh et al. [25]. Volume average of quantity ϕ is defined as:

⟨ϕ⟩V (t) = lim
V→∞

1

V

∫
ϕ(x, y, z, t)dV (2.25)

Where V is the volume based on averaging length scale. The phase indicator function
F(x, y, z, t) of each phase is defined such that it would be equal to 1 when the phase is
present and 0 otherwise:

Fk(x, y, z, t) =

{
1 if (x, y, z) is within phase k at time t
0 otherwise

(2.26)

It can be shown that by applying volume averaging operator to the phase indicator
function, volume fraction which basically shows the fraction of space occupied by each
phase is obtained:

⟨Fk⟩ = lim
V→∞

1

V

∫
Fk(x, y, z, t)dV =

Vk
V

= αk (2.27)
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In order to find the averaged conservation equations, the equations of conservation
of mass and momentum for single-phase flows will be multiplied by the phase indicator
function and then the averaging operator is applied to the equations. In the procedure of
deriving the averaged equation, the following properties of volume averaging will be used
[25]:

⟨⟨a⟩⟩ = ⟨a⟩
⟨a+ b⟩ = ⟨a⟩+ ⟨b⟩
⟨⟨a⟩b⟩ = ⟨a⟩⟨b⟩

(2.28)

and, 〈
∂a

∂t

〉
=
∂⟨a⟩
∂t

Leibniz rule (2.29)

〈
∂a

∂xj

〉
=
∂⟨a⟩
∂xj

= ∇⟨a⟩ Gauss rule (2.30)

Conservation of mass

Multiplying the phase indicator function with the equation of conservation of mass for
single-phase flow, we have:

Fk
∂ρk
∂t

+ Fk∇ · (ρkvk) = 0 (2.31)

Drew and Passman [26] showed that the topological equation reflecting the material
derivative of phase indicator function at the interface is equal to zero:

DFk

Dt
=
∂Fk

∂t
+ vint ·∇Fk = 0 (2.32)

Using the two above equations and the product rule, the following equation can be
obtained:

∂ (Fkρk)

∂t
+∇ · (Fkρkvk) = ρk

(
vk − vint

)
·∇Fk (2.33)
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By volume averaging this equation and using the properties mentioned above, the
following equation can be derived:

∂ ⟨Fkρk⟩
∂t

+∇ · ⟨Fkρkvk⟩ =
〈
ρk
(
vk − vint

)
·∇Fk

〉
= I ′k (2.34)

Which is the instantaneous volume-averaged equation of conservation of mass. The
right-hand side represents the interfacial mass source term. In practical computations, it
is preferred to resolve the random transient distribution of the instantaneous field ϕ with
time. In order to do so, the instantaneous field can be decomposed into a steady motion ϕ
and fluctuating motion ϕ′:

ϕ = ϕ+ ϕ′ (2.35)

Where the overbar denotes time averaging. By definition, the time averaged of the
fluctuating motion is equal to zero:

ϕ′ = lim
T→∞

1

T

∫
ϕ′dt = 0 (2.36)

In order to reduce the complexity of modeling additional terms for averaged fluctuation
quantities, mass-weighted and phase-weighted averages are defined as follows respectively:

⟨ϕ⟩ = ⟨Fkϕ⟩
⟨Fk⟩

(2.37)

and,

⟨ψ⟩ = ⟨ρkψ⟩
⟨ρk⟩

(2.38)

Now, using the averaging properties, it can be shown that [25]:

⟨Fkϕ⟩ = ⟨Fk⟩⟨ϕ⟩
⟨ρkψ⟩ = ⟨ρk⟩⟨ψ⟩

(2.39)
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If we time-average the instantaneous volume-averaged equations, suitable forms of the
conservation of mass and momentum can be derived in terms of phase-weighted variables
and mass-weighted averages.

Using the two above equations, Equation 2.34, and the averaging properties, the effec-
tive equation of conservation of mass in terms of the local volume fraction is obtained:

∂ (αkρk)

∂t
+∇ · (αkρkvk) = Ik (2.40)

In case of zero mass transfer between the phases, Ik = 0, we have:

∂ (αkρk)

∂t
+∇ · (αkρkvk) = 0 (2.41)

For sake of brevity, we dropped the parenthesize and overbar denoting volume, mass-
weighted, and phase-weighted averaging.

Conservation of momentum

Similar to the derivation of the conservation of mass equation, to derive the equation of
multiphase conservation of momentum equation, we start from the single-phase equation,
then we multiply by phase indicator function, and finally apply averaging operator and use
the averaging properties to derive the averaged equation.

ρk
∂vk

∂t
+ ρkvk ·∇vk = −∇pk +∇ · τk +

∑
Fk, body forces (2.42)

Where the body forces is gravitational force i.e.
∑

Fk, body forces = ρkg . If we multiply
by the phase indicator function, we get:

Fkρk
∂vk

∂t
+ Fkρkvk ·∇vk = −Fk∇pk + Fk∇ · τk + Fkρkg (2.43)

Using Equation 2.33 and the product rule, for the first term on left-hand side, we have:

Fkρk
∂vk

∂t
=
∂ (Fkρkvk)

∂t
+ vk ·∇ (Fkρkvk)− ρkvk

(
vk − vint

)
·∇Fk (2.44)
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For the second term on right hand-side (advection term) we have:

Fkρkvk ·∇vk = ∇ · (Fkρkvkvk)− vk ·∇ (Fkρkvk) (2.45)

Substituting the two above equations in Equation 2.43, we obtain:

∂ (Fkρkvk)

∂t
+∇ · (Fkρkvkvk) =−∇ (Fkpk) +∇ · (Fkτk)

+ pk∇Fkkvk (vk − vint ) ·∇Fk − τk ·∇Fk + Fkρkg
(2.46)

Applying volume averaging and using the properties, we get:

∂ ⟨Fkρkvk⟩
∂t

+∇ · ⟨Fkρkvkvk⟩ = −∇ ⟨Fkpk⟩+∇ · ⟨Fkτk⟩+ ⟨Fk⟩ ⟨ρkg⟩

+
〈
ρkvk

(
vk − vint

)
·∇Fk

〉
+ ⟨pk⟩ ⟨∇Fk⟩ − ⟨τk ·∇Fk⟩︸ ︷︷ ︸
Mk

(2.47)

Where the term M k is the interphase momentum source term. Similar to what we did
in the previous section, we use phase-weighted and mass-weighted average to formulate the
effective equation of conservation of momentum which includes local volume fraction:

∂ (αkρkvk)

∂t
+∇ · (αkρkvkvk) =− αk∇pk − pk∇αk +∇ · (αkτk)−∇ ·

(
αkτk

T
)

+ αkρkg +Mk

(2.48)

and,

Mk =
N∑
l=1

(ṁlkvl − ṁklvk) + pintk ∇αk + FD
k (2.49)

Where the interfacial force, FD
k , can be split in terms of drag and non-drag forces and

ṁlk and ṁkl characterize the mass transfer from phase l to phase k and from phase k to
phase l, respectively. Now, by substituting Equation 2.49 in Equation 2.48, we get:
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∂ (αkρkvk)

∂t
+∇ · (αkρkvkvk) =− αk∇pk − pk∇αk +∇ · (αkτk)−∇ ·

(
αkτk

T
)

+ αkρkg +
N∑
l=1

(ṁlkvl − ṁklvk) + pintk ∇αk + FD
k

(2.50)

Assuming that the mass transfer between the phases is zero and neglecting the turbulent
contributions, we obtain the final canonical form of conservation of momentum:

∂ (αkρkvk)

∂t
+∇ · (αkρkvkvk) =− αk∇pk − pk∇αk +∇ · (αkτk)

+ αkρkg + pintk ∇αk + FD
k

(2.51)

2.4.2 Derivation using cell averaging method

In this section, the derivation of the two-fluid model for inviscid bubbly flow by Espinosa-
Paredes et al. [6] using volume averaging and cell averaging method will be reviewed.
The main difference between this derivation and the previous section derivation is that the
phase indicator function is not involved in this derivation.

In order to obtain the averaged field equations, an integral over averaging volume, V ,
must be applied to each term of the local field equations. The averaging volume is constant,
smaller than the size of the system, and also larger than the size of the bubbles and the
separation distance between adjacent bubbles as shown in Figure 2.5 In order to obtain
meaningful averaged quantities, the characteristic length of each phase should be greatly
smaller than the characteristic length of averaging. In addition, the characteristic length
of averaging should be smaller than the domain of the system:

ℓk << ro << L (2.52)

The superficial volume average of some function ψk associated with the kth-phase is
defined as:

⟨ψk⟩ (x, t) =
1

V

∫
Vk(x,t)

ψk (x+ yk, t) dVy (2.53)
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Figure 2.5: The scale of the system, characteristic lengths, and averaging volume of each
phase [6]

where Vk(x, t) is the volume of the kth-phase contained within the averaging volume V
which is independent of space and time. For sake of simplicity the superficial average of
ψk can be written as:

⟨ψk⟩ =
1

V

∫
Vk

ψk dV (2.54)

The intrinsic average which is defined over the volume of phase k instead of the averaging
volume is expressed in form of:
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⟨ψk⟩k =
1

Vk

∫
Vk

ψk dV (2.55)

Dividing the two above equations, knowing that Vk/V = αk, the following correlation
between the average over each phase and the superficial average can be obtained:

⟨ψk⟩ = αk ⟨ψk⟩k (2.56)

In order to obtain the volume-averaged equation of conservation of mass and momen-
tum, we need to use two averaging theorems. The first one is the transport theorem
[27, 28]: 〈

∂ψk

∂t

〉
=
∂ ⟨ψk⟩
∂t

− 1

V

∫
Aint(t)

ψkv
int · nint dA (2.57)

The second integral theorem is the spatial averaging theorem [27, 29]:

⟨∇ψk⟩ = ∇ ⟨ψk⟩+
1

V

∫
Aint(t)

ψkn
int dA (2.58)

Where Aint is the interfacial area. Now, we can derive the volume-averaged equation
of conservation of mass: 〈

∂ρk
∂t

〉
+ ⟨∇ · (ρkvk)⟩ = 0 (2.59)

Using the two above theorems shown in Equations 2.57 and 2.58, Equation 2.59 can be
written as:

∂ ⟨ρk⟩
∂t

+∇ ⟨ρkvk⟩+
1

V

∫
Aint(t)

ρk
(
vk − vint

)
· nint dA = 0 (2.60)

Assuming that the interfacial mass transfer is zero, the fluid velocity in each phase is
equal to the velocity of interface. Therefore, the third term of the equation will be zero
and the above equation simplifies to:

∂ ⟨ρk⟩
∂t

+∇ · ⟨ρkvk⟩ = 0 (2.61)
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where averaged quantities are defined as:

vk = ⟨vk⟩k + ṽk

ρk = ⟨ρk⟩k + ρ̃k
(2.62)

where ṽk and ρ̃k are the spatial deviations of the velocity and density, respectively.

Considering the averaging quantities, we have:

⟨ρkvk⟩ = αk ⟨ρkvk⟩k = αk ⟨ρk⟩k ⟨vk⟩k + αk ⟨ρ̃kṽk⟩k (2.63)

By substituting the above equation in Equation 2.61, the following equation will be
obtained:

∂αk ⟨ρk⟩k

∂t
+∇ ·

(
αk ⟨ρk⟩k ⟨vk⟩k

)
+∇ ·

(
αk ⟨ρ̃kṽk⟩k

)
= 0 (2.64)

where the third term shows the dispersion of mass caused by deviations in the velocity.
For many flows in which thermal and pressure gradients are not very large, the term in-
cluding the spatial deviation of density (ρ̃k) would be very small, and hence, the dispersion
term could be neglected. It will also be proved using scaling analysis in the next chapter.
Therefore the final form of conservation of mass will be:

∂αk ⟨ρk⟩k

∂t
+∇ ·

(
αk ⟨ρk⟩k ⟨vk⟩k

)
= 0 (2.65)

dropping the angled brackets for phasic averaged quantities for brevity, the conservation
of mass equation can be written as:

∂(αkρk)

∂t
+∇ · (αkρkvk) = 0 (2.66)

Similarly, the averaged equation of conservation of momentum can be derived by ap-
plying the volume averaging operator on the single-phase equation:

〈
∂ (ρkvk)

∂t

〉
+ ⟨∇ · (ρkvkvk)⟩+ ⟨∇ · (pkδij)⟩ − ⟨∇ · τ k⟩ − ⟨ρkgk⟩ = 0 (2.67)
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which after using the averaging properties and the two theorems presented in Equations
2.57 and 2.58, it will simplify to the form:

∂

∂t

(
αk ⟨ρk⟩k ⟨vk⟩k

)
+∇ ·

(
αk ⟨ρk⟩k ⟨vk⟩k ⟨vk⟩k

)
+ αk∇ ⟨pk⟩k − αk ⟨ρk⟩k g

=
〈
∆pint

〉
∇αk −∇ ·

(
αk ⟨ρk⟩k ⟨ṽkṽk⟩k

)
+M ′int

(2.68)

where the second term on the right-hand side represents the dispersion of momentum.

The averaged pressure difference over the interface can be calculated from Equation
2.55 and it is equal to [6]:

〈
∆pint

〉
∇αk = − 1

V

∫
Aint(t)

nint
〈
∆pint

〉
dA = −

〈
∆pint

〉( 1

V

∫
Aint(t)

nint dA

)
(2.69)

The same applies to other terms on the right-hand side. However, it is not practical
to use these correlations in the macroscopic (hydrodynamic) equations, and as a results,
closure terms need to be used to close the equations of conservation of momentum for the
pressure difference, dispersion, and interphase momentum exchange terms. Therefore, the
canonical form of the equation of conservation momentum (without closure) is obtained as
follows:

∂

∂t
(αkρkvk) +∇ · (αkρkvkvk) = −αk∇pk + αkρkg +

〈
∆pint

〉
∇αk −∇ · (αkρk⟨ṽkṽk)⟩+M ′

k

(2.70)

where the last three terms need to be defined using closures to close the equation of
conservation of momentum.

2.5 Derivation of the two-fluid model using kinetic

theory of gases and ensemble averaging

In this section, another approach for the derivation of the dispersed phase conservation
equations using the kinetic theory will be reviewed and discussed for the case of inviscid
dispersed phase with no collision between the particles based on Gidaspow’s derivation
[20].
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2.5.1 Kinetic theory principles

In order to use kinetic theory for the derivation of conservation equations, first, we will
introduce some basic principles and correlation.

The frequency distribution of the velocity of particles, f , is a function of time t, position
x, and instantaneous (microscopic) velocity c which basically represents the number of
particles per unit volume at a given time, position, and velocity [20].

f = f(t,x, c) (2.71)

The number of particles per unit volume, n (number density) can be calculated by
integrating over the frequency distribution function:

n =

∫
f(t,x, c)dc (2.72)

The mean statistical or ensemble average of quantity ϕ can be calculated as follows:

n ⟨ϕ⟩ =
∫
ϕ f(t,x, c)dc (2.73)

Therefore, the hydrodynamic or macroscopic velocity will be

v =
1

n

∫
c f(t,x, c)dc (2.74)

2.5.2 Boltzmann Transport Equation

The Boltzmann equation or Boltzmann transport equation describes the behaviour of a
system when it is not in a state of equilibrium, for the frequency distribution function, f,
it is given as follows:

∂f

∂t
+ c · ∂f

∂x
+ F

∂f

∂c
=

(
∂f

∂t

)
coll

(2.75)

where F = dc
dt

is the force per unit mass or the instantaneous acceleration and
(
∂f
∂t

)
coll

shows the rate of change of collision between particles with time.
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Chapman and Cowling [30] introduced a relative velocity in terms of hydrodynamic
velocity:

C = c− v(t,x) (2.76)

Which basically changes the coordinate from c to C:

f(t,x, c) = fc(t,x,C) (2.77)

Multiplying the Boltzmann Equation by C and using the chain rule, the modified
Boltzmann Equation with respect to material derivative can be derived:

Df

Dt
+C

∂f

∂x
+

(
F− Dv

Dt

)
∂f

∂C
− ∂f

∂C
C :

∂v

∂x
=

(
∂f

∂t

)
coll

(2.78)

2.5.3 Maxwell Transport Equation

The transport equation for a quantity ψ can be derived by multiplying Boltzmann Trans-
port Equation by ψ and integrating over the instantaneous velocity c [20]:∫

ψ

(
∂f

∂t
+ c · ∂f

∂x
+ F · ∂f

∂c

)
dc =

∫
ψ

(
∂f

∂t

)
coll

dc (2.79)

We can transform these integrals using the following correlation [20]:∫
ψ
∂f

∂t
dc =

∂

∂t

∫
ψfdc−

∫
f
∂ψ

∂t
dc =

∂n⟨ψ⟩
∂t

− n⟨∂ψ
∂t

⟩∫
ψcx

∂f

∂x
dc =

∂

∂x

∫
ψcxfdc−

∫
fcx

∂ψ

∂x
dc =

∂n⟨ψcx⟩
∂x

− n⟨cx
∂ψ

∂x
⟩∫

ψ
∂f

∂cx
dc =

∫∫
[ψf ]cx=∞

cx=−∞dcydcx −
∫
f
∂ψ

∂cx
dc = −n⟨ ∂ψ

∂cx
⟩

(2.80)

Using the above equations, we can simplify the Maxwell Transport Equation as follows:

∂n⟨ψ⟩
∂t

+
∂

∂x
· n⟨ψc⟩ − n

[
⟨∂ψ
∂t

⟩+ ⟨c · ∂ψ
∂x

⟩+ F · ⟨∂ψ
∂c

⟩
]
=

∫
ψ

(
∂f

∂t

)
coll

dc (2.81)
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This equation can be written in a more convenient form for derivation of conservation
equations if we change the coordinates to the relative velocity (C) and write it for the
quantity ψ = ψ⟨C⟩ using the chain rule [20]:

Dn⟨ψ⟩
Dt

+ n⟨ψ⟩∂v
∂x

+
∂

∂x
n⟨ψC⟩ − n

(
F− Dv

Dt

)
⟨ ∂ψ
∂C

⟩ − n⟨ ∂ψ
∂C

C⟩ : ∂v
∂x

= nψc (2.82)

This equation can be used to derive the conservation of mass and momentum equations
without considering collisions by substituting appropriate quantity for ψ.

Conservation of mass

To derive the conservation of mass equation, we need to substitute ψ = m in Equation
2.82, and by this substitution, all the terms except for the first two will cancel out and the
following equation will be obtained [20]:

D(nm)

Dt
+ nm

∂v

∂x
= 0 (2.83)

Knowing that the bulk density, ρ, is equal to ρ = nm = ρdαd we can simplify to get
[20]:

∂ (αdρd)

∂t
+
∂ (αdρdvd)

∂x
= 0 (2.84)

Using the nabla operator, the equation of conservation of mass for dispersed phase will
be obtained as follows:

∂(αdρd)

∂t
+∇.(αdρdvd) = 0 (2.85)

Conservation of momentum

In order to derive the conservation of momentum equation, let ψ = mC in Equation
2.82. The average relative velocity of the particles will to be zero, taking into account the
definition of v:
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⟨C⟩ = ⟨c⟩ − v = 0 (2.86)

As a result, the first two terms in Equation 2.82 zero out, and for the rest, we have:

∂

∂x
nm⟨CC⟩ − n

(
F− Dv

Dt

)
⟨m∂C

∂C
⟩ − nm⟨C⟩ : ∂v

∂x
= 0 (2.87)

The last term on the right hand side would also zero out since it is being multiplied by
⟨C⟩ = 0:

∂

∂x
nm⟨CC⟩ − nm

(
F− Dv

Dt

)
= 0 (2.88)

With more simplifications, we have:

∂

∂x
ρ⟨CC⟩ − ρ

(
F− Dv

Dt

)
= 0 (2.89)

Which is the inviscid momentum balance equation of the dispersed phase.

The tensor ρ⟨CC⟩ is defined as kinetic part of the stress:

P k = ρ⟨CC⟩ (2.90)

If we write it in the matrix form, we get:

Pk ≡ ρ⟨CC⟩ =

 ρ⟨C2
x⟩ ρ⟨CxCy⟩ ρ⟨CxCz⟩

ρ⟨CyCx⟩ ρ⟨C2
y ⟩ ρ⟨CyCz⟩

ρ⟨CzCx⟩ ρ⟨CzCy⟩ ρ⟨C2
z ⟩

 (2.91)

Therefore the final form of momentum equation will be [20]:

∂

∂x
Pk − ρ

(
F− Dv

Dt

)
= 0 (2.92)

If we write it in conservative form using the nabla operator, we get:

∂ (αdρdvd)

∂t
+∇.(αdρdvdvd) = −∇.Pk + αdρdF (2.93)
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2.6 Derivation of the two-fluid model using a modified

control volume

This section introduces and explains a less studied approach originally from Brennen [21]
to derive the two-fluid model. In this derivation, the control volume will be modified which
results in the derivation of a different momentum equation for the dispersed phase.

In this derivation, a control volume of dimensions ϵ assuming that ϵ is much smaller than
the typical distances over which flow properties vary significantly is used. It is assumed
that ϵ is much larger than the size of dispersed phase particles. The first assumption is
required to define the derivative of flow properties in the flow field. The second assumption
is necessary so that each averaging volume contains enough samples of each phase to
represent the entire flow [21].

Choosing this control volume with the properties mentioned above is one of the chal-
lenges in studying multiphase flow. Generally, the properties of each phase, especially
the continuous phase, vary significantly within the control volume, which brings about
challenges of defining averaging quantities [21]. Additionally, the intersection of dispersed
phase particles with the boundary of the control volume can give rise to non-physicality
in the resulting conservation equations. Hence, extra care will be taken in this derivation
with the control volume.

2.6.1 Conservation of mass

In order to derive the conservation of mass for dispersed multiphase flow, a cubic control
volume is adopted. The mass flow rate of each phase is given by ρkjki, where jki = αkvki

and k and i show each phase and direction respectively. The net rate of outflow of mass
from the control volume is calculated by the divergence of the mass flow rate:

∂(ρkαkvki)

∂xi
(2.94)

The rate of accumulation of mass of each phase in the control volume is given by:

∂(ρkαk)

∂t
(2.95)

Therefore, the equation of conservation of mass for each phase is given by:
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∂(ρkαk)

∂t
+
∂(ρkαkvki)

∂xi
= Ik (2.96)

If we write it using nabla operator it will be:

∂(ρkαk)

∂t
+∇.(ρkαkvk) = Ik (2.97)

Where Ik is the rate of mass transfer to phase k from other phases. It is worth mention-
ing that, in order for conservation of mass to hold, the net rate of mass transfer between
the phases must be zero:

∑
k

Ik = 0 (2.98)

2.6.2 Conservation of momentum

In this section, the equations of conservation of momentum are derived for the control
volume. To avoid the difficulty of the presence of both phases at the boundary of the control
volume, a minor modification is made on the control volume. It is slightly deformed so that
it does not cut across the dispersed phase and instead only crosses the continuous phase.
Figure 2.6 shows the modified control volume. Considering the microscopic dimensions of
the dispersed phase particles compared to the control volume, this modification has only
a small impact on the system. Yet, it avoids complications of determining volume fraction
and the force imposed by each phase to the others when the control volume boundary
intersects particles [21].

Now, using the conservation of momentum principles, the rate of change of momentum
in the control volume by time is given by:

∂(ρkαkvk)

∂t
(2.99)

and the net flux of momentum out of the control volume is:

∂(ρkαkvkivk)

∂xi
(2.100)
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Figure 2.6: The modified control volume used in derivation of the momentum equations

The summation of these two contributions is equal to the net force acting on each phase
in the control volume:

F ′
k =

∂(ρkαkvk)

∂t
+
∂(ρkαkvkivk)

∂xi
(2.101)

To complete the equations of motion, the term F ′
k should be defined. It accounts for

the total force per unit volume and includes body forces, forces due to pressure and stress,
and the interfacial force acting within the control volume. Body force is exerted without
requiring any contact, and forces due to gravity, magnetic, and electric fields are examples.
However, in this work, only gravitational force is included. The other forces that should
be included in the left-hand side of the above equation are the forces due to pressure and
viscous stress, referred to as molecular fluxes. Finally, the third group of forces considered
in each phase’s conservation of momentum equation is the forces imposed by each phase
to the others within the control volume [21].

As mentioned above, the body force we have here is the gravitational force, which is
defined as:

αkρkg (2.102)
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The second contribution, the molecular flux of momentum through the control volume,
will be different for the two phases assuming that the control volume is deformed and does
not intersect with the dispersed phase particles. Since particles of the dispersed phase are
not present at the boundary of the control volume, there would be no molecular flux of
momentum in the dispersed phase equation. As a result, pressure and viscous stress term
vanish in the conservation of momentum of the dispersed phase. For the continuous phase,
the molecular flux of momentum is equal to:

∂πci

∂xi
(2.103)

where

πci = −pδij + τ ci (2.104)

and p, δij, and τ c are the pressure of the continuous phase, the Kronecker delta, and
the deviatoric stress tensor of the continuous phase.

The third contribution to F ′
k is the force imposed on phase k by the other phase within

the control volume. It is referred to as M k here. Now, we can write the conservation of
momentum equation for each phase:

∂(ρkαkvk)

∂t
+
∂(ρkαkvkivk)

∂xi
= αkρkg + δck

[
− ∂p

∂xi
+
∂τ ci

∂xi

]
+M k (2.105)

where the Kronecker delta, δck would be non-zero only for the continuous phase (i.e.
k=c). Similar to the mass transfer between the phases, the net exchange of momentum
between the two phases is equal to zero:

∑
k

M k = 0 (2.106)

As a result, for two-phase flow, we have:

M d = −M c (2.107)

In dispersed multiphase flow, the momentum exchange term, M k is decomposed into
two different contributions, one due to pressure gradient in the continuous phase, ∂p

∂xi
, and
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the remainder due to other interactions between the phases such as drag, virtual mass,
etc. which are added to the model as closure terms, M ′

k. Therefore the term M k for each
phase is defined as [21]:

M d = −M c = −αd
∂p

∂xi
+M ′

d (2.108)

The presence of the pressure term might not be intuitive at the first glance and need
more clarification on how it is derived and included as a momentum exchange term. In
order to explain the presence of this term as a momentum exchange term, we make the as-
sumptions of uniform pressure gradient within the control volume. Consequently, the force
on the dispersed phase particles in the control volume due to the pressure of continuous
phase is given by:

F p
d =

∑
N

∫
A

n.(pδij)dA (2.109)

Where N is the number of particles in the control volume. To make the calculations
easier, we assume that particles are cubic with the volume of Vp = (∆x)3, area of each
face Ap = (∆x)2, and three pairs of surfaces in each direction (i). Hence, the force in each
direction of the particle (cubic) would be equal to:

F p
d =

∑
i

F ip
d δi =

∑
N

∑
i

∫
Ai

n.(pδij)dAi =
∑
i

nAp(−p|xi+∆x + p|xi
)δi (2.110)

Now, we multiply and divide by ∆x and sum over the total number of particles in the
control volume (N) which are identical.

F p
d = N(∆x)2

∑
i

(∆x)
− p
∣∣
xi+∆x

+ p
∣∣
xi

∆x
δi = N(∆x)3

∑
i

− p
∣∣
xi+∆x

+ p
∣∣
xi

∆x
δi (2.111)

Since dimensions of the particles are infinitesimal compared to the control volume (∆x→
0), we have:

F p
d = −NVp

∑
i

∂p

∂xi
δi (2.112)
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Now, since the equations of conservation of momentum are in terms of force per unit
volume, we divide by the volume of the control volume, V , and knowing that NVp

V
= αd:

F ′p
d =

F p
d

V
= −NVp

V

∑
i

∂p

∂xi
δi = −αd∇p (2.113)

To summarize, the equations of conservation of mass and momentum are given below
for the case of zero mass transfer between the phases:

The equation of conservation of mass for phase k:

∂(ρkαk)

∂t
+∇.(ρkαkvk) = 0 (2.114)

The equation of conservation of momentum of continuous phase:

∂(ρcαcvc)

∂t
+∇ · (ρcαcvcvc) = −∇p+∇ · τ c + αcρcg +M c (2.115)

The equation of conservation of momentum of dispersed phase:

∂(ρdαdvd)

∂t
+∇ · (ρdαdvdvd) = αdρdg +M d (2.116)

and,

M d = −M c = −αd∇p+M ′
d (2.117)

Substituting the above equations in the canonical form of conservation of momentum
of continuous phase, we can further simplify the equations and for continuous phase the
following equation will be obtained:

∂(ρcαcvc)

∂t
+∇ · (ρcαcvcvc) = −(1− αd)∇p+∇ · τ c + αcρcg −M ′

d (2.118)

which can be simplified to:
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∂(ρcαcvc)

∂t
+∇ · (ρcαcvcvc) = −αc∇p+∇ · τ c + αcρcg −M ′

d (2.119)

and for the dispersed phase, the conservation of momentum equation is as follows:

∂(ρdαdvd)

∂t
+∇ · (ρdαdvdvd) = −αd∇p+ αdρdg +M ′

d (2.120)

It is important to note that the pressure term in the dispersed phase momentum equa-
tion is not a molecular flux within the dispersed phase, as we obtained it in other methods.
Rather, it is a result of the contact of dispersed phase with the continuous phase (which
has a molecular flux of pressure) in the two-fluid system.

Due to the discontinuous nature of the dispersed phase, we believe this formulation
has a higher physical fidelity than other formulations. Consequently, it will be the subject
of additional analyses and investigations in subsequent chapters of our work, and we will
run simulations using this model (which is unprecedented in the literature) and validate
it with experimental results and reference solutions from standard (Ishii’s) version of the
two-fluid model.
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Chapter 3

Interphase Momentum Exchange
Terms

3.1 Introduction

In the previous chapter, we went through the derivation of the canonical form of the
two-fluid model. However, the accuracy of the model is highly affected by the interphase
(interfacial) momentum exchange term, Mk. This term includes the momentum transfer
corresponding to interactions between the phases and can be subdivided into different con-
tributions (forces). These closures are primarily derived using empirical relations. Hence,
extra care is required to prevent an adverse impact on the model accuracy since these
terms happen to affect the simulation results significantly [24].

In chapter 1, we discussed the differences between the Eulerian and Lagrangian ap-
proaches for multiphase flow. In fact, one main disadvantage of the two-fluid model that
challenges its accuracy is the difficulty in prescribing interphase models to capture the
interactions between the phases. Unlike the Euler-Lagrange approach in which each par-
ticle is represented by its own model and set of equations, the averaging process used in
the derivation of the two-fluid model results in loss of information about local instanta-
neous flow properties and introduction of additional unknown correlation terms, which
adds complexity to the system [22]. In order to address these interactions, different inter-
phase exchange forces, namely, drag, virtual mass, lift, etc., are defined and used in the
two-fluid model. However, not all the interactions between the phases can be captured
using these familiar closures, and other interphase exchange terms are added depending on
the flow type and regime.
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Although many closures are proposed and used in multiphase flow simulations in the
literature, fewer efforts have been made to validate and investigate these closures. We
notice a gap between the introduction and usage of these terms in the two-fluid model. In
this chapter, we will first introduce some of the well-known closures. Then we introduce
and investigate three less studied closures which, unlike many others in the literature, are
supported by theoretical derivations of kinetic theory.

3.2 Interphase momentum exchange

The averaging process used for the derivation of the two-fluid model results in information
loss about the local flow condition specifically the hydrodynamic and hydrostatic stress
around the surface of dispersed phase. Therefore, in order to restore this info and the
effect of local flow on the averaged properties of flow, the interphase momentum exchange
is introduced to each phase momentum equation of the two-fluid model. It is worth men-
tioning that a general exact two-fluid model that applies to any multiphase flow type and
regime can potentially be derived if we could precisely model these additional momentum
exchange terms [22]. However, the large number of multiphase model closures for each flow
regime shows that we are far away from that.

To review, the momentum equation of dispersed phase is given as:

∂(ρdαdvd)

∂t
+∇ · (ρdαdvdvd) = αdρdg +M d (3.1)

and for continuous phase, we have:

∂(ρcαcvc)

∂t
+∇ · (ρcαcvcvc) = −∇p+∇ · τ c + αcρcg +M c (3.2)

The interphase momentum exchange term is defined as follows as shown in the previous
chapter:

Md = −Mc = −αd∇p+M ′
d (3.3)

Now, we will focus on the forces acting on the dispersed phase which is decomposed into
different components:

M ′
d =

∑
i

Fi (3.4)

The acting forces on the dispersed phase are drag, virtual mass, lift, interfacial pressure,
and wall lubrication. Besides these five terms, we will introduce and discuss three other
terms below: dispersion, bubble pressure, and effective stress.
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3.2.1 Drag Force

The relative motion between the two phases brings about the drag force. Drag force has
two components, skin drag, and form drag force, which are related to the imbalance of the
shear stress and the pressure distribution at the surface of an immersed body caused by
relative motion respectively [2]. Although separate correlations are derived for different
contributions of the drag force when averaging is performed (which are given in equation 13
of chapter 2), it is common to have a single closure for the total drag force in the two-fluid
model.

The simplest correlation for the drag force is given by Stokes’ law derived by theoretical
analysis. Using Stokes’ law, the drag force for a single sphere moving through an infinite
viscous fluid is given by [31]:

Fd = 6πµcrvr (3.5)

where µc is the viscosity of the continuous phase, vr = vc − vd is the relative velocity of
the two phases, and r is the radius of the spherical particle. Stokes’ law can achieve high
accuracy for very low Reynolds number, i.e., Re < 1.

For higher Reynolds numbers, a closure based on scaling analysis is being used to
calculate this force for a single particle/bubble [2]:

F d =
1

2
ρcACd|vc − vd|(vc − vd) (3.6)

where ρc is the density of the fluid, A is the projected area of the particle/bubble, and Cd

is the dimensionless drag coefficient.

The total average drag force per unit volume for a large number of particles is given in
terms of phase fraction. For spherical particles/bubbles, the correlations is given by:

F d =
3

4
ρcαd

CD

dp
|vc − vd|(vc − vd) (3.7)

where vr = vc − vd is the mean relative velocity and dp is the bubble/particle diameter.

The drag coefficient is highly dependent on the characteristics of the flow and is a
function of particle Reynolds number [7]:

Rep =
ρc |vr| dp

µc

(3.8)

After Stokes’ law, theoretical studies on the dependence of the drag coefficient (Cd) on
particle Reynolds number have not progressed, given the very complex behavior of the flow
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around the immersed body. That being the case, determination of drag coefficient relies
on experimental studies of the flow, and the results are usually interpreted with respect to
drag coefficient versus Reynolds number. An example for spherical particles in constant
relative velocity is shown in Figure 3.1 [22].

Figure 3.1: Drag coefficients of smooth, axially symmetric bodies [7]

Many different empirical relations for drag coefficient based on Reynolds number are
given for different types of the dispersed phase, i.e., bubbles and solid particles based on
experiments. In what follows, we will review a few of these drag coefficients.

Drag Coefficient for Bubbles and Droplets

Several different models have been proposed in the literature for the drag coefficient of
bubbly flow. In this section two of the most applied models, Schiller-Naumann [32] and
Ishii-Zuber [1], will be reviewed

The Schiller-Naumann model is relatively simple and is used mainly for the laminar
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regime. The drag coefficient is given as follows [32, 24]:

CD =
24

Rep

(
1 + 0.15Re0.687p

)
, if Rep < 1000 (3.9)

and for the case of Reynolds number higher than 1000, it uses a constant drag coefficient:

CD = 0.44 , if Rep > 1000 (3.10)

In the Ishii-Zuber model, various regimes have been considered for drag coefficient
calculation based on the characteristics of the dispersed bubbles/droplets, such as volume
fraction and Reynolds number. The drag coefficient for each regime are showed in Table
3.1.

Flow Regime Drag Coefficient (Cd)

Stokes Regime Cd =
24

Repm

Undistorted Particle Regime Cd =
24

Repm

(
1 + 0.1Re0.75pm

)
Distorted Particle Regime Cd =

4dd
6
f (αd)

√
g(ρc−ρd)

σ

Churn Turbulent Regime Cd =
8
3
(1− αd)

2

Table 3.1: The drag coefficient for different flow regimes [1]

One difference of the Ishii-Zuber model compared to other models is that it uses the
mixture viscosity for particle Reynolds number rather than continuous phase viscosity to
account for the effect of particles on the surrounding flow:

Repm =
ρc|vr|dp
µm

(3.11)

where the mixture viscosity is defined based on maximum packing limit αdm and viscosity
of the continuous phase [2]:

µm = µc

(
1− αd

αdm

)−2.5αdmµ∗

(3.12)

For solid particles, µ∗ = 1 but for droplet/bubbles it is defined as:

µ∗ ≡ µd + 0.4µc

µd + µc

(3.13)
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The function f(αd) is dependent on the difference in the viscosity of both phases, and it
is given by:

f (αd) =


(1− αd)

−0.5 for µc >> µd

(1− αd)
−1.0 for µc ≈ µd

(1− αd)
−1.5 for µc << µd

(3.14)

Drag Coefficient for Solid Particles

For solid particles, a common model proposed by Wallis defines the drag coefficient as
follows: [7]:

Cd =

{
24
Rep

(
1 + 0.15Re0.687p

)
for Rep ≤ 103

0.44 for Rep > 103
(3.15)

It has been shown that for Rep < 103, it has an accuracy of ±5% of experimental results
[22].

3.2.2 Lift Force

Lift force is the perpendicular component of the force exerted on the particle by fluid
around it due to shear force, asymmetric pressure, or the rotation of the particle itself
[33, 34, 22]. Lift force is significant in gas-liquid flows in which areas with high shear rates
exist, while it is far less consequential for solid-liquid flows to the point that it is considered
negligible [35].

For a single spherical particle in a weak shear flow of an infinite inviscid fluid, the lift
force is calculated to be as follows by Auton [36]:

F L =
1

2
ρcvr × (∇× vc) (3.16)

Drew and Lahey derived an empirical relation for the lift force for low volume fraction
in a multiphase flow which is given as [33, 37]:

F L = CLρcαdvr × (∇× vc) (3.17)

where CL is a dimensionless coefficient, and as Auton’s derivation shows, it is analytically
calculated to be 0.5 for a non-deformable spherical particle in an inviscid fluid [22, 2].
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Figure 3.2: Schematic diagram of a spherical particle in a shear flow [2]

For multi-particle systems, Hibiki and Ishii proposed a correlation for the lift coefficient
[2]:

CL = ξ

√
[C lowRe

L (Re,Gs)]2 + [ChighRe
L (Re)]2 (3.18)

where Gs is the non-dimensional velocity gradient defined using particle radius, rd:

Gs ≡
∣∣∣∣ rdvr

dvc

dx

∣∣∣∣ (3.19)

and ξ is a modification factor:

ξ = 2− exp
(
2.92D∗2.21

d

)
D∗

d ≡
dd

4
√
σ/g∆ρ

(3.20)

and C lowRe
L and ChighRe

L are defined as:

C lowRe
L (Re,GS) =

6

π2 (2RepGS)
1/2

2.255

(1 + 0.1Rep/GS)
3/2

(3.21)

and,

ChighRe
L (Re) =

1

2

(
1 + 16Re−1

p

1 + 29Re−1
p

)
(3.22)
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3.2.3 Virtual Mass Force

The virtual mass or added mass force is the additional force required to accelerate the fluid
which is moving together with the particle/bubble, i.e., the wake of the particle/bubble.

Figure 3.3: Schematic of the particle with the virtual mass added to it (the blue region)
[8]

Virtual mass is significant in the gas-liquid flow, where the dispersed phase can easily be
accelerated due to its low inertia. It has been shown that the virtual mass force improves
the two-fluid model’s numerical stability by reducing the rapid acceleration of the dispersed
phase [38].

The virtual mass force for a single sphere which is accelerating in an inviscid fluid is
given as follows [39, 33]:

F VM = αdρcCVM

(
Ddvd

Dt
− Dcvc

Dt

)
(3.23)

where CVM is a dimensionless coefficient and Dk

Dt
is the material derivative with respect to

phase k velocities:
Dkvk

Dt
=
∂vk

∂t
+ vk ·∇vk (3.24)

In the case of a single non-deformable sphere, the virtual mass coefficient CVM is considered
to be equal to 0.5 [39].
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Different virtual mass coefficients have been reported in the literature for high volume
fractions of the dispersed phase. Zuber proposed a virtual mass coefficient [40, 41] is a
widely used model, which gives reliable results up to large phase fraction values.

CVM =
1

2

(
1 + 2αd

1− αd

)
(3.25)

where αd → 0, the coefficient for a single particle is derived.

Another correlation has been proposed by Van Wijngaarden [42] :

CVM =
1

2
(1 + 2.78αd) +O

(
α2
d

)
(3.26)

3.2.4 Wall Lubrication Force

The wall lubrication force is a hydrodynamic force that pushes bubbles away from the wall
in gas-liquid multiphase flow. It is caused by asymmetric drainage of the liquid around a
moving bubble in the vicinity of the wall. Due to the no-slip condition of the liquid at the
wall, the liquid will drain slower in the wall vicinity. As a result of this asymmetry, a force
tends to move the bubbles away from the wall [2, 23]. The wall lubrication force is given
as follows [43]:

FW = −CWαdρc|vr − (vr · nW )nW |2nW (3.27)

where nW is the outward unit normal of the wall, and CW is the wall coefficient. The wall
coefficient is defined as [43, 44]:

CW = max

{
0,
CW1

db
+
CW2

yW

}
(3.28)

where yW is the distance from the wall, db is the bubble diameter, and CW1 and CW2 are
constants with the values of CW1 = −0.01 and CW2 = 0.05.

Figure 3.4 shows the effect of CW1 and CW2 on the wall force and compares it with
experimental results in a pipeline [45]. In Figure 3.5, schematic comparison of the different
interfacial forces and how they act on the dispersed phase is shown.

3.2.5 Interfacial Pressure

One of the terms that is obtained in derivation of the two-fluid model form volume/time
averaging is the interfacial pressure difference as shown in Equations 2.51 and 2.19:(

pintk − pk
)
∇αk (3.29)
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Figure 3.4: Effect of the wall lubrication force on volume fraction (αd): Comparison be-
tween the simulation and experimental results

where pk is the average bulk pressure and pintk is the interfacial averaged pressure of the
phase k. Since ∇αc = −∇αd , this term is usually written in terms of dispersed phase
volume fraction and added as an interphase momentum exchange term:

Fp =
(
pintk − pk

)
∇αd (3.30)

The average interfacial pressure can be derived using the pressure distribution relative
to the bulk pressure. This process involves making a few assumptions and approximations.
While the interfacial pressure difference for the gas phase is negligible [43], Stuhmiller
proposed closure for pintc assuming that the pressure of both phases is equal, pc = pd, based
on Bernoulli’s law that the pressure varies with the square of velocity along a streamline
and potential flow solution for flow around a sphere [38]:

pintc = pc − Cpρc|vr|2 (3.31)

where Cp is the interfacial pressure coefficient. By neglecting viscous forces, Stuhmiller
derived the following interfacial pressure coefficient [38]:

Cp = 0.37Cd (3.32)
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Figure 3.5: Schematic of the a)drag, b)lift, c)pressure gradient, d)virtual mass, e)wall
lubrication force on the dispersed phase. [9]

where Cd is the drag coefficient. Therefore, the following closure for the interfacial pressure
force can be obtained:

F p = −0.37ρcCD|vr|2∇αd (3.33)

It has been shown that the inclusion of the interfacial pressure as a momentum exchange
term can improve the stability of the numerical solution by making the equations hyperbolic
[38].

3.3 Kinetic Theory-Based Closures

Kinetic theory of gases is one approach to derive the two-fluid model, as shown in chapter
2. The derivation of the two-fluid model usually involves several assumptions and simpli-
fications since the kinetic theory is mostly used for derivation of the two-fluid model for
the inviscid dispersed phase.

Bieshuevel et al. [46] tried to derive the momentum equation for bubbles as dispersed
phase and came up with the following equations in terms of local instantaneous properties
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which is similar to Gidaspow derivation [20] as shown in chapter 2:

∂ (αdρdvd)

∂t
+∇ · (αdρdvdvd)−∇ · (πd + πc) = αdρdF (3.34)

where F accounts for the drag, virtual mass, buoyancy force, and πd is the stress exerted
on the bubble. The πc term is the kinetic contribution to the stress tensor of a continuous
phase which is defined in terms of the probability density function of the number of bubbles.

It is very challenging, if not impossible, to give a rigorous derivation of these stresses for
the system of interest. As a result, Biesheuvel et al. used phenomenological reasoning and
the kinetic theory framework to come up with reasonable closure for the stresses to close
the momentum equation of the dispersed phase [46]. In the next section, we will introduce
and review these closures originally derived for the case in which the continuous phase is a
liquid, and the dispersed phase is bubbles. However, these closures are extendable to the
solid particle dispersed phase as well.

3.3.1 Bubble Pressure and Effective Stress

In the two-phase system of interest, the presence of a liquid continuous phase causes a
pressure gradient which can increase the mean bubble momentum. Additionally, it brings
about a stress that acts on the surface of the bubble. To understand these forces better,
imagine a control volume that moves along with the mean velocity of the bubbles inside it.
In order to stop bubbles from entering or leaving the control volume due to their velocity
fluctuations, a force should be exerted by the materials outside of the control volume.

Part of this force is acted on the control volume and comes from the transient pressure
distribution which is related to the mean square of the velocity fluctuations. Using the
pressure definition in the kinetic theory, Biesheuvel proposed the following correlation for
this kinetic contribution and called it bubble pressure [46]:

pbp = αd (ρd + ρcCVM)∆v2 (3.35)

where ∆v2 is the bubble mean square of the velocity fluctuations. Batchelor suggested the
following correlation for it [47]:

∆v2(αd) = H(αd)|vc − vd|2

H(αd) =
αd

αcp

(
1− αd

αcp

)
(3.36)
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where αcp is the volume fraction of the dispersed phase in the close-packing limit, and
it is considered to be 0.63 for the solid particles and 1 for bubbles. In the limits that
αd → 0 and αd → αcp, the velocity fluctuations go to zero, which is reasonable physically.
Therefore, the final closure for the bubble pressure term is given as follows [46, 12]:

pbp = αd (ρd + ρcCVM)H(αd)|vc − vd|2 (3.37)

The momentum exchange associated with this pressure that is added to the momentum
equation is given by:

Fbp = ∇pbp = ∇
[
αd (ρd + ρcCVM)H(αd)|vc − vd|2

]
(3.38)

It is noteworthy that in the kinetic theory of gases, pressure is the force exerted by the
particles (atoms) hitting the walls of the container. It is obtained using Newton’s second
law of motion and is proportional to the mean squared velocity of particles:

P =
Nmv2

3V
(3.39)

where N is the number of particles, V is the volume of container, and v2 is the average
squared velocity of particles defined as:

v2 = v2
x + v2

y + v2
z (3.40)

v2
x = v2

y = v2
z (3.41)

The other part of the force acts on the bubbles within the control volume to overcome
the attractive and repulsive forces between the bubbles. This contribution originates from
the dynamic pressure distribution at the surface of the bubbles. This force results in an
exchange of momentum which is through the fluid around the bubble surface, and conse-
quently, it is proportional to the size of the bubble. Using the kinetic theory framework,
this force is associated with effective stress and is proportional to an effective viscosity.
Based on the similarity of effective diffusivity for mass and the effective kinematic viscos-
ity for momentum, Batchelor proposed the following closure for effective kinematic viscosity
[47, 46, 12]:

νd,eff = Ceffdp |vc − ud|
√
H (αd) (3.42)

where Ceff is a constant of O(1). Consequently, the effective viscosity is obtained as follows
[46]:

µd,eff = αd(ρd + CVMρc)νd,eff (3.43)
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Knowing the effective viscosity, the momentum exchange associated with that is derived
similar to the molecular viscosity, which is through adding the divergence of the effective
stress term given as follows for Newtonian fluids:

τ d,eff = µd,eff

[
∇vd + (∇vd)

T
]

(3.44)

When effective viscosity is used for the dispersed phase, the viscosity of the continuous
phase should also be modified, and an effective viscosity for the continuous phase which is
the summation of effective viscosity of the dispersed phase and the molecular viscosity of
the continuous phase is used for the continuous phase [48].

The bubble pressure term can act as a driving force that moves bubbles from areas
with higher volume fractions to areas of lower. As a result, it can improve the stability of
the numerical solution of the two-fluid model [48].

3.3.2 Dispersion Force

In this section, we will introduce and discuss another closure term for the two-fluid model.
The turbulent dispersion force which arises due to turbulent fluctuations of liquid velocity
has been well studied in the literature [49]. However, a less studied but important force
that is also present in the laminar flow emanates from the microscale fluctuations of dis-
persed phase velocity that affects macroscale flow and is called the dispersion force. In
addition to momentum flux, dispersion gives rise to a mass flux which could be added to
the conservation of mass equations.

The dispersion force originates from the diffusive flux of dispersed phase particles due to
fluctuations in their velocity. This force captures the hydrodynamic interactions between
them through the continuous phase [46, 10]. The diffusive flux of bubbles (dispersed phase
generally) caused by the fluctuating motion in 1-dimension is equal to:

− δd,eff(αd)
∂n

∂z
(3.45)

where δd,eff is the effective diffusivity of the bubbles and is given as follows:

δd,eff = Cdisdp |vc − ud|
√
H (αd) (3.46)

where n is the number of bubbles per unit volume and Cdis is a constant of O(1) commonly
considered equal to 1.3 in the literature [10]. Owing to this diffusive flux, the mean velocity
of bubbles will change, which will affect the drag force.

48



The change in the mean bubble velocity is equal to [46]:

− δd,eff(αd)

n

∂n

∂z
(3.47)

It can be easily shown that the volume fraction is equal to the number per unit volume
multiplied by the volume of the bubbles assuming a constant bubble size:

Vp × n = αd (3.48)

using this equations and by writing down the equation in 3 dimensions, the change in mean
bubble velocity is given as follows:

− δd,eff(αd)

αd

∇αd (3.49)

In order to obtain the momentum exchange due to the dispersion term, the impact of
change in the mean bubble velocity on drag force should be derived [46]. Hence, Equation
3.7 will be used to derive the dispersion force:

F dis =
3

4

CD

dp

ρc
αc

δd,eff(αd)|vc − vd|∇αd (3.50)

which after substituting the value for effective diffusivity, yields [10]:

F dis =
3

4
CDCdis

ρc
αc

√
H(αd)|vc − vd|2∇αd (3.51)

The dispersion force acts as a driving force that diffuses bubbles from areas with higher
volume fractions to areas with lower volume fractions. Consequently, smoother volume
fraction and numerical stability can be achieved when dispersion is added to the simulations
of the two-fluid model by removing the sharp changes in volume fraction. In addition, the
introduction of dispersion force brings about numerical stability by making the two-fluid
model conditionally hyperbolic, [10] which is the subject of more discussion in the next
chapter.

Contribution to the Conservation of Mass

The diffusive mass flux due to the fluctuating motion of dispersed phase can be calculated
using the effective diffusivity [46]:

− δd,eff∇n (3.52)
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where n is the number density of dispersed phase particles which is defined as number of
particles per unit volume:

n =
N

V
(3.53)

Multiplying Equation 3.52 by the volume of particles, Vp, we get the diffusive flux in
terms of volume fraction since αd = nVp:

− δd,eff∇αd (3.54)

The divergence of this term can be added to the incompressible conservation of mass
equation from Chapter 2 which results in:

∂αd

∂t
+∇.(αdvd)−∇.(δd,eff∇αd) = 0 (3.55)

This is subject to more studies in Chapter 4, and the mass dispersion term and its signifi-
cance will be analyzed using scaling analysis.

50



Chapter 4

Scaling Analysis of Closure Terms

4.1 Closures derived based on kinetic theory

In the previous chapter, we discussed different closure terms used in the two-fluid model
and their importance for the accuracy of capturing the interaction between the phases
and, as a result, the model. The last three closures, bubble pressure, effective stress, and
dispersion forces, have one similar thing in common and their existence is supported by
the theoretical analysis of the kinetic theory of gasses. This chapter will perform further
analysis on these three closures to determine the significance of these closures for common
multiphase flow regimes. The three multiphase flow regimes considered for the study in
this chapter are:

• Bubbly Flow

• Liquid/Dispersed Microorganism Flow

• Particulate Flow

These are the most prevalent types of flow in the industry, and they are present in bubble
columns, pipelines, chemical reactors, bioreactors, and fluidized bed reactors. Gaseous
bubbles are present in bubbly flow in which there is a dispersion of gas bubbles in the
liquid. Examples of the second particle type are bacteria and cells present in bioreactors.
Lastly, solid particles are present in the form of catalysts, precipitates, or crystals in
different industries.
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In order to compare the order of magnitude of these closures, we will use scaling analysis
and the typical values of parameters in each of these flow types, including the velocity, size,
and density of dispersed phase particles which are given in table 4.1. The scaling parameter
for the spatial coordinate is assumed to be zs = 1 and since we have the assumption of
low velocity of the continuous phase, the scaling parameter of both relative velocity and
dispersed phase velocity is the same vrs.

Dispersed Particle Type Relative velocity(m/s) Diameter of particles(m) Density (kg/m3)

Gaseous Bubbles 10−1 10−3 1
Microorganisms 10−3 10−5 103

Solid Particles 10−2 10−3 103

Table 4.1: Properties of the dispersed phase in different flow regimes

The first step of our analysis will be non-dimensionalizing the equations of conservation
of mass and momentum for the dispersed phase. Then we will use the typical order of
magnitude of the aforementioned parameters and determine the significance of each closure
for the three flow types.

Since the three closures are derived and introduced by Biesheuvel et al. [46], we will
use the conservation of momentum equation they proposed for the dispersed phase, which
uses Stokes’ law for the drag force. For the conservation of mass equation, we will add the
diffusive flux of mass dispersion and determine its significance compared to the convection
term. These equations are given below:

Conservation of mass :
∂αd

∂t
+∇.(αdvd)−∇.(δd,eff∇αd) = 0 (4.1)

Conservation of momentum:

∂

∂t
(αdρdvd)+∇.(αdρdvdvd) = −∇pbp+∇.(µe∇vd)−αdCD(vr+

δd,eff
αd

∇αd)+αd(ρd−ρc)g
(4.2)

where vr is the averaged relative velocity, µe is the effective viscosity of dispersed phase as
defined in the previous chapter, and CD is the modified Stokes drag coefficient for multiple
particle flow, which is defined as follows [46]:

CD =
12πdpµc

4/3πd3p
f0 (4.3)
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where f0 accounts for the effect of hydrodynamic interaction between the dispersed phase
particles on the drag force, and it is defined as [46]:

f0 =
1

1− αd

(4.4)

The bubble pressure and effective stress are the first and second term on the right-hand
side of Equation 4.2 and the dispersion force is the second term in the second parenthesis of
the right-hand side. We did not include the virtual mass term in the momentum equation
since it is not the subject of our scaling analysis.

4.2 Conservation of Mass

In this section, the significance of the mass dispersion term will be analyzed using scaling
analysis. As shown in Chapter 3, the dispersion gives rise to a mass diffusive flux of the
dispersed phase for incompressible flow as shown in Equations 3.55:

∂αd

∂t
+∇.(αdvd)−∇.(δd,eff∇αd) = 0 (4.5)

Using scaling analysis, the equation can be non-dimensionalized:

1

ts

∂αd

∂t̃
+

vrs

zs
∇̃.(αdṽd)−

δes
z2s

∇̃.( ˜δd,eff∇̃αd) = 0 (4.6)

Next, we multiply the equation by ts which is the hydrodynamic time-scale of particles:

∂αd

∂t̃
+ ∇̃.(αdṽd)−

δes
vrszs

∇̃.( ˜δd,eff∇̃αd) = 0 (4.7)

The Peclet Number, which is the ratio of advective flux to diffusive flux, is defined as

Pe =
vrszs
δes

(4.8)

Hence, Equation 4.7 can be written in terms of Peclet number:

∂αd

∂t̃
+ ∇̃.(αdṽd)− (Pe)−1∇̃.( ˜δd,eff∇̃αd) = 0 (4.9)

Now, using the non-dimensional form of the equation, we will determine and compare
the significance of each term using the scaling parameters for each variable for the three
flow regimes of interest.

53



4.2.1 Bubbly Flow

In order to evaluate the Peclet Number in Equation 4.7, we need to first evaluate the
magnitude order of effective diffusivity scaling parameter which is refereed to as δes:

δes = Cdisdp |vrs|
√
H (αd) (4.10)

Assuming that bubble diameter is in order of 1 mm and |vrs| and
√
H(αd) are O(10−1),

and Cdis is O(1):
δes ∼ (1)(10−3)(10−1)(10−1) = 10−5 (4.11)

Therefore, the order of magnitude of the diffusive term relative to the convective term can
be calculated as follows:

(Pe)−1 =
10−5

(10−1)(1)
= 10−4 (4.12)

4.2.2 Liquid/Dispersed Microorganism Flow

The order of magnitude of effective diffusivity δes can be calculated by evaluating the
following equation:

δes = Cdisdp |vrs|
√
H (αd) (4.13)

Assuming that microorganism diameter is of order of 10−5 m, vrs is O(10−3), H(αd) is
O(10−1), and Cdis is O(1), the scaling parameter of effective diffusivity is calculated as
follows:

δes ∼ (1)(10−5)(10−3)(10−1) = 10−9 (4.14)

Therefore, the order of magnitude of the diffusive term relative to the convective term
can be calculated as follows:

(Pe)−1 =
10−9

(1)(1)
= 10−9 (4.15)

4.2.3 Particulate Flow

Assuming that solid particle’s diameter is of order of 10−3 m, vrs is of order of 10
−2 m/s,

H(αd) of O(10−1), and Cdis of O(1) the order of magnitude of effective diffusivity for solid
particles will be:

δes ∼ (1)(10−3)(10−2)(10−1) = 10−6 (4.16)
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Therefore, the inverse of the Peclet number is calculated as follows:

(Pe)−1 =
10−6

(1)(1)
= 10−6 (4.17)

Based on the above results, it can be seen that the dispersion of mass is more significant
for the bubbly flow, although due to lower magnitude compared to convective flux, it is
neglected for all three flow regimes in most cases [6, 46].

4.3 Conservation of Momentum

In this section, the order of magnitude of the bubble pressure, the effective stress, and
the dispersion force is determined by scaling the equation of conservation of momentum.
If we substitute the Stokes’ drag coefficient according to Equation 4.3, the equation of
conservation of momentum will be as follows:

∂

∂t
(αdρdvd) +∇.(αdρdvdvd) = −∇pbp +∇.(µe∇vd)−

12πdpµc

4/3πd3p
αdf0(vr +

δd,eff
αd

∇αd)

−αd(ρd − ρc)g
(4.18)

By scaling this equation, we have:

ρdvrs

ts

∂

∂t̃
(αdṽd) +

ρdv
2
rs

zs
∇̃.(αdṽdṽd) = −pbps

zs
∇̃(p̃bp) +

µesvrs

z2s
∇̃(µ̃e∇̃vd)

−9µcf0vrs

d2p
αdṽr −

9µcf0δes
d2pzs

˜δd,eff∇̃αd − gsαd(ρd − ρc)g̃

(4.19)

If we multiply by ts
vrsρd

, the non-dimensional form of the conservation of momentum will
be obtained as follows:

∂

∂t̃
(αdṽd) + ∇̃.(αdṽdṽd) = − pbps

v2
rsρd

∇̃(p̃bp) +
µes

vrszsρd
∇̃(µ̃e∇̃ṽd)

−9µcf0zs
d2pρdvs

αdṽrs −
9µcf0δes
d2pv

2
rsρd

˜δd,eff∇̃αd −
zsgs
v2
rsρd

αd(ρd − ρc)g̃
(4.20)

Using this form of the equation, we will determine and compare the order of magnitude
of the three closure terms using the assumed values for scaling parameters from Table 4.1
for the three flow regimes of interest.
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4.3.1 Bubbly Flow

The assumptions that we have for the dispersed phase in bubbly flow are the relative
velocity of the order of 0.1 m/s and diameter of the order of 1 mm (10−3 m). Based
on these assumptions from the literature [50], the dimensionless coefficient of the bubble
pressure, the effective stress, and the dispersion force can be calculated.

Bubble Pressure

The expression for the bubble pressure force is given as follow as shown in the chapter 3:

pbp = αd (ρd + ρcCVM)H(αd)|vc − vd|2 (4.21)

The scaling parameter for the bubble pressure assuming that CVM = 0.5 and H(αd)
and αd are O(10−1) is calculated as follow [46]:

pbps = αd (ρd + ρcCVM)H(αd)|vrs|2

∼ (10−1)(103)(10−1)(10−1)2 = 10−1
(4.22)

Therefore, the dimensionless coefficient of the bubble pressure is calculated as follows:

pbps
v2
rsρd

∼ 10−1

(10−1)2(1)
= 101 (4.23)

The effective stress

The effective viscosity, µe, is defined as follows:

µe = αd(ρd + CVMρc)νe(αd) (4.24)

In order to determine its magnitude, we fist need to calculate the scaling parameter of
effective kinematic viscosity, assuming that Ceff is O(1), it can be calculated as follows:

νes(αd) = Ceffdp |vrs|
√
H (αd) ∼ (1)(10−3)(10−1)(10−1) = 10−5 (4.25)

Therefore, the scaling parameter for the effective viscosity is equal to:

µes ∼ (10−1)(103)(10−5) = 10−3 (4.26)

Consequently, the dimensionless coefficient of effective stress term which shows its signifi-
cance is equal to:

µes

vrsρdzs
∼ 10−3

(10−1)(1)(1)
= 10−2 (4.27)
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The dispersion force

From Equation 4.20, the definition of the dispersion force using the Stokes’ drag law is
given as follows [46]:

9µcf0δes
d2pv

2
rsρd

˜δd,eff∇̃αd (4.28)

As shown in the Equation 4.11, the magnitude of δes is 10
−5 for bubbly flow and based on

the definition, f0 ∼ 1. Thus, the dimensionless coefficient of the dispersion term is equal
to:

9µcf0δes
d2pv

2
rsρd

∼ (10)(10−3)(1)(10−5)

(10−3)2(10−1)2(1)
= 10 (4.29)

The drag force

In order to benchmark these closures, their magnitude can be compared to the drag force
which is calculate based on the Stokes’ drag:

9µcf0zs
d2pρdvrs

∼ (10)(10−3)(1)(1)

(10−3)2(1)(10−1)
= 105 (4.30)

Molecular viscosity term

In order to make a comparison, in this section we will compare these closures to the viscous
tensor for incompressible Newtonian fluid. The viscous stress definition is given by [31]:

τ d = −µd(∇vd +∇vT
d ) (4.31)

Now we scale this equation and derive:

∇ · τ̃ d =
(µd)(vrs)

z2s
∇̃·(∇̃ṽd + ∇̃ṽd

T ) (4.32)

Since we multiply the equation of conservation of momentum by ts
vrsρd

the coefficient of
viscous stress term would be:

µd

vrsρdzs
(4.33)

Therefore, using the viscosity of air for dispersed phase (µd ∼ 10−5), the order of magnitude
of the viscous stress tensor can be calculated as follows:

µd

vrsρdzs
∼ 10−5

(10−1)(1)(1)
= 10−4 (4.34)
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4.3.2 Liquid/Dispersed Microorganism Flow

The assumptions that we have for microorganisms are the relative velocity of order of 10−3

m/s, size order of dp = 10 µm = 10−5 m, and density of O(103) [51, 52]. Based on these
assumptions from the literature, we will evaluate the three closures.

The bubble pressure

Using Equation 4.21 as the definition of bubble pressure, and assuming that αd ∼ 10−1,
the scaling parameter can be calculated as follows:

pbps = αd (ρd + ρcCVM)H(αd)|vrs|2

∼ (10−1)(103)(10−1)(10−3)2 = 10−5
(4.35)

Therefore, the order of magnitude of the bubble pressure is calculated as follows:

pbps
v2
rsρd

∼ 10−5

(10−3)2(103)
= 10−2 (4.36)

The effective stress

The effective viscosity, µe, is defined as:

µe = αd(ρd + CVMρc)νe(αd) (4.37)

In order to determine its magnitude, we fist need to calculate the scaling parameter of
effective kinematic viscosity, assuming that Ceff is O(1), it can be calculated as follows:

νes(αd) = Ceffdp |vrs|
√
H (αd) ∼ (1)(10−5)(10−3)(10−1) = 10−9 (4.38)

Therefore, the scaling parameter for the effective viscosity is equal to:

µes ∼ (10−1)(103)(10−9) = 10−7 (4.39)

Consequently, the dimensionless coefficient of effective stress term which shows its signifi-
cance is equal to:

µes

vrsρdzs
∼ 10−7

(10−3)(103)(1)
= 10−7 (4.40)
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The dispersion force

From Equation 4.20, the definition of the dispersion force using the Stokes’ drag law is
given as follows [46]:

9µcf0δes
d2pv

2
rsρd

˜δd,eff∇̃αd (4.41)

As shown in the Equation 4.14, the magnitude of δes is 10
−9 for flow of microorganism in

a liquid. Thus, the dimensionless coefficient of the dispersion force is equal to:

9µcf0δes
d2pv

2
rsρd

∼ (10)(10−3)(1)(10−9)

(10−5)2(10−3)2(103)
= 102 (4.42)

The drag force

In order to benchmark these closure, their magnitude can be compared to the drag force
which is calculate based on the Stokes’ drag law:

9µcf0zs
d2pρdvrs

∼ (10)(10−3)(1)(1)

(10−5)2(103)(10−3)
= 108 (4.43)

4.3.3 Particulate Flow

The assumptions for solid particles are relative velocity of order ∼ 10−2 m/s, size order of
dp ∼ 1 mm = 10−3 m, and density of order ∼ 103 [53, 54]. Based on these assumptions,
magnitude of the bubble pressure, the effective stress, and the dispersion force will be
evaluated.

The bubble pressure

Using Equation 4.21 as the definition of bubble pressure, the scaling parameter can be
calculated as follows assuming that αd ∼ 10−1:

pbps = αd (ρd + ρcCVM)H(αd)|vrs|2

∼ (10−1)(103)(10−1)(10−2)2 = 10−3
(4.44)

Therefore, the dimensionless coefficient of the bubble pressure is calculated as follows:

pbps
v2
rsρd

∼ 10−3

(10−3)2(103)
= 10−3 (4.45)
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The effective stress

In order to determine the magnitude of effective stress, we fist need to calculate the scaling
parameter of effective kinematic viscosity, which is give below:

νes(αd) = Ceffdp |vrs|
√
H (αd) ∼ (1)(10−3)(10−2)(10−1) = 10−6 (4.46)

Therefore, the scaling parameter for the effective viscosity is equal to:

µes ∼ (10−1)(103)(10−6) = 10−4 (4.47)

Consequently, the dimensionless coefficient of effective stress term which shows its signifi-
cance is equal to:

µes

vrsρdzs
∼ 10−4

(10−2)(1)(103)
= 10−5 (4.48)

The dispersion force

As shown in the Equation 4.16, the magnitude of δes is 10−6 for particulate flow. Thus,
using Equation 4.20 the dimensionless coefficient of the dispersion force is equal to:

9µcf0δes
d2pv

2
rsρd

∼ (10)(10−3)(1)(10−6)

(10−3)2(10−2)2(103)
= 10−1 (4.49)

The drag force

In order to benchmark these closure, their magnitude can be compared to the drag force
which is calculate based on the Stokes’ drag law:

9µcf0zs
d2pρdvrs

∼ (10)(10−3)(1)(1)

(10−3)2(103)(10−2)
= 103 (4.50)

4.4 Discussion of Scaling Analysis Results

This section will further discuss the scaling analysis results for the three closures in the
conservation of momentum. This will allow us to determine the most significant of the
closures and incorporate it into the two-fluid model for simulations.

60



Table 4.2 shows the summary of scaling analysis results. Each column of this table
shows the order of magnitude of each of the three closures along with the drag force and
viscous stress (only for the gaseous dispersed phase).

Dispersed Particle Type Bubble Pressure Effective Stress Dispersion Drag Viscous Stress

Gaseous Bubbles 10 10−2 10 105 10−4

Microorganisms 10−2 10−7 102 108 -
Solid Particles 10−3 10−5 10−1 103 -

Table 4.2: The order of magnitude of closure terms in different multiphase flow regimes

Based on the scaling analysis results, the dispersion force is the most significant between
the three closures of interest overall for the three multiphase flow regimes. The variation in
the magnitude of the three closures is less for the bubbly flow, but for microorganisms and
particulate flow, the difference is more evident. Thus, based on the scaling analysis results,
the dispersion should be selected to incorporate in the model as an interphase momentum
exchange term.

However, the inclusion of dispersion force is not only supported by the scaling analysis,
but it can also bring about other benefits such as hyperbolicity or well-posedness of the
two-fluid model and as a result numerical stability and accuracy [10, 55].

Panicker et al. showed that the inclusion of dispersion force makes the standard version
of the two-fluid model conditionally hyperbolic by admitting real eigenvalues to the system
of partial differential equations. For the case that the virtual mass force is neglected, the
following correlation will assure the well-posedness of the two-fluid model [10]:

3

4
CDCdis ≥

ρd (1− αd)
√
αd (1− αd)

ρd (1− αd) + ρcαd

(4.51)

By adding the dispersion force to Brennen’s two-fluid model, which will be used for the rest
of the study, we were able to verify that the two-fluid model is unconditionally well-posed
if only drag is included and the dispersed phase pressure term (which is an interphase
momentum exchange) is neglected.

Other than well-posedness, the dispersion force improves the stability of the numerical
solution by removing the nonphysical behavior across the discontinuity and areas with high
gradients in the volume fraction of the dispersed phase, especially with mesh refinement
[10]. Figure 4.1 shows the results of simulations in a bubble column with and without the
dispersion force from the literature [10]. The incorporation of the dispersion force results
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in smoother volume fraction field and removes the sharp changes in the volume fraction
which agrees more with the experimental observations.

Figure 4.1: Volume fraction results in a bubble column with and without the dispersion
force. [10]

In conclusion, the dispersion force showed to be the most significant between the three
investigated closures. In addition, it can admit well-posedness of the two-fluid model which
can remove the artifacts in the solution when mesh is refined, and brings about numerical
stability and accuracy [10, 55]. Therefore, this force will be adopted in Brennen’s two-fluid
model [21] in the next chapter of this work. This specific version of two-fluid model will be
used to run simulations and compare the results with reference solutions from the standard
version (Ishii’s) of the two-fluid model and validate them with experimental results.
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Chapter 5

Results and Validation

This chapter introduces the proposed form of the two-fluid model based on the analysis
and discussion from the previous chapters, which uses Brennen’s canonical form of the two-
fluid [21] model and the dispersion force as an interphase momentum transfer term [46].
Subsequently, this model is validated with Pfleger experimental results and a reference
solutions which is twoPhaseEulerFoam solver from OpenFOAM [56]. In order to achieve
that, a test case is introduced, and then simulations are run for this test case using Finite
Volume Method (FVM) and by modifying the twoPhaseEulerFoam solver in OpenFOAM.

5.1 The final form of the two-fluid model

To summarize the results from previous chapters, the two-fluid model used in this chapter
is given below:

Conservation of mass (phase k):

∂(ρkαk)

∂t
+∇.(ρkαkvk) = 0 (5.1)

Conservation of momentum (dispersed phase):

∂(ρdαdvd)

∂t
+∇ · (ρdαdvdvd) = αdρdg +M d (5.2)
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Conservation of momentum (continuous phase):

∂(ρcαcvc)

∂t
+∇ · (ρcαcvcvc) = −∇p+∇ · τ c + αcρcg +M c (5.3)

where the interphase momentum exchange term is defined as:

M d = −M c = −αd∇p+M ′
d (5.4)

and the closure terms used as interphase momentum exchange between the phases are the
drag and the dispersion force:

M ′
d = F drag + F dis (5.5)

Using the definitions from Chapter 3, we have:

M ′
d = −3

4
ρcαd

CD

dp
|vc − vd|(vc − vd)−

3

4
CDCdis

ρc
αc

√
H(αd)|vc − vd|2∇αd (5.6)

The other equation used in solving the system of PDEs is the volume fraction constraint:

αc + αd = 1 (5.7)

5.2 Test Case: Laboratory-scale bubble column

In order to validate this version of the two-fluid model, a simple test case was chosen,
which is a rectangular bubble column with air-water fluid system. The bottom plate of
the column has a gas sparger with eight rectangular holes for gas delivery. The holes are
located in the middle of the plate. Figure 5.1 shows the bubble column configuration with
a sketch of the bubble swarm.

The operating condition of the bubble column is as follows:

• Height (of liquid), width, and depth of 45, 20, and 5 cm, respectively

• Air volume flux is 48 lit/h

• Operating temperature of 25◦C

To measure the experimental data, laser techniques (LDA) and image processing methods
(PTV, PIV) are used.
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Figure 5.1: The bubble column configuration and the position of sparger [11]

5.2.1 Geometry, mesh, and simulation condition

The geometry used for the simulation and boundaries is displayed in Figure 5.2 where the
blue, green, and red lines show the wall, outlet, and inlet of the domain. A column with a
height of 90 cm is used, which is filled with liquid phase up to 45 cm and the rest is filled
with gas. However, only the results for the section with the liquid phase are subject to
study, analysis, and validation.

The drag force is included in all of the simulations in this chapter, and the Shiller-
Naumann drag model [32] is used for the drag coefficient. The dispersion force is used in
some of the simulations according to the definition given in Chapter 3 by Biesheuvel, [46]
with a constant dispersion coefficient of 1.3. The bubble size is assumed to be 2 mm.

The case geometry was meshed using blockMeshDict utility of OpenFOAM from one of
examples of OpenQBMM [57]. A 2-D and a 3-D mesh with hexahedral elements are created
for running the simulation in both conditions.

All the reference solutions are simulated using OpenFAOM by twoPhaseEulerFoam which
employs PIMPLE algorithm [58]. In order to run simulations using the proposed model, the
conservation of momentum equation of dispersed phase in the twoPhaseEulerFoam solver is
modified by using zero viscosity for the dispersed phase, and also dispersion force is added
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Figure 5.2: The geometry of 2-D [12] and 3-D test cases used for running simulation

as a new interphase momentum exchange term by building on the source code of OpenFAOM.
The dispersion model is built by starting from constantTurbulentDispersionCoefficient

which is a built-in turbulent dispersion model in OpenFOAM and is named constantDispersion.
The code for this implemented model is displayed in the Appendix.

The inlet boundary condition for the velocity of both phases is a fixed value of 0 and
0.03 cm/s in the y-direction for the continuous and dispersed phase, respectively. No-slip
boundary condition is used for the velocities at the walls along with zero initial value for
both phases throughout the domain. For the outlet, the outflow boundary condition is
used to ensure no back-flow occurs. For the volume fraction of the dispersed phase, the
inlet boundary condition was a fixed value of 1 which means pure air is injected into the
domain. Zero-gradient is used as the boundary condition at the walls and the outlet for
the volume fraction. A pressure condition is used for the outlet set to the atmospheric
pressure for the outlet. An initial time-step of 10−3 s was used with a maximum Courant
number of 0.5.

Since the simulations are transient, the arithmetic mean of all seconds of simulation
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time is calculated using the fieldAverage function and refereed as time-averaged results
in this chapter. The time-averaged value of field x for simulation run time of N is calculated
as follows:

x̄ =
1

N

N∑
i=0

xi (5.8)

where xi is the value of the desired field at time n. In this chapter, the simulation is run
for 250 s.

5.3 Comparison of 2-D simulation results with a ref-

erence solution

Since experimental results are not available for the 2-D test case, the simulation results of
the model of interest are only compared with a reference solution from twoPhaseEulerFoam

solver which uses Ishii’s model. In this section, the time-averaged dispersed phase volume
fraction field and vertical liquid velocities for Ishii’s (standard two-fluid model) model will
be shown and compared to Brennen’s model (this work).

5.3.1 The dispersed phase volume fraction fields

Figure 5.3 shows the time-averaged dispersed phase volume fraction results for Ishii’s and
Brennen’s models. The results from the two models are similar, which is supported by the
scaling analysis results from Chapter 4, especially for this test case where the gas phase
is diluted in most of the domain and removing the hydrodynamic stress for the dispersed
phase does not affect the outcome. The other factor that leads to a negligible difference
between the two models is low viscosity of the dispersed phase. It is expected to observe a
more significant difference between the results obtained by the two models if the dispersed
phase was also a liquid.
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Figure 5.3: Time-averaged volume fraction field of dispersed phase: Brennen’s model (left),
Ishii’s model (right)

5.3.2 The continuous phase vertical velocity

In this section, the vertical velocity of the continuous phase is plotted and the results are
shown in Figure 5.4 for three different heights of 13, 25, and 37 cm. A similar pattern is
observed for the velocities, and for all three plots, Brennen’s model velocities are higher.
This is indeed expected by looking at the difference between the two models. Although the
viscosity of the continuous phase is unchanged, the lower velocity of the gas phase leads to
higher velocities of that. As a result, the drag force between the two phases is increased
and the bubbles will pull the liquid, which results in a rise in the velocity of the continuous
phase for Brennen’s model.
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Figure 5.4: Comparison of the time-averaged continuous phase velocity at heights of 13
cm(left), 25 cm (middle), and 37 cm (right)

5.4 Validation and comparison of 3-D simulation re-

sults with a reference solution

This section will display and discuss the simulation results for the 3-D case. First, the
dispersed phase volume fraction results for the two models are compared. Then, to better
understand the results, vertical velocities against the width of the column are plotted for
Ishii’s and Brennen’s models.

5.4.1 The dispersed phase volume fraction field without disper-
sion force

Figure 5.5 shows the time-averaged dispersed phase volume fraction fields for Ishii’s and
Brennen’s models. The difference in the volume fraction for the two models is insignificant.
One reason can be the fact that the dispersed phase is very dilute in most of the domain,
and consequently, the change in its viscosity and, as a result, the viscous stress tensor of
the dispersed phase does not affect the flow notably. However, by plotting the velocity
results with the width of the column, a more detailed and accurate comparison between
the two models can be made.
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Figure 5.5: Time-averaged volume fraction field of dispersed phase: Brennen’s model (left),
Ishii’s model (right)

5.4.2 Vertical dispersed phase velocity without dispersion force

In order to make an in-depth comparison of the results by the two models, the vertical
gas velocity results are plotted for three heights (13, 25, and 37 cm) against the width of
the column in Figure 5.6. The velocities obtained by Brennen’s model are higher, in the
middle of the column for all three heights. This is due to zero viscosity of the gas phase
in Brennen’s model, which results in less friction at the molecular level and, as a result, a
higher velocity. Although due to the low volume fraction of the gas phase, the difference
is insignificant.
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Figure 5.6: Comparison of the time-averaged dispersed phase velocity at heights of 13 cm
(left), 25 cm (middle), and 37 cm (right)

5.4.3 Vertical continuous phase velocity without dispersion force

Figure 5.7 compares the results from both models by plotting the vertical liquid velocity
results for the three heights against the width of the column. Brennen’s model calculates
slightly higher velocities in the middle of the column which is due to the higher velocity of
gas-phase and its influence on the liquid velocity by increasing the interphase momentum
exchange.

Figure 5.7: Comparison of the time-averaged continuous phase velocity at heights of 13
cm (left), 25 cm (middle), and 37 cm (right)
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5.4.4 The dispersed phase volume fraction field with dispersion
force

In this section, the same analysis will be done for the 3-D simulations, but this time
the dispersion force is also included in the simulations. Figure 5.8 shows the dispersed
phase volume fraction fields when dispersion force is incorporated into the model for Ishii’s
and Brennen’s model. The latter obtains faintly more symmetric results and dissimilarity
between the results by the two model can be observed mostly in the areas closer to the
inlet.

Figure 5.8: Time-averaged volume fraction field of dispersed phase: Brennen’s model (left),
Ishii’s model (right)

5.4.5 Validation of vertical continuous phase velocity with ex-
perimental results

In this section, the results of simulations from Brennen’s model, including the dispersion
force, will be validated with experimental results from Pfleger test case [11]. Since the
experimental results (for this test case) are available for the vertical continuous phase
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velocities only, we will validate that. Figure 5.9 shows the plots of vertical liquid velocity
at three heights of the column.

Figure 5.9: Validation of the time-averaged continuous phase velocity at heights of 13 cm
(left), 25 cm (middle), and 37 cm (right)

It is discernible that generally, the results obtained by Brennen’s model plus the dis-
persion force have lower velocities, particularly in the middle and the areas closer to walls
which has better agreement with experimental results compared to the reference solution.
The results also align with the results from the literature. In [11], it has been shown that
the introduction of turbulent dispersion force, which has a similar form to the dispersion
force, results in lower velocity of continuous phase for this test case. Furthermore, it was
illustrated In ref. [10] that addition of the dispersion force results in lower velocities of
dispersed and as a results continuous phase.

This can be due to several reasons. The first factor is that when dispersion is included,
due to the diffusive flux of the dispersed phase, the volume fraction of the gas phase will
decrease in the middle of the column. Since the drag force is weighted by αd, it will reduce
the drag force and as a result the continuous phase velocity.

Overall, as it is evident, Brennen’s model, including the dispersion force (the model
proposed by this work), has a better performance in terms of agreement with experiments
and obtains significantly more accurate results than Ishii’s (standard two-fluid model).
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5.5 Influence of dispersion force on simulation results

This section discusses the influence of inclusion of the dispersion force in the model. First,
the influence of dispersion force on the instantaneous dispersed phase volume fraction field
is examined and displayed. Subsequently, the time-averaged volume fraction field and plot
of volume fraction against the width of the column at height of 25 cm are shown and
discussed.

5.5.1 Instantaneous dispersed phase volume fraction field

Figure 5.10 shows the volume fraction field result obtained by Brennen’s model with (right)
and without (left) the dispersion force at time t=2 s of simulation run time. When dis-
persion force is introduced to the model, the nonphysical results and artifacts across the
areas with the high gradient in the volume fraction of the dispersed phase are removed and
smoother results are obtained. These results are expected since the dispersion force acts as
a driving force that moves the gas phase from areas with higher volume fraction to lower
volume fraction. Moreover, the results obtained here agree with the literature, namely the
results by Panicker et al. [10].
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Figure 5.10: The volume fraction of dispersed phase field at the time: t=2 s, with (left)
and without (right) dispersion force

5.5.2 Time-averaged dispersed phase volume fraction field

Figure 5.11 shows the time-averaged dispersed phase volume fraction field for the run time
of 250 s. Similar to the instantaneous field, the results with the dispersion force display a
lower volume fraction in the middle of the column.
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Figure 5.11: The time-averaged volume fraction of dispersed phase field with (left) and
without (right) dispersion force

In order to have a better comparison, the gas volume fraction results are plotted with
the width of the column at height of 25 cm in Figure 5.12. Results with the dispersion
force show less variation with the width of the column which means a lower fraction in the
middle and higher fraction in the areas close to the walls.

76



Figure 5.12: The time-averaged volume fraction of dispersed phase at height 25 cm with
and without dispersion force

5.5.3 Validation of influence of dispersion force with experimen-
tal results

The influence of dispersion force on the simulation results will now be validated with
experiments. In order to do that, the vertical liquid velocity computed by Brennen’s
model without dispersion force is compared to the results when the dispersion force is
included which can be seen in Figure 5.13.

It can be seen that the results with the dispersion force agree better with the exper-
imental results. In the author’s view, two factors contribute to achieving more accurate
results with the dispersion force. First, when dispersion force is included, the simulations
capture the fluctuation of the dispersed phase, and the impact of these fluctuations can
be considerable depending on the test case. In this case, due to the high Reynolds num-
ber, this impact seems to be significant. Secondly, the inclusion of the dispersion force
potentially removes the nonphysical behavior [10] especially in the areas that gradient in
volume fraction is high. Therefore, the incorporation of the dispersion force leads to more
accurate simulation results.
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Figure 5.13: Validation of the time-averaged continuous phase velocity at heights of 13 cm
(left), 25 cm (middle), and 37 cm (right) with and without dispersion force

5.6 Mesh dependency of the solutions

This section will investigate and discuss the mesh dependency of the simulation results.
In order to do that, the simulations using Brennen’s model, including the dispersion force,
are run on a finer mesh with doubling the number of cells from 72000 to 144000. Figure
5.14 displays the gas volume fraction, vertical liquid, and gas velocity at a column height
of 25 cm. Although results are close, they are not the same, and consequently, the solution
is not completely mesh-independent. This is due to the sharp interface between the two
phases at the column’s middle height and the ill-posedness of the two-fluid model. It has
been shown in [10] using higher dispersion coefficient and a different definition for H(αd),
the model will become well-posed and a mesh independent solution can be obtained.
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Figure 5.14: Comparison of the simulation results with mesh refinement

5.7 Summary

To validate Brennen’s two-fluid model and also the influence of the dispersion force, sim-
ulations are run for an experimental test case and compared to experiments as well as
reference solutions from OpenFOAM. The effect of removal of dispersed phase hydrodynamic
stress and also the introduction of the dispersion force on the solution are discussed. It
transpired that using Brennen’s model results in slightly higher velocities of the dispersed
phase and as a result, continuous phase compared to Ishii’s model. Conversely, incorpora-
tion of the dispersion force results in decrease in the volume fraction variations and also
dispersed and continuous phase velocities. Consequently, the magnitude of the maximum
velocity in the middle and in the areas closer to the wall decreases.

In terms of the accuracy of the results, Brennen’s model with dispersion force showed a
significantly better agreement with the experimental results compared to Ishii’s model and
also Brennen’s model without the dispersion force. Although for the test case discussed in
this work, the difference between Ishii’s and Brennen’s models is minimal due to the low
viscosity and dilute dispersed phase.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this work, a physical model is identified, studied, investigated, and applied to simulate
bubbly two-phase flow. Scaling analysis is done on three kinetic theory-based closure terms,
and the most significant one is added to the model. The outcome was used for simulations
of a test case, and the results are compared to the standard version of two-phase solver
from OpenFOAM [56] as well as experimental results.

Initially, a comprehensive review of different methods of derivation of the two-fluid
model is done. Then a less-studied model is introduced and studied and, due to its physical
validity about the presence/absence of molecular flux in the dispersed phase, selected for
validation. Subsequently, a thorough study on different closure terms used as interphase
momentum exchange in the two-fluid model including three less-studied kinetic theory-
based closures is conducted. Thereupon, the most significant of the three closures are
determined using scaling analysis and added to the physical version (Brennen’s) of the two-
fluid model. Eventually, this model was employed for running simulations and validation
with experimental results.

To run simulations with this model, the twoPhaseEulerFoam solver from OpenFOAM was
modified to make the required changes to the canonical form and also implementing and
incorporating the dispersion force.

The simulation results showed a promising outcome for the two-fluid model proposed
by this work compared to the well-received standard version of the two-fluid model first
proposed by Ishii [2]. For the test case studied in this work, Brennen’s model with the
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dispersion force achieves better accuracy in predicting the vertical velocity of the liquid
phase compared to Ishii’s model.

The dispersion force was verified to bring about improvements in the stability of the
numerical solution by removing the nonphysical behavior across the areas with high gra-
dient in the volume fraction and the velocity of the dispersed phase, which aligns with
the results from the literature. Therefore, smoother results for the volume fraction and
the dispersed phase velocity are generated when this force is added to the simulations.
Additionally, when this force is included in the standard two-fluid model, more accurate
results for the velocity of the liquid phase are achieved compared to the simulation without
the dispersion force.

6.2 Future Work

The main differences between the standard two-fluid model and Brennen’s model [21] used
in this work is the nonexistence of viscous stress tensor for the dispersed phase in the latter.
Unlike the dispersion force, which was implemented and added as an interfacial model to the
twoPhaseEulerFoam building on the OpenFOAM source code, the changes to the canonical
form of the model were made manually by setting the viscosity of the dispersed phase to
zero. Although this approach worked for the purpose of this research, it is not the best way
to implement this model. In order to have a more reliable implementation, we have been
working on implementing a solver from scratch using the Finite Element Method (FEM)
and Discontinuous Galerkin (DG) method, which has several benefits compared to the
current FVM implementation. Even though that solver did not happen to work properly
for the time frame of this research, eventually, it will be an ideal numerical solver for the
resulting two-fluid model of this study.

In Chapter 5, the model is used for running simulations and validation for bubbly flow.
However, it can be extended to other multiphase flow regimes, namely, particulate flow,
flow of microorganisms in continuous liquid phase, and especially liquid-liquid dispersed
flow, since the changes made to viscous stress of both phases in Brennen’s model in ex-
pected to show a remarkable difference in the outcome of the simulations. Hence, another
recommendation for future work is to run simulations and validate the model for these flow
regimes and to widen the set of validation cases of the model.

Another area of future work is adding a more diverse set of interphase momentum
exchange terms to the model and also, adding the conservation of energy equations for non-
isothermal cases. While only the drag and dispersion forces were considered in this work,
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other momentum exchange contributions such as lift, virtual mass, and wall lubrication
force can affect the simulation results if they apply to the system. However, prior to
insertion into the model, a momentum exchange term must be thoroughly analyzed and
proven to reflect the physics of the system; it should not be used as a way to obtain
agreement with experimental results.

To summarize, the primary set of recommendations for future work are given as follows:

• Finalize the implementation of the model using the FEM and DG: This
will result in higher-order and potentially more accurate and stable solutions, and
then the solver can be added to the open-source computational multiphysics package
OpenCMP [59].

• Validation of the model for other multiphase flow regimes: Although the
model is shown to have a promising performance for a bubbly flow test case, it
still needs to be examined using multiple other test cases, namely, particulate and
microorganisms flow and perhaps more bubbly flow test cases.

• Addition of other momentum exchange terms and conservation of energy
to the model: The addition of more interphase momentum exchange terms can
enhance the usability and the accuracy of the model. Yet, it needs to be with prior
research and analysis depending on the flow regime of interest. Moreover, adding the
conservation of energy equations results in diversifying the usability of the model to
a large set of non-isothermal cases.
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Appendix A

Source Code

A.1 Constant Dispersion Model

1 /* --------------------------------------------------------------*\

2 ========= |

3 \\ / F ield | OpenFOAM: The Open Source CFD Toolbox

4 \\ / O peration | Website: https :// openfoam.org

5 \\ / A nd | Copyright (C) 2014 -2018 OpenFOAM Foundation

6 \\/ M anipulation |

7 -------------------------------------------------------------------

8 License

9 This file is part of OpenFOAM modified by Mehrdad Khezrian to

implement the Dispersion Force for two -fluid model.

10

11 OpenFOAM is free software: you can redistribute it and/or modify it

12 under the terms of the GNU General Public License as published by

13 the Free Software Foundation , either version 3 of the License , or

14 (at your option) any later version.

15

16 OpenFOAM is distributed in the hope that it will be useful , but

WITHOUT

17 ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or

18 FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License

19 for more details.

20

21 You should have received a copy of the GNU General Public License

22 along with OpenFOAM. If not , see <http ://www.gnu.org/licenses/>.

23

24 \*----------------------------------------------------------------*/
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25

26 #include "constantDispersion.H"

27 #include "phasePair.H"

28 #include "PhaseCompressibleTurbulenceModel.H"

29 #include "addToRunTimeSelectionTable.H"

30

31 #include "dragModel.H"

32

33 // * * * * * * * * * * Static Data Members * * * * * * * * * * * //

34

35 namespace Foam

36 {

37 namespace turbulentDispersionModels

38 {

39 defineTypeNameAndDebug(constantDispersion , 0);

40 addToRunTimeSelectionTable

41 (

42 turbulentDispersionModel ,

43 constantDispersion ,

44 dictionary

45 );

46 }

47 }

48

49

50 // * * * * * * * * * * * * Constructors * * * * * * * * * * * * //

51

52 Foam:: turbulentDispersionModels :: constantDispersion :: constantDispersion

53 (

54 const dictionary& dict ,

55 const phasePair& pair

56 )

57 :

58 turbulentDispersionModel(dict , pair),

59 Ctd_("Ctd", dimless , dict)

60 {}

61

62

63 // * * * * * * * * * * * * Destructor * * * * * * * * * * * * * //

64

65 Foam:: turbulentDispersionModels :: constantDispersion ::~ constantDispersion

()

66 {}

67

68
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69 // * * * * * * * * * * * Member Functions * * * * * * * * * * * //

70

71 Foam::tmp <Foam:: volScalarField >

72 Foam:: turbulentDispersionModels :: constantDispersion ::D() const

73 {

74 const fvMesh& mesh(pair_.phase1 ().mesh());

75 const dragModel&

76 drag

77 (

78 mesh.lookupObject <dragModel >

79 (

80 IOobject :: groupName(dragModel ::typeName , pair_.name())

81 )

82 );

83

84 return

85 0.75

86 *Ctd_

87 *drag.CdRe()

88 *pair_.continuous ().nu()

89 *pair_.continuous ().rho()

90 /pair_.dispersed ().d()

91 *pair_.magUr ()

92 *(

93 1.0/ max(pair_.continuous (), 0.001)

94 )

95 *sqrt(pair_.continuous ()*pair_.dispersed ());

96 }

97

98

99 // ************************************************************* //
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