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Abstract 

Nowadays, the existence and ease of access to massive amounts of data encourage proposing data-

driven solutions. As optimization has always been based on the interchange between models and 

data, high-level optimization tasks such as planning and scheduling will extremely benefit from 

information mined from massive data sets. The development of big data tools (i.e., machine 

learning) has proven superiority over traditional data tools in dealing with vast amounts of data, 

data with undefined structure and capturing important information from data in a very efficient 

and computationally tractable manner. Therefore, in this work, big data tools are implemented to 

address the challenges associated with planning models of energy infrastructure that incorporate 

renewable resources and chemical engineering processes, namely, uncertainty handling, multiscale 

modelling, and unit process equation complexity.  

A Data-driven stochastic optimization framework that leverages big data in design and operation 

of power generation planning is proposed. A k-means clustering algorithm is adopted to generate 

uncertainty scenarios for the stochastic optimization framework. These scenarios are used as inputs 

to the stochastic model where the proposed model is formulated as a mixed integer linear program 

(MILP) and solved using GAMS. The proposed approach is applied to different power planning 

models that include unit commitment (UC) characteristics where the size of uncertainty scenarios 

is reduced. Results show that the proposed approach is an effective tool to generate reduced size 

stochastic scenarios.  

The design and operation of energy hub problem involves the integration of decision levels with 

different time scales that usually lead to multiscale models which are computationally expensive. 

The multiscale (i.e., planning and scheduling) energy hub systems that incorporate renewable 

energy resources become more challenging to model due to a high level of intermittency associated 

with renewable energy. A mathematical programming-based general clustering approach is 

applied to reduce the size of multiple attributes demand data and tackle the computational 

complexity of multiscale energy hub problems. Multiscale with multiple attributes energy hub 

incorporating hydrogen storage is modelled as a MILP stochastic optimization problem under wind 

uncertainty. Different case studies are generated under different environmental consideration to 

assess the efficiency of the clustering approach and stochastic formulation. Assessments conclude 

that the clustering approach is an effective tool to reduce the size of the original model while 

maintaining good results. 
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Recent advancements in supervised machine learning tools have demonstrated their ability to 

achieve accurate and efficient prediction results. Therefore, in this study, these tools are employed 

as alternative approaches to model a specific application in the gas industry. The chosen 

application is a natural gas condensate stabilization process based on operating data. Natural gas 

condensate treatment involves condensate stabilization process in which light end components are 

removed and thus condensate vapour pressure is reduced to meet storage and transportation 

specification. Different supervised machine learning models are developed to predict the 

performance of two industrial condensate stabilizer units. Large datasets of the two different 

industrial condensate stabilizers, including operating data of input-output variables, are utilized to 

develop and evaluate these models. The main purpose of developing these machine learning 

models is to predict the important parameters of the final stabilized liquid. Results attained from 

this study showcase the capability of the developed models to offer reliable and accurate 

predictions. A data-driven surrogate-based optimization framework is developed, where the 

generated machine learning models can serve as a convenient replacement for detailed first 

principle models, to find the optimal values of the variables corresponding to the minimal 

operational energy consumption. The proposed framework can benefit the gas industry to 

simultaneously achieve process efficiency, profitability, and safety. 
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𝑃𝑖
𝑈 upper power generating limit of unit I (MW) 

𝑃𝑖
𝐿 lower power generating limit of unit I (MW) 

𝛽𝑖 the emission factor associated with thermal power unit i, (kg-CO2 eq./MWh) 

Tcold the cold start hour of unit i,(h) 

𝑇𝑈𝑖 minimum up time for unit i (h) 

𝑇𝐷𝑖 minimum down time for unit i (h) 

𝑇𝑖
𝑖𝑛𝑖 denotes the number of periods that unit i has been initially offline (𝑇𝑖

𝑖𝑛𝑖 < 0) or 

online (𝑇𝑖
𝑖𝑛𝑖 > 0) (h) 

𝑅𝑈𝑖 ramp-up rate of unit i (MW/h) 

𝑅𝐷𝑖 ramp-down rate of unit i (MW/h) 

𝐻𝑠𝑐𝑖 hot start up cost for unit i ($) 

𝐶𝑠𝑐𝑖 cold start up cost for unit i ($) 



xxii 

List of symbols for the energy hub planning model 

Indices 

𝑎 attributes (in this study either heat or electricity (elec)) 

𝑐 clusters 

𝑑 days, and D is the total number of days 

ℎ hours 

𝑖 energy carrier 

𝑛 index of the number of initial guess cluster scenarios and the total is N 

𝑠 stochastic scenarios 

𝑠𝑡 index for storing units storing units set {𝐸𝑙𝑦𝑧𝑟, 𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙, 𝑇𝑎𝑛𝑘} 

𝑢 index for conventional energy production units set 

{𝐶𝐻𝑃1, 𝐶𝐻𝑃2, 𝐶𝐻𝑃3, 𝑏𝑜𝑖𝑙𝑒𝑟1, 𝑏𝑜𝑖𝑙𝑒𝑟2, 𝑏𝑜𝑖𝑙𝑒𝑟3} 

𝑤𝑡 index for wind turbine set {1,2} where 1 is Vergent (20 kW) and 2 is Fuhrlander 

(30 kW) 

 

Discrete variables 

 𝑥𝑑,𝑐 binary variable allocating loads for day 𝑑 joining cluster 𝑐 

𝑦 integer design variable that represents the number of each unit needed to be 

installed 

𝑐ℎ𝑑,ℎ,𝑠 binary variables that represent the on and off states of electrolyzer units at each s 

scenario and h hour of the d day 

𝑑𝑖𝑠𝑑,ℎ,𝑠 binary variables that represent the on and off states of fuel cell units at each s 

scenario and h hour of the d day 

 

Continuous variables 

𝐴𝐷𝑎,𝑑,ℎ absolute difference between load curve l and clustered curve c for hour h in day d 

for attribute a 

𝐼𝐴𝐸𝑎 the integral absolute error (L1-norm) used as similarity measure for the (a) attribute 

𝐻𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

 mass flow rate of hydrogen gas produced by electrolyzer at s scenario and h hour of 

the d day 

𝐻𝑑,ℎ,𝑠
𝑇𝑎𝑛𝑘 mass flow rate of hydrogen gas leaving the hydrogen tank at s scenario and h hour 

of the d day 

𝐻𝐿ℎ,𝑑 amount of hydrogen stored in the hydrogen tank at h hour of the d day 

𝐷𝑎,𝑐,ℎ the representative demand of attribute a for hour  h  hour in cluster c. 

𝑃𝑖,𝑑,ℎ,𝑠 the operational decision variable that represents the amount of energy flow (i 

denote the type of energy heat or electricity) consumed or produced by each energy 

hub unit at s scenario and h hour of the d day. 

𝑃𝑠
𝑤𝑡 the operational decision variable that represents the amount of power produced by 

all wind turbines under each scenario s flow 

𝑁𝐺𝑑,ℎ,𝑠
𝑢  amount of natural gas consumed by conventional units u at s scenario and h hour of 

the d day 
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Parameters 

𝑘 shape parameter of Weibull distribution 

𝑐 scale parameter of Weibull distribution 

𝐶𝐴𝑃 capital cost ($) 

𝑂𝑀 operational and maintenance cost parameters 

𝜂𝑖  thermodynamic efficiency of converted utilities i produced by energy hub units 

𝛽𝑠 probability of each stochastic realization scenario s 

𝑧𝑟𝑎𝑡𝑒𝑑 rating capacity of each energy hub unit (Table 4.6). 

𝛾𝑑 number of repetitions (frequency) for corresponding d day 

𝐿𝑒𝑙𝑒𝑐,𝑑,ℎ  hourly electricity demand 

𝐿ℎ𝑒𝑎𝑡,𝑑,ℎ  hourly heat demand 

𝑊𝑎 attribute a’s weighting factor (𝑊𝑎 ≥ 0, ∑ 𝑊𝑎𝑎 = 1).  
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Chapter 1  Introduction 

1.1 Project Motivations  

Optimization or mathematical programming is extensively used in many strategic decision-making 

problems[1]. It is a core concept within process systems engineering and operations research. It 

can help guide the decision maker over which strategy and operational conditions to apply in order 

to minimize the overall cost or maximize the profit while satisfying problem constraints. Its 

application has proven its superior performance by increasing the profits while maintaining 

customer or/and decision maker satisfaction [2]. Typical applications of optimization can be found 

in engineering, transportation, production, operational research, supply chain management and 

many other fields. 

Process optimization under deterministic conditions can lead to solutions for only certain process 

parameters (e.g., fixed fuel price, fixed power demand profile and fixed feedstock price). However, 

most real-life problems include some sort of uncertainty in which deterministic models are 

incapable of solving them or give unpractical solutions that are optimal only under certain 

conditions. Many model parameters are uncertain and challenging to predict in real life, such as 

the availability of renewable energy. Perfect information that includes assigning probability 

distributions to the random variables (uncertain parameters), is one typical way to tackle the 

decision-making problem. Another traditional way to tackle this problem, is to feed the 

optimization model under uncertainty with large number of possible uncertain scenarios. However, 

prior knowledge on uncertain parameter distribution is usually unknown and requires extensive 

effort to employ, as well as, using a very large number of scenarios is computationally impractical 

[3]. The availability of massive amounts of data and the recent advances of data analytics tools 

such as machine learning, encourages the implementation of these methods in optimization 

problems under uncertainty. Therefore, one goal of this project is to investigate how important 

information from real-life available data can be captured through the advances of data analytics 

tools and applied to optimization problems under uncertainty. More specifically, the focus will be 

on proposing a simple data-driven approach for power generation planning models that incorporate 

intermittent renewable energy sources. 
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Conventionally, modelling approaches focus on a mono-scale perspective. When macroscale 

behaviour of a system is the focal point, the microscale is modelled using constitutive relations. 

On the other hand, if the subject matter is the microscale, it’s assumed nothing compelling occurs 

at a macroscale level, and larger scales have a homogenous process. However, it is quite 

challenging to extend such simple empirical methods to more complex systems. The need to tackle 

the restrictions of both aforementioned approaches (macro- and micro-scale) is the reason for 

implementing multiscale modelling approach. Therefore, multiscale approach targets 

simultaneously the efficiency of macroscale models while preserving the microscale’s models 

precision. A more comprehensive modelling approach can be achieved when the problem is 

evaluated from different scales and levels perspective at the same time [4]. The integration of 

planning (e.g., design) and scheduling (e.g., operation) is an example of a multiscale model. The 

integration of different decision level improves decision level management which results in lower 

net cost. Yet, large-scale problems are formed as a result of different time scales integration that 

are typically computationally intractable. The design and operation of energy hubs faces similar 

challenges. The multiscale (i.e., planning and scheduling) energy hub systems that incorporate 

renewable energy resources become more challenging to be modelled due to a high level of 

intermittency associated with renewable energy. To tackle this problem different modelling and 

solution approaches have been proposed. Clustering has shown potential as an appropriate data-

driven solution approach to deal with such problems. Similar input parameters (e.g., demand or 

price) that exhibit similar trends are aggregated using clustering. Accordingly, clustering can serve 

as an effective tool to reduce model size and enhance computational tractability while maintaining 

acceptable solution accuracy. Therefore, in this work, the application of clustering approach to 

multiscale energy hub planning and operation model under intermittent wind energy is 

investigated.  

Modelling of processing facilities tailored for the production of specific chemical products from a 

specific set of raw materials is considered to be one of the fundamental problems in chemical and 

process systems engineering. These processes aim to perform specific physicochemical 

transformations, in an economically profitable way while satisfying production requirements and 

several other constraints including raw material availability, operational safety, environmental 

regulations etc. However, modelling these processes involve many complex unit equation blocks 

which can be solved using conversion laws or physicochemical engineering fundamentals and 
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available simulation software [5]. Despite the significant developments in realistic unit operation 

models (i.e., the kind of models featured in commercial process simulators considering non-ideal 

thermodynamics, kinetics, and transport properties calculations) and the availability of commercial 

process simulators [6] (e.g., ASPEN [7], HYSYS, ProMax [8], gProms [9]); modelling them based 

on detailed realistic unit operation equations require significant effort and are computationally 

expensive to solve. It would be even more complicated to solve these detailed models when they 

are combined with optimization routine [10], [11]. On the other hand, commercial simulation 

software can obtain accurate results, nonetheless, these commercial software are not open-source, 

plus combining them with optimization models are challenging [12]. At the same time, recent 

advancement in technology have allowed the industry to collect and store massive amounts of data 

from their processes [13]. Data-driven surrogate modelling can be defined as a black-box 

modelling approach that can utilize available data. It can relate relevant inputs to relevant outputs 

to describe process operations. Such models have been used in industry and literature to describe 

processes by replacing existing expensive models (serve as surrogates to reduce model 

complexity) and correlations which have not yet been theoretically explained [14]. Given the 

existence of vast amounts of data and the recent developments of data analytics tools, such as 

machine learning methods, and the need for reduced order models which can relate relevant inputs 

to relevant model outputs to represent process operations. Therefore, the role of data-driven 

surrogate modelling can be extremely valuable. Another reason that motivates this research to use 

the big data analytics tools (i.e., machine learning), is that these tools have proven their ability to 

generate accurate and computationally efficient surrogate or reduced order models [13]. Thus, 

applying the data-driven surrogate modelling approach in an optimization framework will reduce 

the mathematical complexity of the entire optimization framework model and impose a suitable 

mathematical representation, which can be solved numerically by current state-of-art numerical 

solvers [5]. Thus, in this project, data-driven surrogate-based optimization framework is proposed. 

In this approach, we will leverage so called machine learning tools into process optimization by 

replacing the unit operation’s detailed model with a surrogate reduced order data-driven model.  

In future, with promising research, the proposed methods and frameworks can be applied to different 

energy infrastructure and chemical process systems where these systems can gain the full benefits from 

existing information. 
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1.2 Project Goals and Contributions  

Considering the motivations mentioned above, the main goal of this research is to develop data-

driven solutions that can benefit energy infrastructure planning and industrial process operation 

optimization models, by improving their solutions reliability and computational tractability. In 

line with this research work, the following are the goals of this study: 

• Develop a data-driven stochastic optimization framework that integrates machine learning 

tools into power generation planning model. As renewable energy availability suffers from 

intermittency and uncertainty, it is very important to model their uncertainty and determine 

their behaviour. Unsupervised machine learning algorithm (k-means clustering) is employed 

to generate uncertainty scenarios from the historical weather and demand data. Accordingly, 

reduced size uncertainty scenarios, that feature underlying patterns from uncertain parameters, 

are generated. These scenarios are used as inputs to the stochastic model where the proposed 

model is formulated as a mixed integer linear programming (MILP).  

• Develop multiscale approach to model stochastic energy hub systems under the uncertainty of 

renewable energy resources. A mathematical programming-based general clustering approach 

is applied to reduce the size of multiple attributes energy hub demand data. Evaluation of 

heuristic approach derived from the mathematical programming-based clustering approach to 

reduce clustering computational time, is carried out. A data-driven statistical method is 

employed to model the intermittent behaviour of uncertain renewable energy. Following the 

aforementioned methods, the design and operation (multiscale) of an energy hub with 

hydrogen storage is reformulated as a two stage stochastic model. 

• Develop data-driven surrogate-based optimization framework for chemical process 

(condensate stabilizer process) based on real plant data. Collected data are undergone cleaning 

process in which outliers are detected and removed. Using cleaned data, different supervised 

machine learning models, that describe process operations, are developed to relate inputs to 

outputs. The predictions from the developed models are validated against actual plant operating 

data. An optimization framework based on trust-region constraint algorithm is proposed, where 

the machine learning model with highest prediction accuracy, is integrated as a surrogate 

model that describe the process.  

The main outcome of this study will be different general frameworks that can connect between 

data-driven approaches and optimal planning and operation of energy infrastructures (e.g., power 
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generation, energy hub systems) and industrial processes (e.g., condensate stabilization process). 

Through the implementation of these approaches, different types of interment renewable energy 

resources can be integrated to power generation (or power generation capacity expansion) planning 

model that involve CO2 emissions regulations, different energy hub topology with multiple energy 

carrier demands under different energy resources intermittency at reasonably low computational 

expenses can be investigated, and the surrogate-based optimization approach can serve as 

computer-aided software where it can be applied to different industrial  process  using either actual 

plant data or simulated data from commercial software’s.  

High-level optimization tasks such as planning and scheduling can highly benefit from information 

mined from data, through the proposed data-driven approaches, since optimization has always 

been based on the interchange between models and data [14]. Graphical representation of the scope 

of this project is depicted in the following Figure 1.1.  

 

 

•  

Figure 1.1. Data-driven optimization project scope 

1.3 Dissertation Outline 

Chapter 2 presents the background of mathematical programming techniques and big data tools 

that are relevant to this project.  The background information is also linked to previous research 

projects that have studied data-driven optimization.  

Chapter 3 illustrates a case study application on data-driven optimization. In this chapter, a data-

driven optimization approach is used to optimally design and operate a power generation plant 

under demand and wind energy uncertainty.  
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Chapter 4 presents a case study where a multiscale clustering approach is applied to a stochastic 

energy hub model. 

Chapter 5 shows a case study that natural gas processing (condensate stabilizer) is modelled, and 

process optimization is performed based on machine learning approach. In this chapter, surrogate-

based optimization framework that leverage data-driven machine learning models for condensate 

stabilizer is generated.  

Chapter 6 includes the dissertation’s concluding remarks and potential future works.  
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Chapter 2  Background and Literature Review 

This chapter is divided into three main sections namely: 1) background on mathematical 

programming methods, 2) data analytics tools that will be used in the current project and 3) a 

literature review on data-driven optimization.  

The objective of this chapter is to give the reader an overview on what has been done so far in this 

field. It will demonstrate different mathematical programming formulations used for process 

optimization. It will also give an overview of the recent advances of data analytics tools and it will 

describe some of the main machine learning algorithms that will be used in this project. Finally, 

the various contributions related to the topic of the thesis will be presented.  

2.1 Mathematical Optimization Methods 

Mixed integer programming problem (MIP) is broadly used in chemical design and process 

engineering. Typical applications include superstructure modelling, allocation problems, 

scheduling problems, and so on. A mixed integer programming problem (MIP) is an optimization 

model that has both integer and continuous variables. Conventionally, the integer variables in 

typical process system engineering applications refer to the binary variable (0-1 variables/ e.g., 

develop – not to develop). 

𝑚𝑖𝑛 𝐶 =  𝑓(𝑥, 𝑦)   

𝑠. 𝑡.    𝑔(𝑥, 𝑦) ≤ 0     

                𝑘(𝑥, 𝑦) = 0           

𝑦 ∈  {0,1}𝑚 

 (2.1) 

Where the objective function 𝐶 =  𝑓(𝑥, 𝑦)   in general, represents a desired economic or 

environmental measure, while the equality and inequality constraints 𝑘(𝑥, 𝑦)   and 𝑔(𝑥, 𝑦) are 

imposed to satisfy unit equations (e.g., thermodynamics, mass and energy balances) design 

equations, physical constraints, design specifications or logical conditions. Continuous variables, 

(x) can be attributed to power, flowrates, equipment sizes, pressures and temperatures; whereas 0-

1 binary variables (y) can be attributed to the existence of units (to be developed or not, design 

decisions), scheduling (assignment to units to tasks and time periods), whether units are operating 

or not (online or offline, operational decision) at each time period.  
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For this thesis, the General Algebraic Modelling System (GAMS) [15] is used to formulate and 

solve the mathematical programming models. GAMS is one of the leading commercial modelling 

systems for mathematical programming and optimization framework. It enjoys simple 

programming syntax and a wide range of integrated solvers that can be called based on the 

mathematical programming type. GAMS has the ability to deal with complex and large scale 

modelling applications[15]. The existing literature has a large number  of studies on the optimal 

design and operation of energy and process systems models that have been formulated and solved 

in GAMS [16].   

Typically, mathematical programming models can be validated using two approaches namely 

validation by construction and validation by results. Validation by construction relies on procedure 

believed to appropriate by the model builder. This approach involves the modelling the problem 

based on experience and theory and the specification of the problem data are either based on 

scientific reasonable estimation or based on real world observation. On other hand validation by 

result involves consists of comparing the model results with corresponding real-world 

outcomes[17]. The validation by construction methodology was followed to validate and construct 

the mathematical programming models in this study.   

2.1.1 Deterministic Approach 

In this section, we will demonstrate different mathematical programming approaches for handling 

uncertainty through a simple example optimization problem [18]. The example was adopted from 

[18] and modified for the sake of this study. Assume that we have two types of oil namely national 

(oil1) and imported oil (oil2), two types of gasoline will be produced (standard and premium) The 

output of gasoline per unit of the raw oil (productivity) and the demands for each type of gasoline  

(dgas1, dgas2) are also shown in Table 2.1. The unit costs of the raw oil materials are (2 unit of 

currency per unit mass for oil1 and 3 for oil2). The maximum total amount of oil that can be 

processed in the plant is 100. According to the given information, the problem can be formulated 

as a linear programming model. 

 

Table 2.1. Productivities (oil, gasoline), and demand of gasoline for the motivating optimization 

problem 

 Standard gasoline Premium gasoline 

Oil1 2 3 



9 

Oil2 6 3 

Demand (d) 180 162 

 

The deterministic formulation of this problem is presented in the following equations (equations  

(2.1) to (2.6)) 

Objective function: 

𝑚𝑖𝑛 𝐶𝑜𝑠𝑡 =  2𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2 

(2.2) 

Plant capacity constraint 

𝑠. 𝑡.    𝑥𝑜𝑖𝑙1 + 𝑥𝑜𝑖𝑙2  ≤ 100     
(2.3) 

Demand constraints 

    2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 180            
(2.4) 

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2  ≥ 162     
(2.5) 

Positive variable constraints 

𝑥𝑜𝑖𝑙1 𝑎𝑛𝑑 𝑥𝑜𝑖𝑙2  ≥ 0 

(2.6) 

The optimal solution for the above problem is given as follows:   

 𝑥𝑜𝑖𝑙1 = 36, 𝑥𝑜𝑖𝑙2 = 18, 𝑐𝑜𝑠𝑡 = 126  

In the prior case the productivities and demands are assumed to be fixed and known to the decision 

maker before deciding on the production plan. The solution of this preliminary optimization 

problem is called the Deterministic solution (it is also called optimal on average). However, this 

is obviously not always the case. Most of the time, given data are not certain (i.e., demand and 

productivity), they vary within certain limits, and that the decision should be made on the 

production plan before knowing the exact values of the data. For the sake of this demonstration 

let’s be more specific. Assume that the demand of standard and premium gasoline (dstandard dpremium) 

are varying randomly. The two demands are represented by the two following random variables, 

respectively, 𝜉standard  and  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚 with normal distributions, i.e., 

𝑑𝑖𝑠𝑡 𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑  ~𝒩(180,12)     

𝑑𝑖𝑠𝑡 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚 ~𝒩(162,9)     

We assume that these two random variables are independent. The two demands’ random variables 

are denoted by 𝜉𝑠𝑡𝑎𝑛𝑑, 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚. Also, it is assumed that they are restricted by 99% confidence 
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intervals, respectively. The 99% confidence intervals bound for the two random variables are 

shown as follows: 

 𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑  ∈ [149.09, 210.91]   

 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚  ∈ [138.82, 185.18]     

2.1.2 Worst-Case Approach 

One possible solution against uncertainty issues in the demand is to look for a solution that is 

“safe” and can satisfy all possible realizations of the demand. This solution should be feasible for 

all possible realizations of the demands. This approach is called the Worst-Case Scenario. This 

approach is conservative and does not take any risk (very safe) [19]. Let’s assume that the demand 

random variables are approximated by K scenario (i.e., each scenario derived from the normal 

distribution within 99% of its confidence interval). The demand constraint can be re-written as 

follows: 

      2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
𝑘 ,   𝑘 ∈ 𝐾          

(2.7) 

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2  ≥ 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚
𝑘  , 𝑘 ∈ 𝐾  

(2.8) 

We need to solve for all possible k scenarios, however it’s clear that the solution of the extreme 

point will be feasible for all other realizations. Therefore, the solution of the Worst-Case Scenario 

can be obtained by solving the refinery problem when the demand is maximum. The demand 

constraints (2.7) and (2.8) can be written as follows 

2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 210.91 

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2  ≥ 185.18 

The solution for the above worst-case scenario approach problem is shown below:  

𝑥𝑜𝑖𝑙1 = 40,   𝑥𝑜𝑖𝑙2 = 21, 𝑐𝑜𝑠𝑡 = 145 

However, enquiring feasibility for any future realization of uncertainty can be too restrictive. 

Extreme rare events may exist depending on the data and they can make the almost feasible set 

empty (leads to an infeasible [19], [20] programming is the alternative method that can be used to 

overcome these restrictions [18]. 

2.1.3 Model with Chance (Probabilistic) Constraint 

Instead of solving for the Worst-Case, we will solve for the points that are with only some 

probability [18], [19] approach also called the Chance Constraint or Probabilistic Constraint. In 
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this approach, the problem is solved with some sort of risk introduced by the decision maker. The 

illustration of this method is applied to the refinery example. Therefore, we will solve the 

probability of the demand constraint to be within a certain level of acceptability (1-ε) where ε is 

the risk probability. Therefore, we will find a solution for the refinery problem that can satisfy the 

following probabilities of the demand constraints: 

𝑃𝑟(2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥  𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑  )  ≥ 1 − 𝜀     

𝑝𝑟(3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2  ≥  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚) ≥ 1 − 𝜀     

Where 𝑃𝑟  denotes the probability of that constraint. These probabilities are called Individual/ 

Separate Chance Constraints. Since  𝜉𝑠𝑡𝑎𝑛𝑑 and  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚 are random variables that follow the 

normal distribution, the above probabilities which use the inverse cumulative distribution (CDF) 

can be calculated as follows [19], [20]:  

2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 𝐹 𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 
−1 (1 − 𝜀 )    

(2.9) 

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2 ≥ 𝐹 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚

−1 (1 − 𝜀 )    

(2.10) 

Where 𝐹𝜉
−1 is the inverse of the CDF (cumulative distribution function) of the random variable 𝜉. 

Since  𝜉𝑠𝑡𝑎𝑛𝑑 and  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚 are scalar, we can have an expression for the generalized CDF inverse 

as follows [19]:  

𝐹𝜉𝑖
−1(1 − 𝜀 ) =  𝜉𝑖̃ + 𝜙−1(1 − 𝜀)𝜎𝑖 

(2.11) 

Where 𝜉𝑖 denotes the random variable mean, 𝜙−1 is the standard inverse cumulative distribution 

function (𝑁(0,1))  and 𝜎𝑖 is the standard deviation. Hence, using this formula (2.11) the demand 

chance constraints (equations  (2.9 ) & (2.10)) can be written as follows: 

2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑   ̃ +𝜙−1(1 − 𝜀)𝜎𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑     

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2 ≥ 𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚  
̃ +𝜙−1(1 − 𝜀)𝜎𝑝𝑟𝑒𝑚𝑖𝑢𝑚   

The right-hand side of the above equation can be calculated, and the demand constraints will be as 

follows:  

2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2  ≥ 203.52    
3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2 ≥ 179.64   

The solution of the refinery problem with Chance Constraint for the demand is as follows:  

𝑥𝑜𝑖𝑙1 = 38.4007,   𝑥𝑜𝑖𝑙2 = 20.940, 𝑐𝑜𝑠𝑡 = 140.7 

The chance constraint is concerned with not violating the feasibility [14]. 
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2.1.4 Model with Recourse 

In this case, the model is defined for the extreme events that do not constrain the “almost sure” 

feasible points significantly. In this approach, the model is formulated with a recourse variable. 

Recourse variables represent the amount of penalty (correction) after observing the realization of 

uncertainty. These variables are called wait-and-see variables. On the other hand, the variables that 

are decided before the uncertainties are realized are called here-and-now variables [18]–[20]. A 

typical model of stochastic optimization with recourse is the Two Stage Stochastic Programming 

With Recourse [20]. At the first stage, certain decisions (i.e., here and now) are made before the 

realization of uncertainty, whilst at the second stage corrective actions (wait and see) are taken 

after uncertainties are revealed. The second stage variables work as corrective action to avoid 

infeasibility when random events have presented themselves. For instance, in an energy system 

process and design, the first stage variables can be represented by design decisions and the second 

stage variables can be represented by operational level decisions.  

In the refinery example, the problem is modelled as a two stage stochastic program. The refinery 

company will pay a penalty if they do not satisfy the market demand. They will have to buy the 

amount of gasoline that is in shortage and supply the market demand. The amount of gasoline that 

will be imported by the company when there is a shortage in their production (i.e., can’t meet the 

market demand) is denoted by ∶(ystandard  and ypremium). These variables (i.e., y) are the recourse 

variables and they are functions of the realization of our random variable (i.e., uncertain demand). 

It is assumed that the cost of the imported gasolines per unit are (7 for standard and 12 for 

premium). In this type of problem, it is a common practice to assume that the random variables 

have a finite discrete distribution. The reason being that when a continuous distribution is assumed, 

there will be an evaluation of the expected value which appears in the objective. The evaluation of 

the expected value of continuous distribution requires multivariate numerical integration; and an 

implicit definition of the recourse variable/function (i.e., as they are a function of the random 

variable having the continuous distribution). Therefore, the problem will be highly nonlinear and 

intractable. More details on this can be found in [18]. The normal distribution of the random 

variable is approximated by a discrete distribution. A naïve sampling method was used to generate 

scenarios for the refinery problem [21]. The two stage stochastic programs can be naturally 

reformulated into an equivalent single-level optimization problem [20]. Accordingly, the former 

deterministic refinery problem can be formulated as follows (equations (2.12) - (2.14)): 
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𝑚𝑖𝑛 

{
 
 

 
 

2𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2⏟        
𝐹𝑖𝑟𝑠𝑡 𝑠𝑡𝑎𝑔𝑒 𝑜𝑏𝑗

+ ∑𝑝𝑖[7𝑦𝑠𝑡𝑎𝑛𝑑𝑟𝑎𝑑,𝑖 + 12𝑦𝑝𝑟𝑒𝑚𝑖𝑢𝑚,𝑖]

𝐾

𝑖=1⏟                      
𝑆𝑒𝑐𝑜𝑛𝑑 𝑠𝑡𝑎𝑔𝑒 𝑜𝑏𝑗 }

 
 

 
 

    

(2.12) 

𝑠. 𝑡.    𝑥𝑜𝑖𝑙1 + 𝑥𝑜𝑖𝑙2  ≤ 100     
              2𝑥𝑜𝑖𝑙1 + 6𝑥𝑜𝑖𝑙2 + 𝑦𝑠𝑡𝑎𝑛𝑑𝑟𝑎𝑑,𝑖  ≥  𝜉𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑,𝑖 , 𝑖  1, … , 𝐾            

(2.13) 

3𝑥𝑜𝑖𝑙1 + 3𝑥𝑜𝑖𝑙2 + 𝑦𝑝𝑟𝑒𝑚𝑖𝑢𝑚,𝑖 ≥  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚,𝑖 , 𝑖  1, … , 𝐾   

(2.14) 

𝑥𝑜𝑖𝑙1 𝑎𝑛𝑑 𝑥𝑜𝑖𝑙2  ≥ 0 

(2.15) 

Where the subscript i represents the index for the total number of scenarios K.  In order to solve 

this problem, 20 realizations were drawn for each demand (𝜉𝑠𝑡𝑎𝑛𝑑 and  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚). A total of 400 

scenarios were considered (K = 202). All the case study problems are solved on GAMS 24.5 and 

CPLEX [15] was selected as a solver. There were 803 equations (400 for each demand constraint 

and one objective and one capacity constraint) and 802 variables (2 first stage variables and 800 

second stage recourse/second stage variables). The optimal solution of this problem is reported as 

follows: 

𝑥̅𝑜𝑖𝑙1 =  37.352,   𝑥̅𝑜𝑖𝑙2 = 20.897, 𝑐𝑜𝑠𝑡 = 139.85 

The first stage cost is 137.33 unit cost.  

The quality of each solution can be assessed by defining reliability. Reliability is the probability 

of constraints that are subjected to uncertain random variables to be feasible [18] (in the case of 

the refinery example it’s the probability of the solution substituted in the demand constrains), see 

following equation (2.16): 

𝑝𝑟 (
2𝑥̅𝑜𝑖𝑙1 + 6𝑥̅𝑜𝑖𝑙2  ≥ 𝜉𝑠𝑡𝑎𝑛𝑑𝑟𝑎𝑑
3𝑥̅𝑜𝑖𝑙1 + 3𝑥̅𝑜𝑖𝑙2  ≥  𝜉𝑝𝑟𝑒𝑚𝑖𝑢𝑚

) 

            (2.16) 

As it was assumed that the demand is normally distributed and the answer can be calculated by 

employing Python function (multivariate normal from SciPy package [22]). Table 2.2 shows the 

assessment of the solution quality for different mathematical formulation.  
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Table 2.2. Objective function and solution quality for different mathematical formulations. 

Model 𝑥̅𝑜𝑖𝑙1  𝑥̅𝑜𝑖𝑙2 First stage 

cost 

Feasibility/ Reliability 

Deterministic 36.0 18.0 126.0 0.25 

Worst-Case 40.0 21.0 145.0 0.99 

Stochastic with recourse 37.6 20.8 137.3 0.88 

 

As it can be noticed from this Table 2.2 the deterministic solution gives the best cost but a less 

reliable decision. The worst-case is expensive, however, it gives the best reliability. On the other 

hand, the solution of the two stage stochastic approach with recourse is not too expensive with a 

reasonable probability of being feasible. From this discussion and example, we can see the 

advantages of modelling using two stage stochastic programming especially for process and design 

of energy systems. As it is required to obtain less expensive decision with some sort of satisfactory 

reliability, for instance, design and operation of a power plant with uncertain demand and wind 

data, multiscale energy hub modelling under uncertain wind energy, capacity expansion with 

uncertain fuel price and demand and retrofitting current power system by adding renewable energy 

generation units (renewable energy availability is one the most uncertain parameters that is needed 

to be modelled). In this research the stochastic programming with recourse is one of the most 

essential tools that is used in this project as can be seen in Chapter 3 and Chapter 4. 

As we have seen for the stochastic solution, it was assumed that the uncertain parameter follows 

some known distribution. Nevertheless, in real life the distribution and the bounds of uncertain 

data are unknown, and here the role of data analytics tools becomes more apparent. The recent 

advances in data analytics provide very powerful and efficient tools in determining patterns and 

discovering interesting structure from real historical data (e.g., demand, solar intensity, natural gas 

supply). Therefore, one objective of this research is to use these tools to recognize/learn from 

historical uncertain data (with unknown distribution) and draw conclusions that can be used as an 

input for the optimization framework, that is needed to make high level planning and strategic 

decisions.  

2.2 Big Data Tools 

Data Science is the art of mining knowledge and driving conclusions from data. It is an 

interdisciplinary field that uses different scientific methods, algorithms and processes to extract 
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insights from diverse data sources [23]. Statistics, data analysis, machine learning and their related 

methods are integrated to form the general concept of data science[24]. It employs techniques and 

theories drawn from many fields within the context of mathematics, statistics, information science, 

and computer science. Data analysis is the process of applying said data science concepts [21], 

[22]. The purpose of data analysis is to discover useful information, derive conclusions, and 

support decision-making processes from data [22], [23]. 

The data models that are typical of traditional data analytics are often static and of limited use in 

addressing fast-changing and unstructured data. The advances in machine learning drive the data 

analytics tools to evolve tremendously. Machine learning, which has become a major branch in 

computer science and artificial intelligence [28], [29], is a method of data analysis used to design 

a model to learn the trends, findings and dependence between attributes and target variables 

without programming explicitly [30]–[32]. With the recent progress of the internet, smart and 

wireless sensors, wireless communications, mobile devices, smart devices, e-commerce, and smart 

manufacturing; the amount of data gathered and stored has grown exponentially. The need for 

automated methods for data analysis has emerged as a key driver for industry [30], [32]. The goal 

of machine learning is to develop methods that can automatically (i.e., without programming 

explicitly) detect patterns in data, and then to use the uncovered patterns to predict future data or 

other conclusions of interest [30]. Machine learning has recently become one of the most popular 

technology, motivated by well-publicized advancements like deep learning and the extensive 

commercial interest in big data analytics [33]. In the last two decades, our lifestyle, the way we 

live and do business, has been transformed by generating many petabytes of data, because of the 

Internet. Currently, machine learning, and big data analytics are playing a significant role in 

revolutionizing our society again by translating that data into useful predictions and decisions [33] 

Recommendation engines, speech and handwriting recognition systems, content identification, 

image classification/retrieval, automatic captioning, spam filters, and demand forecasting are 

examples of commercial applications that are based on machine learning and big data analytics 

tools [34]. Recent statistical machine-learning development enjoys the following attractive 

features [33]:  

(1) The ability to extract knowledge from data, whereas traditional methods focus on making 

the machine learn. 
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(2) Applying traditional data analysis becomes impossible when data sets are large and 

heterogeneous as it is always characterized by trial and error. However, machine learning is 

proposing clever alternatives to analyse huge volumes of data through fast, efficient algorithms 

and data-driven models also establish data analysis as a theoretical basis in statistics as a discipline 

to control errors in inference. 

(3) The traditional data analysis tools emphasize the cleanliness of the data to prevent potential 

misleading conclusions, while big data analytics can deal with data errors or messiness and use the 

massive amount of data to develop models and extract features that are robust to the imperfections. 

(4) It is data-driven and target-driven and enjoy new contributions from information industry 

sectors. 

Generally, machine learning can be categorized as unsupervised learning and supervised leaning 

and reinforcement learning [34].  

The supervised or the predictive learning uses given labelled sets (X and y) of input-output pairs 

to learn by mapping from inputs X to outputs y (i.e., predict their relationship P(y|X)), which used 

in the classification and [30], [33]. In other words, supervised learning algorithm uses training data 

to learn a function (model) that generate the desired output. The training set contains inputs and 

correct outputs, which will allow the model to measure error between predicted output and actual 

correct output. The function that is used to measure the error is called loss function/ cost function. 

The task of any supervised algorithm is to minimize the cost/ loss function by adjusting the model. 

Typically input observations can be referred as features, predictors or independent variables while 

the output observation (instance) can be called as response, performance, target variables or labels. 

Examples of regressions methods include, Simple Linear, Generalized Linear, Multi-Linear 

Regression, Non-Linear Regression, Gaussian Processes Regression (e.g., kriging) and Support 

Vector machines (SVM) regression. Examples of classification includes Naïve Bayes, Decision 

Tree, Logistic Regression, SVM and k-Nearest Neighbour, Bayesian Network and Artificial 

Neural Network (ANN) [30],[31].  

Unsupervised learning, in which the training data consists of a set of input vectors X without any 

corresponding target values, involves the analysis of unlabelled data under assumptions about 

structural properties of the data (e.g., algebraic, combinatorial, or probabilistic) [35]. The goal of 

unsupervised learning is to discover patterns (interesting structure) and identify commonalities. 

Additionally, unsupervised methods can be used to automatically detect outliers and anomalies in 
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data sets; therefore, it can be applied as a pre-processing step for supervised machine leaning model 

development as we will see in Chapter 5. Unsupervised methods involve, clustering (i.e., discover 

groups of similar patterns), density estimation (i.e., determine the distribution of data within the 

input/feature space, such as kernel density estimation) and dimensionality space reduction of data 

(e.g., Principal Component Analysis (PCA)) [34]. 

Reinforcement learning is the process of learning how to act or behave when given occasional 

rewards or punishment signals [30]. It can combine the learning and acting phases at the same time 

to online learning and provides a self-optimizing feature [33].  

The following are the descriptions of unsupervised learning algorithm that is related to the case 

study presented in Chapter 3. After that, a background on supervised machine learning methods 

that are used in Chapter 5 is presented.  

2.3 Unsupervised Machine Learning Methods 

2.3.1 K-Means Clustering 

The algorithm starts by considering the problem of identifying clusters of data points  in a  

multidimensional space. Suppose there is a data set 𝑋 = {𝑥1, …… , 𝑥𝑁}  consisting  of 𝑁 

observations of a random d-dimensional Euclidean variable, 𝑥, (i.e.,  the distance between pairs of 

points in Euclidean spaces). The objective of this algorithm is to separate the data set into some 

number K of clusters, for a given value of K. Intuitively, a cluster can be defined as a group of data 

points whose inter-point distances are small compared with the distances to points outside of the 

cluster [30], [31] The K-means algorithm can be summarized as follows[31], [36]. 

1. Randomly choose an initial k centres {𝜇1, 𝜇2, 𝜇3… . . 𝜇𝐾}.  

2. For each 𝑘 𝜖{1,2, … , 𝐾}, set the cluster 𝐶𝑘 to be the subset of points in 𝑋(where 𝑋 is set 

of 𝑁 data set 𝑋 = {𝑥1, …… , 𝑥𝑁})that are closer to 𝐶𝑘 than they are to 𝐶𝑗for all 𝑘 ≠ 𝑗. 

3. For each 𝑘 𝜖{1,2, … , 𝐾}, set 𝜇𝑘, to be the center of mass of all points in 𝐶𝑘: 𝜇𝑘 =

1

|𝐶𝑘|
∑ 𝑥𝑥∈𝐶𝑘   

4. Repeat Steps 2 and 3 until 𝜇𝑘 no longer changes.  

The K-means algorithm aims to choose k centers (centroids) that minimize the inertia (see equation 

(2.17)) given an integer 𝐾 and a set of 𝑁 data: 

∑ min
𝜇𝑘∈𝐶𝐾

(‖𝑥𝑖 − 𝜇𝑘‖
2)

𝑁

𝑖=0
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(2.17) 

It is standard practice to choose the initial centres uniformly at random from X. However, David 

Arthur and Sergei Vassilvitskii in 2007 [36] enhanced the k-means algorithm with a simple 

randomized seeding technique for initial centres selection that improves both the speed and the 

accuracy of k-means. More details on the enhanced k-means (k-means++) algorithm can be found 

in [30]. This k-mean++ is supported by the Scikit-learn library (free software machine learning 

library for the Python programming language [37], [38]). However, the nature of k-means 

clustering suffers from various drawbacks [36], [37]. 

2.4 Supervised Machine Learning Methods 

2.4.1 Supervised Machine Learning Evaluation 

As it was mentioned before that supervised learning generally tends to find the relationship 

between set of features and response or target variables. Before presenting how different 

supervised machine learning algorithm are working, I will discuss how supervised machine 

learning models can be evaluated. The purpose of model evaluation is to find the best model that 

represents the seen (current or training) data and future (unseen) input data well. The model 

evaluation helps comparing different models, and guides the selected model to carry out parameter 

tuning, that will result in accurate future predictions. The first concept to understand evaluation is 

evaluation metrics. The idea behind a metric is a measure to determine how good the model 

predictions actually match the observed data [39]. The focus will be on regression metrics since 

only regression was used as supervised learning method in Chapter 5.  In the regression setting, 

one of the most used measure (metrics) is the mean squared error (MSE), given by the following 

equation[31], [39], [40]: 

𝑀𝑆𝐸 =
1

𝑛
∑( 𝑦𝑖 − 𝑓(𝑥𝑖))

2
𝑛

𝑖=1

 

(2.18) 

Where 𝑓(𝑥𝑖) is the prediction from the machine learning model 𝑓  for the i-th observation of given 

input 𝑥𝑖, and 𝑦𝑖 is the actual i-th observation of the output variable. The smaller the MSE value, 

the better the model performance and the closer the prediction values to the real observed values.  
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Another commonly used regression metrics is the coefficient of determination (R2). The 

coefficient of determination summarizes the explanatory power of the regression model and is 

computed from the sums-of-squares terms as follows:  

𝑅2 = 1 −
∑ ( 𝑦𝑖 − 𝑓(𝑥𝑖))

2𝑛
𝑖=1

∑ ( 𝑦𝑖 − 𝑦𝑖̅)2
𝑛
𝑖=1

 

(2.19) 

Where 𝑦𝑖̅ =
1

𝑛
∑ 𝑦𝑖
𝑛
𝑖=1  

Nevertheless, evaluating the model using the training data (i.e., data used to construct/ build the 

model) is not practical. In fact, it is a methodological mistake to use the same data set to learn the 

parameters of a prediction function (model) and test/or evaluate the model performance [38]. 

Instead, the emphasis is to examine the prediction model when the model is applied to previously 

unseen test data. A model is called good when it can be generalized beyond the given data and 

have the ability to generate a useful predicting/classifying for future/unseen data. Therefore, it is 

common practice when performing a (supervised) machine learning experiment, to divide the 

labelled data (i.e., features that has a corresponding outputs/targets) data set into two subsets: a 

training data set and a testing data set. The training data set will be used to construct the model. 

Whereas the testing data set will be used to test (i.e., evaluate, validate) the model.  

Overfitting occurs when the prediction model is not able to be generalized. It happens when the 

prediction model performs well (high prediction accuracy/ low error) on the training set, while its 

performance on the unseen test data set is poor. On the other hand, underfitting occurs when the 

model is not able to capture the pattern of the training data set. Specifically, when, the model is 

not able to achieve a sufficiently low error or high prediction accuracy value on the training set.  

Different methods that are well established, can be applied to validate a machine learning model, 

overcome the overfitting issue and achieve good model generalization ability as follows [30], [31], 

[39], [40]: 

2.4.1.1 The Validation Set Approach 

In this method the available data set is randomly divided into, a training set and testing set. The 

testing set is also called the validation set and the hold-out set. The model is constructed based on 

the training set, and the constructed (fitted) model is utilized to estimate the response for the 

observations (output of the observation or target) in the validation set. The resulting validation 

metrics (e.g., prediction accuracy or MSE in case of regression) provides an estimate of the test 
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error/accuracy rate. However, it is not clear how to divide the labelled dataset, which may lead to 

statistical uncertainty associated with the estimated average test error of the validation set 

approach. As the validation estimate of the test error rate can be highly variable, depending on 

how the data are divided into training and testing. [39], [40]. 

2.4.1.2 K-fold Cross-Validation  

A K-fold cross-validation provide a solution to the above dilemma. It randomly divides the labelled 

dataset into k subsets, called folds that have the same size [39]. Then, it works as follows: 

for i =1 to K:  

1. Build a model using all data subset but the k-th fold 

2. Test the model on the k-th fold and record the error rate or prediction accuracy 

3. If i ≠ k, repeat with next k (go to step1), else continue to 4.  

4. End for and return the average of the error rates or accuracy of for all k-folds obtained in 

line 2. 

 Leave-one-out-cross-validation is a special case of cross-validation, when the number of folds is 

equal to the data set size. At every iteration of the cross-validation only one data point is left out 

the model construction (training) for testing for testing. As we will see in the following sections 

that cross-validation is very useful to find optimal model tuning parameters (hyperparameters) that 

result in low bias and variance error.  

The main objective of any supervised machine learning algorithm is to best estimate the mapping 

function (𝑓) for the output variable (𝑦) given the input data (𝑥). Supervised machine learning 

algorithm prediction error can be classified into three types, namely: bias error, variance error, 

irreducible error, The irreducible error cannot be reduced regardless how well the model (𝑓) is 

estimated. It is the error that may be associated with selecting the framing of the problem, or not 

including variables that influence the mapping function (𝑓) [40]. Variance can be described as the 

amount by which mapping function will change if different training data set is used to estimate 

“construct” it. It is necessary for a model not to vary too much between training sets (low variance). 

However, if a method has high variance, then, small changes in the training data can result in large 

changes in the mapping function (model). On the other hand, bias can be defined as the error that 

is raised when oversimplifying the model problem. For instance, approximating an extremely 

complex phenomena using much simpler model [39]. A mapping function that exhibits low 

variance but high bias will underfit the target (response variable), while a model with high variance 
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and low bias will overfit the target. Therefore, a model can be called good when it has the right 

good balance of low bias and variance (without overfitting or underfitting). Therefore, it is 

important to trade-off between bias and variance (trade-off in model complexity). It is easy to 

construct very complex model with extremely low bias but high variance or a very simple model 

with very low variance but high bias. However, the challenge is to generate a model which is low 

in both variance and bias. 

The following are the description of supervised machine learning methods used in this study. 

2.4.2 Ordinary Least Square Linear Regression 

Linear regression is one of the simplest forms of supervised machine learning methods. It named 

linear because the target (output) value is expected to be a linear combination of the features (input 

variables). Mathematically the predicted value of an output can be written as follows:  

𝑦̃𝑖 = 𝜔1𝑥1,𝑖 + 𝜔2𝑥2,𝑖 +⋯⋯⋯𝜔𝑚𝑥𝑚,𝑖 + 𝜔0 = ∑𝜔𝑗𝑥𝑗,𝑖

𝑚

𝑗=1

+ 𝜔0 

(2.20) 

Where 𝜔 is the coefficient of each feature, 𝜔0 is the intercept term and  𝑚 is the total number of 

features, 𝑥𝑗,𝑖  is the i-th observation of j-th feature and 𝑦̃𝑖 is the predicted output (response). The 

goal of the algorithm is to find a best fit of the coefficients (𝜔)  by minimizing the residual sum of 

squares between the observed targets (actual output) in the dataset, and the targets predicted by the 

linear approximation 𝑦̃𝑖. The following mathematical problem should be solved to find the vector 

𝜔 (coefficients) 

min
𝜔

∑(𝑦̃𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 

min
𝜔

∑(∑𝜔𝑗𝑥𝑗,𝑖

𝑚

𝑗=1

+ 𝜔0 − 𝑦𝑖)

2
𝑛

𝑖=1

 

(2.21) 

Where  𝜔𝑗 is the coefficient of feature j, 𝜔0is the intercept, 𝑛 is total number of training data points. 

and 𝑦𝑖 is the actual output variable of i-th observation. This cost function called the residual sum 

squares (RSS). There are usually two ways to solve this mathematical problem and finds 𝜔. One is 

to use the singular value decomposition of X [41]. The singular value decomposition works very 

well for of several number of features (𝑚). Whereas for large number of features (𝑚) the a gradient 
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descent approach scales very well [39]. However, this simple form of linear regression algorithm 

is missing a regularization concept that can prevent the training from overfitting. Following are 

linear regression methods that include two types of regularization penalties.  

2.4.3 Ridge Linear Regression  

Ridge regression is very similar to ordinary least squares linear regression, except that the 

coefficients are estimated by minimizing a slightly different cost function. In particular, the ridge 

regression cost function can be written as follows [42]:  

min
𝜔

∑(∑𝜔𝑗𝑥𝑗,𝑖

𝑚

𝑗=1

+ 𝜔0 − 𝑦𝑖)

2
𝑛

𝑖=1

+ 𝜆∑𝜔𝑗
2

𝑚

𝑗=1

 

(2.22) 

where 𝜆 ≥ 0 is a tuning parameter and it is called the complexity parameter where it controls the 

amount of shrinkage.  As it can be seen in the equation (2.22), Ridge trades off two criteria. The 

first term of the equation is the RSS, where, ridge regression search for coefficient estimates that 

fit the data well, by making the RSS small. While the second term 𝜆∑ 𝜔𝑗
2𝑚

𝑗=1 , called a shrinkage 

penalty, is small when coefficients (𝜔𝑗) are close to zero. The tuning parameter 𝜆 controls the 

relative impact of these two terms on the regression coefficient estimates. On other words, the 

tuning parameter (hyperparameter)  𝜆 determines how severe the penalty is imposed.  For example, 

when 𝜆 = 0 ridge regression will solve an ordinary least square linear regression since the penalty 

term has no effect. However, when the value of 𝜆 increases, the impact of the shrinkage penalty 

become greater, and the regression coefficient estimates will be close to zero. Ridge regression 

will generate a different set of coefficient estimates for each value of 𝜆, unlike least square where 

one set of coefficient estimates is produced. Therefore, selecting a good value for 𝜆 is critical. As 

it is worth mentioning that ridge regression uses the L2-norm penalty. This penalty form makes 

ridge suffer from one obvious disadvantage. The ridge penalty term will shrink all the coefficients 

towards zero, but it will not set any of them exactly to zero (unless 𝜆 = ∞).  

2.4.4 Lasso Linear Regression  

Lasso is very similar to the ridge regression, however, instead of using the L2-norm penalty it uses 

the L1-norm penalty in the cost function as follows:  
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min
𝜔

∑(∑𝜔𝑗𝑥𝑗,𝑖

𝑚

𝑗=1

+ 𝜔0 − 𝑦𝑖)

2
𝑛

𝑖=1

+ 𝜆∑|𝜔𝑗|

𝑚

𝑗=1

 

(2.23) 

Comparing equation (2.22) to equation (2.23), we see that the lasso and ridge regression are 

similar, where the only difference is that 𝜔𝑗
2 in ridge penalty is replaced by |𝜔𝑗| in lasso penalty.  

L1-norm and L2- norm of vector 𝜔 are given by the following formula:  

‖𝜔‖1 =∑|𝜔𝑗|

𝑚

𝑗=1

 

(2.24) 

‖𝜔‖2 =∑𝜔𝑗
2

𝑚

𝑗=1

 

(2.25) 

Similar to ridge regression, the lasso shrinks the coefficient estimates towards zero. However, in 

the case of the lasso, the L1- penalty has the ability to force some of the coefficient estimates to be 

exactly equal to zero when the hyperparameter 𝜆 is sufficiently large. Therefore, Lasso regression 

can also perform as variable selection (feature selection), as it eliminates the irrelevant variables 

by setting their coefficients to be zero (𝜔𝑗 = 0). It can be said that the lasso produces sparse models 

that involve only a subset of the variables.   

As we have seen in both ridge lasso, finding the tuning parameter 𝜆 (in both case it is the penalty 

parameter) is crucial. Choosing an optimum tuning parameter 𝜆 can be done using cross-validation. 

Cross-validation provides a simple framework to deal with this problem. A grid of 𝜆 values are 

generated, and the cross-validation error is computed for each value of 𝜆. After that, the tuning 

parameter value that gives the smallest cross-validation error is selected. Finally, the model is re-

fit using all the available observations and the selected value of the tuning parameter. This is called 

the cross-validation grid search. If more than one hyperparameters are needed to be tuned, cross-

validation can still works, however the process might be a time consuming. Therefore, in this study 

for tuning Support vector machine (SVM) regression parameters, a Genetic Algorithm was used 

to find the model tuning parameters (see the following section).  

2.4.5 Support Vector Regression 

Support vector machine (SVM) is a type of machine learning technique that is used in  

classification, regression and probability density function estimation [43]. In this study, the focus 
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is on the use of SVM in regression, since the objective involves the prediction of numerical values. 

SVM is based on the structural risk minimization principle from computational learning theory 

[44]. The core of an SVM is a quadratic programming problem, separating support vectors from 

the rest of the training data. The support vector regression structure can be illustrated as a series of 

given training data {(x1, y1), (x2, y2), . . ., (xn, yn)} where x ∈ Rd represent the d-dimensional 

input samples and y ∈ R denote output observations, the linear case regression problem can be 

written as follows: 

𝑓(𝑥) = 𝜔1𝑥1 +𝜔1𝑥1 +⋯⋯⋯𝜔𝑛𝑥𝑛 + 𝑏 = < 𝑤, 𝑥 >  +𝑏 

(2.26) 

Where {𝜔2, 𝜔2…𝜔𝑛}
𝑇denote the regression coefficients and 𝑏 is the bias term. The regression 

goal is to fine these unknown through the support vector regression optimization as follows [45]:  

min
𝜔,𝑏,𝜉+,𝜉−

[
1

2
‖𝜔‖2 + 𝐶∑𝜉𝑖

+ + 𝜉𝑖
−

𝑛

𝑖=1

] 

(2.27) 

Subjected to the constraints:  

𝑦𝑖 − 〈𝜔, 𝑥𝑖〉 − 𝑏 ≤  𝜖 + 𝜉𝑖
−    ,         ∀ 𝑖 

(2.28) 

−𝑦𝑖 + 〈𝜔, 𝑥𝑖〉 + 𝑏 ≤  𝜖 + 𝜉𝑖
+     ,     ∀ 𝑖 

(2.29) 
 

where 𝜖 denotes the precision threshold, C denotes the regularization parameter (hyperparameter) 

and _𝜉𝑖
+𝑎𝑛𝑑 𝜉𝑖

− denote the slack variables with nonnegative values to ensure feasible constraints. 

The first term in equation (2.27) represents model complexity while the second term represents 

the model accuracy or error tolerance. The linear 𝜖 -insensitive loss function ignores errors that 

are within 𝜖 distance of the observed value by treating them as equal to zero. The loss is measured 

based on the distance between observed value y and the 𝜖 boundary. In other words, samples 

whose predictions is at least 𝜖  from the true target are penalized. 𝜉𝑖
+ and 𝜉𝑖

− represent the value of 

penalization that is added to objective depending on whether sample predictions lie above or below 

the 𝜖 tube. The penalties imposed on observations that lies outside 𝜖 tube are controlled by the 

positive constant 𝐶. The 𝐶  value determine the trade-off between model smoothness (flatness) 

and minimization of prediction error, therefore helps avoiding overfitting. The constant 𝐶  has an 

opposite effect to the regularization penalty 𝜆 introduced Ridge and Lasso regression as it controls 

the strength of error.  
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The former optimization problem can be solved easier in its Lagrangian dual formulation. Solving 

the dual problem provides a lower bound to the solution of the primal (minimization) problem. 

The difference between the solution of primal problem and dual problem is called the duality gap. 

However, when the problem is convex, and a constraint qualification condition is satisfied, the 

optimal solution of the primal and dual problem is the same.  In order obtain the dual formulation 

of primal function, the nonnegative Lagrange multipliers αn and α*
n for each observation 𝑥𝑖 are 

introduced. Accordingly, the dual optimization problem can be written as follows:  

max
𝛼,𝛼∗

1

2
∑∑[(𝛼𝑖 − 𝛼𝑖

∗) (𝛼𝑗 − 𝛼𝑗
∗)〈𝑥𝑖 , 𝑥𝑗〉]

𝑛

𝑗=1

𝑛

𝑖=1

+∑[𝛼𝑖(𝑦𝑖 −  𝜖) − 𝛼𝑖
∗(𝑦𝑖 + 𝜖)]

𝑛

𝑖=1

 

(2.30) 

subjected to the constraints 

∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑛

𝑖=1

= 0 

(2.31) 

0 ≤ 𝛼𝑖, 𝛼𝑖
∗ ≤ 𝐶 ,     ∀ 𝑖 

(2.32) 

 

In nonlinear case, the above objective function (equation (2.30)) can be modified by substituting 

the dot product 〈𝑥𝑖 , 𝑥𝑗〉 with a kernel function 𝐾(𝑥𝑖, 𝑥𝑗) : 

max
𝛼,𝛼∗

1

2
∑∑[(𝛼𝑖 − 𝛼𝑖

∗) (𝛼𝑗 − 𝛼𝑗
∗)𝐾(𝑥𝑖, 𝑥𝑗)]

𝑛

𝑗=1

𝑛

𝑖=1

+∑[𝛼𝑖(𝑦𝑖 −  𝜖) − 𝛼𝑖
∗(𝑦𝑖 + 𝜖)]

𝑛

𝑖=1

 

(2.33) 

The theory of Kernel function was developed [46] which is basically used to transform the input 

feature vector to a higher dimensional space and can be expressed as follows:   

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝜑(𝑥𝑖) ∙ 𝜑(𝑥𝑗) 

(2.34) 

Where 𝜑 is the feature mapping. Kernel is a function that takes input vectors in original space and 

returns the dot product of the vectors in the enlarged feature space. A kernel is a function that 

quantifies the similarity of two observations. The advantages of kernel instead of explicitly 

applying the transformations on the enlarged feature space, the dot product calculation take place 

at the original input space (i.e., one need only compute 𝐾(𝑥𝑖, 𝑥𝑗) for all (𝑛
2
) distinct pairs (i,j) [39]. 
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The regression function that used to perform new predictions can be written as follows:  

𝑓(𝑥) =∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥, 𝑥𝑖) + 𝑏

𝑠𝑣

𝑖=1

 

(2.35) 

This function does not depend on the whole taring data set 𝑛 , it depends only on the number of 

support vectors 𝑠𝑣. Then, the regression coefficient 𝜔 parameter can be completely described as 

a linear combination of the training observations using the following equation:  

〈𝜔, 𝑥〉 =∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥, 𝑥𝑖)

𝑛

𝑖=1

 

(2.36) 

The bias cab be computed as follows:  

𝑏 = 𝑓(𝑥) =

{
 
 

 
 𝑦𝑖 −∑(𝛼𝑖 − 𝛼𝑖

∗)𝐾(𝑥, 𝑥𝑖)

𝑛

𝑖=1

+ 𝜖,      𝑖𝑓  0 ≤ 𝛼𝑖 ≤ 𝐶 

𝑦𝑖 −∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥, 𝑥𝑖)

𝑛

𝑖=1

− 𝜖,     𝑖𝑓  0 ≤ 𝛼𝑖
∗ ≤ 𝐶

 

(2.37) 

Generally, there are several kernels that are used in SVM such as linear, polynomial, Radial Basis 

Function (RBF). RBF is one of the most popular Kernel that has been applied extensively [47]. In 

this study, RBF is used as the kernel for SVM because it is practical and relatively easy to tune. 

The RBF kernel function for two points 𝑥𝑖  and 𝑥𝑗 measures the similarity of these points to each 

other, RBF kernel can be mathematically represented as follows: 

𝐾(𝑥𝑖 , 𝑥𝑗) =  𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2
) 

(2.38) 

Where 𝛾 is a kernel hyperparameter and it is the inverse of the standard deviation of the RBF 

kernel (Gaussian function). From the former discussion, the understudy SVM regression model 

has two hyperparameters needed to be tuned 𝐶  and  𝛾 (gamma).  

2.4.5.1 Genetic Algorithm for Hyperparameters Tuning 

The pptimum numerical values of these two parameters are calculated using Genetics Algorithm 

(GA) optimization. GA from its metaheuristic optimization approach inspired by genetics and the 

process of natural selection introduced by J. Holland in the 1960s and 1970s [48]. It is widely used 

to find high quality solutions for optimization problem.   
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The general idea is to search optimal solution over a population through transforming population 

(set) of individual objects, each with an associated fitness value, into a new generation of the 

population using the Darwinian principle of reproduction and survival of the fittest. During the 

process of GA several similar operations to the natural operations such as crossover (sexual 

recombination) and mutation is occurring [49]. 

The algorithm starts by generating an initial population, where population consists of individuals 

(chromosomes) in the population. Each individual represents a candidate solution to a given 

problem with a unique set of genes. These individuals in the case of machine leaning can be set as 

the tuning hypermeters (potential optimal solution), and a single gene can be represented by single 

hyperparameter.  Then, these individuals are evaluated using a fitness function.  In case of finding 

the optimal hyperparameter of machine learning algorithm using GA, the fitness can be any 

performance metric, such as MSE or coefficient of determination. In this case study the cross-

validation MSE score over 5-folds is used as the fitness. After that, based on the fitness value, the 

top performing individuals of the population are selected (“survival of the fittest”), as the survived 

population (this process called selection). In this study 50% of the top preforming individual are 

selected. These survived individuals of the population are called parents. Next, mating between 

parents in the survived population will take a place to produce offspring through undergoing 

crossover/recombination and mutation operation. In crossover, the genes (parameters) from the 

mating parents are randomly recombined, to produce offspring. Crossover produces new 

individuals (offspring) that inherited some genes of both parents’. While, in the mutation operation, 

some genes of the offspring are randomly altered. Mutation is necessary to maintain a genetic 

diversity (solution diversity) which will help protect the loss of some of the good solution and avoid 

the sub-optimal solutions. By this a new generation of population is formed, which contains both 

survived parents as well as offspring. Keeping survived parents in the new generation will help 

retain best fitness individuals (parameters) in the case of children’s fitness value turns out to be 

worse than the parents [50].  

This process of keeping survived parents in the new generation is called partial replacement. 

Finally, the new generation population will replace the old one.  This process is repeated until the 

stopping criterion is met. In this study the stopping criterion is the predetermined number of 

generations. Figure 2.1 shows a schematic representation of GA steps. 
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Figure 2.1. Schematic representation of GA process 

 

2.4.6 Artificial Neural Network  

Artificial Neural Networks (ANN) were developed as an information processing system that is 

inspired by the biological nervous system, where they are capable of learning and processing 

complex information [51]. ANN is used as non-linear data modelling that can learn patterns in the 

data, and  estimate functions that define the relationship between inputs and outputs [11]. There 

appears to be little agreement on an all-inclusive definition of an ANN [52]. The ANN is a system 

that consist of many simple processing elements operating in parallel. The network structure, 

connection strengths, and the processing performed at computing elements define the network 

function. These interconnected processing elements called nodes or neuron. A node in ANN 

computer model resembles the main functional parts of a single neuron in the nervous system. A 

node has multiple inputs and one output. This output may be sent to other multiple nodes or could 

be considered as network output (if the neuron is located at the output layer of the network), but 

the same signal is passed to each. Several processing steps are performed within a node. The node 
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has a number of 𝑛 inputs 𝑥1, 𝑥2, … , 𝑥𝑛 represented as vector 𝒙 ∈  R𝑛 and each input have an 

assigned weight 𝑤1, 𝑤2, … , 𝑤𝑛. Next, all inputs are summed with respect to the assigned weights 

∑𝑥𝑖𝑤𝑖 and the bias term (𝑏) is added ,. After that, the summed input is passed through an activation 

function 𝑓 (transfer function) associated with the node which generates the value of an output 

signal (y). So the output of a neuron can be defined as follows:  

𝑦 =  𝑓 (∑𝑥𝑖𝑤𝑖 + 𝑏) 

(2.39) 

Variety of activation functions are available and have been widely used in numerous ANN 

applications in different field (see Table 2.3). The output of the activation function may pass to 

one or more neurons. Figure 2.2 shows a schematic diagram of a single node. 

 

 

Figure 2.2. Schematic representation of a single neuron 

 

2.4.6.1 The Feed-Forward Neural Networks 

A single neuron also called a Perceptron, which is basic unit of the neural neuron. Single 

perceptron is limited only to model simple task (linear models) whereas more complex phenomena 

such as nonlinear systems are difficult to explain using single Perceptron. Therefore, several 

neurons and layers are interconnected to form a network to solve more complex tasks, motivated 
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by the nervous system architecture models. The interconnected Perceptron results in fully 

connected feed-forward Networks, also called Multi-Layer Perceptron (MLP’s), MLP’s 

considered to be the prototypical models for ANN and deep learnings. and consists of networks of 

multiple interconnected layers of neurons [40]. To illustrate a fully connected ANN structure, an 

example of Three-Layer Perceptron is shown in Figure 2.3. Feed forward fully connected networks 

are a common structure where each layer is stacked one after another and each neuron is connected 

to every neuron in their previous layer [53]. The network involves three groups of layers: input 

layer, one or more intermediate layers (hidden layers) and an output layer. The input layer of the 

network is fed with input data presented in the problem (features), denoted here as xm =

 {x1, x2, … , xm}. After that, this data is passed to the neurons in the following layer. These 

intermediate layers, which are known beforehand, are often referred as hidden layers, because 

neither the inputs nor the outputs of these layers are known. The function of these intermediate 

layer is to learn the beneficial features contained in the data needed to address a particular problem. 

Each neuron then performs a transformation on its inputs using the node assigned activation 

function, and the output of this neuron can be computed as follows:  

𝑥𝑘
𝑙 = 𝑓 (∑ 𝑥𝑖

𝑙−1𝑤𝑖,𝑘
𝑙−1 + 𝑏𝑘

𝑙
𝐾𝑙−1 

𝑖=0
) 

(2.40) 

Where 𝑓 is the activation function, 𝑥𝑘
𝑙  is the state of the k-th neuron in layer l, 𝑤𝑖,𝑘

𝑙−1 is the weight 

vector linking the neuron i of previous layer with the states of the previous layer 𝑥𝑙−1, 𝑏𝑙
𝑘, is called 

the bias of the neuron k at layer l and 𝐾𝑙−1is the total number of neurons in the previous layer. 

This type of neural network is called feedforward since computing the states of each layer requires 

knowledge of the states of the previous one. In the last layer (i.e., output layer), the final answer 

to the network problem (in which the network was designed for), is provided which may be a class 

label in classification problems or continuous values in general prediction (regression problem). It 

is worth mentioning that there are no limits on the number of layers nor number of neurons that a 

network can be built of. However, in feed-forward networks, there are no interconnections between 

neurons at the same layer and thus the data is transmitted only in one forward direction.  
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Table 2.3. Selected types of commonly used neural networks activation function 

 

Activation 

function 

name 

Mathematical formula Plot 

Linear 𝑓(𝑥) = 𝑚𝑥 + 𝑐 

 

Sigmoid 𝑓(𝑥) =  
1

1 + 𝑒−𝑥
 

 

Tanh 𝑓(𝑥) = tanh(𝑥) =  
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥  +  𝑒−𝑥
 

 

Rectified 

Linear Unit 

(ReLU) 

𝑓(𝑥) = max(0, 𝑥) =  {
0 𝑓𝑜𝑟 𝑥 < 0
𝑥 𝑓𝑜𝑟 𝑥 ≥ 0 
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Figure 2.3. Graphical representation of example of feed-forward fully connected three-layer 

perceptron 

 

The goal of training an artificial neural network is to find a combination of weights matrices and 

bias vectors for the whole network that minimizes the error between the states of its output layer 

yn =  {y1, y2, … , yn} (predicted output values) and their targets (actual values). This error is 

referred as the loss function or the cost function. Therefore, training data must be arranged in such 

a way that every combination of inputs x has one or several outputs (labels) y that correspond to 

them. 

ANNs have the ability to simulate complex problems (e.g., nonlinear problems) by employing a 

different number of nonlinear activation functions.  However, introducing these nonlinear 

activation functions often leads to a non-convex optimization problem for the training process. 

Therefore, the solution of the network optimization problem cannot be solved explicitly. Hence, 

numerical optimization approaches (i.e., commonly gradient-based) are used to train neural 

network and the solutions of those approaches (values of weights and biases that best fit a given 

task) are not guaranteed to be the global optimal [40].  

2.4.6.2 Activation Functions 

Traditionally, the most commonly used activation functions for neurons are linear, standard 

logistic sigmoid and hyperbolic tangent. Table 2.3 shows the corresponding equation and graphical 

representation for the most popular activation functions. The first one is the linear activation 
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functions are easy to compute and their training process is simple, however, they are unable to 

learn complex nonlinear patterns. The remaining functions are the most popular nonlinear 

activation functions. logistic curve or sigmoid and hyperbolic tangent function are commonly used 

and they are similar. The sigmoidal function generates an S-shaped output between 0 and 1 while 

the tanh output also forms an S-shaped ranges from -1 to 1 The tanh activation function is more 

desirable than the sigmoidal due to the fact that it is zero-cantered (near zeros it resembles the 

identity function (f(x) =x), which can lead to improvements during training). However, both 

functions suffer from the problem of vanishing gradient. The problem occurs when the value of x 

(input to the activation function) falls away from the zero point, where the functions curve becomes 

increasingly flat (reaching saturation and the slop is almost zero) Therefore, the gradients will 

become vanishingly small resulting in inhibiting the weight from updating its value 

Lately, recent deep learning works have adopted the rectifier linear activation ( ) max(0, )relu x x=  

Inspired by biological studies [54].  Recently ReLU are considered to be the most used activation 

function in current neural network applications. ReLUs has several advantages such as allowing a 

network to have sparse connections (transferring only important information through the network) 

and avoiding the vanishing gradient problem because of its linear nature for positive x values 

(gradient can equal to 1 for all positive values of x and 0 otherwise)[55]. Although the ReLU 

function is not strictly differentiable at x = 0 due to the discontinuity, this can be overcome by 

arbitrarily setting the gradient at this point as either 1, 0, or 0.5. 

It is important to mention that any of the activation can be used in any of the layers of the network. 

Different activation functions at the output layer implies different task. linear activation function 

at the output layer should be used.  

Many other activation functions have been suggested in literature and successfully and carried out 

in different application, Basically, many of these functions are derived from sigmoid, hyperbolic 

tangent, and ReLU functions.  

2.4.6.3 ANN Training Process 

The process of selecting the values (e.g., weights and bias) of a network is referred to as training 

process. The training process is based on an iterative adjustment of the network parameters values 

such as to minimize a cost/loss function. ANN was resurrected in 1986 by the invention of 

backpropagation [56], which is a computational algorithm that can help solve the ANN training 
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problem. In feedforward neural network, the input 𝑥 is passed through the network and undergo 

different manipulation to produce the output 𝑦̃ This process called forward propagation. On the 

other hand, Back-propagation [56] is an algorithm that allows the information from the cost 

function to flow backwards from the network’s  output layer towards its input, in order to compute 

gradients. In detail, the gradient of a cost function (loss function) 𝐸 with respect to the network’s 

internal parameters (the weight matrices 𝑤 and bias vectors 𝑏) using back-propagation. The goal 

of back-propagation is to compute the gradients and express the gradient in terms of network 

parameter as follows:  

∇w,b𝐸(𝑤, 𝑏) = (
𝜕𝐸

𝜕𝑤1
,
𝜕𝐸

𝜕𝑤2
, … 

𝜕𝐸

𝜕𝑤𝑛
,
𝜕𝐸

𝜕𝑏1
,
𝜕𝐸

𝜕𝑏2
…

𝜕𝐸

𝜕𝑏𝑚
) 

Where 𝐸 is the loss/cost function, 𝑛 and 𝑚 are total numbers of weights and bais respectively. 

Once these gradients are determined, a numerical optimization algorithm is used to update the 

network parameters, where the objective function (cost function) can be defined as the deviation 

between predictions 𝑦̃ and desired outputs (actual output or labels 𝑦). The selection of these cost 

function is largely relying on the particular task been performed by the neural network. An example 

of widely used cost function in regression tasks is the MSE (see equation (2.18)) In general, the 

gradient of the cost function with respect to such a weight for any type of activation function and 

at any node can be expressed using the chain rule of calculus as follows:  

𝜕𝐸

𝜕𝑤𝑖,𝑘
=

𝜕𝑥𝑘
𝜕𝑤𝑖,𝑘

𝜕𝑓

𝜕𝑥𝑘

𝜕𝐸

𝜕𝑓
 

(2.41) 

𝐸 denote the cost function (e.g., mean square error), and𝑤𝑖,𝑘denote the weight connecting the i-th 

neuron in layer 𝑙 − 1and the k-th neuron in layer 𝑙. 

Similarly, the gradient with respect to a bias at a certain neuron k can be computed as follows:  

𝜕𝐸

𝜕𝑏𝑘
=
𝜕𝑥𝑘
𝜕𝑏𝑘

𝜕𝑓

𝜕𝑥𝑘

𝜕𝐸

𝜕𝑓
 

(2.42) 

After that, once every gradient is known for a given training iteration, an optimization algorithm 

must be applied to update the parameters of the neural network (weight matrices and bias vectors). 

One of the most popular optimization algorithms to train ANN is the steepest descent algorithm. 

In simple steepest descent algorithm, the parameter update step would be written as follows [40]:  

𝜃𝑖+1 = 𝜃𝑖 − 𝜂𝛻𝑖𝐸(𝜃) 
(2.43) 
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Where η is the learning rate, θi is the internal network parameters which includes the weight 

matrices and bias vectors at the i-th iteration, ∇i𝐸(θ) is the gradient of the cost function (loss 

function) 𝐸 with respect the network internal parameter θ at i-th iteration. In every step of iteration, 

not all the available training data will be used to update the network internal parameters, to avoid 

the optimization process from stopping at globally high local minima. Therefore, it is preferable 

to use smaller batches of data to prevent the training from reaching local minima [57]. The training 

sample used in each batch should be selected randomly, to keep the gradient estimation unbiased. 

In this context the optimization process become stochastic. Therefore, steepest descent becomes 

mini-batch stochastic gradient descent, or Stochastic Gradient Descent (SGD) for short [58].  

Generally, the larger the batch size the faster the training process, whereas the smaller the batch 

size the slower the training process. Nevertheless, better cost function minima can be achieved by 

using smaller batch sizes as it introduces more stochasticity to the training process.  

In ANN training, the stopping criteria are usually determined in terms of the number of iterations 

(epochs to be performed). The number of epochs can be defined as number times (iterations) that 

the learning algorithm will work through the entire available training dataset. While batch size is 

number of training samples used to train the network before updating the internal model 

parameters.  

One of the main challenges in using stochastic gradient descent is tuning the learning rate 

parameter η. Choosing a too large learning factor, results in larger step parameter corrections along 

the error space function that may lead to skip over the optimum (reach sub-optimal set of weights 

and the training process is too fast or unstable), while, selecting a small learning factor will result 

in very slow convergence speed. SDG has a constant learning rate by default, which might be too 

simplistic for many situations, since the cost function is often highly sensitive to changes in some 

directions of the parameter space, and highly insensitive to others. 

Recently, a wide range of adaptive learning rates algorithm have been developed and implemented 

to adjust the learning rate during training process. Some of the most popular optimization methods 

that have been developed to effectively adjust the learning rate are SGD with and without  

momentum[59] AdaGrad [60], RMSProp [61] with and without momentum, and Adam[62]. 

Adam named after the term “Adaptive moments”,  which is one of the fastest ANN optimization 

algorithm that can achieve good performance results, while does not require much hyperparameter 

tuning [62]. Adam is one of the best and most robust optimization algorithms for deep learning and 
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its popularity is growing very fast. Therefore, this study adopted Adam method to train the 

developed ANN in Chapter 5. Adam employs exponentially moving averages, calculated on the 

gradient estimated on a current mini-batch. 

The mathematical representation of the first moment at any i-th mini-batch iteration can be shown 

as follows:  

𝑠𝑖 = 𝜌1𝑠𝑖−1 + (1 − 𝜌1)
𝜕𝐸

𝜕𝜃𝑖
 

(2.44) 

while the second moment can be computed using the following equation: 

𝑟𝑖 = 𝜌2𝑟𝑖−1 + (1 − 𝜌2)
𝜕𝐸

𝜕𝜃𝑖
 
𝜕𝐸

𝜕𝜃𝑖
 

(2.45) 

It is suggested that the default parameters for ρ1 and ρ2 are 0.9 and 0.999 respectively, and the 

default value for the learning rate (𝜂 )is 0.001. Then, to account for both moments initialization at 

zeros, a correction- bias step is made as follows:  

𝑠𝑖̃ = 
𝑠𝑖

1 − (𝜌1)𝑖
 

(2.46) 

𝑟𝑖̃ = 
𝑟𝑖

1 − (𝜌2)𝑖
 

(2.47) 

After computing the moment corrections, the parameter (weights and bias) update is calculated 

as follows: 

𝜃𝑖+1 = 𝜃𝑖 − η
𝑠𝑖̃ 

𝛿 + √ 𝑟𝑖̃
 

(2.48) 

Where 𝛿 is small constant that is added to prevent division by zero (stability constant usually it is 

10-7). it has been shown that the Adam method performs better than Adagrad and RMSProp 

because of its bias-correction step [63]. 

2.4.7 Example of Applying a Machine Learning Method  

This example demonstrates the application of supervised machine learning in regression task. In 

order to do that, firstly a data set was generated from a polynomial function (see equation (2.49)) 

After that SVM regression was used to approximate the polynomial function. The following third 

order function is used to generate the data.  

𝑦(𝑥) =  𝑥 3 −  9𝑥2  +  15𝑥 +  4 
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(2.49) 

Where 𝑥  is the feature variable (input data/variable), and y is the response. The goal is to construct 

a 𝑓 mapping function that can approximate this polynomial function. In order to simulate a real 

case scenario, a random noise is added to the data. Figure 2.4 shows the y(x) function curve and 

the generated data with noise.  

 

 
Figure 2.4. Generated data example 

 

Then the cross-validation grid search is used to find the optimal hyperparameters of a model which 

results in the most accurate prediction. As it was mentioned that SVM regression with radial based 

function kernel has two parameters to tune. However, in this example, to keep the illustration 

simple, the gamma value was set to its default value and only 𝐶 value is adjusted. 𝐶 is a SVM 

regularization parameter that controls the tradeoff between the achieving a low bias and variance 

error. A set of values on 𝐶 at {0.001, 0.1, 1, 10, 100, 1000, 10000, 100000} was generated and 

evaluated through cross-validation strategy with 5 folds. Figure 2.5 below shows the variation of 

cross-validation score (mean of R2 value for all folds), and cross training score as function of 𝐶 

value.  As it can be depicted in this figure when the value of 𝐶 is small both cross-validation score 

and training scores are low (high bias), which means that the model is so simple that cannot explain 

the data trend (underfitting). On the other hand, at very high value of 𝐶, the training score is high 

while the cross-validation score is low, that implies that model is overfitting the target. Moreover, 

at this high 𝐶 value we can say that the bias is low while the variance is high. At midrange of 𝐶 

value, it is clear that both training and cross-validation scores are high (i.e., low bias and low 

variance), where a trade-off between bias and variance is achieved (model is not overfitting neither 

underfitting the predictions).  



38 

 
Figure 2.5. The variation of training score and validation score as a function of 𝐶 

 

After that, three values of 𝐶 are used to train the SVM model using the same set of data to see 

effect of 𝐶 value on the estimated model curve. The three 𝐶 values used are 0.01, 44.7 and 5x104 

and the model curves are showing in Figure 2.6. As it can be shown from the figure that when the 

value of 𝐶 is low, the model fails to capture the data trend. On the other hand, when large value of 

𝐶 was used, the model tries to follow the exhibited noises of the data and therefore, it overfits the 

target variable. We can see that at optimal value of 𝐶, the model follows the actual trend of the 

data (the model captures the actual data response variable without the data noises).  

 

Figure 2.6. Comparison of model curves using different values of 𝐶 
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2.5 General Literature Review  

This section presents a general review of recent literature on the topic of data-driven optimization 

in recent years. More specific literature reviews for each chapter will be presented subsequently in 

this dissertation. 

Regarding dealing with uncertainties in optimization problems using the recent advances of big 

data tools (e.g., machine learning), several studies have been reported in the literature. For example 

robust optimization  using  machine  learning  for uncertainty sets was developed by Tulabandhula 

et. al.  [64].  Several studies were conducted by Chao Ning and Fengqi You [65]–[69], to address 

this issue. However, most of these studies were based on robust optimization approaches and were 

not applicable for power generation planning under intermittent renewable energy resources. A 

very recent review paper stated that the literature lacks  studies on implementing machine learning  

algorithms into the planning models [70] .  

Many research studies have been dedicated to study the optimal planning and scheduling of energy 

hub systems from different perspectives such as [71]–[76], however these studies did not consider 

employing effective size reduction tool to reduce the size of the stochastic multiscale energy hub 

system that satisfies multiple energy carrier demands (e.g., heat and power). 

The first reported work using surrogate models in chemical flowsheets in the literature is by Palmer 

and Realf [77], where polynomial and kriging models were applied as approximation in 

optimization of flow sheets [77]. Jin et. al., [78] investigated the advantages and disadvantages of 

Polynomial, Kriging, Multivariate adaptive Regression Splines (MARS) and Radial Basis 

Functions. In 2002, Hetzel upgraded an established refinery-wide optimization that had been 

developed by Li [38] by replacing some the detailed unit models equality constraints with 

surrogate models [79]. In 2011, a superstructure-based strategy framework was proposed, where 

complex unit models are replaced with surrogate models built from data generated via commercial 

process simulators, by Henao and Maravelias [5]. Anna et. al., [80] studied the pressure swing 

adsorption for the separation of N2/CH4 in a bed packed with silicalite. using an ANN as a 

surrogate.  

Qin [13], in his review paper revealed the importance of recent developments in machine learning 

and he highlighted that there is a gap in process system engineering and room for more use of 

machine learning algorithms. For example, at the higher level of production planning and 

scheduling, industry had accounted for the typical uncertainty (e.g., product demand and price) by 
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using simple probability distributions and time-series analysis. However, the application and 

practice of data analytics in process system engineering can be dramatically improved by relating 

them to the recent developments in data mining (i.e., machine learning and big data analytics) [13] 

Accordingly, in this work, we will take advantage of the recent advancements in big data tools by 

strategically utilizing them to be integrated with process industry and energy infrastructure 

decision making frameworks. This approach (data-driven optimization) will be useful in reducing 

computational time, increasing flexibility, and maximizing the utilization of available real data. 

From the literature review of previous data-driven optimization studies, the following research 

gaps can be recognized and will be addressed in this project.   

• Although some studies have been conducted on data-driven optimization under uncertainty, 

this problem is still insufficiently explored. There is room to apply machine learning methods 

to further incorporate uncertain data that will emerge from the development of new energy 

systems which integrate renewable energy (e.g., wind and solar). These renewable energies are 

more challenging to be modelled within the power planning optimization framework, due to 

their high level of intermittency and uncertainty. The current advances of big data tools 

represent a promising solution to extract useful information from these renewable energies and 

integrate that into the power planning models.  

• A knowledge gap exists in developing a stochastic optimization framework for energy hub 

systems which comprehensively takes into account the design and operation (multiscale) 

decisions, energy storage system, uncertainties of distributed energy resources and reduction 

of large size multiple attributes demand data. Therefore, research presented in Chapter 4 is 

conducted to address these gaps.  

• As it can be concluded from the previous literature on data-driven surrogate models review, 

most of these studies used commercial software simulation data to train their model or small 

size of plant data. Additionally, many of these studies did not perform process optimization 

using the developed surrogate models. Therefore, this study showcases a comprehensive data-

driven surrogate-based optimization framework that is based on actual plant data. In this study, 

surrogate model developments involve data cleaning, machine learning model construction, 

optimization and validation. Also, it proposed a unique surrogate-based optimization 

framework that integrate data-driven model (i.e., surrogate) within optimization models at two 

elements, objective function and constraints.   
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Chapter 3  Machine Learning Framework for the Formulation 

of Efficient Scenarios for Stochastic Programming: Application 

to Power Generation Planning Under Demand and Wind Data 

Uncertainties 

3.1 Introduction 

Deterministic process design and operation models can help ensure an optimal solution for certain 

process parameters (e.g., demand, fuel price) where it satisfies the constraints associated with that 

parameter (i.e., product should be greater than or equal to demand). As most real-life problems 

involve some sort of uncertainty which are hard to predict [81], deterministic models are incapable 

of resolving them. There exist a considerable number of studies from industry and academia on 

optimization under uncertainty[82]–[84]. However, these approaches do not take advantage of the 

recent advances in machine learning and big data analytics to leverage uncertainty data for 

optimization under uncertainty. Traditional models of decision-making under uncertainty assume 

perfect information, which means either accurate values for the system parameters or specific 

probability distributions for the random variables. Nevertheless, such exact knowledge is rarely 

available, prior knowledge on uncertain parameter distribution is unknown and fitting random 

variables (uncertain parameter) into a popular distribution is complicated and impractical [3]. 

Furthermore, it is mathematically intractable to deal with erroneous inputs (all sets of uncertain 

data) and this could lead to infeasible solutions or exhibit poor performance when implemented 

[3]. Therefore, in this chapter a data-driven stochastic approach for power generation planning and 

scheduling that can efficiently utilize the available historical demand data and wind speed data 

through advances of data analytics tools such as k-means clustering (a machine learning tool) is 

proposed. In other words, goal is to generate reduced size scenarios that are efficient in 

representing the wide spectrum of most probable uncertain scenarios and lead to an inexpensive 

computational problem. By doing this, data-driven power planning decisions are made against 

uncertainty realization. It is worth mentioning that the proposed clustering approach to generate 

stochastic scenarios is general and can be applicable to different planning models where 

uncertainties may emerge.  
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In this study, power planning model is formulated in such a way that its design and operational 

decisions can be determined. The main objective of this chapter is to formulate and solve the 

mathematical problem of the design and operation for a power generation plant integrated with 

wind energy. The model is expected to incorporate design and operational decision based on 

uncertain electricity load and varying wind speeds. Unsupervised machine learning algorithm (k-

means clustering) is employed to generate uncertainty scenarios from the historical weather and 

demand data. Accordingly, reduced size uncertainty scenarios, that feature underlying patterns 

from uncertain parameters, are generated. These scenarios are used as inputs to the stochastic 

power planning model where the proposed model is formulated as a mixed integer linear 

programming (MILP). The UC problem can be defined as finding the optimal scheduling of 

electric power generating units over a short-term period, i.e., typically from 24 hours to one week, 

in order to minimize the operations costs. The unit commitment optimal solution must obey the 

technical constraints and must satisfy the demand. The design and operation of the power planning 

model integrated with the wind energy model can be divided into two phases, namely deterministic 

and stochastic with recourse formulation. In the deterministic model the hourly expected values 

(i.e., means) over one year for one day of the uncertain parameters (electricity demand and wind 

speed) are used as inputs. The deterministic model is solved for a one-day time horizon, as wind 

speed and electricity demand are assumed to be certain. We have only one day profiles for demand 

and wind speed that represent the entire previous year/ years. On the other hand, in the stochastic 

approach, the problem is formulated as two stage stochastic programming. The first stage variables 

are associated with power generation design decision, whereas the second stage variables are 

associated with unit commitment operation (i.e., scheduling). The uncertain parameters (i.e., 

electricity demand and wind speed) are processed and recognized using unsupervised machine 

learning. Different scenarios are generated for this uncertain parameter. Clustering algorithm is 

used to produce uncertain parameters profiles (i.e., each scenario corresponds to the profile of 

wind speed or electricity demand for 1 day, in other words each scenario is a vector with 24 

dimensions and each cluster is associated with a certain occurrence/probability). Different 

scenarios are used as inputs to the stochastic model. The time horizon for the stochastic model is 

also one day, however, there are many scenarios for this day at each hour (e.g., the wind power at 

hour 2 of the day is different depending on the scenario/profile). Clustering strategy have proven 

their ability to aggregate cyclic data based on the concept of cyclic scheduling (e.g., electricity 
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demand follows daily cycle). It is used extensively in process systems [85], [86]. Cyclic scheduling 

requires certain demands to be processed over certain time periods repeatedly within the time 

horizon. However, these aggregated cyclic results, to our knowledge have only been incorporated 

in deterministic modelling which works only under certain information. Clustering technique was 

not widely used to reduce the size of the uncertain data. In other words, these previous studies 

tackle another aspect of size reduction problem. They dealt with the problem associated with the 

integration of multiscale modelling as will be presented in the next chapter. Therefore, applying 

clustering algorithms to extract patterns from uncertain data and use its output to be fed into a 

stochastic optimization formulation is an interesting research area and more exploration on this 

approach can be performed.  

This stochastic model has two level decisions (i.e., operational and design) whose objective is to 

minimize the capital and operating cost. The capital costs correspond to the number of generator 

units needed to be installed and the number of wind turbines, while the operating costs are 

associated with the amount of power generated by these units while meeting electricity demands. 

There are several mathematical models for the unit commitment problem available in the literature 

[87]. In this study, we adopted [88] the UC model formulation as the basis for our formulations of 

power planning model. The model is formulated as a mixed integer linear programming (MILP). 

The following sections present the model formulations and related consideration.  

The rest of this chapter is organized as follows: Section 3.2 describes the deterministic formulation 

of the power planning model. Section 3.3 presents the stochastic data-driven power generation 

planning model formulation. It also includes the generation of uncertain scenarios from historical 

data. Results of both formulations are discussed. Section 3.4 shows the application of the proposed 

approach applied to another type of stochastic power generation planning model. Section 3.5 

presents concluding remarks. 

3.2 Deterministic Design and Operation Formulation of Power Generation 

Model  

Consider a set of i thermal and wind turbine units to be scheduled over a time horizon T. The goal 

is to minimize the overall cost (i.e., capital and operating). This goal can be achieved by optimally 

determining the number of power generation units (both thermal and wind) and scheduling the 

thermal (conventional) generating units. The mathematical programming framework ensures that 
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these optimal solutions are meeting the electricity demands and operating within the units’ 

capacities (i.e., technical constrains). The problem is solved for 10 thermal units and 24 hours.  

The objective function in equation (3.1), represents the net present cost, including capital cost of 

the power units and their operating cost. In this study, the operating cost covers fuel consumption 

calculated by a linear function with fixed charges, and fixed start-up and shut-down costs. Net 

present cost is the sum of the discounted values of all the cost cash flow at the present. Assume 

the annual discount rate for the calculation is r and the system life span is L years. As fuel 

consumption considered to be the costliest component of operating expenditure in power 

generation, then the expected net cost value of the project over the system life-span can be 

minimized as: 

min [∑(𝑥𝑖𝐶𝑖
𝑔
)

𝑖

+ 𝑦𝑤𝑖𝑛𝑑𝐶𝑤𝑖𝑛𝑑 + ∑
𝑁𝑑

(1 + 𝑟)𝐿

𝑁𝑙𝑖𝑓𝑒

𝐿=1

∑(𝐴𝑖𝑢𝑖,𝑡 + 𝐵𝑖𝑝𝑖,𝑡 + 𝑐𝑖,𝑡
𝑠𝑢 + 𝑐𝑖,𝑡

𝑠𝑑)

𝑖,𝑡

] 

(3.1) 

𝑦𝑤𝑖𝑛𝑑  the integer design decision variable for number of wind turbine; 

𝑥𝑖  the binary decesion variable for installing or not installing the conventional power 

unit I; 

𝑢𝑖,𝑡  the binary operational/scheduling decision variable representing the on/off status 

of unit i at period t; 

𝑐𝑖,𝑡
𝑠𝑢  start-up cost variable of unit i in period t; 

𝑐𝑖,𝑡
𝑠𝑑  shut-down cost variable of unit i in period t; 

𝑝𝑖,𝑡  power output variable of unit i in period t; 

𝐴𝑖 , 𝐵𝑖  coefficients of the fuel cost function of unit i, their values are listed in Table 3.1 

𝐶𝑖
𝑔

  the capital cost of i generating unit (see Table 3.1) 

𝐶𝑤𝑖𝑛𝑑  the capital cost of one wind turbine (see Table 3.1) 

∑
𝑁𝑑

(1+𝑟)𝑙

𝑁𝑙𝑖𝑓𝑒

𝑦=1  coefficient to convert the daily operating cost into net present value, where 𝑁𝑑, 

denotes number of days per year (365 days/year), 𝑁𝑙𝑖𝑓𝑒 represents the life time (i.e., system life 

span and it was assumed to be 25 years) of the generating units  and 𝑟 denotes the discount rate 

(12%) In this study, we assumed that all generating unit are powered by coal and the operating 

cost for wind turbines are negligible compared to power generating unit operating cost.  
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Table 3.1. Data for the thermal generating unit [88] 

Unit PL PU A B TU TD Hsc Csc Tcold Tini RD RU 

 MW MW $/h $/MWh h h $/h $/h h h MW/

h 

MW/h 

1 150 455 960.61 16.479 8 8 4500 9000 5 8 91 91 

2 150 455 944.56 17.447 8 8 5000 10000 5 8 91 91 

3 20 130 691.13 16.9 5 5 550 1100 4 -5 26 26 

4 20 130 670.65 16.817 5 5 560 1120 4 -5 26 26 

5 25 162 423.06 20.447 6 6 900 1800 4 -6 32.4 32.4 

6 20 80 355.05 22.972 3 3 170 340 2 -3 16 16 

7 25 85 477.93 27.827 3 3 260 520 2 -3 17 17 

8 10 55 656.49 26.188 1 1 30 60 0 -1 11 11 

9 10 55 663.11 27.414 1 1 30 60 0 -1 11 11 

10 10 55 668.53 27.902 1 1 30 60 0 -1 11 11 

 

Minimum and maximum power generation 

To ensure that the power produced by unit i at time t is within the power generation limits of that 

unit. (i.e., upper limit 𝑃𝑖
𝑈 and lower limit 𝑃𝑖

𝐿). The values of the upper and lower power generating 

limits are shown in Table 3.1. These constraints fix units availability at zero when units are ‘off’ 

(𝑢𝑖,𝑡 = 0) and specify the lower and upper bounds of units capacity when units are active (𝑢𝑖,𝑡 =

1). 

𝑢𝑖,𝑡𝑃𝑖
𝐿 ≤ 𝑝𝑖,𝑡 ≤ 𝑢𝑖,𝑡𝑃𝑖

𝑈                                                            ∀ 𝑡 = 1, … , 𝑇; , 𝑖 = 1,… . , 𝐼 

(3.2) 

Electricity demand and reserve  

Electricity demand should be satisfied at any t time by Equation 3.4. In this deterministic case, the 

average profile of Ontario demand for 2018 was used. It was assumed that we want to satisfy a 

portion of Ontario’s demand (i.e.,~ it was assume that 7% of total Ontario demand in 2018 [89] 

will be satisfied).  

∑𝑝𝑖,𝑡
𝑖

+ 𝑝𝑤𝑖𝑛𝑑,𝑡 ≥ 𝐷𝑡                                                                                                𝑡 = 1,… . , 𝑇 
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(3.3) 

Equation (3.4) guarantees spinning reserve by the available capacity of the active units, where, 𝑅𝑡 

represents the reserve requirements. Spinning reserve (i.e., spinning means active units that already 

connected to the grid) means that from the pool of available capacity, a portion is selected for a 

back-up role. It is assumed that the spinning reserve requirement to be met is set at 10% of the 

load demand for each time period.  

∑𝑃𝑖
𝑈𝑢𝑖,𝑡

𝑖

≥ 𝐷𝑡 + 𝑅𝑡                                                               𝑡 = 1,… . , 𝑇 

(3.4) 

Minimum up and down time of thermal generating units  

Once a decision has been made to turn a conventional power generating unit on or off, it must 

remain in that state for a minimum amount of time. Equations (3.5)-(3.6) determine the 

online/offline status of unit i in its earliest periods of operation which are specified by its initial 

status (𝑇𝑖
𝑖𝑛𝑖 )and its minimum up (𝑇𝑈𝑖) and down (𝑇𝐷𝑖) times.. 𝑇𝑖

𝑖𝑛𝑖 denotes the number of periods 

that unit i has been initially offline (𝑇𝑖
𝑖𝑛𝑖 < 0) or online (𝑇𝑖

𝑖𝑛𝑖 > 0) .The following constrains ensure 

that when the simulation is started if unit i is offline for 𝑇𝑖
𝑖𝑛𝑖, it will continue to be offline until it 

satisfies its minimum down requirement (𝑇𝐷𝑖) and vice versa for the online unit.  

𝑢𝑖,𝑡 = 1                              ∀ 𝑖 ∶ 𝑇𝑖
𝑖𝑛𝑖 > 0;   𝑡 = 1, . . , (𝑇𝑈𝑖 − 𝑇𝑖

𝑖𝑛𝑖) 

(3.5) 

𝑢𝑖,𝑡 = 0                              ∀ 𝑖 ∶ 𝑇𝑖
𝑖𝑛𝑖 < 0;   𝑡 = 1, . . , (𝑇𝐷𝑖 + 𝑇𝑖

𝑖𝑛𝑖)  

(3.6) 

Equations (3.7) and (3.8) are expressing the constraints on minimum uptime and downtime unit 

as follows: 

𝑢𝑖,𝑡 − 𝑢𝑖,𝑡−1 ≤ 𝑢𝑖,𝑡+𝑗                              𝑖 = 1,… , 𝐼;  𝑡 = 2,… , 𝑇 ;  𝑗 = 1,… , (𝑇𝑈𝑖 − 1) 

(3.7) 

𝑢𝑖,𝑡+𝑗 ≤ 𝑢𝑖,𝑡 − 𝑢𝑖,𝑡−1                             𝑖 = 1,… , 𝐼, ;  𝑡 = 2,… , 𝑇;   𝑗 = 1, … , (𝑇𝐷𝑖 − 1) 

(3.8) 

In the first time period equations (3.7) and (3.8) are reduced to respectively. 

𝑢𝑖,1 ≤ 𝑢𝑖,1+𝑗                                             𝑇𝑖
𝑖𝑛𝑖 < 0;    𝑖 = 1,… , 𝐼;   𝑗 = 1,… , (𝑇𝑈𝑖 − 1) 

(3.9) 

𝑢𝑖,1+𝑗  ≤ 𝑢𝑖,1                                             𝑇𝑖
𝑖𝑛𝑖 > 0;   𝑖 = 1,… , 𝐼;    𝑗 = 1,… , (𝑇𝐷𝑖 − 1) 

(3.10) 

Unit ramp rates 



47 

Thermal generating units are limited with respect to how quickly they can change their power 

output and also this limit is known as a unit’s ramp rate (𝑅𝑈𝑖 ramp-up rate, 𝑅𝐷𝑖ramp-down rate, 

𝑆𝐷𝑖 shutdown ramp rate and 𝑆𝑈𝑖 is start-up ramp rate per unit of time period). The ramp-up and 

ramp-down rates of each unit are set to be at 20% of the unit maximum power output per time 

period. Whereas the start-up and shutdown ramp rates of each unit are chosen to be at its maximum 

generation output [90], [91]. The ramp rate limits of unit i at time period t are modelled by 

equations (3.11) and (3.12): 

𝑝𝑖,𝑡 − 𝑝𝑖,𝑡−1 ≤ 𝑅𝑈𝑖𝑢𝑖,𝑡−1 + 𝑆𝑈𝑖(1 − 𝑢𝑖,𝑡−1)              𝑖 = 1, … , 𝐼; 𝑡 = 2,… , 𝑇  

(3.11) 

𝑝𝑖,𝑡−1 − 𝑝𝑖,𝑡 ≤ 𝑅𝐷𝑖𝑢𝑖,𝑡 + 𝐷𝑈𝑖(1 − 𝑢𝑖,𝑡)                                             𝑖 = 1,… , 𝐼; 𝑡 = 2,… , 𝑇 

(3.12) 

The costs involved in turning on and off generating units are essential and considered to be an 

important element of the operation cost of power thermal unit. In this study, it is assumed that 

there are two fixed start-up costs per unit (hot start and cold start), depend on the time periods that 

the unit was off  The start-up cost function is defined as a hot start cost (𝑐𝑖,𝑡
𝑠𝑢 = 𝐻𝑠𝑐𝑖) if downtime 

≤ (𝑇𝐷𝑖 + 𝑇𝑖
𝐶𝑂𝐿𝐷) and a cold start cost (𝑐𝑖,𝑡

𝑠𝑢 = 𝐶𝑠𝑐𝑖) otherwise. Where 𝐻𝑠𝑐𝑖, 𝐶𝑠𝑐𝑖 and 𝑇𝑖
𝐶𝑂𝐿𝐷 are 

parameters that represent the hot start cost of unit i, the cold start cost of unit i, and the cold start 

hour of unit i, respectively. It was assumed that there was no cost associated with shutting down 

the units (𝑐𝑖,𝑡
𝑠𝑑=0) The values of these parameters are reported in Table 3.1. This start-up cost 

function can be modelled by equations (3.13) - (3.17): 

(𝑢𝑖,𝑡 − 𝑢𝑖,𝑡−1)𝐻𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡
𝑠𝑢                            𝑖 = 1, … , 𝐼;  𝑡 = 2,… , 𝑇  

(3.13) 

𝑢𝑖,1𝐻𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡
𝑠𝑢                                            𝑖 = 1,… , 𝐼; 𝑇𝑖

𝑖𝑛𝑖 < 0 

(3.14) 

(𝑢𝑖,𝑡 − ∑ 𝑢𝑖,𝑡−𝑗
𝑗< 𝑇𝐷𝑖+𝑇𝑖

𝐶𝑂𝐿𝐷

)𝐶𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡
𝑠𝑢                                  𝑖 = 1, … , 𝐼;   𝑡 > 𝑇𝐷𝑖 + 𝑇𝑖

𝐶𝑂𝐿𝐷 

(3.15) 

(𝑢𝑖,𝑡 −∑𝑢𝑖,𝑡−𝑗
𝑗<𝑡

)𝐶𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡
𝑠𝑢     𝑖 = 1,… , 𝐼;  𝑇𝑖

𝑖𝑛𝑖 < 0 ; 𝑇𝐷𝑖 + 𝑇𝑖
𝐶𝑂𝐿𝐷 ≤ 𝑡 < 𝑇𝐷𝑖 + 𝑇𝑖

𝐶𝑂𝐿𝐷 + 1 

(3.16) 

 

𝑐𝑖,𝑡
𝑠𝑢 ≥ 0                                   𝑖 = 1,… , 𝐼; 𝑡 = 1,… , 𝑇  
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(3.17) 

Design constraints 

The following constraints equations (3.18) and (3.19) ensure to install the required thermal unit. 

𝑥𝑖 denotes a binary decision variable to determine whether unit i should be installed or not.  

𝑢𝑖,𝑡 ≤ 𝑥𝑖                                          𝑖 = 1,… , 𝐼;  𝑡 = 2,… , 𝑇  

(3.18) 

𝑥𝑖 ≤∑𝑢𝑖,𝑡
𝑡

                                            𝑖 = 1,… , 𝐼  

(3.19) 

Equation (3.20) relates the total power produced from all wind turbines (𝑃𝑤𝑖𝑛𝑑,𝑡) with number of 

wind turbine needed (𝑦𝑤𝑖𝑛𝑑) and the power produced per single wind turbine (𝑃𝑤𝑖𝑛𝑑,𝑡
∗ ) for each 

time period.  

𝑝𝑤𝑖𝑛𝑑,𝑡 = 𝑦𝑤𝑖𝑛𝑑𝑃𝑤𝑖𝑛𝑑,𝑡
∗                                                     𝑡 = 1,… , 𝑇  

(3.20) 

The power delivered by wind single turbine to the electricity grid can be calculated using the 

following (3.21) [92]: 

𝑃𝑤𝑖𝑛𝑑
∗ = {

0                                , 𝑣 < 𝑣0

𝐶𝑝
1

2
𝜌𝑎𝑖𝑟𝑣

3𝐴𝜂                         , 𝑣𝑚𝑎𝑥 > 𝑣 ≥ 𝑣0

𝑃𝑤𝑖𝑛𝑑
𝑚𝑎𝑥                               , 𝑣 > 𝑣𝑟𝑎𝑡𝑒𝑑

  

(3.21) 

Where 𝑃𝑤𝑖𝑛𝑑
∗  denotes the electrical power generated by one wind turbine in watt. 𝑣 is the actual 

wind speed in (m/s), 𝑣0 represents the cut-in-speed, the minimum wind speed at which the turbine 

blades overcome friction and begin to rotate (typically it is 3.5 m/s). Cut-out-speed: it is a wind 

speed where braking system is employed to bring the rotor to a standstill to prevent the wind 

turbine from damage. Rated output wind speed (𝑣𝑟𝑎𝑡𝑒𝑑), for this speed and above, the wind 

generator is limited to its maximum design output power 𝜂 is the wind generator efficiency. The 

rotor swept area and the air density are represented by 𝐴 and 𝜌𝑎𝑖𝑟 respectively. 𝐶𝑝 describes the 

fraction of the power in the wind that may be converted by the turbine into mechanical work. The 

maximum achievable value of 𝐶𝑝 is 16/27. An industrial wind turbine, Vestas V90-1.8, was 

selected in this study for power production from wind. The specification of this wind turbine can 

be found in [93]. The power output of this wind turbine as a function of wind speed is illustrated 

in Figure 3.1.  
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Figure 3.1. Vestas V90-1.8 wind turbine power output as a function of wind speed. 

 

Variable specification 

Finally, the specification on the variables is as follows 

𝑢𝑖,𝑡  ∈ [0,1]        𝑖 = 1,… , 𝐼;  𝑡 = 1,… , 𝑇 

(3.22) 

𝑥𝑖  ∈ [0,1]        𝑖 = 1,… , 𝐼 

(3.23) 

𝑦𝑤𝑖𝑛𝑑 ≥ 0 𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 

(3.24) 

𝑝𝑤𝑖𝑛𝑑,𝑡  ≥ 0                  𝑡 = 1,… , 𝑇 

(3.25) 

After that, these equations are solved, and results obtained are shown in the next section.  

3.2.1 Results and Discussions of the Deterministic Power Generation Planning Model 

Average wind speed and electrical demand profiles that are used to solve this problem are shown 

in Figure 3.2 and Figure 3.3.The data for the 10-unit system and wind turbine needed to solve this 

model are provided in Tables (Table 3.1 and Table 3.2)  

Table 3.2. Wind turbine and thermal (conventional) generating unit capital cost and carbon 

emissions factors 

 Thermal Unit Single wind turbine 

Carbon emission factor 820 (gCO2eq/kWh) [94] 15(gCO2eq/kWh)  [94] 

Capital cost 3,246 $/kW [95] 1.75 million $ [61] 
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This deterministic model equations (3.1)-(3.25) was implemented in GAMS [15].The model is 

solved using the MILP (Mixed Integer-Linear Programming) solver CPLEX which is based on the 

branch and cut algorithm [96]. The MILP problem contains 251 discrete variables (250 are binary 

and 1 is integer) and 758 continuous variables. The number of constraints was 2947. The GAMS 

program executes successfully in 0.2 seconds on an Intel Core i7 commodity personal computer.  

Design decision results and the value of the objective function are provided in Table 3.3. It shows 

that the number of generating unit that are needed to be installed along with their capacity. The 

optimal production (i.e., generation) schedule for the units that have been selected are shown in 

Figure 3.4. Moreover, the total power produced by all generating unit and the average demand, are 

plotted as a function of time in Figure 3.5. As it can be noticed from this figure that the simulation 

the demand is exactly matched with the power supplied from generating units.  

 

 

Figure 3.2.  Average demand profile 

 

Figure 3.3. Average wind speed profile 

 

Table 3.3. Objective function and design decision results for the deterministic formulation 

Number of generating units Capacity (MW) 
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Total thermal generating units  5 with total capacity of 827 (MW) 

Number wind turbine  0 

Objective function (net present cost) 

Total cost: 5.563 billion $ 

Capital: 4.161 billion$ 

Operating: 1.402billion$ 

 

 

 

Figure 3.4. Power output results for units in each time 
 

Figure 3.5. Energy scheduling results for all units 

in each time 

 

Environmental Considerations  

As it can be seen from that according to the current parameter, the optimization program decided 

not to have wind turbines installed. This is because renewable energy is usually more expensive 

than the traditional fossil fuel. However, renewable energy resources are clean alternatives to fossil 

fuel, and it has been widely integrated with current power systems to mitigate Green-House-Gas 

emissions (i.e., CO2, CH4, and NOx). It is also clear that the essence of this study is to design a 

system that can integrate renewable energy represented by wind as into conventional power 

generation plants. Therefore, in order to force the optimization program to have some wind turbine, 

CO2 emission constraints is introduced and imposed to the mathematical model as shown in 

equation (3.26).  

𝐸𝑚 = 𝑁𝑙𝑖𝑓𝑒𝑁𝑑∑(𝛽𝑖𝑝𝑖,𝑡 + 𝛾𝑖𝑝𝑤𝑖𝑛𝑑,𝑡)

𝑖,𝑡

∆𝑡 ≤ 𝛼 

(3.26) 
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Where 𝐸𝑚 denote the total mass of CO2 emissions from the power system 𝛽𝑖 is the emission factor 

of thermal unit i, (kg-CO2 eq./MWh), 𝛾𝑖 the emission factor associated with wind turbine, (kg-CO2 

eq./MWh) (see Table 3.2) 𝛼 is the limits that enforce on the CO2 emissions. A sensitivity analysis 

on (𝛼), to check validity of our mathematical problem and see if the optimization will force to 

install some wind turbines, is conducted. Figure 3.6 shows the change of the present cost and the 

number of wind turbine needed to be installed as a function of CO2 emission (𝛼). As it can be 

noticed that there are upper and lower limits for (𝛼). The upper limits occur at the lowest net 

present cost. This happens when the emission constraint is not active (same solution as Table 3.3) 

and the number of wind turbines needed are zero. After that, when the value of  𝛼 decreases the 

objective function (net present cost) increases and at the same time, the optimization program 

forces the installation of wind turbines. The greater the reduction in the amount of CO2 emissions, 

the higher the number of wind turbines that are decided to be installed and at the more expensive 

objective function. It is worth noticing that there is a lower limit on the value of (𝛼) where if we 

reduce it, there is no feasible solution. This is the minimum value of emission value that can be 

obtained for current problem conditions. In this study, it was proposed to reduce the CO2 emission 

(𝛼) by 20% from its upper limit (the CO2 at the lowest cost when no environmental regulation is 

considered).  

 

Figure 3.6. The effect of CO2 emissions on the objective function (blue line) and number of wind 

turbine needed to be installed (red line) 
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3.3 Stochastic Data-Driven Design and Operation of Power Generation 

Planning model 

3.3.1 Stochastic Model Formulation  

This section discusses the model for the stochastic problem for the design and operation of a power 

generation plant under uncertain demand and wind speeds. The mathematical model is formulated 

as a two stage stochastic with recourse, where the first-stage decisions decide the existence of the 

thermal generating unit and wind turbine while the second-stage decisions plan the operation of 

the system (i.e., power scheduling). One main difference of stochastic power planning model 

compared to the deterministic one, is that the optimal power scheduling can be different for each 

different realization of the uncertainty (in each different clusters of demand or wind speed) in the 

system. The two stage stochastic recourse formulation is basically bi-level optimization 

formulation whose inner optimization problems mimic the second stage planning process. As 

mentioned before (Model with Recourse section 2.1.4), due to special structure, two stage 

stochastic programs can be naturally reformulated into an equivalent single-level optimization 

problem. Therefore, the single-level optimization formulation of two stage recourse of power 

generation model can be directly written as follows: 

Objective Function 

The objective function (equation(3.27)), represents the net present cost of the stochastic power 

generation planning model. The second part of the equation denotes the annual net cost from 

operating the generation planning model (i.e., basically fuel consumption because of power 

generation), which depends on the scenario of uncertainty realization 𝑠 with probability 𝑃𝑟𝑜𝑏𝑠:  

min∑𝑥𝑖𝐶𝑖
𝑔

𝑖

+ 𝑦𝑤𝑖𝑛𝑑𝐶𝑤𝑖𝑛𝑑

+ ∑
𝑁𝑑

(1 + 𝑟)𝐿

𝑁𝑙𝑖𝑓𝑒

𝐿=1

∑𝑃𝑟𝑜𝑏𝑠(𝐴𝑖𝑢𝑖,𝑡,𝑠 + 𝐵𝑖𝑃𝑖,𝑡,𝑠 + 𝑐𝑖,𝑡,𝑠
𝑠𝑢 + 𝑐𝑖,𝑡,𝑠

𝑠𝑑 + 𝐺𝑤𝑖𝑛𝑑𝑝𝑤𝑖𝑛𝑑,𝑡,𝑠)

𝑖,𝑡,𝑠

 

(3.27) 

The remaining equations are almost the same as the deterministic one, except the new subscript 𝑠. 

where the new subscript 𝑠 [ {1, … 𝑆}] is used in the stochastic model for all the variables and 

parameters whose values may be different in each stochastic scenario 𝑠  (the uppercase s denotes 

the total number of scenarios). 
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Minimum and maximum Power generation 

𝑢𝑖,𝑡,𝑠𝑃𝑖
𝐿 ≤ 𝑝𝑖,𝑡 ≤ 𝑢𝑖,𝑡,𝑠𝑃𝑖

𝑈                                                 ∀ 𝑡 = 1,… , 𝑇; , 𝑖 = 1,… . , 𝐼; 𝑠 = 1,… , 𝑆 

(3.28) 

Electricity demand and reserve  

∑𝑝𝑖,𝑡,𝑠
𝑖

+ 𝑝𝑤𝑖𝑛𝑑,𝑡,𝑠 ≥ 𝐷𝑡,𝑠                                                                                𝑡 = 1, … . , 𝑇;  𝑠 = 1, … , 𝑆 

(3.29) 

∑𝑃𝑖
𝑈𝑢𝑖,𝑡

𝑖

≥ 𝐷𝑡,𝑠 + 𝑅𝑡,𝑠                                                               𝑡 = 1,… . , 𝑇;   𝑠 = 1,… , 𝑆 

(3.30) 

Minimum up and down time of thermal generating units  

𝑢𝑖,𝑡,𝑠 − 𝑢𝑖,𝑡−1,𝑠 ≤ 𝑢𝑖,𝑡+𝑗,𝑠             𝑖 = 1,… , 𝐼;  𝑡 = 2,… , 𝑇 ;  𝑗 = 1,… , (𝑇𝑈𝑖 − 1);  𝑠 = 1,… , 𝑆 

(3.31) 

𝑢𝑖,𝑡+𝑗,𝑠 ≤ 𝑢𝑖,𝑡,𝑠 − 𝑢𝑖,𝑡−1,𝑠           𝑖 = 1,… , 𝐼, ;  𝑡 = 2,… , 𝑇;   𝑗 = 1,… , (𝑇𝐷𝑖 − 1);  𝑠 = 1,… , 𝑆 

(3.32) 

Unit ramp rates 

𝑝𝑖,𝑡,𝑠 − 𝑝𝑖,𝑡−1,𝑠 ≤ 𝑅𝑈𝑖𝑢𝑖,𝑡−1,𝑠 + 𝑆𝑈𝑖(1 − 𝑢𝑖,𝑡−1,𝑠)                 𝑖 = 1,… , 𝐼; 𝑡 = 2,… , 𝑇;  𝑠 = 1,… , 𝑆 

(3.33) 

𝑝𝑖,𝑡−1,𝑠 − 𝑝𝑖,𝑡,𝑠 ≤ 𝑅𝐷𝑖𝑢𝑖,𝑡−1,𝑠 − 𝐷𝑈𝑖(1 − 𝑢𝑖,𝑡,𝑠)                      𝑖 = 1,… , 𝐼; 𝑡 = 2, … , 𝑇;  𝑠 = 1, … , 𝑆 

(3.34) 

Start-up and shut-down unit costs 

(𝑢𝑖,𝑡,𝑠 − 𝑢𝑖,𝑡−1,𝑠)𝐻𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡,𝑠
𝑠𝑢               𝑖 = 1,… , 𝐼;  𝑡 = 2, … , 𝑇;  𝑠 = 1,… , 𝑆  

(3.35) 

𝑢𝑖,1,𝑠𝐻𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡,𝑠
𝑠𝑢                                             𝑖 = 1,… , 𝐼; 𝑇𝑖

𝑖𝑛𝑖 < 0; 𝑠 = 1,… , 𝑆 

(3.36) 

(𝑢𝑖,𝑡,𝑠 − ∑ 𝑢𝑖,𝑡−𝑗,𝑠
𝑗< 𝑇𝐷𝑖+𝑇𝑖

𝐶𝑂𝐿𝐷

)𝐶𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡,𝑠
𝑠𝑢                𝑖 = 1, … , 𝐼;   𝑡 > 𝑇𝐷𝑖 + 𝑇𝑖

𝐶𝑂𝐿𝐷;  𝑠 = 1, … , 𝑆 

(3.37) 

(𝑢𝑖,𝑡,𝑠 −∑𝑢𝑖,𝑡−𝑗,𝑠
𝑗<𝑡

)𝐶𝑠𝑐𝑖 ≤ 𝑐𝑖,𝑡,𝑠
𝑠𝑢      𝑖 = 1,… , 𝐼;  𝑇𝑖

𝑖𝑛𝑖 < 0 ; 𝑇𝐷𝑖 + 𝑇𝑖
𝐶𝑂𝐿𝐷 ≤ 𝑡

< 𝑇𝐷𝑖 + 𝑇𝑖
𝐶𝑂𝐿𝐷 + 1;  𝑠 = 1,… , 𝑆 

(3.38) 

0 ≤ 𝑐𝑖,𝑡,𝑠
𝑠𝑢                   𝑖 = 1,… , 𝐼; 𝑡 = 1,… , 𝑇;  𝑠 = 1,… , 𝑆  

(3.39) 

Design Constraints 

𝑢𝑖,𝑡,𝑠 ≤ 𝑥𝑖                           𝑖 = 1,… , 𝐼;  𝑡 = 2,… , 𝑇 ;  𝑠 = 1,… , 𝑆 

(3.40) 
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𝑥𝑖 ≤∑𝑢𝑖,𝑡,𝑠
𝑡

                                            𝑖 = 1, … , 𝐼 ;  𝑠 = 1,… , 𝑆 

(3.41) 

𝑝𝑤𝑖𝑛𝑑,𝑡,𝑠 = 𝑦𝑤𝑖𝑛𝑑𝑃𝑤𝑖𝑛𝑑,𝑡,𝑠
∗                                                     𝑡 = 1, … , 𝑇;  𝑠 = 1,… , 𝑆  

(3.42) 

3.3.2 Data-Driven Uncertainty Scenario Construction Using Clustering 

In this section, a method on how to generate scenarios is presented from the given historical date 

(uncertain parameter) using clustering algorithm. These scenarios with its corresponding 

occurrence can be used as inputs parameter for the stochastic model. This method begins by 

collecting historical data of the attribute or uncertain parameter under study (in this study it was 

wind speed and electrical demand). Following which, the raw input data must be pre-processed 

into the right format. The raw data time-series (i.e., electricity demand and wind speed) are first 

processed (arranged) into the candidate periods (considered to be 365-days for 1-year, with each 

day consisting of 24 hours). This reordering process is shown in the matrix presented in Figure 

3.7, in which the number of columns is defined by the multiple of the number of time steps (i.e., 

24 hour), and number of rows corresponding to the number of periods (i.e., 365-days). A single 

row represents a candidate period (i.e., one day). Raw data of both electricity demand and wind 

speed are first restructured into new matrix where the number of rows represent the number of 

days in one year (i.e., 365 days) and the number of columns represent the number of hours in one 

day (i.e., 24 hours). 

As it can be noticed in the demand data (Figure 3.8) there are some sort of repeating pattern in 

daily basis while for wind data a greater degree of unpredictability can be seen in Figure 3.9. 

However, the purpose of this case study is to design and have some insight on the uncertain 

parameters to optimally plan for future operation which will be based on the most probable 

behaviour. Therefore, clustering would be good also for data that experience some sort of 

randomness because it can present dense data centroids (representative points / trend) that most 

likely can happen as it can be seen in Figures (Figure 3.10 and Figure 3.11).  

The benefit of using this method is that, instead of using the whole set of data only the centroids 

(i.e., centres of each cluster) of each uncertain parameter will be used. These centroids can 

represent the whole set of data. Based on the matrix introduced in Figure 3.7, k-mean [37] 

clustering algorithm was applied to group the independent candidate periods (i.e., each row/day of 

the processed data matrix) into clusters. Accordingly, representative periods are derived. Each 
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cluster/group of each uncertain parameter is represented by a representative profile (i.e., curve). 

These representative profiles are the centres of each cluster (see K-Means Clustering (2.3.1)) Each 

uncertain parameter (e.g., demand, wind speed, solar intensity, fuel supply) will be represented by 

several clusters, and each cluster corresponding to one scenario with a certain probability of 

occurrence. The probability of occurrence corresponds to the weight of each cluster. Figure 3.12 

shows the process of scenario construction for stochastic optimization using clustering machine 

learning algorithm. In order to determine the most applicable cluster number needed to divide each 

set of data (i.e., attribute), the k-mean clustering algorithm was applied to the two set of processed 

data (i.e., electricity demand and wind speed) using different number of clusters.  

The clustering algorithm was applied to each attribute (wind speed and electricity demand) using 

a different number of clusters. Figures (Figure 3.13-Figure 3.16) show the error average and 

standard deviation as function of the cluster number for both electricity demand and wind speed. 

The following relative error function (equation(3.43)) was employed as a validation metric 

between the representative cluster profile (centre) and the actual processed data (i.e., candidate 

period or row/day) which correspond to that cluster. 

𝑒𝑟𝑟𝑜𝑟𝑐,𝑑,ℎ(%) =
𝐶𝑙𝑐,ℎ − 𝑝𝑎𝑟𝑎𝑚𝑎𝑡𝑒𝑟𝑑,ℎ

𝑝𝑎𝑟𝑎𝑚𝑎𝑡𝑒𝑟𝑑,ℎ
∗ 100 

(3.43) 

Where 𝐶𝑙𝑐,ℎ is the cluster curve c at hour h. An ideal cluster would have a minimum error average 

with a minimum standard deviation. The error and standard deviation average in clustering appears 

to drop as the number of clusters increases until they reach a certain value and after that it starts to 

oscillate as it can be seen in these figures.  This reveals that there is some sort of optimal number 

of representative curves (i.e., cluster) for each data set (i.e., wind speed or electricity demand). 

Therefore, the number of clusters (i.e., cluster centre and its corresponding weight/ probability) 

with the minimum error average were selected as scenarios that represent the uncertain parameter 

of the stochastic power generation model. Figure 3.10 and Figure 3.11 show actual data and cluster 

centres used as representatives of these data for both electricity demand and wind speed 

respectively. As it can be noticed in these figures, clustered results are in good agreement with 

demand data, however, for wind speed data, we can say it mostly follows the trend and the centres 

are located around the most probable occurring wind speed data. It is worth noting that the error 

associated with wind speed is higher as they are more randomized and there is no clear pattern for 

their distribution.  
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As it can be seen from figures (Figure 3.13 - Figure 3.16) that the minimum error happens when 

the number of clusters is 9 for electricity and 5 for wind speed. Figure 3.17 and Figure 3.18 show 

the clustering results that will be used for the stochastic power planning model. By comparing the 

demand clustering profiles with its actual daily profile, we can say that the clustering results are 

following the actual demand profile. On the other hand, we can see that for wind there are five 

possible trends based on the most probable occurrence of wind data. The traditional approach used 

by power system modeler to represent a 1-year power demand data by 8 curves which comprise of 

weekday and weekend demand for the four seasons throughout the year. In this study it was found 

out that 9 clusters can sufficiently represent the electrical demand which is in good agreement with 

common practice.  

In this study, each scenario is represented by a combination of one cluster that represents wind 

speed and another that represents electricity demand. All scenarios are formed by all possible 

combinations of both uncertain parameters. Therefore, if we found that 5 clusters can represent 

wind data and 9 clusters are enough to represent electricity demand, the total number of scenarios 

will be 45. Similarly, the probability of each scenario is calculated by multiplying the weight of 

the cluster (see K-mean clustering, section 2.3.1)) of each uncertain parameter with each other 

(i.e., electricity demand and wind speed) that form this scenario. By this way, we are imposing 

that both uncertainties are independent of each other. Previous studies [97] used clustering 

representative curves and combine more than one attribute in one cluster, which make attributes 

dependent on each other. By this method the occurrence of any attribute is independent of others 

These previous studies tackle another aspect of size reduction. They focused on the problems 

associated with the integration of multiscale modelling as will be discussed in the next chapter. 

However, this chapter concentrated on dealing with data from the perspective of uncertainty. 

 

 

Figure 3.7. Process of rearranging the dimension of wind speed and electric demand 

 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟8764 =  

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟2

⋮
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟8764

 
𝑟𝑒𝑎𝑟𝑟𝑎𝑛𝑔𝑒
         

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1,1 ⋯ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1,24

⋮ ⋱ ⋮
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟366,1 ⋯ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟366,24
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Figure 3.8. Demand profile for selected days 

 
Figure 3.9. Wind speed profile for selected 

days 

 

 
Figure 3.10. Actual electricity demand and its computed cluster centres for 1-year time horizon 

 

 
Figure 3.11. Actual wind speed and its computed cluster centres for 1-year time horizon 
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Figure 3.12. Scenario generation for the stochastic data-driven power generation planning model 
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Figure 3.13. Effect of cluster number on the 

average error for electricity demand 

 
Figure 3.14. Effect of cluster number on the 

average standard deviation for electricity 

demand 

 
Figure 3.15. Effect of cluster number on the 

average error for wind speed 

 

 
Figure 3.16. Effect of cluster number on the 

average standard deviation for wind speed 

 

Figure 3.17. Electricity demand clusters  

 

Figure 3.18. Wind speed clusters 
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3.3.3 Comparison Between Stochastic and Deterministic Results When There Are No 

Environmental Considerations  

It was discussed in the previous section that 9 clusters (i.e., scenarios) were chosen to represent 

the uncertain demand (Figure 3.17) and 5 clusters were chosen to represent the daily wind speed 

behaviour (Figure 3.18). Accordingly, the total number of scenarios for the stochastic model were 

45 (i.e., 9 x 5). This stochastic model (equations (3.27)-(3.42) was implemented in GAMS [15]. 

The model was solved using the MILP solver CPLEX. The stochastic problem contains 10811 

discrete variables (10810 are binary and 1 is integer) and 22681 continuous variables. The GAMS 

program executed successfully in 145.687 seconds.  

Table 3.4 shows the design results and the objective function values of three different cases, 

namely, deterministic, stochastic and the worst-case scenario. The worst-case scenario was 

generated by assuming that there was no wind and tackling the maximum representative demand 

day for the whole year (extreme demand). It was calculated by taking the maximum demand value 

of each column (i.e., each time step; hour) of the processed matrix (Figure 3.7) for the whole period 

(365 days). 

As it can be noticed in Table 3.4 that deterministic approach gives the lowest expensive solution 

whereas, the worst-case is the most expensive. However, the deterministic approach has the lowest 

reliability because it was designed for certain parameters (e.g., demand) which made it incapable 

of resolving most real-case scenario problems. The stochastic approach is more expensive than the 

deterministic because there is a price for the uncertainty. The stochastic approach is designed for 

the most likely scenarios while the worst-case is designed for the extreme demand which rarely 

occurs. The development of the system under the worst-case scenario will cause the system to be 

over-designed and therefore, the full capacity of the power generation will not be of use or rarely 

used. 

Table 3.5 shows the difference if we are using the stochastic design solution with external 

electricity supply when the demand is extreme in the worst-case scenario. We assumed that the 

extra electricity required by the extreme demand will be supplied by an external power provider 

with very expensive price (the levelized cost was assumed to be 300 $/MWh, which is double the 

levelized electricity cost reported by EIA for coal in 2018). If we assume that 20% of the year will 

be subjected to extreme demand, the extra cost that will be added to the stochastic solution is $ 

0.293 billion as it can be seen in Table 3.5. Therefore, the total cost of the stochastic solution with 
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external electricity needed for extreme demand is less than if we design the power generation plant 

for worst-case. We can say from this analysis that the design and operation under stochastic 

approach is more practical than designing under extreme case (i.e., worst-case scenario) that rarely 

happens. 

 

Table 3.4. Comparison between deterministic, stochastic and worst-case solution of power 

generation model without environmental consideration 

Deterministic Stochastic Worst-case scenario 

Number of 

generating 

units 

Capacity (MW) 

Number 

of 

generating 

units 

Capacity 

(MW) 

Number of 

generating 

units 

Capacity 

(MW) 

2 455 2 455 2 455 

1 130 2 130 2 130 

1 162 1 162 1 162 

1 80 1 80 1 85 

  2 55 
1 80 

3 55 

Total thermal 

generating 

units 

5 with total capacity of 

1282 (MW) 

8 with total capacity of 

1522 (MW) 

10 with total capacity of 1662 

(MW) 

Number wind 

turbine 
0 0 0 

Objective 

function (net 

present cost) 

Total cost: 5.56 billion $ 

Capital: 4.16 billion $ 

Operating: 1.40 billion $ 

Total cost: 6.35 billion $ 

Capital: 4.94 billion $ 

Operating: 1.41 billion $ 

Total cost: 7.37 billion $ 

Capital: 5.40 billion $ 

Operating: 1.97 billion $ 

 

 

 

Table 3.5. Comparison between stochastic solution with external electricity supply and worst-

case scenario objective function of power generation model without environmental consideration 

 Stochastic solution with external electricity supply Worse-case scenario 

Total cost 6.64 billion $ 

6.35 billion $ (stochastic solution)  

0.29 billion $ (extra needed when 20% of year demand is 

extreme) 

7.37 billion $ 
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3.3.4 Comparison between Stochastic and Deterministic Results When There Are 

Environmental Considerations 

In Table 3.6, the objective function of the deterministic and stochastic formulation of the power 

system model when the environmental constraint was active are reported. It was mentioned before 

that the value of CO2 emission (α) was set to be 20% less than its upper limit. As it can be observed 

in Table 3.6, the stochastic solution is less expensive than the deterministic solution. Although 

considering that the demand uncertainty has a negative effect on the objective function (demand 

uncertainty should increase the price the objective function) as can be seen in Table 3.4 (stochastic 

solution is more expensive than deterministic solution) when there is no environmental 

consideration. This is because in the deterministic model only the expected values of wind speed 

were used while for the stochastic model the clustered wind speeds were used. It is clear that the 

average wind speed does not reflect the reality of the wind behaviour and therefore we are not able 

to fully utilize the benefits from this energy source. In other words, the average (i.e., expected 

values) wind speeds are not true representatives of the annual wind data. Consequently, the 

decisions that had been taken via deterministic formulation (i.e., optimization answers) are missing 

because it relies on a relatively small segment of information (average wind speed), that does not 

sufficiently explain the real wind speed behaviour. Therefore, it can be said that wind uncertainty 

has a stronger effect on the optimization solution when environmental regulations were considered, 

as seen in Table 3.6. 

3.4 Application of the Proposed Clustering Approach to Generate Stochastic 

Scenario for Day-Ahead - Real Time UC Power Generation Planning 

Model  

The aforementioned clustering method was applied to reduce the number of wind scenario in a 

power system model that was developed by Schwele et. al., [98]. The model developed by [98] 

was intended to solve for capacity expansion planning, while in this case the model is modified to 

solve for capacity planning, where the goal is to design (select generators) and schedule (UC and 

power output decisions) in day-ahead and real-time operation. The model is UC generation 

planning under day-ahead and real-time operations. The model is a two stage stochastic 

programming problem with fixed recourse. The first stage determines which power unit to install 
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(predetermined 4 generators are given and the optimization will choose which are the best), as well 

as daily day-ahead UC and dispatch decisions under uncertainty of actual wind realization. While 

in the second stage, the real-time operations of wind power imbalances are adjusted under each 

scenario. This allows corrective (i.e., recourse) measures to be taken considering the actual wind 

power generation. More specifically, in real-time operation, the power generator units that 

determined to be on in day-ahead operations, their power outputs will be adjusted according to the 

actual wind power generation (uncertainty realization of wind power). The renewable portfolio 

standard factor was set to 20%, which means 20% of energy mix should come from wind energy. 

More details on this model formulation can be found [98]. Equations representing this model are 

portrayed in Appendix A. The developed system by [98] was further simplified, and only 4 nodes 

are considered with four candidate generators and one load at node 4. The graphical representation 

of the understudy power system nodes is presented in Figure 3.21. 

The 50 wind scenarios were clustered and the minimum clustering error, based on equation (3.43), 

was found to be at 6 clusters. Therefore, the 50 scenarios were reduced using k-mean clustering to 

6, and both were used to solve the power planning model. Figure 3.19 displays the 50 per-unit 

wind realization factor for existing wind farm k1, while Figure 3.20 represents the reduced order 

per-unit wind realization factor. Table 3.7 below shows the objective function values, installed 

capacity of conventional generators and wind farm, for full-size model and reduced size model, 

that implemented clustering. It can be seen that both model results are very close, the reduced size 

model underestimated objective function by only less than 2%. All design decisions of reduced 

size model are in good agreement with the full-size model. Figure 3.22 shows the day-ahead 

dispatched decision of both models. As it can be seen from this figure that the operational decision 

of the reduced model is different by small margin than the full-size model. Although, there is 

slightly different in operational decisions, the overall performance of the proposed method is 

acceptable especially for long term planning. As the proposed method will capture the most 

probable trends of the uncertain data behaviour (pattern) and will transfer that information to the 

long term stochastic planning models. Therefore, decisions of stochastic design and operation 

models can benefit from the captured information on uncertainty, and perform satisfactory 

planning decisions at lower computational expenses.  
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Table 3.6. Comparison between deterministic and stochastic solution of power generation model 

with environmental consideration 

Deterministic Stochastic 

Number of 

generating 

units 

Capacity (MW) 

Number of 

generating 

units 

Capacity (MW) 

2 455 2 455 

1 130 2 130 

1 162 1 162 

1 80 1 80 

  2 55 

Total thermal 

generating 

units 

5 with total capacity of 827 (MW) 8 with total capacity of 1,522 (MW) 

Number wind 

turbine 
2269 1522 

Objective 

function (net 

present cost) 

Total cost: 9.30 billion $ 

Capital: 8.13 billion $ 

Operating: 1.15 billion $ 

Total cost: 8.77 billion $ 

Capital: 7.60 billion $ 

Operating: 1.17 billion $ 

 

 

 

Figure 3.19. 50 scenarios per-unit wind 

realization factor for existing wind farm [98] 

 

Figure 3.20. 6 clusters per-unit wind 

realization factor for existing wind farm 
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Table 3.7. Comparison between full-size and reduced size solution of stochastic power 

generation planning model in day-ahead and real time stages 

 
Full-size UC day-ahead 

real-operation 

Reduced size day-ahead 

real-time 

Total cost (Millions) 107.578 105.436 

Installed capacity of all 

conventional generators 

(MW) 

526.000 526.000 

Selected generator g1(450MW) ,g3(76) g1(450MW), g3(76MW) 

Installed capacity of wind 

farm (MW) 
137.5 131.9 

Calculated renewable 

portfolio 
21% 20.04% 

 

 

 

Figure 3.21. Schematic representation of the four-node power system 
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Figure 3.22. Dispatch day-ahead decisions for full-size and reduced size UC planning model 

 

3.5 Conclusion and Future Work  

A deterministic and stochastic data-driven power generation planning model were developed. The 

deterministic approach was solved based on a single population parameter (i.e., mean) from data, 

which does not perfectly cover the data behaviour, and consequently, its solution is unreliable. 

Renewable energy penetration was enforced by implementing a GHG (e.g., CO2) emission 

regulation. Under deterministic approach, the effect of including the average wind energy to the 

power generation mix has positive effect on the GHG emissions and conversely, negative effect 

on the overall net present cost. On other hand, the stochastic data-driven approach was based on 

more detailed information from the data without explicitly knowing its distribution and therefore, 

its solution was more reliable. In the stochastic data-driven approach, instead of using the whole 

set of available data or large number of realization scenarios, that will lead to expensive 

computational problem, clustering approach was applied to generate reduced size scenarios (i.e., 

clusters) from the historical available data. Therefore, important characteristics of these uncertain 

parameters were transferred to the stochastic planning model through these clusters.  

It was shown that power generation design and operation under stochastic approach is more 

practical than designing under both; extreme case (i.e., worst-case scenario), and deterministic 

case, especially when environmental regulations were imposed. As planning the system under 

worst-case scenario will cause the system to be over-designed and planning it under deterministic 

approach will result in decisions that are lacking, because it relies on a relatively small segment of 

information. It was demonstrated from applying the proposed method to other UC power 
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generation model, in which operational decisions are made in day-ahead and real-time, that results 

under reduced size uncertain scenarios are very close to the full-size model. Consequently, 

satisfactory planning decisions can be achieved at lower computational expenses. 

 It can be concluded that reducing the uncertain data size by implementing k-means33 clustering 

method, is an effective tool to tackle the computational tractability of considering many stochastic 

scenarios. In addition to that, the proposed method does not require a full understanding of the data 

behaviour. Meanwhile, it offers a simple framework that can give acceptable results. Therefore, 

the data-driven stochastic method is a trade-off between computational effort and data accuracy. 

In the future, this power generation planning model can be further expanded to include different 

types of generation units, powered by different types of fuel, and investigate the effect on design 

and operational decisions. Moreover, the integration of solar energy can be examined. A storage 

block can be added and the benefits of adding energy storage system under different realization of 

intermittent renewable energy and demand can be studied. Moreover, a carbon capture unit can be 

added to the power generation plant, and the whole power and carbon emission capturing unit can 

be optimized under uncertain wind and demand data.   
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Chapter 4  Clustering Approach for the Efficient Solution 

of Multiscale Stochastic Programming Problems: Application to 

Energy Hub Design and Operation Under Uncertainty 

4.1 Introduction 

The increase in the share of renewable energy generation expands the implementation of 

distributed energy resource and encourages the move towards developing and modelling smart 

energy network and energy hubs [99]. As such, energy hubs are particularly useful for enabling 

the integration of intermittent renewable energy sources such as solar and wind. An energy hub is 

a multi-carrier energy system consisting of multiple energy conversion, storage, which is designed 

to meet different sources of demands such as electric, cooling, and heating demands [100]. As a 

result, different energy carries in an energy hub can be stored and transferred through different 

energy conversion units, which enables greater flexibility in energy delivery. The modelling 

concept of an energy hub quantify the relation between input and output energy flows and can be 

extended to determine the required capacity of each unit. The energy hub model is typically used 

as a platform/framework to optimally plan (design) and operate energy systems [101], [102]. 

Controllable and flexible energy system is established due to the ability of the energy hub system 

to integrate different types of distributed renewable energy resources (DRERs) and energy storage 

system (ESSs) [103]. However, due to uncertainty and variability of DRERs (e.g., solar 

photovoltaic and wind turbine), the advantages of energy hub system to supply flexible power 

could be limited and diminished [104]. Therefore, modelling the energy hub by considering the 

uncertainties associated with these sources is crucial.  

Energy hub models can be applied to different spatial scales (i.e., from the level of a single building 

to a larger geographic region), as well as a different time scale. Particularly, energy hub modelling 

could be applied to different time scales from long term planning (e.g., designing and sizing energy 

conversion and storage unit) to mid/ short term planning (scheduling and operation). Typically, 

planning and scheduling are both performed separately even though they’re interdependent. 

However, the integration between these different time scales is the key to improve efficiency and 

profit margins. As, the integration of planning (e.g., design) and scheduling (i.e., operation) 

improves decision level management which results in lower net cost. However, the computational 
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tractability arising from this integration makes it difficult to solve. For example, a very large and 

intractable problems will be formed if different time scales of the multiscale energy hub model are 

converting to the shortest planning period (i.e., detailed scheduling over a long duration). While 

relaxing some constraints or employing surrogate models or using averaging method might lead 

to infeasible operations (i.e., since detailed schedules cannot be obtained to meet the planned 

production targets) or inaccurate system design [97], [105].  

Various modelling and solution approaches have been proposed to overcome this problem. 

Clustering arises as an effective and appropriate approach to handle such problems by aggregating 

similar inputs, such as: supply, demand or price; together. Input parameters typically are made up 

of multiple attributes like simultaneous electricity and heat demands. The task of clustering is to 

discover structure in unlabelled data sets by grouping the data into homogenous groups in which 

the similarity within-group-object (i.e., within one cluster) is minimized while the between-group-

object dissimilarity is maximized (i.e., between different clusters). Therefore, application of 

clustering approach to tackle this problem can significantly reduce the model size and improve 

computational tractability while maintaining solution accuracy. For more than 50 years, clustering 

has been broadly studied throughout various disciplines. [106]. A crucial role in clustering 

algorithm developments is played by mathematical programming. Many research studies had 

purposed different clustering approach based on the mathematical programming concept such as 

[97], [107]–[111].  

This chapter attempts to address the following challenges (multiscale decision making, uncertainty 

and variability of DRERs) associated with energy hub by: 

1. Applying general mathematical programming-based clustering methods to reduce the multiple 

attribute demand data size.  

2. Proposing a statistical method that models the uncertain behaviour of renewable energy sources. 

3. Formulating the energy hub system as two stage stochastic optimization.  

Many research studies have been devoted to optimal planning and scheduling of energy hub 

systems. Moghaddam et al., (2016) [71] performed daily scheduling of an energy hub including 

different generation and storage technologies. In the studies conducted by (Majidi et al., 2017; and 

Nojavan et al., 2018) [72], [73], the operation and emission costs of energy hubs were optimized 

based on two-objective estimation problems. In another study [74], the daily operational costs, 

including costs of purchased electricity/gas and carbon emission costs were minimized using 
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deterministic MILP. In [75] paper, the authors proposed a multi-objective optimization framework 

for optimal operation of energy hub components considering uncertain behaviours of households.   

The operation of energy hub networks was explored in several papers; however, few studies carried 

out the design and operation of urban energy systems based on the energy hub concept [101]. The 

optimal design and operation of DERs has been studied by [112]. However, the study did not 

consider renewable energy technologies. Research done by [113] developed a deterministic MILP 

based approach for optimal energy hub operation to support the hydrogen economy. The design 

decision variables considered in this study are variables limited to hydrogen refuelling station (i.e., 

hydrogen production and storing facilities. In  [101] study, the authors proposed a deterministic 

design and operation of distributed energy systems (DESs) in urban areas with renewable energy 

sources. In this study, economic and environmental considerations were investigated, however, the 

uncertainties of renewable resources were not considered. A study conducted by [114] presented 

a multi-objective optimization process to determine the optimal design and operation of combined 

heat and power (CHP) units hub taking into consideration both economic and environmental 

factors. In [99] study, a stochastic programming approach for the planning and operation of a 

power to gas energy hub was developed. This study focusses on assessing the benefits power-to-

gas energy storage, while accounting for uncertainty in hourly electricity price, the number of fuel 

cell vehicles serviced, and the amount of hydrogen refuelled. Time series aggregation based on 

clustering algorithms was used to cluster demand, wind speed and solar irradiance in [105] study. 

These aggregated/ clustered input data were applied to different energy hub systems to tackle the 

design and operational optimization problems of these systems. The study shows that the 

application of clustering methods in energy hub optimization significantly reduce the model 

complexity. 

The energy optimization models introduced in the aforementioned studies did not consider the 

uncertainties of DRERs, which subsequently could lead to inaccurate or incomplete decisions and 

results. However, some studies have considered uncertainties of DRERs in their developed 

optimization problems.  

Optimal stochastic scheduling of energy hubs was presented by [76], which considered the 

uncertainties associated with wind turbine system output and electricity price. [115] Developed a 

two stage stochastic model for optimal design and operation of combined cooling, heat, and power 

(CCHP) unit. This study considered the uncertainties of loads and solar irradiation at different 
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seasons. However, energy storage system (ESS) was not considered in their study.  A Stochastic 

operation and scheduling of energy hub considering the uncertainties of DRERs and different 

configurations of energy hub due to outage of sub-systems was developed by [116] .  

The current research studies the following aspects of energy hub modelling: 1. Optimal design, 2. 

Optimal operation; 2. Greenhouse gas (GHG) emission and mitigation; 4. DRERs; 5. ESS; 6. 

Uncertainty of renewable energy; 7. Demand size reduction.  

Current literature reports have some similar individual features, but none of the literature has 

combined all the features of the analysis into one model. A knowledge gap exists in both:  

1. Developing a stochastic optimization which comprehensively considers the design and 

operation planning, energy storage system and uncertainties of DRERs;  

2. Applying efficient size reduction approach to large size multiple attributes demand data which 

can be used as an input to the stochastic energy hub model. Table 4.1  reports an overview of the 

literature review that has been revealed.  

The first aim of the present work is to overcome the problem associated with integrating different 

scales of energy hub model by adopting generic clustering approach. The goal of the clustering 

approach is to represent the days in a year that exhibit a similar trajectory by a reduced-size typical 

day candidate (i.e., representative) of the operating year. In other words, the goal of clustering is 

to represent the yearly multiple attribute demand curves with a range of sufficiently representative 

curves. A sufficient number of representative curves mean the representatives are able to provide 

a close enough solution to the full size (high in accuracy) model while also maintaining solution 

tractability.   Figure 4.1 shows a conceptual schematic of the clustering approach application to 

the multiscale decision-making problem. The development of the clustering algorithm in this 

chapter is based on the work done by [97] for single attribute and [117] for multiple attributes. 

Therefore, the multiple attribute clustering algorithm used in this study is formulated based on 

mathematical programming approach as a mixed integer programming problem. Furthermore, due 

to the computational difficulty of the mathematical programming-based clustering approach, a 

heuristic size-reduction approach that is derived from the general clustering approach is applied. 

It is worth noting that the clustering approach to reduce the size of multiscale decision-making 

problem is general and can be implemented to different planning optimization problem where the 

size of the multiscale input parameter is large and takes high computational effort to solve. 
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 The second goal of this work is to develop two stage stochastic optimization model for the design 

and operation of energy hub system with hydrogen storage. Hydrogen storage system is selected 

due to its flexibility in offering different energy recovery pathways. For instant, hydrogen can be 

used to produce electricity through fuel-cell, supplied to hydrogen demand for hydrogen vehicle, 

injected and distributed into the existing natural gas infrastructure. Two case studies are considered 

to optimally design and operate the energy hub model, one is without restriction on green-house 

gas (GHG) emission, and another restricts the GHG emissions. A Weibull distribution statistical 

method is implemented to generate stochastic wind speed scenarios from wind speed data. To test 

the clustering efficiency, the cluster results are applied to the developed energy hub model and 

compared with the energy hub when the whole set of data is used. At the end of this chapter, the 

efficiency of the stochastic approach is assessed.  

The rest of this chapter is organized as follows: Section 4.2 describes the methods used for the 

development and verification of the clustering algorithms and modelling the uncertainty of wind 

speed.  Section 4.3 presents the stochastic formulation of energy hub system. In section 4.4, results 

of solving the stochastic energy hub model using the clustered electricity and heat demands and 

the full-size demand data are discussed.  Additionally, the solution quality of using clustered 

demand and applying stochastic approach of the energy hub system are evaluated. Section 4.5 

presents concluding remarks. 

 

Table 4.1 Literature review summary on energy hubs optimization problems  

study year 

Research aspects 

Optimal 

design 

Optimal 

operation 

(GHG) 

emission 

saving 

DRER

s 
ESSs 

Uncertainty of 

renewable 

energy 

Demand 

size 

reduction 

[71]  2016  ✓   ✓   

[72] 2017  ✓ ✓ ✓ ✓   

[73] 2018  ✓ ✓ ✓ ✓   

[74] 2017  ✓ ✓ ✓ ✓   

[75] 2020  ✓  ✓ ✓   

[112] 2014 ✓ ✓   ✓   

[113] 2016  ✓ ✓ ✓ ✓   

[101] 2016 ✓ ✓ ✓ ✓ ✓   

[114] 2017 ✓ ✓ ✓ ✓ ✓   
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[99] 2017 ✓ ✓   ✓   

[105] 2018 ✓ ✓  ✓ ✓  ✓ 

[76] 2017  ✓  ✓ ✓ ✓  

[115] 2019 ✓ ✓ ✓ ✓  ✓  

[116] 2021  ✓  ✓ ✓ ✓  

 Current work 2021 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

 

 

 

 

 

Figure 4.1. Application of the proposed clustering approach to the multiscale decision-making 

problem 

4.2  Methodology: Clustering Algorithm and Stochastic Scenario Generation 

Clustering has been constantly drawing attention because of their prospective applications in big 

data processing including time series data. The clustering approach used in this study is part of 

time series data, which can cluster multiple attribute data while simultaneously considering their 

shape-similarities and time-trajectories [118]. Therefore, applying the clustered data (reduced size 

time-series data) to the multiscale modelling problem can efficiently reduce the computational 

tractability. The L1-norm [119]–[123] (least absolute value method) was used as the clustering 

measure similarity (objective function) to maintain linearity of the clustering approach model. A 

multiple attribute clustering algorithm is applied, as input parameters are generally consisted of 
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multiple attributes like the simultaneous electricity, heat and cooling demands. To tackle the issue 

of multiple attributes, the weighting method is selected to perform multi-objective optimization 

[52]. Figure 4.2 illustrates a Pareto front for a bi-objective problem. Different combinations of 

weight factors of both objective functions are compiled together to generate the Pareto frontier. 

The utopia point (𝑂𝐹∗) corresponds to the optimum of both objective functions 1 and 2. However, 

there is typically no feasible solution at utopia point as demonstrated in the Figure 4.2. 

Consequently, the nearest point to feasible solution to the utopia point is considered as the best 

solution. 

 

 

Figure 4.2. Conceptual representation for Pareto frontier  

 

4.2.1 General Clustering Algorithm Formulation 

The aim of this approach is to allocate days to cluster which have minimum dissimilarity (gather 

days that have similar trajectory), given a set of demand (load) curves in D (days) and for H (hours) 

to be gathered in C clusters. Additionally, multiple attributes are included within the formulation 

represented by index (𝑎). This can be expressed in the following form:  
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Where equation (4.1) is the multi-objective performance criteria function to be minimized, 𝐼𝐴𝐸𝑎 

is the integral absolute error (L1-norm) that applied as similarity metrics for each attribute (a). 

Equation (4.1) indicates the multi-objective performance criteria of different attributes (a) under 

consideration, where each attribute is assigned to attribute a’s weighting factor (𝑊𝑎, where 𝑊𝑎 ≥

0 and ∑ 𝑊𝑎𝑎 = 1). Equation (4.2) represents the day assignment constraint where each day of the 

year should be allocated to a cluster curve c. The variable 𝑥𝑑,𝑐 is a binary variable that represents 

allocating loads (demands) for day 𝑑 to cluster 𝑐. The IAE mathematical expression can be given 

as follows[118]:   

𝐼𝐴𝐸 = ∫ |𝐿(𝑡) − 𝐶(𝑡)|𝑑𝑡
𝑏

𝑎

 

(4.3) 

where 𝐿(𝑡) represents the load curve(s) and 𝐶(𝑡) the clustered curve(s). Equation (4.4) is obtained 

by applying trapezoidal rule to equation (4.3) as follows:  

𝐼𝐴𝐸𝑎 =
∆

2
∗∑∑𝐴𝐷𝑎,𝑑,ℎ + 𝐴𝐷𝑎,𝑑,ℎ+1

𝐻−1

ℎ=1

𝐷

𝑑=1

            ∀ 𝑎  

(4.4) 

where 𝐴𝐷𝑎,𝑑,ℎ denotes the absolute difference between demand curve and clustered curve c for 

hour h in day d for attribute a which can be defined as follows (equation (4.5)):  

𝐴𝐷𝑎,𝑑,ℎ ≥ |𝐷𝐿𝑎,𝑑,ℎ − 𝐷𝑎,𝑐,ℎ|𝑥𝑑,𝑐         ∀  𝑎, ℎ, 𝑑, 𝑐  
(4.5) 

𝐷𝐿𝑎,𝑑,ℎ denotes a’s attribute demand load for hour h in day d,, 𝐷𝑎,𝑐,ℎ is the representative demand 

of attribute a for hour  h  hour in cluster c. It is worth noting that this model is flexible in terms of 

similarity measure (performance criteria), since, implementing the L2-norm as a replacement for 

the L1-norm can be easily done by incorporating the Euclidean distance in equation (4.3). 

Furthermore, sequential clustering of demand data can be simply performed by including the 

following set of constraints (Equation (4.6)-Equation(4.8)) [124]. Sequence clustering can be 

significant to sustain flexible operations, such as on many circumstances continuous similar 

operations are desired to minimize the undesirable cost related to change-mode or set ups.  

𝑥𝑑+1,1 ≤ 𝑥𝑑,1                                    ∀ 𝑑 < 𝐷   
(4.6) 

𝑥𝑑+1,𝑐 ≤ 𝑥𝑑,𝑐 + 𝑥𝑑,𝑐−1                    ∀ 𝑑 < 𝐷, 𝑐 > 1 

(4.7) 

𝑥𝐷,𝑐 ≤ 𝑥𝐷−1,𝑐 + 𝑥𝐷−1,𝑐−1                𝑑 = 𝐷 , ∀ 𝑐 > 1   

(4.8) 
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Where 𝐷 denote the total number of days. Equations (4.6)-(4.8) control the first, intermediate, 

and last clusters sequence of days, respectively. 

The above-mentioned general formulation provides a general framework to perform both normal 

and sequence clustering because both are based on the same algorithmic structure. Nevertheless, 

this formulation is MINLP model because of the absolute value and multiplication between the 

variables 𝐷𝑎,𝑐,ℎ and 𝑥𝑑,𝑐 as can be seen in equation. (4.5). Simply, the absolute function can be 

linearized by applying linearization methods on the absolute function [125]. Furthermore, the 

bilinear term (𝐷𝑎,𝑐,ℎ  𝑥𝑑,𝑐) can be further linearized by introducing a new continuous variable 

(𝑅𝑉𝑎,ℎ,𝑑,𝑐 = 𝐷𝑎,𝑐,ℎ ∗ 𝑥𝑑,𝑐) called the relaxation variable through a set of constraints [126], further 

details on linearization approach can be found in [97]. In summary, the model for normal clustering 

is made up by equations (4.1) -(4.5); whereas sequence clustering is denoted by equations (4.1) -

(4.5), and equations (4.6) -(4.8). 

4.2.2 Heuristic Approach for Multiple Attributes Data Size Reduction 

Although, the abovementioned clustering approach is simple, its computational complexity is 

obvious as the time required to perform clustering task is very long. Therefore, the goal of this 

subsection is to apply heuristic size reduction algorithm to tackle this issue. By applying the 

heuristic approach, the previously presented MILP clustering model can be used to cluster data 

with long planning horizons, including multiple attributes, in computationally reasonable time. 

Nonetheless, the linearity and programming basis of the former clustering approach is maintained. 

The heuristic steps follow the k-means clustering algorithm [127] but clusters construction are 

derived from the previously mentioned mathematical programming-based clustering approach.  

As it can be noticed from the former clustering mathematical model, it is composed of two classes 

of variables, namely, continuous variables (𝐴𝐷𝑎,𝑑,ℎ, 𝑅𝑉𝑎,ℎ,𝑑,𝑐and 𝐷𝑎,𝑐,ℎ ) and discrete variables (the 

day assignment binary variable, 𝑥𝑑,𝑐). Accordingly, the proposed algorithm decomposes the 

original problem into a master problem and subproblem. the master problem is a Mixed Integer 

Programming (MIP) problem which solve the complicated variables (day assignment integer 

variable (xd,c)) and fix them to given feasible integer. The subproblem is a linear programming 

(LP) problem that solves the resulting continuous problem (clusters curves 𝐷𝑎,𝑐,ℎ
𝑛 ) using those fixed 

integer variable values from the master problem. The upper bound of the objective would be 

obtained by solving the master problem (MIP), while the lower bound of the objective function 
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would be obtained by solving LP subproblem. In the master problem, the initial guess clusters are 

fed to the problem as parameter. The algorithm executes in iterative bases in which will keep 

iterating until the difference between upper and lower bound solution is within acceptable range. 

This type of heuristic approach  has been utilized in the past and considered  as an applicable and 

reliable technique to solve similar type of large-scale mathematical models [108], [128]. 

Figure 4.3 and Figure 4.4 show the flowchart of the proposed heuristic algorithm for multiple 

attributes. Figure 4.3 shows the execution of the heuristic algorithm for different weight factor 

combinations. Figure 4.4 depicts the execution of the heuristic algorithm using single weight factor 

combination. The Pareto frontier can be constructed by considering all scenarios for a given weight 

factor, then procedure goes to the next weight factor, and repeat these steps until all weight factors 

are considered. The procedure for a given attribute weight factor is given as follows:  

1. Initialization: Set the number initial guess scenarios N 

2. Generate random initial guess clusters scenarios: The scenarios are generated using random 

uniform distribution between maximum and minimum demand of each hour for each attribute in 

the entire demand curves {𝐷𝑎,𝑐,ℎ
𝑛=1 , 𝐷𝑎,𝑐,ℎ

𝑛=2 , … , 𝐷𝑎,𝑐,ℎ
𝑛=𝑁 }.  

3. Initial scenario: Consider scenario n = 1.  

4. Master problem solution: Solve for day assignment integer variable (xd,c), given fixed clusters 

curves in order to obtain upper bound objective function (𝑍𝑈𝐵
𝑛 )𝑖𝑡𝑒𝑟  

5. Subproblem solution: Solve for clusters curves (𝐷𝑎,𝑐,ℎ
𝑛 ), given fixed day assignment integer 

variables (𝑥𝑑,𝑐) from the master problem and obtain the lower bound objective function (𝑍𝐿𝐵
𝑛 )𝑖𝑡𝑒𝑟  

6. Convergency check: If |(𝑍𝑈𝐵
𝑛 )𝑖𝑡𝑒𝑟 − (𝑍𝐿𝐵

𝑛 )𝑖𝑡𝑒𝑟| ≤ 𝑇𝑜𝑙 go to 7.   

Otherwise, feed the cluster curves (𝐷𝑎,𝑐,ℎ
𝑛 )

𝑖𝑡𝑒𝑟+1
 obtained from solving the subproblem into the 

master problem and repeat step 4 to 6, keep iterating until convergence is achieved.  

7. Next scenario: Record n scenario solution and then, consider the next scenario, and repeat step 

4 to 6. If all scenarios have been considered go to the next step. 

8. Scenario with minimum objective function: The solution of the problem (i.e., clusters) will 

be corresponding to the objective function with minimum value min𝑍𝑛 . 

The model can be used for normal clustering equations (4.1), (4.2) and equations (4.4)-(4.5) or 

sequence clustering (equations (4.1)-(4.2), (4.4)-(4.5) and (4.6)-(4.8)) Generally, both types of 

clustering problems with multiple attributes can be performed using this formulation approach. 

The mathematical models were built in the General Algebraic Modelling System (GAMS) [15]. 
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The total number of the continuous variables of the general formulation clustering approach for 2 

attributes is (2 × 24[𝐷(1 + 𝐶) + 𝐶]) and the total number of binary variables is (𝐷𝐶)where 𝐷 

and 𝐶 are the total number of days and clusters, respectively. On the other hand, the total number 

binary variables of the master problem of the heuristic clustering approach is (𝐷𝐶), while the total 

number of continuous variables of the heuristic subproblem are (2 × 24[𝐷 + 𝐶]).  

 

 

 

Figure 4.3. Graphical representation of the heuristic size reduction algorithm for multiple 

attributes.  
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 Figure 4.4. Graphical representation of the heuristic size reduction algorithm for multiple 

attributes for a single weight factor 
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respectively. Weight factor combinations used to construct the Pareto frontier are listed in Table 

4.2. 

Table 4.2. Attributes weight factors for the multi-objective function (overall clustering similarity 

measure) 

Weight Factor Electricity Heat 

1 0.20 0.80 

2 0.30 0.70 

3 0.40 0.60 

4 0.50 0.50 

5 0.60 0.40 

6 0.70 0.30 

7 0.80 0.20 

8 0.90 0.10 

 

The solutions quality and solutions time for the mathematical programming-based (section 4.2.1) 

and the heuristic approach (section 4.2.2) clustering algorithm (size reduction) for multi-attributes 

were examined. It was noticed that the general clustering formulation cannot tackle the whole year 

heat and electricity demand data especially when normal clustering approach is used.  

It is worth noting that, when normal clustering is applied for 1-year demand data, no solutions 

were returned after 48 hours using the general clustering formulation. Therefore, for the sake of 

comparison, the two algorithms were tested using reduced data set composed of 20 days. However, 

when sequence clustering of general formulation was used to cluster 1-year demand data, the 

solution time was reasonable. Therefore, the performance of the two algorithms was compared 

under sequence clustering using 1-year demand data. The runs for this comparison study (i.e., 

between heuristic and general clustering model) include 4, 5, and 6 clusters using a 20-day demand 

data for normal and 365 for sequence clustering (i.e., total 6 runs). Moreover, the weight factor 

was set to be 0.5 for both attributes in all runs. 30 initial guess scenarios were generated for each 

of heuristic formulation run. Table 4.3 shows, optimal objective function value and solution time 

using both clustering formulations.  
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Table 4.3 Computational performance of heuristic and general formulation clustering approaches  

   Objective function (MWh)  Solution time (min) 

    
heuristic 

formulation 

general 

formulation  

heuristic 

formulation 

general 

formulation  

Normal 

clustering - 20 

days 

4 10.836 10.836 1.05 50.25 

5 9.192 9.192 1.23 148.03 

6 8.356 8.34 1.38 434.75 

Sequence 

clustering - 365 

days 

4 469.144 469.144 149.58 469.86 

5 430.696 430.969 500.42 2142.48 

6 404.9 404.54 770.42 11703.16 

 

As it can be noticed from this table that the heuristic approach needs much less time to solve the 

clustering problem than the general formulation method model (mathematical programming- 

based). Although at larger number of clusters, the heuristic approach objective function differs 

from the general mathematical programming-based clustering approach. However, the difference 

in IAE values is minor. Therefore, one can say with certainty that the heuristic approach 

outperforms in terms of solution time especially when the dataset is large with close proximity to 

the solution form the general formulation model. Consequentially, the heuristic approach was 

implemented to generate clusters curves for our case study of energy-hub model presented in the 

next section. 

Furthermore, in this section, the outputs of the multiple attributes using the proposed heuristic 

clustering algorithm (section (4.2.2)) were assessed. The heuristic clustering algorithm was used 

to cluster an entire year (365 days) demand data into 4, 5 and 6 clusters using normal and sequence 

clustering approaches. The weight factor combinations (Table 4.2) were considered to generate 

the Pareto frontier of each cluster run. Moreover, 30 scenarios were generated per run. The 

GAMS/CPLEX [15] solver was used to perform the runs on an Intel(R) core i7 (R) 4.0 GHz, 16 

GB RAM personal laptop. The algorithm tolerance was set to 10-3. The average solution time for 

these runs is reported in Table 4.4. It can be noticed this table that the solution time for sequence 

clustering is slightly shorter than normal clustering due to the additional constraint sets included 

in sequence clustering which shrink the feasible region size, resulting in less solution time. It is 

clear from table that, increasing the number of clusters results in bigger model size and thus longer 

solution time. In general, the model is challenging to solve even with a small number of binary 

variables.  
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Pareto frontiers for normal and sequence clustering are illustrated in Figure 4.5. The Pareto 

frontiers considered all weight factor combinations shown in Table 4.2 for all runs. As depicted in 

the figure, increasing the number of clusters has a positive effect on the value of objective function 

(IAE) for both: normal and sequence clustering. 

Table 4.4. Solution time of heuristic clustering approach under different runs 

Average solution 

time per scenario 

(min) 

Normal clustering Sequence clustering 

4 5 6 4 5 6 

7.03 18.3 28.6 5.98 16.68 25.6 

 

A relative error function is used as evaluation measure between the cluster curves and the load 

(demand) curves to attain insightful conclusions as follows:  

𝑅𝐸ℎ,𝑑,𝑐 =
𝐷ℎ,𝑐 − 𝐷𝐿𝑑,ℎ

𝐷𝐿𝑑,ℎ
 

(4.9) 

where 𝑅𝐸ℎ,𝑑,𝑐 is the relative error between the cluster and load curves. Table 4.5 displays the 

average error using weight factor equal to 0.5 for all cluster runs. This metric basically represents 

the integral absolute error (IAE) scaled by the cluster curve, to evaluate performance 

independently from the scale of the data set and allow comparisons when the demand curves are 

significantly differed in magnitude. This error measurement is broadly applied in utility forecasting 

studies[130]. In order to measure the spread of error between cluster curve and loads belong to this 

cluster, the error standard deviation was also calculated. Average results of relative error and 

standard deviation using weight factors of 0.5 are presented in the same table.  

Results in Table 4.5 present that normal clustering performs better than sequence clustering in 

terms of objective function value, relative error average, and standard deviation. This is due to the 

extra sequence restriction (constraints) that might be a requirement in certain process decision 

making. Furthermore, as it can be noticed in Figure B.1 (annual heat demand) that heat demand 

undergoes significant fluctuation and reach zero values or very close to zero in certain periods. 

Moreover, the average error and standard deviation values associated with heat demand are 

relatively bigger compared to the electricity, due to the high fluctuation in heat demand because 

of season change (low heat demand in summer months between May and July). 
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Table 4.5. Summary of relative error statistics for normal and sequence clustering using weight 

factor 0.5 (365 days-4,5 and 6 clusters) 

Clusters 

Electricity Heat 

Average 

relative 

error 

Standard 

deviation 

of relative 

error 

IAE 

(MWh) 

Average 

relative 

error 

Standard 

deviation 

of relative 

error 

IAE 

(MWh) 

Normal 

4 0.073 0.076 200.2 7.667 36.510 460.3 

5 0.070 0.077 191.0 6.155 2.475 402.5 

6 0.059 0.063 175.0 1.469 7.372 370.1428 

Sequence 

4 0.084 0.094 271.7 11.414 76.977 661 

5 0.080 0.087 241.8 6.601 29.838 627.5 

6 0.072 0.084 231.8 5.149 23.637 574.5 

 

Figure 4.6 shows the actual heat and electricity demand data used in this case study and the 

corresponding representative cluster curves of the data using both normal and sequence clustering 

approach (4, 5 and 6 normal and sequence clusters). The weight factor used to generate the 

corresponding representative cluster curves is 0.5 for both heat and electricity attributes. As it can 

be seen in this figures, clustered results are in good agreement with the actual demand data. 

However, for heat demand data we can say that cluster curves have slightly larger discrepancy, but 

mostly follows the tendency of the actual demand, due to the high fluctuation in the actual heat 

demand. Also, it can be concluded from this figure that normal clustering curves match better with 

actual demand data than the sequence clustering curves. Despite the slight error associated with 

the cluster curves, the purpose of performing clustering is to use a reduced size set of demand data 

that is well representative and can reflect the underlying trends. Moving forward, these cluster 

curves reduced-size demand data will be used as an input for planning, designing, and operating 

the energy hub model and will serve to improve the tractability of the solution.  

Figures B.5 to B.10 in Appendix B show the clusters and day assignments of normal and sequence 

clustering for weight factors 1 and 8 along with 4, 5, and 6 clusters. The weight factor 1 prioritizes 

heat demand, whereas the priority for weight factor 8 is electricity demand. It is clear from those 

figures that cluster curves are slightly affected by the weight factors. The advantageous of using 

the weight factor approach in the current clustering algorithm is allowing to perform clustering 

with the emphasizes on one/or more attributes than the other. It was also noticeable that many 

clusters of electricity demand, especially the sequence clusters, are the same yet correspond to 

different days. This is because they represent different representative days (clusters), in which the 



85 

clusters of heat demands for those days are different, and therefore, they cannot be merged into 

the same cluster. Therefore, due to the advantage of normal clustering over sequence, the use of 

normal clustering to reduce computational effort and handle large scale models is recommended 

when the applications do not require sequencing.  

 

Figure 4.5. Pareto frontiers for normal and sequence clustering using different number of clusters  

 
Figure 4.6. Actual electricity (top) and heat demand (bottom) and its computed cluster curves 

(4,5 and 6 clusters) using normal (left) and sequence clustering approach (right) for 1-year time 

horizon 

 

4.2.4 Uncertainty Modelling of Wind speed 

Unfortunately, the wind is notoriously fickle, varying substantially throughout a day, from season 

to season and even from year to year. Weibull distribution is favourable to describe the fluctuation 

in wind during anytime interval using two parameters [131]. It is a method that has been widely 
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used both in industrial and academic studies. This statistical tool reflects how often winds of 

different speeds will be seen at a certain location. Therefore, in this study wind speed data were 

collected for one year and then fitted into Weibull distribution using equation (4.10) [131]. The 

collected wind data reflected the measured wind speeds in 2018 from the Waterloo region, courtesy 

of The National Solar Radiation Data Base (NSRDB) [132]. The maximum likelihood method 

(MLM) was used to fit Weibull distribution on the measured wind speed data [30]. By using MLM, 

the best-fit Weibull distribution for the available data was obtained and presented in Figure 4.7. 

Also, the graph shows the probability which the variable wind speed falls within different bins.  

𝑝𝑟𝑜𝑏(𝑣) =
𝑘

𝑐
(
𝑣

𝑐
)
𝑘−1

𝑒𝑥𝑝 [− (
𝑣

𝑐
)
𝑘

 ] 

(4.10) 

Where 𝑣 is the wind speed, 𝑘 and 𝑐 denote the shape and scale parameter of Weibull distribution, 

respectively. From Weibull distribution, the probability of wind speed occurrence can be 

estimated. By doing this, stochastic scenarios can be generated, each scenario has a probability as 

shown in Figure 4.8. The probability at which the wind speed is between two limits is given by 

equation (4.11): 

𝑝𝑟𝑜𝑏𝑠(𝑣𝑠
𝑢 > 𝑣 > 𝑣𝑠

𝑙) = ∫
𝑘

𝑐
(
𝑣

𝑐
)
𝑘−1

𝑒𝑥𝑝 [−(
𝑣

𝑐
)
𝑘

 ] 𝑑𝑣
𝑣𝑠
𝑢

𝑣𝑠
𝑙

= 𝛷(𝑣𝑠
𝑢) − 𝛷(𝑣𝑠

𝑙) 

(4.11) 

Where 𝛷 is the cumulative distribution function, 𝑣𝑠
𝑢 and 𝑣𝑠

𝑙 are the upper and lower wind speed 

limit of each stochastic scenario (𝑠), respectively. Accordingly, the inverse of cumulative Weibull 

distribution (𝛷−1) returns the wind speed at given probability of occurrence. Therefore, the upper 

and lower wind speed limit of each stochastic scenario can be calculated as follows:  

𝛷−1(𝑝𝑟𝑜𝑏[𝑣𝑠 ≥ 𝑣]) = 𝑣𝑠 
(4.12) 

In order to obtain scenarios with equal probabilities (equal areas under the probability density 

function curve), each scenario is represented by probability that is equal to (
1

S
), where S is the total 

number of scenarios. The upper and lower limits for wind speed of each scenario can be calculated 

as follows (equations (4.13) and (4.14)):  

𝑣𝑠
𝑢 = 𝛷−1 (

𝑠

𝑆
) , 𝑣𝑠

𝑙 = 𝛷−1 (
𝑠 − 1

𝑆
) , ∀ 𝑠 < 𝑆 

(4.13) 
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𝑣𝑠
𝑢 = 𝛷−1(0.99) , 𝑣𝑠

𝑙 = 𝛷−1 (
𝑠 − 1

𝑆
) ,        𝑠 = 𝑆 

(4.14) 

To avoid infinities, equation (4.14) was used to impose 99% confidence interval because when 

s = S, Φ−1(1) =  ∞.  

In the following case study, 10 scenarios were generated from the fitted Weibull distribution curve 

as shown in Figure 4.8. As it can be seen from this figure, each shaded area under the probability 

distribution function curve represents a single stochastic scenario with probability of (1/10).   

 

 

Figure 4.7. Actual and best fit distribution wind speed profile 

 

 

Figure 4.8. Wind speed stochastic scenarios 

Stochastic scenario 

(s=1) 

prob(v) =0.1 
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4.3 Application of the Multiple Attribute Clustering Approach to Energy 

Hub 

As mentioned in the introduction section, this study showcases an application of, 1. clustering 

algorithms to multiple attributes demand data, and 2. data-driven statistical method to represent 

the intermittent behaviour of uncertain wind speed data 3. reformulating the design and operation 

of energy hub with hydrogen storage as multiscale model with multiple attributes by agglomerating 

demand data with similar profiles and generating stochastic scenarios for a two stage stochastic 

model based on uncertain wind data. Moreover, in this section, the impact of clustering on the 

accuracy of the optimal energy hub decisions using clustered and full-size demand data will be 

investigated. In other words, the solution of the energy hub planning model under uncertain wind 

with multiple demand attributes using the outputs of the normal and sequence clustering algorithms 

against the full-size demand data (without clustering), will be evaluated. The design and operation 

of energy hub problem is strategic (long-term) and medium-term decision level, aimed to minimize 

the total annual cost of designing (installing and sizing) and operating energy hub units while 

meeting demands. There are several models for the energy hub problem available in the literature, 

ranging from heuristics to mathematical programming. The energy hub problem adopted in this 

section is modelled as MILP [129] model. The following subsection presents the energy hub model 

formulation. 

4.3.1  Energy Hub Model Formulation 

This subsection discusses the stochastic modelling for the design and operation of energy hub 

system under uncertain wind speeds utilizing clustered demand data (heat and electricity).  

The present energy hub system model aims to minimize the annual operational and maintenance 

cost, as well as the capital cost while meeting electricity and heat demands within the units’ 

operating capacities and physical constraints. 

In this case study, both DRERs and conventional DERs (Distributed Energy Resources) based on 

fossil fuel are considered. The current energy hub system includes variety of conventional energy 

conversion technologies powered by natural gas such as combined heat and power (CHP) units 

and boilers, and a non-conventional energy conversion technology (i.e., wind turbines) powered 

by renewable energy resources. Additionally, it utilizes a hydrogen production and storage system, 

from electricity utilizing electrolyzer, hydrogen tank and fuel cell as ESS (energy storage system). 
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Hydrogen storage system is chosen, because it can play a role in both storing energy and supply 

hydrogen demand for hydrogen vehicles. Figure 4.9 shows the energy hub layout with considered 

energy technologies and input data handling (wind speed, electricity and heat demand).   

The optimization program will decide the number of each unit and the respective capacity within 

the energy hub system, as well as the operating points for the electrolyzers, hydrogen tanks, fuel 

cells, boilers, and CHP generators at each time point. Particularly, in this chapter, the discrete size 

of each technology is considered in the optimization, which makes this work more realistic. The 

number and type of each technology chosen is a design decision variable while the operating 

variables are related to how energy hub units are running. The main outputs of the optimization 

model can be summarized as follows: 

1. Type and number of energy conversion and storage technologies within the hub. 

2. Design and the operation of optimal energy hub under intermittent wind energy 

availability, and based on multiple attributes aggregated demand or full-size demand data. 

3. Economic cost of the system including capital, operation and maintenance and fuel 

consumption. 

4. Environmental impact of the system through measuring the GHG emissions (mainly CO2).  

Natural gas is fuel for both: the boiler and CHP. As illustrated, the electricity demand is met by 

means of the CHP generators, wind turbines and fuel cell; whereas heat is met by the boilers and 

CHPs. The list of the energy generation technologies and its technical and economical properties 

are given in Table 4.6. This model is a general framework for microgrid/energy hub system where 

different technologies can easily be added or removed, according to the problem that needs to be 

solved.  

The mathematical model was formulated as two stage stochastic with recourse, where the first 

stage decisions decide the design of the system which includes the number of each unit and the 

respective capacity within the energy hub. While the second stage decisions schedule the operation 

of the system including the operating points for the electrolyzer, fuel cell, CHP units and boilers 

at each time point. The two stage stochastic recourse (we refer to it as recourse problem (RP)) 

formulation is basically a bi-level optimization formulation whose inner optimization problem 

mimic the second stage planning process. Due to special structure, two stage stochastic programs 

can be naturally reformulated into an equivalent single level optimization problem. Therefore, the 
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single level optimization formulation of RP for design and operation of energy hub system can be 

directly written as follows:  

 

Figure 4.9. Understudy energy hub architecture 

 

Table 4.6. Technical and economic information of energy conversion and storing technologies  

 unit 

rated 

capacity 

(kW) 

Input energy form 
Output energy 

form 
efficiency  Capital cost  

Operating & 

maintenance cost 

($/kW) 

Boiler 

[101] 
 

530 

kW fuel HHV kW heat 

0.82 100 ($/kW) 0.027 

300 0.9 120 ($/kW) 0.027 

100 0.8 150 ($/kW) 0.027 

CHP 

[101] 
 

300 kW fuel HHV 
kW power 0.26 

900 ($/kW) 
0.016 

kW heat 0.44  

100 kW fuel HHV 
kW power 0.35 

1080 ($/kW) 0.016 
kW heat 0.5 

60 kW fuel HHV 
kW power 0.31 

1200 ($/kW) 0.0111 
kW heat 0.56 
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Wind Turbine 

[133] 

20 
kW available by 

air 
kW power 0.4 2200 ($/kW) 0.008 

30 
kW available by 

air 
kW power 0.42 1906 ($/kW) 0.008 

Storing units     

Electrolyzer 

[101] 
 

290 kW power kg of H2 0.0193 155051$ / unit 0.06 

Fuel Cell 

[134] 
250 kg/hr of H2 kW power 16.5 210630$/unit 0.06 

 

The objective function in equation (4.15) represents the total annual cost including capital cost of 

the energy hub units and their operating cost including fuel consumption, operation and 

maintenance costs. The first part of the equation represents the capital cost of the energy hub units 

(i.e., first stage decision of the stochastic programming). The second part of the equation denotes 

the annual net cost from operating the energy hub, which is basically operational and maintenance 

and fuel consumption, that depends on the scenario of wind speed uncertainty realization 𝑠 with 

probability 𝛽𝑠.  

𝑚𝑖𝑛   𝐶𝑅𝐹 [∑𝑦𝑢 𝐶𝐴𝑃𝑢 𝐸𝑚𝑎𝑥
𝑢

𝑢

+∑𝑦𝑤𝑡  𝐶𝐴𝑃𝑤𝑡 

𝑤𝑡

∑𝑦𝑠𝑡  𝐶𝐴𝑃𝑠𝑡 

𝑠𝑡

]

+∑𝛽𝑠 [∑ ∑ [𝑃𝑖,𝑑,ℎ,𝑠
𝑢  𝑂𝑀𝑢 + 𝑁𝐺𝑑,ℎ,𝑠

𝑢 𝑃𝑟𝑖𝑐𝑒𝑛𝑔] 

𝑢

+∑𝑃𝑖,𝑑,ℎ,𝑠
𝑠𝑡  𝑂𝑀𝑠𝑡 

𝑠𝑡

  

ℎ,𝑑

]  

𝑠

 

(4.15) 

Where 𝑢, 𝑠𝑡 and 𝑤𝑡 are sets of fossil fuel based power and heat generation units, storing units, and 

wind turbines units, respectively. 𝑦 denotes the integer design variable that represents the number 

of each unit needed to be installed. 𝑃𝑖,𝑑,ℎ,𝑠 is the operational decision variable that represents the 

amount of energy flow (i denote the type of energy heat or electricity) consumed or produced by 

each energy hub unit at s scenario and h hour of the d day. 𝐶𝐴𝑃 and 𝑂𝑀 represent capital, and 

operational and maintenance cost parameters, respectively. 𝑃𝑟𝑖𝑐𝑒𝑛𝑔 symbolizes the natural gas 

price (0.325 $/m3) [129].  

The capital cost of each unit of the energy hub is obtained by summing the number of installed 

unit 𝑦 multiplied by their unit capital cost CAP ($/unit) (in the case of power and heat generation 

units (e.g., CHP and boilers) the capital cost is defined as ($/kW installed), so it is additionally 

multiplied by its rated capacities zrated
u ) and converting the present value of the capital cost to 
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annuity ($/yr) by means of the capital recovery factor (CRF). Capital recover factor (CRF) is 

calculated using  𝐶𝑅𝐹 =
𝑟(𝑟+1)𝑙𝑖𝑓𝑒

(𝑟+1)𝑙𝑖𝑓𝑒+1
. Where  𝑟 (8%) and 𝑙𝑖𝑓𝑒 (25 years) denote the interest rate and 

the life time of the energy hub, respectively.  

The electricity and heat demands are satisfied at any s scenario and h hour of day d through the 

following energy balance equations using equations (4.16) and (4.17). Electricity output is fixed 

to meet demand while heat output is allowed to exceed demand if necessary due to excess heat 

from CHP units.  

∑ 𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝑢  

𝑢

+∑ 𝑃𝑒𝑙𝑒𝑐,𝑠
𝑤𝑡  

𝑤𝑡

− 𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

+ 𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙   = 𝐿𝑒𝑙𝑒𝑐,𝑑,ℎ                    ∀ ℎ, 𝑑, 𝑠 

(4.16) 

∑ 𝑃ℎ𝑒𝑎𝑡,𝑑,ℎ,𝑠
𝑢  

𝑢

≥  𝐿ℎ𝑒𝑎𝑡,𝑑,ℎ                                                 ∀ ℎ, 𝑑, 𝑠 

(4.17) 

where 𝐿𝑒𝑙𝑒𝑐,𝑑,ℎ  (kW) and 𝐿ℎ𝑒𝑎𝑡,𝑑,ℎ  (kW) are the hourly electricity and heat demands, respectively. 

The optimization problem is further constrained by various physical requirements. Each energy 

hub unit takes in a certain type of energy or mass flow and outputs a different kind of energy or 

mass flow. Thermodynamic efficiencies are used in the following set of equations (4.18)-(4.20) to 

calculate the converted utilities produced by energy hub units such as storing units (i.e., 

electrolyzer and fuel cell) power units (i.e., CHP) and heat generation units (i.e., boilers). The 

efficiency of the system depends on the condition and operating regime of the unit, however, for 

simplicity, efficiencies are assumed to be constant for all operating conditions in this study.  

𝑃𝑖,𝑑,ℎ,𝑠
𝑢 = 𝑁𝐺𝑑,ℎ,𝑠

𝑢 𝜂𝑖
𝑢𝑏    ∀ ℎ, 𝑑, 𝑠, 𝑢 = {𝐶𝐻𝑃1, 𝐶𝐻𝑃2, 𝐶𝐻𝑃3, 𝑏𝑜𝑖𝑙𝑒𝑟1, 𝑏𝑜𝑖𝑙𝑒𝑟2, 𝑏𝑜𝑖𝑙𝑒𝑟3 }, 𝑖

= {𝑒𝑙𝑒𝑐, ℎ𝑒𝑎𝑡} 
(4.18) 

Where b represents the conversion factor for the natural gas flowrate (10.7 kWh/m3).  

𝐻𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

= 𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

𝜂𝐻2
𝐸𝑙𝑦𝑧𝑟

          ∀ ℎ, 𝑑 , 𝑠  

(4.19) 

𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙 = 𝐻𝑑,ℎ,𝑠

𝑇𝑎𝑛𝑘𝜂𝑒𝑙𝑒𝑐
𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙          ∀ ℎ, 𝑑 , 𝑠  

(4.20) 

Where 𝐻𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

and 𝐻𝑑,ℎ,𝑠
𝑇𝑎𝑛𝑘 is the mass flow rate of hydrogen gas produced by electrolyzer and 

leaving the hydrogen tank, respectively, in (kg/hr) at s scenario and h hour of the d day. The wind 

turbine, however, is not modelled using previous equations. The power delivered by wind turbine 

to the electricity grid can be calculated using the following equation [131]: 
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𝕡𝑠
𝑤𝑡 =

{
 
 

 
 

0                                  , 𝑣𝑠 < 𝑣𝑐𝑢𝑡_𝑖𝑛
𝑤𝑡

𝐶𝑝
1

2
𝜌𝑎𝑖𝑟(𝑣𝑠)

3𝐴𝜂𝑤𝑡                    , 𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑡 > 𝑣𝑠 ≥ 𝑣𝑐𝑢𝑡_𝑖𝑛

𝑤𝑡

𝕡𝑠,𝑟𝑎𝑡𝑒𝑑
𝑤𝑡                                               , 𝑣𝑐𝑢𝑡_𝑜𝑢𝑡

𝑤𝑡 > 𝑣𝑠 ≥ 𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑡

0                                       , 𝑣𝑠 ≥ 𝑣𝑐𝑢𝑡_𝑜𝑢𝑡
𝑤𝑡

 

(4.21) 

Where wt is a the  represents the wind turbines types considered in this case study, two wind 

turbines type where considered namely Vergent (20 kW) and Fuhrlander (30 kW), the 

characteristic of these wind turbines can be found in [133] (Figure B.11 in Appendix B). 𝕡𝑠
wt is a 

parameter denotes the electrical power generated by one wind turbine in (kW) of type wt at 

scenario s. 𝑣𝑠 is the actual wind speed in (m/s) at scenario s. The wind speed scenarios as well as 

its corresponding probabilities from section (4.2.4) are used to calculate the power produced by 

single wind turbine 𝕡𝑠
wt. 𝑣𝑐𝑢𝑡_𝑖𝑛

𝑤𝑡  is wind turbine specific characteristic representing the cut-in-

speed, the minimum wind speed at which the turbine blades overcome friction and begin to rotate. 

Rated output wind speed (𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑡 ), for this speed and above, the wind generator is limited to its 

maximum design output power cut-out-speed (𝑣𝑐𝑢𝑡_𝑜𝑢𝑡
𝑤𝑡 ) it is a wind speed where braking system 

is employed to bring the rotor to a standstill to prevent the wind turbine from damage. 𝜂𝑤𝑡 is the 

wind generator efficiency. The rotor swept area and the air density are represented by 𝐴𝑤𝑡 and 𝜌𝑎𝑖𝑟 

respectively. 𝐶𝑝 describes the fraction of the power in the wind that may be converted by the 

turbine into mechanical work. The maximum achievable value of 𝐶𝑝 is 16/27. The factor 16/27 is 

known as the Betz limit or Betz efficiency, The Betz limit applies to any type of wind-driven 

machine [131].  

Furthermore, Equations (4.22)-(4.25) determine the number of units that need to be installed 

(designed) in order to satisfy demand. Also, they ensure that operation of any energy hub unit at 

any time are within their corresponding capacities as follows: 

For boilers and CHP units: 

𝑃𝑖,𝑑,ℎ,𝑠
𝑢 ≤ 𝑦𝑢  𝑧𝑟𝑎𝑡𝑒𝑑

𝑢     ∀ ℎ, 𝑑, 𝑠, 𝑢 = {𝐶𝐻𝑃1, 𝐶𝐻𝑃2, 𝐶𝐻𝑃3, 𝑏𝑜𝑖𝑙𝑒𝑟1, 𝑏𝑜𝑖𝑙𝑒𝑟2, 𝑏𝑜𝑖𝑙𝑒𝑟3 }, 𝑖

= {𝑒𝑙𝑒𝑐, ℎ𝑒𝑎𝑡} 
(4.22) 

 

For electrolyzer (Elyzr): 

𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

≤ 𝑦𝐸𝑙𝑦𝑧𝑟  𝑧𝑟𝑎𝑡𝑒𝑑
𝐸𝑙𝑦𝑧𝑟

                                        ∀ ℎ, 𝑑 , 𝑠 

(4.23) 

For fuel cell:  
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𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙 ≤ 𝑦𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙  𝑧𝑟𝑎𝑡𝑒𝑑

𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙                                 ∀ ℎ, 𝑑 , 𝑠  

(4.24) 

For hydrogen tank:  

𝐻𝐿ℎ,𝑑 ≤ 𝑦𝑇𝑎𝑛𝑘   𝑧𝑟𝑎𝑡𝑒𝑑
𝑇𝑎𝑛𝑘                                                 ∀ ℎ, 𝑑 , 𝑠                           

(4.25) 

Where 𝑧𝑟𝑎𝑡𝑒𝑑 is a parameter represent the rating capacity of each energy hub unit (Table 4.6). 

𝐻𝐿ℎ,𝑑,𝑠 is the amount of hydrogen stored in hydrogen tank in (kg) at the h hour of the d day. From 

previous equations all energy hub unit output such as power, heat or hydrogen must be less than 

or equal to the unit rating capacity. The number of wind turbines needed of each 𝑤𝑡 (wind turbine 

type) to be installed can be determine using the following equation. In this equation (4.26), the 

power that can be harvested by wind turbines at each scenario (s) is limited by upper and lower 

power of single wind mill (𝕡𝑠
𝑤𝑡) multiplied by the total number of number wind turbines (𝑦𝑤𝑡). 

The upper (𝕡𝑠
𝑤𝑡(𝑣𝑠

𝑢𝑝)) and lower (𝕡𝑠
𝑤𝑡(𝑣𝑠

𝑙𝑜) ) power of single wind turbine at each scenario 

corresponds to the upper and lower limits of wind speed of each scenario. 

𝑦𝑤𝑡𝕡𝑠
𝑤𝑡(𝑣𝑠

𝑙𝑜)  ≤  𝑃𝑠
𝑤𝑡 ≤ 𝑦𝑤𝑡𝕡𝑠

𝑤𝑡(𝑣𝑠
𝑢𝑝)  

(4.26) 

Hydrogen gas flows from the electrolyzer to the hydrogen tank, where it is stored, until it is 

directed to the fuel cell when there is need for power generation. In order to keep track of the 

amount of hydrogen stored at each time, a discretized dynamic mass balance on hydrogen entering 

and leaving the tank is applied as described in the following equations (4.27)-(4.28). These 

equations were designed such that for a given scenario, if the hydrogen production is high due to 

an excess in wind energy, the excess hydrogen will be stored for use at different scenarios that 

have low hydrogen production as a result of low wind power. The hydrogen level is not stochastic 

(not function of uncertain scenarios) but it accounts for all possible uncertain wind speed 

realization scenarios.  

𝐻𝐿ℎ,𝑑 = 𝐻𝐿ℎ−1,𝑑 +∑𝛽𝑠(𝐻𝑑,ℎ−1,𝑠
𝐸𝑙𝑦𝑧𝑟

− 𝐻𝑑,ℎ,𝑠
𝑇𝑎𝑛𝑘)

𝑠

             ,1 <   ℎ < 24, ∀𝑑             

(4.27) 

𝐻𝐿𝑑,ℎ = 𝐻𝐿𝑑−1,ℎ +∑𝛽𝑠(𝐻𝑑−1,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

− 𝐻𝑑−1,ℎ,𝑠
𝑇𝑎𝑛𝑘 )

𝑠

             , ℎ = 1, 𝑑 > 1  

(4.28) 

The second equation is added to link between the first hour of the latter day with last hour of the 

former day. It can be noticed from this equation that the input and output hydrogen flow rates is 
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weighted and summed by the probability of each stochastic scenario to account for all possible 

scenarios.  

Since the energy storage technology cannot be charged and discharged simultaneously binary 

variables (𝑐ℎ𝑑,ℎ,𝑠 charging status, 𝑑𝑖𝑠𝑑,ℎ,𝑠 discharging status) are introduced to track the on/off 

status for the electrolyzer (i.e., works as charging unit), and fuel cell (i.e., works as discharging 

unit) at each s scenario and h hour of the d day. In the following equations, the big-M formulation 

[135] is used to ensure no hydrogen and power flow leave out the electrolyzer and fuel cell when 

they are off.  

𝐻𝑑,ℎ,𝑠
𝐸𝑙𝑦𝑧𝑟

≤ 𝑐ℎ𝑑,ℎ,𝑠  𝑀                                   ∀ ℎ, 𝑑 , 𝑠 

(4.29) 

𝑃𝑒𝑙𝑒𝑐,𝑑,ℎ,𝑠
𝐹𝑢𝑒𝑙𝑐𝑒𝑙𝑙 ≤ 𝑑𝑖𝑠𝑑,ℎ,𝑠  𝑀                                 ∀ ℎ, 𝑑 , 𝑠 

(4.30) 

Where 𝑀 is  a big number, 𝑐ℎ𝑑,ℎ,𝑠 and 𝑑𝑖𝑠𝑑,ℎ,𝑠 are binary variables that represent the on and off 

states of electrolyzer and fuel cell units at each at each s scenario and h hour of the d day, 

respectively. In order to prevent the electrolyzer (charging status) and fuel cell (discharging states) 

from running at the same time, the following constraint is added (4.30) 

𝑐ℎ𝑑,ℎ,𝑠 + 𝑑𝑖𝑠𝑑,ℎ,𝑠 ≤ 1     ∀ ℎ, 𝑑 , 𝑠 

(4.31) 

4.4 Results and Discussions 

The full-size electricity and heat demand along with the cluster curves generated in section 4.2 are 

employed as inputs for the present energy hub planning model. The objective cost function is 

multiplied by a frequency parameter referred to as 𝛾𝑑 (as presented in equation (4.32)) that allows 

comparing the original demand dataset which has a 1-year time horizon and the clustered cases. 

The parameter γd represents the number of repetitions (frequency) for corresponding d day or 

cluster. The parameter 𝛾𝑑 is equal to 1 when the original (full-size) demand data is used, and is 

equal to the number of days that represent a cluster when the representative cluster curves are used. 

𝑚𝑖𝑛   𝐶𝑅𝐹 [∑𝑦𝑢 𝐶𝐴𝑃𝑢 𝐸𝑚𝑎𝑥
𝑢

𝑢

+∑𝑦𝑤𝑡  𝐶𝐴𝑃𝑤𝑡 

𝑤𝑡

∑𝑦𝑠𝑡  𝐶𝐴𝑃𝑠𝑡  

𝑠𝑡

]

+∑𝛽𝑠 [∑𝛾𝑑  ∑ ∑ [𝑃𝑖,𝑑,ℎ,𝑠
𝑢  𝑂𝑀𝑢 + 𝑁𝐺𝑑,ℎ,𝑠

𝑢 𝑃𝑟𝑖𝑐𝑒𝑛𝑔] 

𝑢

+∑𝑃𝑖,𝑑,ℎ,𝑠
𝑠𝑡  𝑂𝑀𝑠𝑡  

𝑠𝑡

  

ℎ

 

𝑑

]  

𝑠

 

(4.32) 
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For the rest of this chapter, we will call the energy hub that considers the original (i.e., full-size) 

hourly heat and electricity demands for 365 days the original energy hub model (original model), 

whereas the energy hub that take into account 4, 5 and 6 hourly loads clusters from previous section 

(section 2) (clusters are considered as days) the clustered energy hub model (clustered model). The 

energy hub optimization problem was developed in GAMS and solved using CPLEX (MILP) 

solver [15] with relative optimality criterion solver equal to 10-5. The simulations were carried on 

an Intel(R) core i7 (R) 4.0 GHz, 16 GB RAM personal laptop.  

4.4.1 Results Without GHG Emissions Constraint 

Figure 4.6 shows the objective function values along with the relative error of the clustered energy 

hub model cases in comparison with the original (i.e., optimal) energy hub model. As it can be 

shown in Figure 4.10,  all clustered cases underestimated objective function value comparing to 

the original case. The objective function values of the normal clustered energy hub cases are closer 

to the original optimal energy hub solution than the sequence clustering cases. The relative error 

of the objective functions of the clustered energy hub model compared to the original energy hub 

model is ranged between -4 % and -10 %. Additionally, the higher the number of clusters the better 

the solution quality is, for both normal and sequence clustering as the solution gap between the 

clustered cases and the original case become smaller. Additionally, the average absolute relative 

error of all weight factor is also presented in Figure 4.10. In other words, higher number of clusters 

implies more representativeness of the actual data. These errors are inversely proportional to the 

number of clusters. It can also be concluded that the objective function values for the clustered 

cases does not vary considerably as a function of the weight factors because both heat and 

electricity exhibit partially similar temporal trajectory. Inset in Figure 4.10 also illustrates the 

advantages of clustering applications in terms of solution time. The bar chart in Figure 4.10 

displays the average solution time of all weight factor for each clustered case run and the solution 

time of the original energy hub model.  As can be seen from the bar chart with a vertical logarithmic 

scale that, solving the clustered energy hub models are tremendously faster than the original energy 

hub model. The average (i.e., between ~50 to 100 second) time required to solve the clustered 

cases energy hub is shorter by 2 order of magnitude than solving the original energy hub model 

(i.e., ~7000 second). 
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Figure 4.10. Comparison between original and clustered energy hub solution in terms of solution 

quality and time 

 

In order to examine the multiscale clustering approach of demand data effect on the design results 

of the energy hub model, Figure 4.11 was generated. Figure 4.11 shows a comparison in terms of 

decision variables solution between original energy hub solution and clustered cases for weight 

factor 1, 4 and 8. As can be seen in this figure, the higher the number of clusters, the more closely 

are the design decision results of the clustered cases to the original case. Moreover, the installed 

generation capacity is following the same trends. It is worth noting that, the results of weight factor 

1 shows slightly better performance, when normal clustering is applied, than other weight factor 

since it tends to align more with the heat demand. Due to higher inconsistency and fluctuation of 

the heat demand, a better design decision variable (i.e., closer to the original case) was achieved 

by prioritizing the heat demand. Additionally, it can be illustrated that in the clustered cases, the 

decisions of installed capacity for power and heat generation are generally underestimated. 

Specifically, the power generation capacity design decisions are underestimated by a lower margin 

than the heat capacity design decision, when compared to the original model. This is because of 

total heat production rate in equation (4.17) is allowed to exceed demand, if necessary, while an 

equality constraint is imposed on the power balance to satisfy the electricity demand.  
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Figure 4.11. Design results comparison between original and clustered energy hub cases 
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the error associated with the total utility production using clustered cases relative to the original 

case. The figure indicates that the errors in the total production rate from boilers are higher than 

the errors associated with electricity and heat production from CHP. This is due to equation (4.17) 
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meet the demand. On the other hand, electricity production rate using clustered model is very close 
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reduce the size of the original model while maintaining good results. Similarly, one can notice that 

increasing the number of clusters improves the solution quality, as it closes the gap between the 
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clustering has a better solution quality (i.e., closer design and operational decisions to the full-size 

energy hub model) than sequence clustering because of the additional restriction added by 
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result of that, the total heat rate generated by reboilers using the clustered case energy hub model 

are less than the original case.  

 

Figure 4.12. Energy hub’s utility production rates comparison between original and clustered 

cases 

 

4.4.2  Environmental Considerations (CO2 emission regulation) 

It can be seen from previous results that according to the current parameter, the optimization 
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because renewable energy is usually more expensive than traditional fossil fuels. However, 

renewable energy resources are cleaner alternatives to fossil fuel, and have been widely integrated 

with current energy hubs and microgrid systems to mitigate GHG emissions (i.e., CO2, CH4, NOx). 

It is also clear that the essence of this study is to integrate the power system with wind energy. 

Therefore, in order to force the optimization program to select some wind turbines and energy 

storage units, CO2 emission constraint is introduced and imposed onto the energy hub 

mathematical model as shown in equation (4.33):  

𝐸𝑚 =∑𝛽𝑠 [∑𝛾𝑑  ∑(𝛿 ∗ 𝑏 ∗ 𝑁𝐺𝑑,ℎ,𝑠
𝑢 )

𝑢,ℎ

  

𝑑

]  

𝑠

≤ 𝛼 

(4.33) 
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Where 𝐸𝑚 denotes the total equivalent mass of CO2 emissions from the energy hub system per 

year.  𝛿 is the emission factor associated with Ontario’s natural gas and it is assumed to be (0.187 

kg/kWh)[113]. 𝛼 is the limits that enforce on the CO2 emissions. In this case study, only the 

emissions from fossil fuel units (boilers and CHP) are considered while, emissions associated with 

renewable energy generation units (i.e., wind turbines) and storage units are ignored since they are 

relatively negligible compared to the fossil fuel generation units.  

A sensitivity analysis on the objective function variable and the CO2 emissions was done to check 

the validity of our mathematical problem and see if the optimization will force to install some wind 

turbines and energy storing facilities. Figure 4.13 shows the change of the total annual cost and 

the number of wind turbines that need to be installed as a function of CO2 emission (𝛼). The figure 

was generated using a clustered case energy hub model with 6 normal and sequence clusters and 

of weight factor 4 (50% emphasis on heat and 50% emphasis on electricity data) since they are a 

better representative (have lower IAE) of the whole year demand data. As it can be noticed that 

there are upper limits for (𝛼) which occur at the highest total annual cost. This happens when the 

emission constraint is not active (same solution of section 4.4.1) and the number of wind turbines 

that need to be installed are zero. Following this, when the value of  (𝛼) decreases, the objective 

function (total annual cost) increases and the optimization program forces the installation of wind 

turbines at the same time. The greater the reduction in the amount of CO2 emissions, the higher is 

the number of wind turbines that are picked by the model to be installed at more expensive total 

annual cost. It is worth noticing that the trend of results from the energy hub optimization model 

when using both normal and sequence clusters are nearly the same as function of the CO2 emissions 

reduction. Furthermore, at higher level of CO2 emission, reducing the CO2 emission has a lower 

effect on the objective function; but at lower CO2 emission level, reducing the CO2 emission comes 

with additional cost that arise from installing more storage units to help dispatch the wind power 

more efficiently.   

It is proposed in this study to reduce the CO2 emission (𝛼) by 20% from its upper limit (the CO2 

at the lowest cost when there is no limit to CO2 emissions). All the following case studies in the 

remaining sections will use the above emission guideline.  
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Figure 4.13. The effect of CO2 emission regulation on the objective function (lines) and number 

of wind turbine needed to be installed (square marker) 

 

 

Figure 4.14. Comparison between original and clustered energy hub solution in terms of solution 

quality and time under CO2 emissions restriction 
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4.4.2.1 Results with GHG Emission Constraints 

The effects of weight factor and number of clusters on the objective function value are illustrated 

in Figure 4.14 when the CO2 emission constraint is active. The objective function values along 

with the relative error of the clustered and original energy hub cases are shown in this figure. When 

clusters emphasis more on heat demand (at weight factor 1), the results of the clustered cases 

energy hub (i.e., total annual cost) are much closer to the original energy hub case. It can also be 

seen from Figure 4.14, that for normal clustering at weight factor 8 (when prioritizing the 

electricity demand) the highest deviation (highest relative error) from the original case is occurred. 

In between weight factor 1 and 8 there is no clear relation between the weight factor and the 

solution quality of the clustered cases. Sequence clustering results exhibit less variability as 

priority switches from heat to electricity. Furthermore, the average of the absolute relative error 

for all weight factors are also presented in Figure 4.14. The average relative error values are 

converging  towards each other (i.e., reducing by higher number of clusters), and normal clustered 

cases have slightly less average error than the sequence clustered cases. The average solution time 

for all weight factor of each cluster case run (i.e., 4, 5 and 6 clusters) along with the original energy 

hub solution time are displayed in the same figure (inset Figure 4.14). it can be realized from the 

bar chart that the time required to solve the clustered cases energy hub model are tremendously 

shorter than the original energy hub model. The solution time of the original energy hub (i.e., ~ 

65137) case is greater by 3 orders of magnitude than the average solution time of clustered cases 

energy hub (i.e., between ~50 to 100 second). Also, one can observe that solving the energy hub 

model with considering the carbon emission regulation (Figure 4.10) is much faster than if there 

is no environmental consideration (it is less by 1 order of magnitude). When the GHG emissions 

constraint is active, the optimization program decided to install storing and wind turbines units in 

order to keep the carbon emissions within the desirable level. As a results of that, larger number 

of non-zero variables (e.g., continuous variables associated with power flow to/or from the storing 

units, hydrogen flow rates, power directed from wind turbines and binary on/off variables for 

charging and discharging storing unit) are handled by the optimization problem, hence, the degree 

of complexity is boosted. On the other hand, there is no significant differences in solution times 

of the clustered cases energy hub when the environmental constraint is considered or not 

The effects of number of cluster and weight factors on the design decision variables of the energy 

hub model when the GHG emissions constraint is active are demonstrated in Figure 4.15- Figure 
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4.17. Figure 4.15 shows the design variables solution of the fossil fuel units as a function of all 

clustered cases runs with weight factor 1, 4 and 8 along with the results of the original energy hub 

model. As it can be seen from this figure that the weight factor has no significant effect on the 

design decision results. The higher number of clusters the closer the design decisions of the 

clustered cases to the original (e.g., 5 normal clusters have same number of CHP100 units as the 

original case and the 6 normal clusters with weight factor 1 has the exact same design of the 

original case). This can be better demonstrated by Figure B.12 in Appendix B which shows the 

installed capacity of power and heat generation for all clustered runs with weight factor 1, 4, and 

8 along with original case. Furthermore, in all clustered cases, the optimization program avoided 

installing any CHP300 and boiler530 units which aligns with the same results suggested by the 

original energy hub, as these two units are the largest units that powered by natural gas which can 

correspond to the highest carbon emission.  

 
Figure 4.15. The number of energy hub units powered by fossil fuel that are installed under CO2 

emissions regulation 
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Figure 4.16. Number of installed wind turbines suggested by original and clustered cases under 

CO2 emissions regulation 

 

The number wind turbines that needed to be installed for all clustered cases runs with weight factor 

1, 4 and 8 along with original case model result is displayed in Figure 4.16. The figure indicates 

that, as the number of clusters increase, the gap between the number of wind turbine suggested by 

cluster cases and original case is reduced. At weight factor 8 (prioritizing electricity demand) for 

4 and 5 normal, the optimization model overestimated the number of wind turbine by a large 

margin. This can explain the high error presented in Figure 4.14 for the value of the objective 

function of those two cases.  

Figure 4.17 shows optimal number of storing units of the energy hub model under CO2 emissions 

regulation using clustered and original data. As it can be seen from this bar chart most of clustered 
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original energy hub model results. It also can be noticed that some of sequence clustering results 
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Figure 4.17. Number of installed storing facilities suggested by original and clustered cases 

under CO2 emissions regulation 

 

To examine the operational decisions solution quality of applying the multiscale clustering 

approach of the demand data on the energy hub under CO2 emissions regulation, Figure 4.18 and 

Figure 4.19 are generated. The figures illustrate the total energy hub’s utilities production rate of 

each unit including heat, electricity and hydrogen for clustered and original case. The total utility 

production of each unit is calculated by summing up the unit’s production over the year for each 

stochastic scenario and taking the weighted probability sum of all scenarios. Figure 4.18 depicts 

the utilities production of units powered by fossil fuel (i.e., CHPs, and boilers); while Figure 4.19 

displays the total utilities produced by wind turbines and storing units (i.e., electrolyzer and fuel 

cell). The figures also show the relative error in the total utilities production using the clustered 

cases with respect to the original case. Figure 4.18 shows that all utilities production rates of 

clustered cases are in very good agreement with utilities produced from energy hub when the full-

size demand data is used. There is no significant variation between the amount of heat and 

electricity produced by CHPs for all cluster and original case. However, when using sequence 

clustering, the relative error associated with boilers heat production is high. In Figure 4.19. there 

is a larger degree of deviation between clustered cases and original case results in the total amount 

of electricity produced from wind turbines and fuel cell. Furthermore, this deviation from the 

original case results is even bigger for sequence clustering as noticed in the same figure. Despite 

these errors, the proposed clustering approach can still be considered as a powerful size reduction 
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the total production rate of heat and electricity (Figure B.13 in Appendix B) from all clustered 

cases are very close to the original and their relative error does not exceed 20%. 

 

Figure 4.18. Comparison between original and clustered cases utilities production rates of energy 

hub units powered by fossil fuel under CO2 emissions regulations 

 

 

Figure 4.19.  Total utilities produced by wind turbines and storing units for clustered cases and 

original cases under CO2 emissions regulation 
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4.4.3 Stochastic Energy Hub Formulation Assessment  

In order to assess the benefit of the current energy hub model formulation and its ability to store 

energy under different wind scenarios, the average power sent to the electrolyzer and the average 

power received from the fuel cell for each stochastic scenario are displayed in Figure 4.20 and 

Figure 4.21, respectively. For simplicity, the yearly average power of each hour of the day for each 

scenario is displayed (the average power flow of each hour with respect all year days for each 

scenario). The energy hub model with the 6 normal clusters and weight factor 4 is used to generate 

the results in these two figures. Using clustered case data for this assessment is easier since its 

solution produces smaller size of data than the original case; where these clustered cases mimic 

and follow the behaviour of the original case solution. The usage of the clustered energy hub model 

in the current assessment shows a direct applicability of implementing the proposed clustering 

method. From Figure 4.20, the rate of charging (i.e., power directed to electrolyzer to produce 

hydrogen) is higher with higher wind speed scenarios, which means that more energy is stored 

when the availability of wind energy is high. As an increase in scenario number indicates an 

increase in the wind speed as well. Furthermore, at times when demand is relatively low the 

optimization model stores more energy. On the other hand, it is an evident from Figure 4.21, that 

the rate of discharge from the fuel cell is inversely proportional to the wind speed scenario number. 

Additionally, most of the discharging power from the fuel cell happens when the demand is the 

highest.   

To examine the efficiency of the stochastic programming method, the value of stochastic solution 

(VSS) is calculated. [20] stated that the VSS helps in determining whether it is beneficial to fix the 

first stage decision variables in the stochastic optimization problem based on the solution obtained 

from the expected value (EV) problem. In other words, VSS represents the extra cost paid by the 

decision maker for not considering stochastic programming method (not considering 

uncertainties). In order to estimate the VSS, the solution to the (EV) problem needs to be 

determined. The EV problem in our case is the solution of the deterministic energy hub 

optimization problem by utilizing the expected value (i.e., mean) of the uncertain parameter (i.e., 

wind speed). In the next step, the first stage decision variables (design decision in our case study), 

obtained from the expected value problem (EV), are used as input parameter and fixed in the two 

stage stochastic energy hub optimization recourse problem (RP). Subsequently, solving the 

resultant RP upon fixing the first stage decision variables called expected result of using the EV 
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solution (EEV). The EEV gives the solution to the second stage decision variables when the first 

stage decision variables have been fixed. VSS is represented by the difference between EEV and 

the RP.  

Table 4.7. Values of objective function for the RP, EV and EEV problems 

Objective function: 

total annual cost 

($/yr) 

Results EV EEV RP VSS 

Without 

environmental 

consideration 

379411.5 379411 379411 0 

with environmental 

consideration 
438717.6 455561.6 440729 14832.66371 

 

Table 4.7 presents the solution of the EV, EEV and RP for the energy hub model without and with 

environmental constraint (GHG emission regulation). The results of this table were obtained using 

the 6 normal clusters with weight factor 4 as demand data for the energy hub model since they are 

a better representative (have lower IAE) of the whole year’s demand data. From this table, it is 

clear that when there is no environmental consideration, no benefit is gained by solving the 

stochastic programming problem (VSS = 0).  

In contrast, when the emission constraint was active, the VSS is estimated to be 14832 $/yr (VSS 

= EEV-RP). The positive VSS value proves that considering uncertainty in the modelling of the 

energy hub is beneficial. Additionally, although the EV (deterministic solution) has the lowest 

objective function, deterministic formulation solution is insufficient because it relies on a relatively 

small segment of information (average wind speed) that does not sufficiently explain the real wind 

speed behaviour (i.e., not true representatives of the annual wind data). Therefore, it can be said 

that wind uncertainty has a strong effect on the optimization solution when environmental 

regulations are considered as proven by the value of VSS.  
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Figure 4.20. Average charging power for each stochastic scenario 

 

 

Figure 4.21. Average discharging power for each stochastic scenario 

 

4.5 Conclusion and Future Work  
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periods (e.g., hour) for the whole year data, results in a larger and intractable model. The clustering 

problem with multiple attributes was modelled based on mathematical programming approach 

which resulted in a multi-objective optimization problem. The weighting method approach was 

utilized to tackle this problem. Although the approach was simple, the computational complexity 

of the clustering algorithm was evident as its computational (i.e., running) time was long. 

Therefore, heuristic size reduction approach based on the general formulation clustering approach 

was employed to cluster the given demand data in shorter times. Results shows that heuristic 

approach can reduce the clustering running time by 2 orders of magnitude than the general 

clustering approach, and generates very close clusters (i.e., close clustering measure) to the original 

clustering approach. The present clustering algorithm (include heuristic approach derived from it) 

features many unique characteristics that gives it advantages over other clustering approach. One 

of these features is the ability to attain normal and sequence clustering. Another feature is its 

flexibility to change the internal clustering measure, therefore, different type of clustering 

measures can be applied. A further feature is the ability to tune attribute weights which offer to the 

decision maker the ability to prioritize attributes that are more important. For example, in this case 

study, it was concluded that giving priority to the demand data with higher variability enhanced 

the solution of the energy hub model (i.e., closer to the solution of energy hub model under full-

size demand data).  

A Weibull distribution was used to model the intermittent behaviour of wind speed data. The 

design and operation of energy hub system was modelled as stochastic problem under uncertain 

wind speeds utilizing clustered demand data (heat and electricity). 

The multiple clustered demands applied to the stochastic energy hub model to reduce the model 

size. Results when there was no CO2 emission regulation, indicated that the relative errors of the 

reduced size energy hub objective functions with respect to the full-size mode were ranges between 

-4% and -10%. It should also be stated that the time required to solve the clustered energy hub 

model was shorter by 2 orders of magnitude than solving the full-sized energy hub planning model. 

The effect of the clustering approach on the design and operational decision of the energy hub 

model was assessed.  It was concluded that the long-term decisions (i.e., design decision variables) 

of clustered cases were in very good agreement with the full-size energy hub mode for both cases 

of GHG emissions regulation. Similarly, most of the operational decisions represented by the total 

production rate of utilities using clustered model, were close to the full-size energy hub model 
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when the GHG regulation was not active. On the other hand, a larger degree of deviations was 

noticed when GHG emission constraint was active. Regardless of these deviations, the total 

production rate of heat and electricity from all clustered cases were very close to the original case 

(full-size model) and their relative error did not exceed 20%. Furthermore, the results show that a 

closer objective function to the full-size model was achieved when the number of clusters increases 

for both normal and sequence clustering. Normal clustering results were found to be better than 

sequence clustering in terms of both objective function and multiscale decision variables. It can be 

concluded that using the clustering approach is an effective tool to reduce the size of the original 

model while maintaining good results.  

It was demonstrated from the example of adding GHG emissions regulation to the full-size 

stochastic energy model, that stochastic model complexity can be boosted by adding extra 

constraints or considering more stochastic scenarios. Therefore, the reduction of multiscale 

stochastic energy hub model size by applying the multiscale clustering approach become crucial. 

Applying the suggested demand reduction method will allow decision maker to study different 

cases of energy hub model (e.g., using different hub architecture, changing the number of 

stochastic scenarios, and adding more storing) and obtain satisfactory solution at reasonable time. 

As it was proven from this study that the solutions (design and operational decisions) of solving 

energy hub model with reduced size demand are very close to the solution of full-size energy hub 

model. 

The developed stochastic energy hub model showcases the advantages of the current formulation 

where the model suggestions (solutions) considered the uncertain behaviour of wind energy. 

Additionally, it can be stated from the assessment done on stochastic formulation model that wind 

uncertainty has a strong effect on the optimization solution, when environmental regulations were 

considered, as proven by the positive VSS. As the VSS indicates the extra cost that the decision 

maker has to pay for not using the stochastic programming method. 

Future works can include the application of the proposed clustering approach to different 

multiscale planning problem. The stochastic energy hub planning model can be extended to 

include capacity expansion planning decisions to satisfy multiple attributes demand. It would be 

interesting to use forecasted demand data to plan energy hub system, as this case study was limited 

to implement historical demand data into multiscale modeling. Therefore, forecasting techniques 

can be employed to forecast the future demands; clustering approach will be applied to reduce the 
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size of these multiple attributes demand where they can be used as an input to the energy hub 

planning or capacity expansion model. Another example of future work is that the multiscale 

clustering approach can be applied to superstructure modelling approach to design new chemical 

or power plants. Therefore, instead of solving the superstructure model for a 1-day profile that 

represents the whole year, it can be solved for several representative days that are more likely to 

reflect the real behaviour of demand. Furthermore, the clustering approach that was proposed in 

chapter 3 to generate stochastic scenarios can be used in this case study to generate reduced size 

wind speed scenarios.  
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Chapter 5  Machine Learning Approach for Modeling and 

Optimization of Complex Systems: Application to Condensate 

Stabilizer Plant 

5.1 Introduction 

Gas condensate is a valuable liquid product that is recovered from natural gas. Condensate is 

present in raw natural gas from many natural gas fields as low-density mixture of hydrocarbon in 

the form of both liquids and gaseous components. After it is recovered from natural gas, it can be 

converted to different petroleum fuel product (i.e., jet fuel and gasoline) or used to dilute the heavy 

crude oil [136]. Raw condensate can be separated from natural gas using a multiple phase 

separator, however condensate in its natural gas form cannot be stored or exported. Therefore, gas 

condensate must undergo treatment, where it will turn into commercially acceptable form for 

storage, exportation, and transmission purposes. Gas condensate treatment typically includes 

separation of dissolved light hydrocarbon gases components (i.e., methane and ethane) along with 

lowering its sulfur contents (i.e., hydrogen sulfide, mercaptans, etc...), reducing water and salt 

contents to the desired standard levels [137]. Additionally, the vapour pressure of the processed 

condensate should be within certain recommended range to prevent condensate from forming a 

separate gas phase in pipelines and storage tanks as light component tent to escape the processed 

condensate. Reid vapour pressure (RVP) is commonly used as a measure of the volatility of the 

condensate and other petroleum products (e.g., gasoline), so the higher the RVP the more volatile 

components are in the condensate. Therefore, raw condensate should undergo stabilization to meet 

the required specifications. In stabilization process, the light end components are stripped out from 

the heavier hydrocarbons which will reduce vapour pressure of condensate along with their RVP 

and hence, the formation of the vapour phase will be avoided when transferring them to 

atmospheric tanks. Typically, flash vaporization or fractionation processes can be utilized to 

stabilize the condensate, However, condensate stabilization by fractionation is more common 

choice in industry because it can produce wide range of condensate specification (i.e., required 

vapour pressure) with proper operating condition in single tower [12]. Stabilization process also 

involve reducing the sulfur content of the stabilized condensate into environmentally safe levels. 
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As the presence of sulfur component within condensate (mostly H2S) leads to significant corrosion 

problems, as well as it is considered a very toxic gas.  

Reliable and accurate stabilization process modelling can predict product specification under 

different conditions, and help studying different scenarios of operating conditions. Also, it can be 

used to optimize operating conditions with the objective to minimize the operational costs. 

However, stabilization is a complicated chemical process, and modelling it based on detailed mass 

and energy balances, will require significant effort, and is computationally expensive to solve. 

Moreover, it would be even more complicated to solve these detailed models when they are 

combined with optimization routine [10], [11].  

Modelling of stabilization process can also be developed using available commercial simulation 

software in which they can obtain accurate results. However, these commercial software are not 

open-source and compiling them with an optimization framework is a challenging procedure to 

apply [12]. 

The recent advances in machine learning methods have made input-output modelling approach 

more usable as approximation surrogate models using plant data or data generated from 

commercial software. As machine learning models have proven their ability to generate accurate 

alternative models. Additionally, the availability of plant data is another factor that let machine 

learning gain more significant attention due to its ability to deal with massive amount of data. 

Nevertheless, real data should be handled with caution as it isn’t devoid of missing points, outliers 

and faulty measurement, and using them without pre-processing could lead to inaccurate prediction 

models.  

Several studies had been conducted in which machine learning methods were applied to model 

different chemical process. For example, Kazerooni [51] developed an ANN model that predicts 

H2S content and the RVP of condensate stabilizer plant based on plant data. In this study, a small 

set of data that include only two features was used to train the ANN. Another study implemented 

SVM regression to predict the condensate RVP and sulfur content based on real plant data [12]. 

Nevertheless, both of these studies did not perform noise removal from plant data nor process 

optimization. Salooki et al [138] implemented ANN to predict outputs of the regenerator column 

in a gas sweetening plant using experimental data. Design experiment method along with statistical 

regression analysis were applied by [139] in their study to generate different surrogate models for 

natural gas treatment based on data obtained from commercial software. Afterwards, these models 
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were used into optimization model to perform process optimization. However, only few data points 

were used to generate linear and second order polynomial that were more likely to not capture the 

underlying plant behaviour. In a recent study conducted by Shalaby et. al., [140] developed a 

machine learning approach to predict CO2 post-combustion capture unit and performed 

optimization over the developed models, however data were generated from commercial software 

(gPROMS) [140].  

To best of our knowledge there were no studies that implemented the integration of machine 

learning models based on plant data into process optimization modelling in comprehensive way. 

Therefore, the main goal of this chapter is to construct input-output machine learning approach 

models that can predict condensate stabilizer behaviour, and be used in condensate stabilizer 

process optimization. In this study, large size plant data are used to build different machine 

learning models. Before building the data-driven models, different outlier’s detection methods are 

implemented and the one that corresponds to the best linear regression score is used to clean the 

data. After that, clean data are undergone feature selection procedure, to test if removing some 

input variables will improve prediction accuracy. Then, cleaned data are used to train different 

machine learning models that includes linear (Lasso and Ridge regression) and nonlinear (SVM 

and deep ANN) models. Detailed model developments that include tuning models’ parameters are 

presented. Comparison between these models is conducted and the best model is selected to be 

integrated into process optimization model. The best model can serve as an accurate and more 

convenient replacement of detailed first principle models or plant data. An optimization framework 

based on trust-region constraint algorithm is proposed. Firstly, the selected machine learning 

model that predict condensate specification (i.e., RVP, water content and H2S content) are 

integrated as constraints into the optimization framework. The purpose of the optimization is to 

minimize the energy consumption represented by reboiler flowrate while satisfying the condensate 

desired specification. Then further developments are added to the optimization framework where 

another machine learning model to predict the steam flowrate is developed and integrated within 

the optimization objective function. Figure 5.1 shows schematic of the integration of data-driven 

prediction models (machine learning) into the process optimization of condensate stabilizer. The 

development of surrogate-based optimization in this chapter can serve as a general framework that 

can be applicable to a wide range of chemical process.  
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The rest of this chapter is organized as follows: A description of the stabilization process is 

presented in the following section (section 5.2). After that, data preprocessing that include outlier 

removal, feature selection and normalization is presented in the third section (section 5.3). The 

fourth section includes different machine learning models developments and model validation 

(section 5.4). The proposed process optimization framework is explained in the fifth section 

(section 5.5) followed up by a conclusion in the sixth section (section 5.6). 

 

 

Figure 5.1. Schematic representation of the proposed data-drive surrogate-based optimization 

framework 
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and solids from this stage are processed in a separate water treatment plant for disposal. While the 

condensate from the separator is fed to the stabilizer feed drum to provide the feed of the 

stabilization tower. After that the liquid is stabilized through a stabilizer column.  The stabilizer 

feed typically enters the top of a packed or a tray-type reboiler absorber column. As liquid falls 

through the column from tray to tray, heavier hydrocarbons are stripped out from the gas and 

absorbed by the liquid. Therefore, falling liquid becomes leaner in light components and richer in 

heavy components. Heat is added to the bottom of the column through a reboiler that is powered 

by low pressure steam. Column liquid is circulated through the reboiler where it evaporates, and 

the formed vapour is returned back to the bottom of the column. This circulation process provides 

a series of stage flashes which drives the separation process. The bottom product (condensate) of 

the column is cooled to prevent flashing of vapours and sent to the storage. The overhead gas 

leaving the top of the column is either used as a fuel (be sent low-pressure fuel gas system) or 

recompressed and combined with the sales gas or fuel gas.  

 
Figure 5.2. Schematic representation of condensate stabilizer process 
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5.3 Data Pre-processing 

The stabilizer plants considered in this study are part of two different natural gas treatment 

complexes located under study in southwestern part of the Emirate of Abu Dhabi in the United 

Arab Emirates (UAE). The two natural gas complexes are known by Hab. 5 and Hab. 3, 

respectively. The understudy data were collected for two different stabilizer plants at two different 

natural gas complexes. The plants are named plant 1 (for Hab. 5 complex) and plant 2 (for Hab. 3 

complex) for the rest of the study. The data for the two locations were collected in hourly basis for 

1 year. 

For Plant 1 data, two set of data were considered. The first set of data were collected during a span 

of one year at hourly basis. While the second set of data were also collected for 1 year but, in daily 

basis. Since the output variable of this data set (second one) was the lab measurement of water 

content which was measured once a day. So, every single measurement of water content was 

corresponding to the average of the input process variables for the same day (hourly process 

variable data (24 hour) were averaged for 1 day). Both set of data has the same features (process 

variables), while the response variables for the first set were RVP (psi) and H2S content in (ppm), 

while the response variable for the second is the water content in volume percentage (vol%). 

Accordingly, plant 1 has two data sets which we will call them hourly (the first one) and daily set 

(the second one that will be used to predict water content). Table 5.1 reports a preliminary list of 

identified variables of Plant 1where X holds the process variables and y holds the performance 

(output) variables. Moreover, Table 5.2 and Table 5.3 report a summary of plant 1 hourly and daily 

data sets respectively. Figure 5.3 and Figure 5.4 display scatter matrix that can show the variation 

(distribution) of each data variable and the relation between every pair of variables for plant 1 

hourly and daily data sets respectively.  

For Plant 2 data, two identical stabilizer plant that work in parallel mode located in Abu Dhabi 

Hab. 3 complex plant were considered. The data for the two plants were merged because the two 

plants are identical and operate under the same conditions. Additionally, a larger data set for 

machine algorithm training is more favourable. In most cases, using larger data set for training 

machine learning models results in more accurate and robust models. Plant 2 list of input and 

output data are shown in Table 5.4. The inputs and outputs and their limits are listed in Table 5.5. 

Scatter matrix plot for plant 2 data is shown in Figure 5.5.  
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Table 5.1. List of input and output variables of plant 1 

Process/feature variables (predictors) - X 
Performance/target variables (response) - 

y 

Inlet gas flowrate, temperature, and pressure 
For the first set of data  

RVP, H2S content, of stabilized condensate 

Reboiler temperature and steam flow rate 

For the second set of data 

H2O content of stabilized condensate 

  

Column temperatures and pressures 

Overhead product flow rate, pressure and 

temperature (gas top product stream) 

Condensate flowrate, temperature (liquid 

bottom product stream) 

 

Among all these data points there were some missing values and some negative reading for non-

negative measurements which are obviously wrong. False data readings were first removed from 

the data sets. After that, data visualizations were performed to see if there are any pre-processing 

(adjustment or modification) needs to be done. It was noticed that 2 series of data were given for 

the flowrate of the condensate leaving the stabilizer column of plant 1. After inspection, it was 

realized that these two scenarios representing the flow rate of two pumps that works in alternating 

manners. Therefore, the summation of these two flowrates represents the total condensate flowrate 

that leaves the bottom of the column. Figure 5.6 shows the variation in condensate flow rate for 

pump A and pump B and the total flow that leaves the column. 

 

Table 5.2. Summary of ‘plant 1’ hourly raw data set 

Variables Unit Variable detail Count Mean Std Min Max 

Response variables (output variables) 

RVP psi RVP 8016.00 2.13 1.12 0.01 7.25 

H2S content cf  H2S_content 8016.00 10.32 5.34 0.00 20.00 

Process variables (input variables) 

Feed flowrate m3/h Inlet flowrate 8016.00 7.82 3.21 0.14 26.52 

Feed temperature ˚C Inlet temperature 8016.00 31.91 6.58 13.76 48.41 

Column temperature 

˚C 1 8016.00 130.92 4.37 108.63 147.82 

˚C 2 8016.00 120.44 5.11 62.71 134.77 

˚C 3 8016.00 102.71 8.46 50.33 123.22 

˚C 4 8016.00 84.82 10.85 23.74 115.43 

Column pressure 
barg A 8016.00 2.43 0.14 2.07 2.98 

barg B 8016.00 2.53 0.14 2.14 3.06 
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Condensate flowrate 
m3/h A 8016.00 5.47 5.92 0.03 29.13 

m3/h B 8016.00 9.73 5.95 -0.02 31.95 

Condensate temperature ˚C  8016.00 103.42 6.69 74.91 126.05 

Reboiler temperature ˚C 
Reboiler 

temperature 
8016.00 158.36 0.98 152.46 164.14 

Steam flowrate kg/h Steam flowrate 8016.00 625.71 281.91 108.06 1954.22 

Overhead gas from top m3/h 
Flowrate gas from 

top 
8016.00 539.93 481.76 -0.80 3228.48 

Overhead temperature ˚C 
Temperature of 

gas from top 
8016.00 80.34 11.44 32.23 113.44 

Overhead pressure barg 
Pressure of gas 

from top 
8016. 2.42 0.13 2.05 2.77 

 
 

Table 5.3. Summary of ‘plant 1’ daily raw data set  

Variables Variable detail Unit Count Mean Std Min Max 

Response variables (output variables) 

Water content 

volume percent 
Water content vol % 334 0.0108 0.0049 0.0040 0.0371 

Process variables (input variables) 

feed flowrate Inlet flowrate m3/h 334 7.82 2.96 3.33 22.87 

Feed temperature Inlet temperature ˚C 334 31.91 5.61 19.50 40.46 

Column 

temperature 

1 ˚C 334 130.92 3.81 116.34 140.37 

2 ˚C 334 120.44 4.42 102.40 129.37 

3 ˚C 334 102.71 7.25 71.50 118.57 

4 ˚C 334 84.82 9.58 43.56 101.47 

Column pressure 
A barg 334 2.43 0.13 2.28 2.76 

B barg 334 2.53 0.14 2.38 2.88 

Condensate 

flowrate 

Condensate 

flowrate 
m3/h 334 6.98 2.77 3.65 21.92 

Condensate 

temperature 

Condensate 

temperature 
˚C 334 103.42 5.61 83.43 121.32 

Reboiler 

temperature 

Reboiler 

temperature 
˚C 334 158.36 0.91 156.51 160.32 

Steam flowrate Steam flowrate kg/h 334 625.71 264.81 219.83 1591.55 

Overhead flowrate 
Flowrate Gas 

from Top 
m3/h 334 539.93 451.53 6.39 2579.16 

Overhead 

temperature 

Temperature Gas 

from Top 
˚C 334 80.34 10.44 41.02 100.81 

Overhead pressure 
Pressure Gas 

from Top 
barg 334 2.42 0.13 2.28 2.70 
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Figure 5.3. Scatter matrix plot of ‘plant 1’ hourly data set 
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Figure 5.4. Scatter matrix plot of ‘plant 1’ daily data set 

 

Table 5.4. List of input and output variables of plant 2 

Process/feature variables (predictors) - X Performance/target variables (response) - y 

Inlet gas flowrate, temperature, and pressure 

RVP and water content, of Stabilized 

condensate 

  

Reboiler temperature and steam flow rate 

Column temperatures and pressures 

Overhead product flow rate, pressure and 

temperature (gas top product stream) 

Condensate flowrate, temperature (liquid 

bottom product stream) 
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Table 5.5. Summary of ‘plant 2’ raw data set 

Variables  Unit Count Mean Std Min Max 

Response Variables (output variables) 

RVP RVP psi 13617 6.56 1.92 3.76 23.20 

Water 

content 
Water content mg/kg 13617 56.92 11.35 33.00 87.00 

Process Variables (input variables) 

Feed 

flowrate 
Inlet Flowrate m³/h 13617 353.66 41.96 1.69 547.14 

Feed 

temperature 

Inlet 

Temperature 
°C 13617 118.95 7.27 22.84 159.77 

Column 

temperature 

1 °C 13617 198.58 9.91 25.33 231.43 

2 °C 13617 167.76 8.87 26.52 200.28 

3 °C 13617 162.38 8.82 26.40 193.43 

4 °C 13617 144.31 8.43 26.16 175.87 

5 °C 13617 128.07 7.50 25.99 162.29 

6 °C 13617 91.14 5.55 25.78 124.62 

7 °C 13617 83.20 5.56 25.54 123.57 

Column 

pressure 

drop 

Column 

Pressure Drop 
bar 13617 0.08 0.02 0.00 0.21 

Column 

pressure 

Column 

Pressure 
barg 13617 9.83 0.44 2.32 11.90 

Feed 

flowrate 

Condensate 

Flowrate 
m³/h 13617 291.86 34.58 2.17 409.74 

Feed 

temperature 

Condensate 

Temperature 
°C 13617 198.03 9.90 24.99 231.20 

Reboiler 
Temperature 

(Inlet Shell) 
°C 13617 173.69 8.55 25.36 215.46 

Reboiler 
Temperature 

(Outlet Shell) 
°C 13617 201.48 8.58 25.80 232.22 

Feed 

flowrate 
Steam Flowrate kg/h 13617 16605.48 2808.45 20.06 29976.26 

Overhead 

flowrate 

Flowrate of Gas 

from Top 
m³/h 13617 11503.92 1588.87 0.37 18761.45 

Overhead 

temperature 

Temperature of 

Gas from Top 
°C 13617 71.99 5.36 24.61 123.27 

Overhead 

pressure 

Pressure of Gas 

from Top 
barg 13617 9.85 0.41 2.31 11.85 

 



124 

 

Figure 5.5. Scatter matrix plot of ‘plant 2’ data set 
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Figure 5.6. Variation in condensate flow rate for pump A and pump B and the total flow that 

leaves the column 

5.3.1 Outlier Removal 

It is well-known that perfect real data without any outliers is almost nonexistence. Therefore, 

cleaning data from outliers is very important step in data-driven modelling development. Outliers 

are observations that do not follow bulk pattern of the data points and are unlikely observation of 

data [141]. Commonly, outliers are incorrect measurements that can be recognized immediately 

and removed from the data set. However, sometimes it is challenging to recognize outliers by 

inspection and visualizing data set. Data set can be composed many input variables defining a 

high-dimensional feature space. Hence, visualizing them in two dimensions is not possible. 

There are different methods that can be used to identify outliers. Some of these methods are based 

on univariant statistical methods such as simple univariate statistics, like: standard deviation and 

interquartile range; and the others are based on unsupervised machine learning methods such as 

one-class classification support vector machine (OCSVM). In this study, several methods were 

used to remove outliers as follows. 

5.3.1.1 Interquartile Range Method (IQR) 

IQR is a good statistic tool for measuring the statistical dispersion. The IQR of a set of values can 

be calculated as the difference between the upper and lower quartiles. For a given even (2n) or odd 

(2n+1) set of sample data, the number of values first quartile Q1 is equal to the median of the n 

smallest values. While the third quartile Q3 will equal to median of the n largest values. The second 

quartile Q2 is the same as the ordinary median [142]. The IQR is calculated as the difference 

between the third and first quartiles (IQR = Q3-Q1). After that Outliers are identified by defining 
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limits on each feature sample values that are a factor k of the IQR below Q1 (first quartiles) or 

above Q3. The common k factor value is 1.5 which is the value used in this study.  

The IQR is a method that depends on statistical measurements, however, there are unsupervised 

machine learning methods that can be implemented to automatically detect outliers (automatic 

outlier detection). Generally, outliers are referred as anomalies where the reset of data is normal. 

In machine learning, anomaly detection problem can be effectively tackled by the advances of the 

one-class classification. Typically, one-class classification is referred to a subfield of machine 

learning that focuses on the problem of detecting outlier or anomaly. The goal of one-class 

classifier is to capture patterns in the underlying training instances, to differentiate between them 

and potential outliers [143]. One-class classification is subfield of machine learning focused on 

the problem of detecting outlier or anomaly. 

There are a variety of automatic model-based methods for identifying outliers in data. Three 

methods were considered in this study namely: Local Outlier Factor (LOF), Isolation Forest (IF) 

and One Class Support Vector Machine Classification (OCSVM). Following is a brief description 

of these methods.  

5.3.1.2 Local Outlier Factor 

It is an unsupervised anomaly detection method that identifies outliers by detecting samples that 

are located far from the other samples in the feature space. It adopted the idea of nearest neighbours 

for identifying outlier by assigning a score of how isolated the object/sample with respect 

surrounding neighbours. In other words, it computes the local density deviation of a given data 

point with respect to its neighbours. Therefore, the outliers can be identified when its density is 

much smaller than the densities of its neighbours (where LOF is inversely proportional to the local 

reachability density, so that LOF ≫1), which means the point is far from dense areas. More 

explanation on LOF can be found in [144]. 

5.3.1.3 Isolation Forest (IF)  

Isolation Forest (IF) another unsupervised machine learning tree-based algorithm that performs 

efficient outlier detection. It works on the principle of recursion. In this algorithm, partitions are 

recursively generated on the data set by random selection of: 1- feature and 2- a split value between 

the maximum and minimum values of the selected feature. Outliers can be identified when it needs 

fewer random partitions to be isolated compared to the normal data points. In other words, the 
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random partitioning generates noticeably shorter paths for anomalous differentiating them from the 

normal set of the data. Further details on IF algorithm can be found in [145]. 

5.3.1.4 One Class Support Vector Machine (OCSVM) 

OCSVM is also an unsupervised machine learning algorithm that is used to identify outliers. It is a 

modification on the general SVM model that learns a decision boundary (separation hyperplane) 

and that maximizes the separation between the majority of the data from the origin. Data are 

projected into higher dimensional space in OCSVM using implicit transformation function that 

can be defined by kernel. Only small portion of data points are allowed to be located on the other 

side of the boundary separation hyperplane, where these points are considered to be outliers [146].  

The performances of these outlier detection methods on understudy data sets, were evaluated using 

linear regression. In order to do so, the aforementioned methods were first used to remove outliers 

from our original data sets (remove outliers). For automated outlier detection, the data sets were 

scaled based on statistics that are robust to outliers and then the outlier detection methods were 

performed. Robust scaling removes the median and scales the data according to the quantile range 

of each feature (the range between the 1st quartile and the 3rd quartile) [37], [38]. All outlier 

detection methods were set at their default recommended settings.  

Once data sets were cleaned, linear regression models were trained using the original and the 

cleaned data sets to predict our output variables (response variables e.g., RVP, H2S content, and 

water content) of both plants. The cross-validation techniques were used to evaluate the linear 

regression models for different outlier detection techniques for both plants data sets. The outlier 

technique that corresponds to the best cross-validation score (lowest MSE, highest R2 value) score 

would be used as the outlier removal method for that plant data set. Table 5.6 to Table 5.8 below 

list the cross-validation scores of the plant 1 and plant 2 data sets using different outlier detection 

methods. As it can be seen in this table that IQR method return the best average (for both response 

variables: RVP and H2S content) cross-validation (lowest MSE and highest R2) value for the 

hourly data set of plant 1. In Table 5.7, it can be observed that LOF outperforms other outlier 

detection methods for plant 1 daily data set. While for plant 2 data set, as it can be seen in Table 

5.8. IF method performance was better than other outlier identification methods. Therefore, IQR 

and LOC would be used to remove outliers from hourly and daily data set of plant 1 respectively. 

While, IF would be used to remove outliers from original plant 2 data set. Although the 

performance of IF and OCSVM methods on plant 2 data are close, yet, IF is preferred because it 
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removes a smaller number of data point compared to OCSVM, as a bigger data size is more 

preferable in developing machine learning model. The input and output data statistical summaries 

of the cleaned data sets are reported in Tables (Table 5.9-Table 5.11)for ‘plant 1’ hourly data set, 

‘plant 1’ daily data set, and ‘plant 2’ data set respectively. After outliers are removed from all data 

sets, the cleaned data will be used to construct machine learning model.   

Table 5.6. Outlier methods performance comparison for ‘plant 1’ hourly data set 

Score meter R2 MSE 

Outlier detection 

techniques 
RVP H2S Content average RVP H2S Content average 

Original 0.2557 0.1794 0.2175 0.0179 0.0586 0.0382 

IQR 0.7404 0.1933 0.4668 0.0019 0.0592 0.0306 

LOF 0.2829 0.1905 0.2367 0.0198 0.0569 0.0383 

IF 0.1708 0.1850 0.1779 0.0168 0.0542 0.0355 

OCSVM 0.1816 0.2606 0.2211 0.0316 0.0471 0.0394 

 

Table 5.7. Outlier methods performance comparison for ‘plant 1’ daily data set 

Score meter R2 MSE 

Outlier detection 

techniques 
Water content 

Original -0.0534 0.0166 

IQR 0.1309 0.0332 

LOF 0.3240 0.0128 

IF 0.1618 0.0160 

OCSVM -0.1159 0.0384 

 

Table 5.8. Outlier methods performance comparison for ‘plant 2’ data set 

Score meter  R2 MSE 

Outlier detection 

techniques 

RVP Water 

content 

average RVP Water 

content 

average 

Original 0.4790 0.2037 0.3414 0.0051 0.0352 0.0201 

IQR 0.5855 0.2347 0.4101 0.0148 0.0392 0.0270 

LOF 0.5011 0.2264 0.3638 0.0126 0.0344 0.0235 

IF 0.6283 0.2525 0.4404 0.0043 0.0285 0.0164 

OCSVM 0.6435 0.2201 0.4318 0.0105 0.0232 0.0169 
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Table 5.9. Summary of ‘plant 1’ cleaned hourly data set 

  Unit Count Mean Std Min Max 

Response Variables (output variables) 

 RVP psi 6547 2.60 0.56 0.80 7.25 

 H2S contents ppm  6547 10.15 5.40 0.08 20.00 

Process Variables (input variables) 

Feed flowrate Inlet flowrate m3/h 6547 7.42 2.87 0.14 26.52 

Feed 

temperature 
Inlet temperature ˚C 6547 33.31 6.00 13.76 48.41 

Column 

temperature 

1 ˚C 6547 131.43 4.23 108.63 147.82 

2 ˚C 6547 121.06 5.26 62.71 134.77 

3 ˚C 6547 103.60 8.71 50.33 123.22 

4 ˚C 6547 85.89 11.26 29.00 115.43 

Column 

pressure 

A barg 6547 2.40 0.12 2.07 2.98 

B barg 6547 2.50 0.12 2.14 3.06 

Condensate 

flowrate 
Condensate flowrate m3/h 6547 15.19 2.77 10.54 33.58 

Condensate 

temperature 

Condensate 

temperature 
˚C 6547 103.34 6.79 74.91 126.05 

Reboiler 

temperature 

Reboiler 

temperature 
˚C 6547 158.53 0.95 152.46 164.14 

Steam flowrate Steam flowrate Kg/h 6547 584.20 233.38 108.06 1954.22 

Overhead 

flowrate 

Flowrate Gas from 

Top 
m3/h 6547 485.64 390.07 0.88 3228.48 

Overhead 

temperature 

Temperature Gas 

from Top 
˚C 6547 81.34 11.98 32.23 113.44 

Overhead 

pressure 

Pressure Gas from 

Top 
barg 6547 2.39 0.12 2.05 2.77 
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Table 5.10. Summary of ‘plant 1’ cleaned daily data set 

  Unit Count Mean Std Min Max 

Response Variables (output variables) 

Water 

content 
Water content  300 0.0107 0.0048 0.0040 0.0371 

Process Variables (input variables) 

Feed 

flowrate 
Inlet flowrate m3/h 300 7.75 2.73 4.00 16.93 

Feed 

temperature 
Inlet temperature ˚C 300 31.94 5.69 19.78 40.46 

Column 

temperature 

1 ˚C 300 131.17 3.37 121.29 140.37 

2 ˚C 300 120.55 4.17 102.40 128.55 

3 ˚C 300 102.48 7.29 71.50 118.57 

4 ˚C 300 84.53 9.75 43.56 101.47 

Column 

pressure 

A barg 300 2.43 0.13 2.28 2.76 

B barg 300 2.53 0.13 2.38 2.88 

Condensate 

flowrate 
Condensate flowrate m3/h 300 6.97 2.57 3.65 17.39 

Condensate 

temperature 

Condensate 

temperature 
˚C 300 103.91 5.21 88.55 121.32 

Reboiler 

temperature 
Reboiler temperature ˚C 300 158.34 0.91 156.51 160.32 

Steam 

flowrate 
Steam flowrate kg/h 300 615.70 247.21 270.03 1591.55 

overhead 

flowrate 
Flowrate Gas from Top m3/h 300 516.91 432.58 6.39 2579.16 

overhead 

temperature 

Temperature Gas from 

Top 
˚C 300 79.91 10.52 41.02 100.81 

overhead 

pressure 
Pressure Gas from Top barg 300 2.41 0.13 2.28 2.70 
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Table 5.11. Summary of ‘plant 2’ cleaned data set 

  Unit Count Mean Std Min Max 

 

RVP RVP psi 12170 6.30 1.12 4.01 14.43 

Water 

content 
Water content mg/kg 12170 56.22 10.56 33.00 87.00 

 

Feed 

flowrate 
Inlet Flowrate m³/h 12170 358.57 28.65 235.59 497.99 

Feed 

temperature 
Inlet Temperature °C 12170 118.26 3.47 94.27 129.92 

Column 

temperature 

1 °C 12170 198.18 3.45 187.22 208.03 

2 °C 12170 167.35 4.56 155.94 179.37 

3 °C 12170 161.95 4.69 149.16 175.57 

4 °C 12170 143.54 4.69 127.99 157.40 

5 °C 12170 127.30 4.05 114.33 141.69 

6 °C 12170 90.63 3.86 78.31 104.39 

7 °C 12170 82.71 4.27 70.80 100.17 

Column 

pressure 

drop 

Column Pressure Drop bar 12170 0.08 0.02 0.01 0.13 

Column 

pressure 
Column Pressure barg 12170 9.75 0.24 9.30 11.04 

Condensate 

flowrate 
Condensate Flowrate m³/h 12170 294.05 24.88 126.24 391.87 

Condensate 

temperature 
Condensate Temperature °C 12170 197.64 3.49 186.88 207.23 

Reboiler 

temperature 

(Inlet Shell) °C 12170 173.24 4.27 161.05 183.92 

(Outlet Shell) °C 12170 201.31 3.08 190.74 211.91 

Steam 

flowrate 
Steam Flowrate kg/h 12170 16981.09 2413.30 10541.69 27370.59 

Overhead 

flowrate 
Flowrate of Gas from Top m³/h 12170 11618.97 1149.28 7615.07 16819.40 

Overhead 

temperature 

Temperature of Gas from 

Top 
°C 12170 71.55 4.46 59.55 92.19 

Overhead 

pressure 
Pressure of Gas from Top barg 12170 9.77 0.22 7.64 10.99 

 

5.3.2 Feature Dependency and Selection 

After outliers were removed from data set, F-test were performed on the cleaned data set for each 

response variable. F-test is a univariate statistical method that measure the degree linear 
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dependency between two random variables [38]. Therefore, F-test was used to explore the linear 

correlation between all features and each output variable for all given data sets. Additionally, F-

test value was used to calculate the P-value which is probability that corresponds to the accepting 

of the null hypothesis. Therefore, the lower the P-value the stronger the argument of rejecting the 

null hypothesis (i.e., no linear correlation) and the more possibly that there is a correlation between 

the two corresponding variables (e.g., input and output variable). The larger the F-value, the 

stronger is the linear dependency. F-test and P-value statistics are usually performed to see whether 

there is a possible relationship between process and response variables. F-test values for each 

feature with respect of each response variables are shown in Figure 5.7 and Figure 5.8 for plant 1 

and plant 2, respectively. Table 5.12 and Table 5.13 report the P-value of each feature with respect 

each response variable for plant 1 and plant 2 data set, respectively. As it can be demonstrated 

from these figures, that most of the input variables have strong correlation with the certain response 

variables, and some have weak correlation. In general, most P-value results imply that the null 

hypothesis is rejected, and possible correlations do exist between most of inputs and output 

variables.  

A further investigation on the effect of the features space (feature selection) using F-test value for 

prediction accuracy for each response variable was performed. More specifically, a linear 

regression was constructed to see how the model accuracy would be enhanced if some of the input 

(features) with low F-test value were removed from the training data set (i.e., subset of input 

variables will be used to train the model). Figure 5.9 and Figure 5.11 show the cross-validation 

MSE as a function of the number of features that kept to train (develop) the linear model using 

plant 1 and plant 2 data sets, respectively. Figure 5.10 and Figure 5.12 are generated to see the 

same effect but with R2 as a cross-validation score. As it can be seen from these figures that best 

cross-validation score (lowest error and highest R2 value) is always achieved for all response 

variable for both plants when all features were used for training. 
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Figure 5.7. F-test values for plant 1 features vs target variables 

 

 
Figure 5.8. F-test values for plant 2 features vs target variables 
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Table 5.12. P-values of plant 1 features against response variables 

  RVP H2S content Water content 

Inlet flowrate 0.00000000 0.00000000 0.00001374 

Inlet temperature 0.00000000 0.01338270 0.85276167 

Column temperature 1 0.00000000 0.00000000 0.00063676 

Column temperature 2 0.00000000 0.00000000 0.00000002 

Column temperature 3 0.00000000 0.00001541 0.00000000 

Column temperature 4 0.00000000 0.00038679 0.00000000 

Column pressure A 0.00000000 0.00000000 0.51039629 

Column pressure B 0.00000000 0.00000000 0.48531952 

Condensate flowrate 0.00000000 0.00000000 0.00000001 

Condensate temperature 0.00000000 0.00000000 0.00019662 

Reboiler temperature 0.00000000 0.12102039 0.00000772 

Steam flowrate 0.00000000 0.00000000 0.00022153 

Flowrate Gas from Top 0.00000000 0.00000000 0.67657968 

Temperature Gas from Top 0.00000000 0.67544459 0.00000000 

Pressure Gas from Top 0.00000000 0.00000000 0.44139847 

 

Table 5.13. P-values of plant 2 features against response variables 

 RVP 
Water 

content 

Inlet Flowrate 0.0000000 0.2169081 

Inlet Temperature 0.0000000 0.0000000 

Column temperature 1 0.0000000 0.0000000 

Column temperature 2 0.0000000 0.0000000 

Column temperature 3 0.0000000 0.0000000 

Column temperature 4 0.0000000 0.0000000 

Column temperature 5 0.0000000 0.0004812 

Column temperature 6 0.0000000 0.0000000 

Column temperature 7 0.0000000 0.0000000 

Column Pressure Drop 0.0000000 0.0011503 

Column Pressure 0.0000000 0.0000000 

Condensate Flowrate 0.0000000 0.0000000 

Condensate Temperature 0.0000000 0.0000000 

Reboiler Temperature (Inlet Shell) 0.0000000 0.0000000 

Reboiler Temperature (Outlet Shell) 0.0000000 0.0000000 

Steam Flowrate 0.0000000 0.0000000 

Flowrate of Gas from Top 0.0000000 0.0926379 

Temperature of Gas from Top 0.0000000 0.0000000 

Pressure of Gas from Top 0.0000000 0.0000000 
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Figure 5.9. Effect of feature selection on plant 1 response variables prediction error using F-test 

value 

 

 

Figure 5.10. Effect of feature selection on plant 1 response variables prediction accurucy (R2) 

using F-test value 
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Figure 5.11. Effect of feature selection on plant 2 response variables prediction error using F-test 

value 

 

 
Figure 5.12. Effect of feature selection on plant 2 response variables prediction accurucy (R2) 

using F-test value 

 

The F-test statistic is only applicable to estimate degree of linear correlation between two random 

variables. In order to explore any kind of statistical dependency (e.g., nonlinear correlation), the 

Mutual Information (MI) methods were implemented. MI measures the amount of information 

about one random variable that can be obtained by observing the other random variable. The 

Mutual information (MI) value is a non-negative value that quantifies the correlation (dependency) 

between two random variables. It has minimum value of zero when the random variables are totally 

independent. The larger the value of MI the stronger the dependency between the two variables. 
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Entropy of random variable is the main concept behind MI [147]. MI is a nonparametric methods, 

that is computed based on entropy estimation from k-nearest neighbours distances as explained in 

[148] and [149] and originally proposed by [147]. More technical details on how MI is calculated 

can be found in [149]. MI score for plant 1 and plant 2 data features with respect all response 

variables are displayed in Figure 5.13 and Figure 5.14. The figures show that all response (output) 

variables have a strong dependency on most of the input features. More specifically, all values are 

greater than zero and most of them were even than 0.2.  

To see the effect of feature selection by removing some of feature/ input variables from the training 

data set that has low MI score, and a similar investigation that was done for F-test. Figure 5.15 - 

Figure 5.18 illustrate how the mean cross-validation scores are varying with the number of features 

kept to train the linear models that predict plant 1 and plant 2 target variables. These figures show 

that the best scores were always achieved when all features were used to train the models. 

Therefore, it was decided not to remove any feature from data sets during training process of 

developing machine learning models in the next section. Even though, the prediction of the target 

variables has weak degree of dependency on only some features, the number of features in this 

study are relatively not large. As a result of that, removing some of them would not either enhance 

the training process significantly (increase the speed) or improve the prediction accuracy notably. 

The feature investigation was performed to check whether selecting subset of features for the 

training process would enhance the prediction accuracy, additionally, to establish a general 

framework for developing data-driven surrogate models. It should be also mentioned that when 

the number of features as well as the training data is large, dimensionality reduction methods can 

be applied to reduce the data dimension such as Principal Component Analysis (PCA) and 

Autoencoder (ANN). In the machine learning field, this is referred as feature extraction process 

which also typical part of data pre-processing step specially when the data set is enormous and 

feature extraction can significantly speed up the training process.  
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Figure 5.13. Mutual information score values for plant 1 features vs target variables 

 

 

Figure 5.14. Mutual information score values for plant 2 features vs target variables 
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Figure 5.15. Effect of feature selection on plant 1 response variables prediction error using using 

MI score 

 

 

Figure 5.16. Effect of feature selection on plant 1 response variables prediction accurucy (R2) 

using using MI score 
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Figure 5.17. Effect of feature selection on plant 2 response variables prediction error using using 

MI score 

 

 

Figure 5.18. Effect of feature selection on plant 2 response variables prediction accurucy (R2) 

using MI score 

5.3.3 Data Scaling  

After analysing the dependency of response variables on the input variables, all set of data were 

scaled.  All the input (operating variables)/ output data have been normalized to the range of [0 , 

1] using equation (5.1). Thus, input and output variables will have the same order of magnitude 

and same significance, since feature with a higher value range tend to dominate when calculating 

distances in the machine learning training process. Moreover, neural network optimization 

algorithm (gradient descent) converge much faster with feature scaling than without it [40], [150]. 
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𝑋𝑖 =
𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
  

(5.1) 

Where 𝑋𝑖 denotes the scaled (normalized), value of input/output data., 𝑥𝑖  is actual value of 

input/output data 𝑥𝑚𝑎𝑥 and 𝑥𝑚𝑖𝑛 represent minimum observation value of dataset and maximum 

observation value of dataset, respectively. Target variables were scaled in this study as well 

because large spread of values of target variables may result in large error gradient values causing 

weight values to change dramatically, and hence, the learning process would become unstable for 

gradient based machine learning algorithm (e.g., ANN). 

At this point, data sets were processed, and they were ready for the next step which is building the 

machine learning models. Data-driven machine learning models can easily examine and be used 

to predict output variables at different operating mode. As it is known that testing new operating 

mode on the real plant directly is very challenging and risky. Using the proposed models will allow 

plant operator and decision maker to quickly test new scenarios that may include changing the 

product quality or estimating how the product will vary under unexpected disturbance. 

Additionally, data mining models will help in exploring the effect of changing one or two inputs 

on the performance of outputs, while other inputs variability are negligible on the performance. 

The data-driven models of chemical process can act as a preliminary simulation tool that can mimic 

the real plant behaviour. Commercial simulator software is necessary in operating the plant 

because they can offer a comprehensive and accurate platform for plant simulation. However, due 

to different hidden factor such as plant age, corrosion, scaling and energy loss to the surrounding 

in which most of the commercial software packages are using rules of thumbs to model these 

hidden phenomena; hence, their simulation results might not be very accurate, and modelling these 

hidden factors accurately need a significant effort. Here comes the advantage of the data-driven 

models, since they model the process plant under the current situation without the need to 

understand what is going on inside, at the same time, they can provide accurate prediction results. 

Moreover, there is always a room to improve the performance of data-driven models by improving 

the quality along with the quantity of data. Data-driven models can not fully replace the first 

principle modelling approach, but both can work together to enhance and optimize the plant 

operations.   
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5.4 Machine Learning Models Developments  

This section describes the construction of different machine learning models for the two 

condensate stabilizer plants. The hyperparameter model parameters and model validation are also 

included. At the end of this section, the performance these models are compared. All following 

models were developed in Python. 

 

5.4.1 Linear Regression Models 

Linear regression models (such as Ridge and Lasso linear regression that described before) were 

developed to predict plant 1 and plant 2 target variables. As mentioned before, Ridge and Lasso 

linear regression models are some of the simple methods used to reduce model complexity and 

prevent over-fitting which may result from simple linear regression models. Three Ridge and 

Lasso regression models were constructed to predict the target variables of the first plant (RVP, 

H2S content and water content, while for the second plant two Ridge and two Lasso models were 

developed to estimate the output variables (RVP and Water content). The penalty tuning parameter 

𝜆 was obtained using cross-validation grid search. The MSE score was used as the scoring measure 

for the best fit 𝜆. Validation curves for all developed models of each output variables for both 

plants are shown in Figure 5.19 and Figure 5.21. Five cross-validation folds were used in this 

study. Table 5.14 shows the optimal shrinkage penalty parameter λ, the mean cross-validation 

MSE and R2 for each model output for both plants. 

As it can be seen from validation figures that MSE is almost constant for low values of 𝜆, until a 

certain level of 𝜆 where both training and validation errors start to increase. At this level of 𝜆, the 

greater the value of 𝜆, the more is the bias and variance error (see section 2.4.1 for more details on 

bias and variance errors). This is because when 𝜆 increases more penalty on the linear regression 

coefficients is enforced leading them to be smaller and hence, failed to predict the response 

variables accurately (i.e., become bias). On other words, bias error and variance error are high 

when 𝜆  is high. In order to look closely to the variation of MSE cross-validation and training 

scores at low level of 𝜆, and therefore Figure 5.20 is generated. Although it is obvious when 𝜆 is 

decreasing, the MSE is getting better until a certain level, where after that both training and 

validation score are appeared to be constant. If we look closely using  Figure 5.20, one can see that 

there is some sort of optimal 𝜆 value where after this value, decreasing 𝜆  has very slightly opposite 
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effect on the cross-validation score (increasing the error). This is the point where optimal  𝜆 was 

obtained by the search algorithm.  

From Table 5.14, generally the R2 values are small specially for water content and H2S prediction 

which implies that the relationships between these inputs and output variables are unlikely to be 

linear. Hence, in the next section more detailed nonlinear machine learning models were 

developed.  

Table 5.14. Linear regression models cross-validation evaluation 

 
Response 

variables 

Ridge linear regression Lasso linear regression 

Mean cross-

validation R2 

Mean 

cross-

validation 

MSE 

𝜆 

Mean cross-

validation 

MSE 

Mean cross-

validation R2 
𝜆 

Plant 1 

RVP 0.7496 0.0019 1.150e-2 0.7496 0.0019 5.214e-7 

H2S content 0.2097 0.0580 9.326e-2 0.2096 0.0580 2.79e-5 

Water content 0.3305 0.0133 2.477e-3 0.3320 0.0128 1.427e-5 

Plant 2 
RVP 0.6304 0.0043 4.642e-2 0.6304 0.0043 2.565e-6 

Water content 0.2565 0.0284 1.177e-1 0.2565 0.0284 6.734e-6 
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Ridge regression validation curves Lasso regression validation curves 

 
(a) 

  
(d) 

 
(b) 

 
(e) 

 
(c) 

 
(f) 

Figure 5.19. Validation curves for linear regression models of ‘plant 1’ where (a), (b) and (c) 

denote Ridge models for RVP, H2S content and water content respectively, while (d), (e) and (f) 

represent Lasso models for RVP, H2S content and wate content respectively 
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Figure 5.20. Zoomed validation curve of water content for plant 1 condensate 

 

Ridge regression validation curves Lasso regression validation curves 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 5.21. Validation curves for linear regression models of ‘plant 2’ where (a) and (b) denote 

Ridge models for RVP, water content respectively, while (c), and (d) represent Lasso models for 

RVP and water content respectively 

Optimal 
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5.4.2 Development of Detailed Models 

In this advanced machine learning models such as SVM regression, and artificial neural network 

(ANN) were developed to predict the performance variables. To develop these models, inlet gas 

flowrate, inlet temperature, column temperature, column pressure, condensate flowrate, 

condensate temperature, reboiler temperature and steam flowrate are applied as model input data; 

whereas RVP, H2S and water contents are used as model outputs. The performance of these models 

was assessed either using cross-validation score or a validation set approach (test set approach) to 

calculate the mean squared error (MSE) and R2.  

5.4.2.1 SVM regression model development 

SVM is one of the most sophisticated and versatile supervised machine learning [12]. SVM can 

present in many different configurations depending on kernel function used to generate transform 

function that implicitly mapping inputs into high-dimensional feature spaces. Applying kernel 

tricks enable SVM to learn nonlinear functions. As it avoids the explicit mapping into high-

dimensional space, so necessary computations are made directly in the input space. More 

specifically, SVM with kernel function can operate in a high-dimensional (implicit feature space) 

without ever calculating the coordinates of the data in that space, but instead, calculate the inner 

products between all pairs of data in the feature space (input space) via kernel transformation 

[151],[152]. Generally, there are several kernels that are used in SVM such as linear, polynomial, 

Radial Basis Function (RBF) (section 2.4.5). RBF is one of the most popular Kernel that has been 

widely employed [47]. In this study, RBF was used as the kernel for SVM because it is practical 

and relatively easy to tune.  

In SVM models understudy, two key parameters (hyperparameter) were needed to be tuned 

(optimized), specifically, regularization parameter (𝐶) and kernel function parameter (𝛾).  C-value 

determines the trade-off between minimizing the inaccurate prediction of the estimated function 

(fitting error minimization) of training instances and simplifying the estimated function 

(smoothness of the estimated function) [153]. C-value has the opposite effect as 𝜆 in Lasso and 

Ridge linear regression, hence, a higher C-value means higher prediction training accuracy but 

higher variance as well. Gamma (𝛾) describes how much influence a single training instance has. 

Therefore, larger gamma means larger estimated function complexity, and smaller gamma implies 

that model is too constrained and cannot capture the complexity or shape of the data [153]. 
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An evaluation algorithm was used to find the optimal values of SVM regression hyperparameters 

SVM model. Figure 5.24 shows schematic representation of the implementation of GA with SVM 

regression to finds its optimal hyperparameters. More details on the GA were presented in former 

section (2.4.5.1). The algorithm starts by generating an initial population that made of individuals 

(solution). A uniform distribution was used to randomly generate individuals. Each solution is 

composed of a C-value and gamma parameter. After that, the dual SVM optimization problem is 

solved for every Individuals under cross-validation approach. Therefore, SVM regression is 

trained for every individual and every fold. In this study the number of folds of the cross-validation 

calculation is set to be 5. Then, individual undergoes selection process, where they are evaluated 

based on the mean cross-validation MSE, and those with the lowest error are selected. In other 

words, solutions with the best cross-validation score are selected and others are eliminated. These 

selected individuals are called parents and the number of parents is predetermined value that 

defined by the user. Parents afterward engage in mating process to produce offspring individuals. 

Mating processes involve crossover followed by mutation. In crossover, C-value and gamma 

parameters from the different survival parents are randomly recombined to produce offspring. In 

mutation, only one parameter of the offspring (since this case we have only two parameters) which 

randomly selected is randomly modified. The Gaussian mutation function is used to randomly 

modify the mutated genes (i.e., hyperparameter). By this, a new generation of population is formed, 

and the process will be repeated unless stopping criteria is met (predetermined number of 

generation). If stopping criteria is achieved the last new generation population is evaluated using 

cross-validation process and the solution with the best score is selected.  

A comparison example between GA and cross-validation search method to calculate the optimal 

hyperparameters of SVM regression is illustrated. The two methods were applied to find the tuning 

parameters for the water content prediction model of plant 1, since the size of data set is small and 

performing grid search will not be excessively time consuming.  

The cross-validation search process was implemented over a grid of parameters that was composed 

of 100 parameters of gamma, and 100 parameters of C-value, where the limits on C-value were 

[C: 0.1,15] and gamma were [γ: 0.1, 30]. Therefore, there were 10000 (100X100) candidates to fit 

in 5 folds resulting in 50000 fittings. For GA search, a population of 50 individuals (i.e., each 

individual is composed of a single C-value and a single gamma value) with 1000 generations were 

used. The cross-validation score was calculated for every individual in every generation. The initial 
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individuals of the population were generated using random uniform distribution function where 

the upper and lower limits of the distributions were the same as the one used in the cross-validation 

grid search. Table 5.15 reports the performance of using cross-validation search and GA to 

calculate the optimal SVM regression hyperparameters. As shown in the table, the total 

computational time for GA under predefined GA specification is faster than cross-validation 

search. Moreover, GA obtained a better error score than cross-validation grid search. Both 

approaches developments were programmed in Python environment and scikit-learn package [37] 

was implemented for SVM regression model construction.  

Figure 5.22 shows the mean cross-validation score surface as a function of gamma and C-values, 

the figure was generated using the cross-validation approach. As it is clear in this figure a minimum 

value of cross-validation MSE error exists at certain gamma and C-value. The reduction in the 

cross-validation MSE of water content as a function of the number generation based on GA 

approach is illustrated in Figure 5.23. The Figure shows the ability of GA in finding the optimum 

(or suboptimum) hyperparameters value in very few numbers of generation. This is due to the 

nature of the GA in surviving the fittest individuals (solution). Therefore, when multiple 

hyperparameters needed to be optimized in machine learning model construction, GA is a very 

efficient option to tune those parameters. Also, these results showcase that when the number of 

hyperparameters in the model increase, finding the optimal set of tuning parameters become 

challenging.  

Accordingly, GA was selected to tune the hyperparameters of the SVM prediction models. The 

developed models were executed on a personal laptop with Intel i7 hex core 4.00 GHz processor 

accompanied by 16G RAM that it took on average 1.5 hour to get convergence (training different 

data size results in different solution time). The optimum values of C-value and gamma for 

developed SVM models are reported in Table 5.16. The accuracy of developed prediction models 

in terms of cross-validation MSE and R2 between the normalized operating plant data and SVM 

predictions are also reported in Table 5.16. As it can be concluded from Table 5.16, the results 

from SVM predictions outperform the linear regression methods. Figures (Figure 5.27, Figure 

5.28, Figure 5.31 and Figure 5.32) show the variation of gamma and C-value over the GA search 

procedure (every point represents a candidate solution determined by GA through its search 

procedure) as a function of cross-validation MSE. Furthermore, the fittest cross-validation MSE 

is plotted against the number of generation in  Figure 5.25, Figure 5.26, Figure 5.29 and Figure 
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5.30 for different response variables. These figures confirm the ability of GA method to obtain 

optimum hypermeters values within a small number of generations. 

 

Table 5.15. Comparison between cross-validation strategy and GA in finding best fit SVM 

hyperparameters 

 GA Cross-validation strategy 

Computation time (second) 168 267 

Mean cross-validation MSE 0.010381 0.010387 

C-value 1.568 1.537 

Gamma 2.07581 2.3581 

 

Table 5.16 SVM regression models cross-validation evaluation 

 Response variables MSE R2 C-value Gamma 

Plant1 

RVP 0.00063 0.91471 1.43111 10.36337 

H2S content 0.01224 0.83320 8.68250 29.93681 

Water content 0.01038 0.44604 1.56846 2.07581 

Plant2 
RVP 0.001799 0.844260662 3.6886 28.8292 

Water 0.006614 0.82678173 3.7615 25.3353 

 

 
Figure 5.22. Validation surface (cross-validation MSE) as function of SVM regression 

hypermeters for plant water content prediction model 
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Figure 5.23. Fitness value of ‘plant 1’ water content prediction model as a function of generation 

number 
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Figure 5.24. Application of GA on SVM regression hypermeters tuning process 
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Figure 5.25. Variation of cross-validation 

MSE as a function of generation numbers for 

RVP of ‘plant 1’ prediction model 

 

 
Figure 5.26.Variation of cross-validation 

MSE as a function of generation numbers for 

H2S content of ‘plant 1’ prediction model 

 

 
Figure 5.27. GA searching process to find 

optimal C-value and gamma for RVP of 

‘plant 1’ prediction model  

 
Figure 5.28. GA searching process to find 

optimal C-value and gamma for H2S content 

of ‘plant 1’ prediction model 
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Figure 5.29. Variation of cross-validation 

MSE as a function of generation numbers for 

RVP of ‘plant 2’ prediction model 

 

 
Figure 5.30. Variation of cross-validation 

MSE as a function of generation numbers for 

water content of ‘plant 2’ prediction model 

 

 

 
Figure 5.31. GA searching process to find 

optimal C-value and gamma for RVP of 

‘plant 2’ prediction model 

 
Figure 5.32. GA searching process to find 

optimal C-value and gamma for water content 

of ‘plant 2’ prediction model 

 

5.4.2.2 Deep ANN Model Development 

Artificial neural network (ANN) is an empirical modelling tool that is usually referred as black-

box tool [154]. One effective aspect of ANN models is the ability of ANN to incorporate different 

nonlinear processing elements (e.g., nonlinear activation function in different nodes) which make 

them capable of solving complex problems. There is existing wide range of neural network 

architectures to solve different types of applications. The ANN used in this work is a conventional 

feed-forward network consisting of an input layer, an output layer, and in between multiple hidden 
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layers. The ANN with multiple hidden layer architecture is referred as deep neural network. In this 

study, deep neural networks model are developed in Python using TensorFlow package [150], 

which is  free open source platform for machine learning that  focuses on training and inference of 

deep neural networks [155].  

In this study, ANN were developed and trained using validation set strategy. As mentioned before 

(section 2.4.1), in validation set approach (test set), the data are generally divided into two sets of 

information, a training set and a testing set. In ANN training process, only training data are used 

to estimate the network internal parameters while minimizing the loss function (in this case our 

loss function is MSE), this score can be referred as training score (i.e., error). After the training 

error is minimized, predictions on the validation set are evaluated at each training epoch 

(calculating the validation/ generalized error). The performance of any deep neural network can 

be assessed by monitoring the gap between generalized error and training error. The model will be 

underfitting when the training error is not reduced to a satisfactory range. While overfitting will 

occur when the gap between testing error and training error is wide.  

Training neural networks involves simultaneous monitoring of both training error and testing error 

in each epoch. In theory, typically at the early training epochs, both errors will start decreasing. 

However, after a certain epoch, it is common for the validation error to start increasing (casing 

overfitting) or not improving while training error keep decreasing [156]. Therefore, in this case 

study to avoid overfitting, the best version the prediction model is saved during training process at 

its best performing epoch before it overfits. Moreover, overfitting can also be avoided by adding a 

penalty term to the cost (loss) function. This is like the 𝜆 (shrinking factor) in the case of Ridge 

and Lasso regression. Typically, two types of regularization penalty can be used to reduce the 

overfittings effect when training ANN, namely L1-nrom (similar to the one used in Ridge) that 

used by ridge) and L2-norm (similar to the one used in lasso) penalty term. Mathematically, the 

regularization term is added to the loss (ANN objective) function of the ANN and loss function 𝐸 

can be rewritten as follows: 

𝐸(θ) = 𝑀𝑆𝐸 +  𝜏𝑅(θ) 
(5.2) 

where 𝜏 is a hyperparameter that penalize the weights norm and 𝑅(θ) is the norm penalty, and θ 

is the network internal parameters (weights and biases). The norm regularization term can be 

written as follows:  
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𝑅𝐿1(𝜃) =  ∑|𝜃𝑖|

𝑖

 

(5.3) 

𝑅𝐿2(𝜃) =  ∑𝜃𝑖
2

𝑖

 

(5.4) 

Both term reduces the contribution of the weights, the L1-norm usually results in spare 

representation as it forces unrelated weights to vanishes (force them to be zero),  whereas  L2-norm 

penalty, distributes the changes more equally among all parameters while minimizing the loss 

function [40].  

5.4.2.2.1 Model Design and Training 

In this study, the developed deep ANN models are defined as a fully connected ANN. Three deep 

ANN prediction models were developed, namely: RVP and H2S content plant 1 prediction model, 

water content plant 1 prediction mode, and RVP and water content plant 2 prediction. For 

simplicity, these models are named model A, B and C respectively. The models were trained using 

model 10, 2, 20 batches, respectively. While the epochs were set to be 250 for the three models. 

The configuration of model A network was consisting of four middle layers formed by 100 

neurons, activated with ReLU function. Two hidden layers with 30 neurons that, each employed 

the ReLU activation function were formed to predict the water content of plant 1 (model B 

predictions). Model C were made using a deep network that made of 5 hidden layers with 300, 

300, 300, 300 and 150 neurons respectively. ReLU function was selected as activation function 

for all the neurons in Model C hidden layers. Since this is a regression problem, a linear activation 

function was used in the output layer for all prediction models. The output layer of model A, B 

and C consist of 2 unites, 1 unit and 2 unites respectively 

An important step in constructing deep ANN models is to select weight initialization strategy. 

Weight initialization is a procedure where the weights of a neural network values are randomly 

initialized based on certain random distribution or specific strategy (i.e., Initialization method) 

which determine the starting point for the training (learning optimization). Different initial weights 

can lead to different final set of weights with different performance characteristics [40]. He-normal 

was the best performing weight initialization method for model A, and C while for model B He-

uniform worked better for model B.  He-normal, takes samples from a truncated normal 
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distribution that has 0 mean and standard deviation equal to √
2

𝑓𝑎𝑛𝑖𝑛
  where 𝑓𝑎𝑛𝑖𝑛is the number of 

input units in the weight tensor. He-uniform draws samples from a uniform distribution 

within [−√
6

𝑓𝑎𝑛𝑖𝑛
, +√

6

𝑓𝑎𝑛𝑖𝑛
]. 

These configurations seem to generate satisfactory accurate predictions without significant 

overfitting.  Adam optimizer was used to train all ANN models, with its default learning rate (𝜂 ) 

0.001, default decay rate for ρ1 = 0.9 and ρ2 = 0.999, and default constant δ = 10−8 [155]. The 

model A and C were trained with 70% of the available data and validated with other 30%. Since 

the number of data points available model B prediction are smaller, data were separated into 80% 

training and 20% validation.  

The problem with deep networks is that they have lots of hyperparameters to tune. Therefore, these 

configurations selections were mostly based on trial and error, while there is no entire systematic 

procedure to force neural networks reach its maximum performance. Network designing include 

number of layers, number of neurons in each layer and activation functions is set to minimize error 

on the training and validation data sets while avoiding overfitting. Therefore, it is not 

recommended to construct more complex models, although a more complex model could capture 

more complex relationships in the data but would also be more susceptible to overfitting. It is 

important to mention that due to the stochastic nature of the training process, training the network 

with same data for several time will always result in different estimated function (different model). 

Models that might perform better under certain configuration is not necessary to happen due the 

model itself because of this feature (stochastic nature). Thus, fine tuning of model design seems to 

be even more unpractical [53]. One can say that tuning ANN models are more likely to be an art 

than engineering task. 

5.4.2.2.2 Deep ANN Results 

The effect of including regularization term in ANN training process optimization was studied for 

predicting water content of plant 1. Cross-validation grid search was applied to look for the best 

penalty parameter that would enhance water content prediction. Regularization penalty terms were 

added to each layer of the network. The cross-validation grid search was run separately using L1-

norm and L2-norm penalty terms. A set of values for both L1-norm and L2-norm regularization 

parameter 𝜆 at {0,0.0010.01,0.1,1} (both runs has the same grid) were evaluated separately. a 



157 

Figure 5.33 shows the effect L1-and L2-norm regularization penalty parameters on the cross-

validation ANN loss function. As it can be notice that the best performance (minimum loss 

function) was obtained when the regularization term was not included. Because of this, hereafter 

regularization penalty was not considered in developing ANN models.  

 
Figure 5.33. Cross-validation evaluation of L1-norm and L2-norm penalty parameters that 

implemented for ‘plant 1’ water content ANN prediction model 

 

 
Figure 5.34.  Learning curve for model A 
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Figure 5.35. Learning curve for model B 

 

 

Figure 5.36. Learning curve for model C 

 

Three figures ( Figure 5.34 - Figure 5.36) for the three prediction models that were developed, are 

generated to show variation of the performance metric (MSE) over the training process for both 

the training and testing data sets. As it can be seen from these figures, oscillations are occurred in 

the testing and training error for all three models due to the stochastic nature of the ANN 

optimization process. Also, it can be noticed that the errors start to decrease dramatically at the 

beginning then they reach to steady level where there is no improvement in the testing error. It can 

be said that the errors are converged to low values within few epochs. The gap between testing 

error and training error are not wide as shown in the three graphs, which means that overfitting is 

not occurring (negligible). The MSE and R2 for the validation sets of data are also reported in the 

figures for each output variables. As it can conclude from testing metrics (MSE and R2), between 

the normalized operating plant data and ANN prediction results that ANN prediction models 
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achieve a satisfactory performance. Accordingly, this deduced that ANN models in this study are 

able to capture the underlying relationship between input and output variables. 

A comparison between SVM regression and ANN predictions in terms of performance metrics 

(MSE and R2) is presented in Table 5.17. Overall, ANN models performed slightly better than 

SVM regression. Although, the performance of ANN outperforms SVM regression by a small 

margin, it is more recommended to use ANN in process optimization (next task). This is because 

a single ANN model predicts more than one response (process output) variable while SVM 

regression model is limited to predict only single output variable at the time. This makes the 

implementation of ANN model in plant operation optimization task easier than SVM regression. 

Also, it should be mentioned that the R2 value for predicting Water contents is not as high as the 

R2 of output variables. This is because the number of data points available for training water 

content prediction model is much less than the data sets used to train other response variables.  

 

 Table 5.17. Comparison between ANN and SVM regression validation prediction performance 
 

Response 

variable 

MSE R2 

 SVM 

regression 
ANN 

SVM 

regression 
ANN 

Plant 1 

RVP 0.00063 0.00077 0.91471 0.90438 

H2S 

content 
0.01224 0.00668 0.83320 0.90743 

Water 

content 
0.01038 0.01002 0.44604 0.60089 

Plant 2 

RVP 0.00180 0.00176 0.84426 0.84818 

Water 

content 
0.00661 0.00638 0.82678 0.83623 

 
 

In order to perform consistent comparison between different developed machine learning models, 

predictions of the whole set of input data were obtained and validated against the whole actual sets 

of plants output variables. Figure 5.37, to Figure 5.40 show the prediction results against actual 

plant where normalized response (output) variable measurement (x-axis) are depicted verses 

machine learning predictions results (y-axis) for different response variables and machine learning 

prediction models that corresponds to different target (response) variables. Also regression 

performance metrics (MSE and R2) between the measured output plant data and machine learning 
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predictions for the whole set of available data are reported in these figures. As it can be seen from 

those figures, the nonlinear machine learning algorithms (SVM regression and ANN) outperform 

linear methods (Ridge and Lasso). This verifies that the relation between input and output variables 

are complicated and inherent nonlinearities. The predictions of both methods follow the operating 

plant data closely. However, some data points predictions (SVM regression and ANN) still 

experience higher deviation from plant actual data than others. This might be due to the inherited 

noise or faulty measurements of the operating plant data. It should be mentioned that the data 

understudy is real, and typically suffers from noises and anomalies. Also, it is important to point 

out that there is no ground truth where we can compare prediction results with. So, when we are 

comparing predictions with actual plant data, we should be mindful of the fact that the plant data 

are not 100% accurate. This might explain the reason behind not achieving perfect prediction 

accuracy; however, models that were developed in this study reached an acceptable prediction 

accuracy. Moreover, it was shown (SVM example 2.4.5) that the machine learning models can 

learn actual patterns within data while avoiding inherited noise. Accordingly, it can be said that 

there might be a case where the machine leaning models captured the actual patterns of the data 

although the perfect accuracy or minimum validation error are not achieved.  

5.4.3 Effect of Some Operating Conditions on the Output Variables  

The SVM and ANN models were used to perform a sensitivity analysis on the effect of some 

column operating conditions on condensate product properties that include RVP and H2S. To study 

this effect, the feed inlet temperature was varied while all other feature variables kept constant at 

the plant mean values. Figure 5.41, illustrates the change in the RVP of the condensate as a function 

of the inlet temperature. As it can be seen in this figure, as the feed temperature increases, the RVP 

of the condensate decreases. This because when feed temperature increases more fraction of light 

component will strip off the condensate (evaporate), and this will decrease the RVP, as it is a 

measure of how much light components the condensate has. It is obvious from the graph that both 

SVM regression and ANN models are able to capture this trend. According to [157] same trend 

should occur to the concentration of  H2S; however, it can be noted that SVM regression could not 

capture the effect of the feed temperature on the condensate H2S concentration. Therefore, for this 

reason and the better prediction performance of ANN, ANN will be selected to be implemented in 

plant process optimization. Additionally, Figure 5.42 depicts the effect of the reboiler temperature 

on the condensate H2S content. As it can be seen in this figure that when using ANN prediction 
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model, the consternation of the H2S reduces with higher reboiler temperature. This trend is logical 

because the higher the temperature the more sulfur components will vaporize off from the 

condensate fluid. Similar trend was found in Rahmanian et al. [157] where a simulation was 

conducted and verified with actual plant data. As we can see in this figure, the SVM regression 

was not able to predict this trend. This case validated the capability of proposed data-driven model 

to capture the real plant behaviour. As a result, it is also recommended to use these data-driven 

models when a preliminary study is needed to see how different operating conditions can affect 

the product specification.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) (f) 

Figure 5.37. Normalized predictions vs. actual outputs of the linear developed models for plant 1 

target variables: (a) Ridge model predicting RVP; (b) Ridge model predicting H2S content; (c) 

Ridge mosel predicting H2O content (d) Lasso model predicting RVP; (e) Lasso model 

predicting H2S content; (f) Lasso model predicting H2O content 
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(a) (b) (c) 

(d) (e) (f) 

Figure 5.38. Normalized predictions vs. actual outputs of the detailed developed models for plant 

1 target variables: (a) SVM model predicting RVP; (b) SVM model predicting H2S content; (c) 

SVM predicting H2O content (d) ANN model predicting RVP; (e) ANN model predicting H2S 

content; (f) ANN model predicting H2O content 
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(c) 

 
(d) 

Figure 5.39. Normalized predictions vs. actual outputs of the linear developed models for plant 2 

target variables: (a) Ridge model predicting RVP; (b) Ridge predicting H2O content (c) Lasso 

model predicting RVP; Lasso model predicting H2O content 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.40. Normalized predictions vs. actual outputs of the detailed developed models for plant 

2 target variables: (a) SVM model predicting RVP; (b) SVM model predicting H2O content; (c) 

ANN model predicting RVP content (d) ANN model predicting H2O content 
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Figure 5.41. Effect of feed temperature on 

condensate RVP and H2S content using ANN 

and SVM regression prediction models 

 
Figure 5.42. Effect of reboiler temperature on 

condensate H2S content using ANN and SVM 

regression prediction models 

5.5 Surrogate-Based Optimization Model Developments  

In this section, the optimization framework of the condensate stabilizer process operating 

conditions is discussed. The goal of the optimization from an operational point of view is to reduce 

and minimize the energy consumed by the reboiler by reducing the amount of steam used. 

Therefore, the objective function is to minimize the steam flowrate while maintaining RVP and 

H2S content and water content at the desirable levels. The data-driven machine learning models 

developed in the previous sections will be used as black-box function within the process 

optimization framework. The machine leaning models will be treated as constraints from 

optimization modelling point of view (phase 1). However, another machine learning model for 

predicting objective function will be also developed and integrated within optimization framework 

(phase 2). The section starts by briefly explaining the optimization algorithm used in this section 

Then, optimization model formulation and solutions strategies are discussed. Finally, the results 

of different solution strategies are presented. 

5.5.1  Trusted-Region Algorithm 

Due to the better performance of ANN models as it was shown in the previse section, they will be 

used as the surrogate models within the plant process optimization. In these optimization models, 

ANN can approximate the plants behaviour and replace the detailed first principle equations. 

However, these models are nonlinear and their integration into process optimization will result in 

nonlinear programming problem. Therefore, the trusted region algorithm was selected to optimize 

condensate plants operating conditions.  
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Trust-region method (TRM) is one of the most significant numerical optimization methods in 

solving nonlinear programming (NLP) problems [158]. It starts by defining a region around the 

current best solution, in which a quadratic model can somewhat approximate the original objective 

function. After that, a step forward is taken by the TRM, where the step size is determined before 

the improving direction. This is different from line search methods where direction is improved 

before step size is determined [159]. After step forward, if a significant decrease in the objective 

function (in the case of minimization problem) is achieved, then the approximated model can 

properly represent the original objective function. On the other hand, if there is slight improvement 

or even no improvement, then the model will not be considered as good representation of the 

original objective function within that region. In most of the cases the convergence of the TRM is 

ensured since the size of the “trust region” (typically specified by the radius in Euclidean norm) in 

each iteration would depend on the improvement previously made.  

Conceptually, the trust-region approach replaces a n-dimensional unconstrained optimization 

problem by a n-dimensional constrained one. The trust-region is defined as a spherical area of 

radius ∆𝑘 in which the trust-region subproblem lies. Using quadratic method to approximate the 

objective function, The trust-region sub problem for k-iteration can be formulated as follows [160]: 

𝑚𝑖𝑛
𝑝

𝑚𝑘(𝑝) = 𝑓𝑘 + 𝑔𝑘
𝑇𝑝 +

1

2
𝑝𝑇𝐵𝑘𝑝 

(5.5) 

𝑠. 𝑡. ‖𝑝‖ ≤  ∆𝑘 

(5.6) 

Where 𝑓𝑘 is the objective function at 𝑥𝑘 point, 𝑔𝑘 is the gradient of the objective function at point 

k, 𝐵𝑘 is the hessian (or a hessian approximation and ‖ ‖ is the Euclidean norm (L2-norm).  

The most critical issue facing the trust-region method is to update the size of the trust-region at 

every iteration. Empirical threshold values of the ratio 𝜌𝑘 can help in determining the size of the 

trust-region. 

𝜌𝑘 =
𝑓(𝑥𝑘) − 𝑓(𝑥𝑘 + 𝑝𝑘)

𝑚𝑘(0) − 𝑚𝑘(𝑝𝑘)
 

(5.7) 

The use of  TRM in unconstrained optimization is more likely to have stronger assurance of local 

convergence than the line search method [160]. On other words, the trust-region method is more 

likely to converge and find optimum or suboptimum than the line search. More details on trust-
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region algorithm and how to update decision variable 𝑥𝑘 for every k iteration can be found in Gould 

et al., study [161]. 

The former description was for non-constrained TRM, however, the understudy optimization 

problem is NLP constrained problem. Therefore, Trust-Region Constrained Method (TRCM) is 

used and briefly illustrated in the following paragraphs.   

The TRCM deals with constrained minimization problems of the form: 

min𝑓(𝑥) 

(5.8) 

𝑐𝑢 ≥ 𝑐(𝑥) ≥ 𝑐𝑙 

(5.9) 

Where 𝑐𝑙 and 𝑐𝑢 is the lower and upper bond of the constraints 𝑐(𝑥). The inequality constraint can 

be converted to equality constraint when 𝑐𝑙 = 𝑐𝑢.  

As it was discussed, the trust-region method was first proposed to solve unconstraint NLP 

problems. However, this algorithm was further developed to be used to solve constrained NLP 

problems. The work done by Lalee et. al., [162]  and Byrd et. al., [163] had incorporated equality 

constraints and inequality constrains, respectively, in TRM. More specifically, the TRCM 

implemented in this chapter uses Equality Constraint Sequential Quadrating Programming 

(EQSQP) [162]  to deal with equality-constraint problems and Trust-Region Interior Point (TRIP) 

[163] to deal with inequality constraints. These TRCMs are capable in handling large-scale 

problems. More details on the implementation TRCM algorithm used in this study can be found 

in SciPy library [22] which is a collection of mathematical algorithms and convenience functions 

built on the NumPy [164] extension of Python[165].  

The TRCM involves sequential solution of a quadratic programming subproblem with an 

additional trust region constraint [160]. The Sequential Quadratic Programming (SQP) concept are 

used to efficiently handle nonlinearities in the constraints and objective function. While Trust-

region strategies enable the algorithm to treat convex and nonconvex problems uniformly. 

Additionally, the algorithm has proved to be efficient in solving a wide range of problems, even 

ill-conditioning and nonconvexity to some extent [163]. 

Since sequential programming approximation represents the core of the above-mentioned 

methods, a brief explanation on the SQP is presented. The fundamentals of SQP are to formulate 

the a subproblem based on the quadratic approximation of the Lagrangian. The Lagrangian 
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function ℒ(𝑥, 𝑣) of an optimization problem with 𝑓(𝑥) objective function and 𝑁 number of 

constraint 𝑐𝑛(𝑥) can be written as follows [166]:  

ℒ(𝑥, 𝑣) = 𝑓(𝑥) +∑𝑣𝑖𝑐𝑖(𝑥)

𝑁

𝑖=1

 

(5.10) 

Where 𝑣𝑖 is the Lagrange multiplier of constraint 𝑖. Therefore, the SQP subproblem for k iteration 

can be formulated as follows:  

𝑚𝑖𝑛
𝑑

𝑔𝑘
𝑇𝑑𝑘 +

1

2
𝑑𝑘
𝑇𝐵𝑘𝑑𝑘 

(5.11) 

S. T.  

∇𝑐𝑖(𝑥𝑘)
𝑇𝑑𝑘 + 𝑐𝑖(𝑥𝑘) = 0,      𝑖 = 1,… . .𝑀 

(5.12) 

∇𝑐𝑖(𝑥𝑘)
𝑇𝑑𝑘 + 𝑐𝑖(𝑥𝑘) ≤  0,                𝑖 = 1 +𝑀,… . . 𝑁 

(5.13) 

Where 𝑔𝑘 is the gradient of the objective function at point 𝑥𝑘 (𝑔(𝑥𝑘) = 𝛻𝑓(𝑥𝑘)), 𝐵𝑘 is a positive 

matrix approximating the Hessian matrix, at iteration k of the Lagrangian function (𝐵𝑘 =

∇xx
2 ℒ(𝑥𝑘, 𝑣𝑘)) and 𝑑𝑘 is the direction of search. M denotes the total number of equality constraints 

and 𝑁 −𝑀 is the total number of inequality constraints. The subproblem is solved to find the 

vector 𝑑𝑘 which is used to calculate the new iteration 𝑥𝑘+1 as follows:  

𝑥𝑘+1 = 𝑥𝑘 + 𝑎𝑘𝑑𝑘 

(5.14) 

Where 𝑎𝑘 is the step length determined by an appropriate line search procedure. And the Hessian 

matrix can be updated by:  

𝐵𝑘+1 = 𝐵𝑘 +
𝑞𝑘𝑞𝑘

𝑇

𝑞𝑘
𝑇(𝑥𝑘+1 − 𝑥𝑘)

−
𝐵𝑘
𝑇𝐵𝑘

(𝑥𝑘+1 − 𝑥𝑘)𝑇𝐵𝑘(𝑥𝑘+1 − 𝑥𝑘)
 

(5.15) 

Where 𝑞𝑘 is calculated as follows [140]:  

𝑞𝑘 = 𝑔(𝑥𝑘+1) +∑𝑣𝑖∇𝑐𝑖(𝑥)𝑘+1

𝑁

𝑖=1

− [𝑔  𝑥𝑘 +∑𝑣𝑖∇𝑐𝑖(𝑥)𝑘

𝑁

𝑖=1

 ] 

(5.16) 

5.5.2 Optimization Problem Model Formulation and Solution 

The data-driven machine learning models were built to simulate plant behaviour and used as 

replacement to detailed mechanistic equations or process data in the optimization framework. 
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ANN models will be used in the optimization framework because of their high accuracy 

predictions compared to other models. As a result of this integration, the generated surrogate-based 

optimization models are NLP problems. Therefore, the trusted region algorithm will be used to 

find the optimal operating condition of the condensate stabilizer. The optimization model is formed 

to minimize the consumption of the steam flowrate that powers the reboiler. Additionally, the 

surrogate-based optimization problem development in this study will go through two phases, 

namely, integration of machine learning model with optimization constraints, and then integration 

of machine learning model with both constraints and objective function.  

5.5.3 Integration of Machine Learning Model within Optimization Constraint (phase 1) 

As mentioned, in this study machine learning models are firstly integrated with the understudy 

optimization problem through constraint. Accordingly, the current optimization problem can be 

represented as follows:  

min 𝑥𝑠𝑡𝑒𝑎𝑚 

(5.17) 

Subject to the following constraints 

𝑦𝑅𝑉𝑃 = 𝑟(𝑥) 
(5.18) 

𝑦𝐻2𝑂 = 𝑤(𝑥) 

(5.19) 

𝑦𝐻2𝑆 = 𝑠(𝑥) 

(5.20) 

𝑅𝑉𝑃𝑈 ≥ 𝑦𝑅𝑉𝑃 ≥ 𝑅𝑉𝑃𝐿 

(5.21) 

𝐻2𝑂
𝑈 ≥ 𝑦𝐻2𝑂 ≥ 𝐻2𝑂

𝐿 

(5.22) 

𝐻2𝑆
𝑈 ≥ 𝑦𝐻2𝑆 ≥ 𝐻2𝑆

𝐿 

(5.23) 

𝑥𝑖
𝑈 ≥ 𝑥𝑖 ≥ 𝑥𝑖

𝐿 

(5.24) 

Where 𝑟(𝑥), 𝑤(𝑥) and 𝑠(𝑥) are the surrogate models that were constructed using machine learning 

methods, and x is the vector decision variables (operating conditions), these variables are the same 

variables that used as features to the machine leaning models. .𝑦𝑅𝑉𝑃, 𝑦𝐻2𝑂, and 𝑦𝐻2𝑆 are the 

computed level of the RVP, water content and H2S content (the predictions from the machine 

learnings models). 𝑅𝑉𝑃𝑈, 𝑅𝑉𝑃𝐿, 𝐻2𝑂
𝑈 , 𝐻2𝑂

𝐿, 𝐻2𝑆
𝑈 and 𝐻2𝑆

𝐿 denote the desired upper 

(superscript U) and lower (superscript L) level of the RVP, water content and H2S content. 
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It should be mentioned that the optimization models for plant 2 has no H2S content. The current 

optimization problem in this formulation has the input (x) and output (y) variables as the decision 

variables, however, a reduced dimension optimization problem can be formulated by not explicitly 

including the output variables (y). The reduced dimension optimization problem will have only 

the input variables of the machine learning models as the decision variables. The reduced from of 

the optimization problem with implicit expression of the output variable can be rewritten as 

follows:  

min 𝑥𝑠𝑡𝑒𝑎𝑚 

(5.25) 

Subject to the following constraints 

𝑅𝑉𝑃𝑈 ≥  r(𝑥) ≥ 𝑅𝑉𝑃𝐿 

(5.26) 

𝐻2𝑂
𝑈 ≥  𝑤(𝑥) ≥  𝐻2𝑂

𝐿 

(5.27) 

𝐻2𝑆
𝑈 ≥  𝑠(𝑥) ≥  𝐻2𝑆

𝐿 

(5.28) 

𝑥𝑖
𝑈 ≥ 𝑥𝑖 ≥ 𝑥𝑖

𝐿 

(5.29) 

This formulation can handle an objective function even if there is an output variable (y) present in 

it. A schematic of the surrogate-based optimization strategy is shown in Figure 5.43. Firstly, initial 

guess of the decision variables, where in this case they are the same as the input variables for the 

machine learning models, are generated. Then, the based on these initial guesses, the TRCM will 

undergo several iterations to find the set of decision variables that minimize the objective function. 

While searching for optimal value, function evaluation using the introduced machine leaning 

model will be executed, and the output values from this function will be compared with the 

predetermined limits on the response variables (i.e., constraints). Therefore, this strategy will deal 

with the machine learning models as a black-box, where it will provide the surrogate model with 

inputs (decision variables that is updated in every TRCM iteration to optimize the objective 

function), and receive the outputs without knowing or dealing with what inside the black-box. 

Also, from the input and the output of the machine learning models the constraints gradients can 

be updated numerically. After several iterations of updating the decision variables, when a 

stopping criterion is achieved, the TRCM will return a solution. It should be mentioned that the 

return solution might violate one or two constraints depending on the starting point of the searching 

procedure (initial guess), however, the method will inform if any constraint violation occurred and 

if so will report by how much.  As can be seen, this method depends heavily on the starting point 
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of the search (initial guess), therefore, optimization simulation can be executed several times 

depending on different initial guess approach.  

 

 

 

 
Figure 5.43. Schematic representation of the proposed optimization framework where machine 

learning models are integrated with optimization problem constraints 

 

5.5.3.1 Optimization Results (Phase 1) 

Two optimization frameworks were developed based on the illustrated method, the first one was 

used to optimize the operating conditions of plant 1, while the second one was developed to 

optimize the operating conditions of plant 2. In both frameworks, ANN models developed in the 

previous section were leveraged. The objective function was to minimize the energy consumption 

(minimization of steam flowrate). The initial guesses of the optimization algorithm were set at 
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mean values of the plant operating data. Decision variables for plant 1 and 2 stabilizer column 

were inlet temperature, column temperatures, column pressure, condensate flowrate, condensate 

temperature, reboiler temperature, steam flowrate, and flowrate of gas from top. 

The RVP value for plant 1 and plant 2 was set to be between 5 and 8 psi, as this the recommended 

specification for storing condensate under UAE environment. RVP measures the volatility of the 

condensate, so the higher the RVP the more volatile component is in the condensate. High levels 

of RVP are not recommended, because the chance for the condensate to be evaporated is more, 

which make it difficult to store. On the other side, over stabilization is also not recommended, if 

the condensate will be used as fuel, as it would be difficult to combust it, especially for winter 

seasons. The maximum allowable water content value and sulfur content value were set at 0.01 

vol% and 10 ppm respectively for plant 1. For plant 2, the water concentration should not exceed 

50mh/kg  The optimization problems were formulated in Python and solved using TRCM, which 

is provided by Scipy package [22]. Table 5.18 below indicates the selected TRCM optimization 

parameter  

 

Table 5.18. Trust region constrained method parameters setting 

Parameter Explanation value 

gtol 
Tolerance for termination by the norm of the Lagrangian 

gradient. 
10-6 

xtol 
Tolerance for termination by the change of the decision 

variable. 
10-6 

barrier_tol 

Tolerance for termination on the slack variables barrier 

parameter of inequality constraints present. The algorithm 

introduces slack variables that convert the inequality 

constraint into equality constraint, and minimize this 

parameter along with objective function 

10-6 

initial_constr_penalty 

The penalty parameter is used for balancing the 

requirements of decreasing the objective function and 

satisfying the constraints 

1 [167] 

maxiterint Maximum number of algorithm iterations 8000 

 

The upper and lower bounds were imposed on the variables according to the range of the given 

data set. The optimization program was run two times where the difference between these runs 

were in the initial guesses. The first run was based on the mean values of plant operation. In the 

second run, the solution of the previous run was set to be initial guess of the second run. The 
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obtained optimal conditions for plant 1 and the solution time using ANN model as a prediction 

tool for RVP, H2S content and water content are reported in Table 5.19. Table 5.20  reports the 

optimization results for plant 2 operation by employing the of RVP and water content ANN 

prediction model. Additionally, the lower and upper limits on decision variables and constraint 

along with plant mean values are also reported in the same tables. As it can be seen in these tables 

(Table 5.19 and Table 5.20), the solution time for the first run was much larger than the second 

run. This is because the optimization is very dependent on the initial guess, in which the initial 

guess of the second run was at much closer location to the local optimum. The reason for plant 1 

to has a longer solution time than plant 2 was the mean of RVP value (2.6 psi) is less than the limit 

imposed on RVP by the constraint ( 5 ≤ r(𝑥) ≤ 8) . This means that only few data points for plant 

1 have high value of RVP, in which the ANN was built on. So, it is difficult to find a solution at 

that level of RVP. Whereas for plant 2, the first run took shorter time to find the solution than plant 

1, because the mean of actual RVP and water content values, in which ANN model was built on, 

are within the constraint’s limits. it can be seen from these two tables that the second run solution 

was very close to the first run, and the steam flow rate value was at the lower limit. Further 

optimization model developments where a machine learning model that predict the steam flowrate 

will be incorporated in the optimization modelling, will be presented in the next section. This 

model optimization formulation in its form does not account for the effect of input variables on 

the steam flowrate (objective function), in fact it deals with the steam flowrate as an input variable 

and keep search for a set of decision variables that satisfy the constraints limitation. So, it can be 

said that this formulation gives more emphasis on the constraint than objective function. But the 

truth is that chemical processes are govern by set of complicated mechanistic equations that 

include mass balance, energy balance, design geometry parameter and thermodynamic laws. 

Therefore, it would be more accurate and realistic to include the impact of the stabilizer column 

conditions on the steam flowrate, as the focus here is to minimize steam flowrate. Therefore, in 

the next section, an ANN network model will be developed to map the process variables without 

steam flowrate with the steam flowrate. And the prediction model that will be developed along 

with the previously developed machine learning models will be integrated into one optimization 

framework.  
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Table 5.19. Plant 1 optimization result with machine learning prediction models present in 

constraints only 

 
  Solution Limits and mean value 

Constraints Unit Run 1 Run 2 lower 
mean plant 

data(nominal) 
upper 

r(𝑥) (RVP) psi 5.02 5.02 5 2.60 8 

s(𝑥) (H2S content) ppm  9.46 9.58 0 10.15 10 

w(𝑥) (Water content) vol% 0.01 0.01 0.00 0.01 0.01 

Decision variables  

Inlet flowrate m3/h 16.27 16.32 0.14 7.42 26.52 

Inlet temperature ˚C 26.58 26.41 13.76 33.31 48.41 

Column temperature 1 ˚C 147.67 147.56 108.63 131.43 147.82 

Column temperature 2 ˚C 117.54 117.23 62.71 121.06 134.77 

Column temperature 3 ˚C 106.78 106.38 50.33 103.60 123.22 

Column temperature 4 ˚C 77.14 77.00 29.00 85.89 115.43 

Column pressure 1 barg 2.97 2.97 2.14 2.50 3.06 

Column pressure 2 barg 2.16 2.16 2.07 2.40 2.98 

Condensate temperature m3/h 104.89 104.48 74.91 103.34 126.05 

Condensate flowrate ˚C 13.85 13.76 10.54 15.19 33.58 

Reboiler temperature ˚C 156.09 155.99 152.46 158.53 164.14 

Steam flowrate kg/h 118.54 108.06 108.06 584.20 1954.22 

Gas flowrate m3/h 483.94 483.97 0.88 485.64 3228.48 

Gas temperature ˚C 76.52 76.04 32.23 81.34 113.44 

Gas pressure barg 2.48 2.47 2.05 2.39 2.77 

time second 2591.87 83.07    
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Table 5.20. Plant 2 optimization result with machine learning prediction models present in 

constraints only 

 
  Solution Limits and mean value 

Constraints Unit Run 1 Run 2 lower mean plant data(nominal) upper 

r(𝑥) (RVP) psi 6.20 6.22 5.00 6.30 8.00 

w(𝑥) (Water content) mg/kg 37.48 37.22 0.00 56.22 50.00 

Decision variables  

Inlet Flowrate m³/h 358.73 358.73 235.59 358.57 497.99 

Inlet Temperature °C 116.10 116.09 94.27 118.26 129.92 

Column temperature 1 °C 199.28 199.31 187.22 198.18 208.03 

Column temperature 2 °C 165.32 165.31 155.94 167.35 179.37 

Column temperature 3 °C 159.75 159.73 149.16 161.95 175.57 

Column temperature 4 °C 144.07 144.07 127.99 143.54 157.40 

Column temperature 5 °C 128.72 128.73 114.33 127.30 141.69 

Column temperature 6 °C 91.23 91.23 78.31 90.63 104.39 

Column temperature 7 °C 83.36 83.36 70.80 82.71 100.17 

Column pressure drop bar 0.04 0.04 0.01 0.08 0.13 

Column pressure barg 9.88 9.88 9.30 9.75 11.04 

Condensate flowrate m³/h 293.81 293.81 126.24 294.05 391.87 

Condensate temperature °C 197.81 197.82 186.88 197.64 207.23 

Reboiler temperature 
°C 174.88 174.89 161.05 173.24 183.92 

°C 202.28 202.29 190.74 201.31 211.91 

Steam flowrate kg/h 10671.59 10671.59 10671.59 16992.34 27547.63 

Overhead flowrate m³/h 11618.98 11618.98 7615.07 11618.97 16819.40 

Overhead temperature °C 72.40 72.40 59.55 71.55 92.19 

Overhead pressure barg 9.65 9.64 7.64 9.77 10.99 

time second 1389.82 23.29    

 

 

5.5.4 Integrating of Machine Learning Model Within Optimization Constraints and 

Objective Function 

In this section, the building of the optimization model that leverage machine learning models with 

optimization modelling objective function and constraints is presented. Firstly, a machine learning 

model for predicting the objective function (steam flowrate) is developed. Then the optimization 

model that can integrate the previously developed model in section (5.4.2.2), and the steam 

flowrate prediction model is reformulated. Finally, optimization results of the developed model 

are generated and discussed.   
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5.5.4.1 Steam Flowrate Prediction Model Development 

ANN models were developed to predict the steam flow rate for plant 1 and plant 2 individually.  

In order to develop these models, inlet gas flowrate, inlet temperature, column temperatures, 

column pressure, condensate flowrate, condensate temperature, reboiler temperature and steam 

flowrate were implemented as model input data (see Table 5.9 for plant 1 data, and Table 5.11for 

plant 2 data) whereas steam flowrate was used as an output. The ANN configuration for predicting 

steam flowrate of plant 1 was made of two hidden layers, each has 30 neurons, activated by ReLU. 

Plant 2 steam flowrate prediction model was constructed using 3 hidden layers, each consist of 50 

neurons. Both models have single output layer utilizing linear activation function. Number of 

batches for plant 1 and plant 2 steam flowrate prediction models were 10 and 20 respectively, and 

250 epochs were used in both models. Adam optimization algorithm with its default setting 

parameters was used to train both models. Before training the model, input and output variables 

for this model were normalized. TensorFlow [155] library was used to build the models, and the 

codes were developed in Python.  

The results of model validation for predicting the steam flowrate of plant 1 and plant 2 stabilizer 

columns are depicted in Figure 5.44 and Figure 5.45. As can be seen, the performance of the trained 

networks is excellent as steam flowrate predictions follow the plants data very well. The statistical 

results of the testing data set are shown in in the same figures. As can be seen here the R2 value is 

very close to 1 and MSE values are close to zero. This means that the developed ANN models are 

able to capture the relationship between input variables and steam flowrate.  

The learning curves (i.e., variation of the performance metric (MSE) over epochs, for both the 

training and testing data sets) of steam flowrate prediction models are presented in Figure 5.46 for 

plant 1 and Figure 5.47 for plant 2. The figures show that training process reach to a very small 

validation error within few epochs. Also, it should be noted that overfitting is not occurring in both 

figures. 

Figures (Figure 5.48-Figure 5.51) show the predictions of RVP and H2S content for plant1 

condensate and RVP and water content for plant 2 condensate using two approaches :(I),  entering 

the whole set of original plants data  s inputs to previously developed model A and model C, and 

(II) by predicating first the steam flowrate using the current developed ANN models,  and then 

used the predicted value of the stem flowrate along with other plant data as input to model A and 

model C. As it can be seen from these figures that using intermediate machine learning model to 
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predict steam flowrate then, use the predicted steam flowrate values along with other plant data to 

predict the former response variables, does not differ from using original set of features (inputs) 

to directly predict the former response variables of plant 1 and plant 2. In fact, both approach (I 

and II) have identical predictions where R2 values and MSE values are identical for all response 

variables (plant 1, RVP and H2S) (plant 2, RVP and water content) Therefore, this confirm that 

the steam flowrate prediction models are very accurate and can be efficiently implemented in 

developing the process optimization model for objective function estimations.  

 
Figure 5.44. Normalized actual vs ANN 

predictions of steam flowrate for plant1 

condensate stabilizer column 

 
Figure 5.45. Normalized actual vs ANN 

predictions of steam flowrate for plant 2 

condensate stabilizer column 

 

 
Figure 5.46. Learning curve for ANN steam 

flowrate of ‘plant 1’ prediction model 

 
Figure 5.47. Learning curve for ANN steam 

flowrate of ‘plant 2’ prediction model 
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Figure 5.48. Normalized actual vs ANN 

predictions of RVP for plant 1 using actual 

steam flowrate data (I) and predicted steam 

data (II) 

 
Figure 5.49. Normalized actual vs ANN 

predictions of H2S content for plant 1 using 

actual steam flowrate data (I) and predicted 

steam data (II) 

 

 
Figure 5.50. Normalized actual vs ANN 

predictions of RVP for plant 2 using actual 

steam flowrate data (I) and predicted steam 

data (II) 

 
Figure 5.51. Normalized actual vs ANN 

predictions of water content for plant 2 using 

actual steam flowrate data (I) and predicted 

steam data (II) 

 

5.5.4.2 Optimization Problem Formulation (phase 2) 

The optimization model presented in equations ((5.25)- (5.29)) was modified to include the 

machine learning model for predicting the steam flowrate, can be rewritten as follows:  
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min𝑇(𝑥∗) 
(5.30) 

Subject to the following constraints 

𝑅𝑉𝑃𝑈 ≥  r(𝑥∗, 𝑇(𝑥∗)) ≥ 𝑅𝑉𝑃𝐿 

(5.31) 

𝐻2𝑂
𝑈 ≥  𝑤(𝑥∗, 𝑇(𝑥∗)) ≥  𝐻2𝑂

𝐿 

(5.32) 

𝐻2𝑆
𝑈 ≥  𝑠(𝑥∗, 𝑇(𝑥∗)) ≥  𝐻2𝑆

𝐿 

(5.33) 

𝑥∗𝑖
𝑈 ≥ 𝑥∗𝑖 ≥ 𝑥∗𝑖

𝐿
 

(5.34) 

Where 𝑇(𝑥∗)  the ANN mode; prediction of the steam flowrate, 𝑥∗ is the modified set of decision 

variables which is same as 𝑥, but without steam flowrate. r(𝑥∗, 𝑇(𝑥∗)), 𝑤(𝑥∗, 𝑇(𝑥∗)) and , 

𝑠(𝑥∗, 𝑇(𝑥∗)) are the prediction models for RVP, water content and sulfur content respectively. In 

this formulation the steam flowrate will be predicted first using the modified set of input variable 

𝑥∗, and then the predicted steam flowrate 𝑇(𝑥∗) along with the 𝑥∗ will be used to perform 

predictions for RVP (r(𝑥∗, 𝑇(𝑥∗))), water content (𝑤(𝑥∗, 𝑇(𝑥∗))) and sulfur content 

(𝑠(𝑥∗, 𝑇(𝑥∗))).  

The surrogate-based optimization strategy that was developed in section (5.5.2.1), was modified 

to include the new model that predict the steam flow rate A schematic including this modification 

is illustrated in Figure 5.52. Firstly, initial guess of the decision variables, where in this case they 

are the same as the input variables for the steam flowrate prediction model, is generated. Then, 

based on this initial guess, the TRCM will undergo several iterations to find the set of decision 

variables that minimize the objective function (steam flowrate). At each iteration, function 

evaluation for the steam flowrate using the developed model (𝑇(𝑥∗)) is executed, and the graduate 

of the objective function, as well as the decision variables are updated accordingly. While 

searching for optimal value, function evaluation using the RVP, water content and sulfur content 

(i.e., r(𝑥),𝑤(𝑥), 𝑠(𝑥)) prediction models will be performed by entering the decision variables set 

along with the predicted steam flowrate 𝑇(𝑥∗) as an input to those models.  Like previously 

developed surrogate-based model, the output values from these functions are compared with the 

predetermined constraint limits. Therefore, this strategy will deal with the machine learning 

models as a black-box model within two optimization problem elements, namely, objective 

function and constraints. As it was stated before, that the internal of these black-box models will 
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not be seen by the TRCM, in fact, TRCM will only be dealing with inputs and outputs of these 

models.  

5.5.4.2.1 Optimization Results (phase 2) 

Based on the proposed optimization framework presented in Figure 5.52,  optimization models to 

minimize the steam flowrate were developed for plant 1 and for plant 2.  The decision variables 

boundaries and constraints limits were the same as the one used in optimization problem of phase 

1. Similar to what was done in phase 1, the optimization programs were run two times, the first 

run used the mean values of the plants data sets as initial guess, and the second time by utilizing 

the solution of the previous run as initial guess. It should be mentioned that the temperature of the 

column at different trays are substituted by one average temperature, same thing for the column 

pressure.  

 
Figure 5.52. Schematic representation of the proposed optimization framework where machine 

learning models are integrated with optimization problem constraints and objective function 
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It can be seen from Table 5.21 that the optimization program was not able to satisfy the constraint 

limits at the first run, however, the solution of the second run is within constraint limits. This points 

out, the importance of the initial guess in the current optimization problem, where different initial 

guess can lead to a different result. Solution time for second run was much faster than the first run 

due to the closer proximity to the optimum. It should be noticed that the optimization achieved a 

very good reduction in the steam flowrate from its mean value by manipulating other variables. 

The optimization program decided to reduce the inlet flowrate, and increase the inlet temperature, 

both actions have reduced the amount of heat that should be provided by the column, and thus 

decreases the steam consumption. Under these conditions of condensate specification, the 

optimization program was able to gain reduction in steam flowrate from it mean value by almost 

50%.  It is worth mentioning that, the results obtained from using the phase 2 approach are different 

from phase 1 approach, which implies the importance of modelling the steam flowrate behaviour.  

Form Table 5.22 it should be noticed that the optimization was able to find a minimum value for 

the steam flowrate under the given variables limits and constraints. The optimal solution was not 

violating any constraints limits and it reduced steam flow rate from its mean value (16992.34 kg/hr 

to 14772.80 kg/hr) by 13% reduction. The first and second run of this problem have no big 

difference, and the solution time for second run was faster. Additionally, since the determined 

optimal operating conditions are not very far from the mean plant operation, the optimization 

program suggested a minor tuning to the operating conditions to reduce steam flowrate.  

From these results, it can be concluded the selection of initial guess is critical. After that, a case 

study is conducted, in which different initial guesses are randomly sampled from a uniform 

distribution within upper and lower range of decision variables [𝑥∗𝑖
𝑈, 𝑥∗𝑖

𝐿]. To make this case study 

more realistic, the condensate flow rate should not be less than 80% of its maximum value. 100 

starting guesses are generated, and the optimization model is solved for every set of initial guesses. 

After that, every solution is assessed and determined if it is within constraints limits or not. If the 

solution did not violate the constraint limits, it is saved, else it is excluded. The process of applying 

different starting guesses is presented in Figure 5.53. Finally, the solution that corresponds to the 

lowest objective function (steam flowrate) is considered as the best optimum solution.  

Table 5.23 reports the optimal operating conditions of plant 1. As it can be observed that steam 

flowrate obtained from the optimization model is less than the mean steam consumption. However, 

if we compare these results to Table 5.21, we see that the minimum steam flowrate in the Table 
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5.21 (previous case) was less than this case. This is because the condensate flowrate at the current 

case is forced to be high, which requires more energy to separate the light end component from 

the heavy end component.  It can also be noted that, the optimization program decided to reduce 

the average column temperature and generate condensate at higher level of RVP than the mean 

value. This clearly will result in reducing the steam flowrate, nevertheless, it will also let lighter 

component to stay with condensate and increase the value of RVP. To put it another way, the 

optimization program traded-off between the RVP value and the steam flowrate, it allowed the 

RVP to increase, by reducing the steam flowrate. This increase in RVP was acceptable because it 

did not violate the desired specification of the condensate. It can be concluded from this results 

that, working under mean conditions was not ideal, because the column over stabilized (mean 

value of RVP was 2.6) the condensate more than it is needed. Over stabilization require extra 

energy (more steam) to increase the fluid temperature and let lighter components escape from the 

fluid. Operating the column under the optimal conditions will help reducing the extra cost 

associated with energy consumption that arise from operating far from optimal or suboptimal 

conditions.  

Table 5.24 shows the optimal results for plant 2. As it can be seen in this table, there was significant 

reduction in steam consumption by tuning the column operating conditions. The main suggestion 

by the optimization program is to reduce the column temperature, thus less steam is needed. 

Reducing column temperature results in less separation of light end hydrocarbon from the 

condensate. Therefore, more of light hydrocarbon will go with the condensate. However, the 

reduction in this separation is made while satisfying the condensate RVP desired specification. 

The reduction in separation can be reflected by the value of RVP, the optimization allows the 

condensate to have higher value of RVP (i.e., lighter component), but not violating the imposed 

constraint on RVP. In other words, under mean (nominal conditions) the column separation 

efficiency was above what is required (over stabilization in which mean RVP = 6). By performing 

optimization, it was suggested to work in lower temperature allowing less separation of light 

component, while not violating the required condensate specification. Lower column temperature 

can be inferred from the lower overhead temperature and lower column average temperature and 

lower temperature of the stream (circulation column fluid) entering reboiler shell side. Thus, less 

steam is consumed at lower column temperature, but more of the lighter components are present 

in the condensate within the acceptable range. Additionally, it should be noticed from the table 
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that the suggested feed temperature is slightly more than the operating mean value. This might be 

happened to compensate for the reduction in heat duty that associated with reducing steam flowrate  

 

Table 5.21. Plant 1 optimization results with ANN models used to predict condensate 

specification (constraints) and steam flowrate (objective function) 
  Solution Limits and mean value 

Constraints Unit Run 1 Run 2 lower 

mean plant 

data 

(nominal) 

upper 

𝑟(𝑥∗) RVP psi 4.38 5.00 5.00 2.60 8.00 

𝑠(𝑥∗)  H2S content ppm  4.52 7.11 0.00 10.15 10.00 

𝑤(𝑥∗) Water content vol% 0.01 0.01 0.00 0.01 0.01 

Objective function       

Steam flowrate kg/hr 668.84 276.33 108.06 584.20 1954.22 

Decision variables       

Inlet flowrate m3/h 14.67 4.66 0.14 7.42 26.52 

Inlet temperature ˚C 43.48 48.40 13.76 33.31 48.41 

Column temperature ˚C 114.88 118.37 62.67 110.50 130.31 

Column pressure barg 3.02 2.63 2.11 2.45 3.02 

Condensate temperature ˚C 87.95 95.08 74.91 103.34 126.05 

Condensate flowrate m3/h 10.85 10.54 10.54 15.19 33.58 

Reboiler temperature ˚C 157.40 158.48 152.46 158.53 164.14 

Gas flowrate m3/h 484.25 489.48 0.88 485.64 3228.48 

Gas temperature ˚C 62.25 56.78 32.23 81.34 113.44 

Gas pressure barg 2.37 2.27 2.05 2.39 2.77 

time second 5899.49 144.47    
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Table 5.22. Plant 2 optimization results with ANN models used to predict condensate 

specification (constraints) and steam flowrate (objective function) 
  Solution Limits and mean value 

Constraints Unit Run1 Run2 lower mean upper 

𝑟(𝑥∗) RVP psi 5.55 5.63 5.00 6.30 8.00 

𝑤(𝑥∗) Water content mg/kg 50.00 50.00 0.00 56.22 50.00 

Objective function       

Steam flow kg/hr 15128.09 14772.80 10671.59 16992.34 27547.63 

Decision variables       

Inlet flowrate m³/h 358.72 358.68 235.59 358.57 497.99 

Inlet temperature °C 118.27 117.68 94.27 118.26 129.92 

Column temperature °C 138.84 139.04 126.25 138.81 152.37 

Column pressure drop bar 0.09 0.08 0.01 0.08 0.13 

Column pressure barg 10.06 10.02 9.30 9.75 11.04 

Condensate flowrate m³/h 293.95 293.61 126.24 294.05 391.87 

Condensate temperature °C 197.71 199.12 186.88 197.64 207.23 

Reboiler Temperature (inlet and 

output) 

°C 173.32 173.92 161.05 173.24 183.92 

°C 201.20 199.15 190.74 201.31 211.91 

Overhead flowrate m³/h 11618.94 11618.83 7615.07 11618.97 16819.40 

Overhead temperature °C 71.60 71.77 59.55 71.55 92.19 

Overhead pressure barg 9.55 9.45 7.64 9.77 10.99 

time second 256.65 71.00    

 

  



184 

 

 
Figure 5.53. Schematic representation of the proposed optimization framework where machine 

learning models are integrated with optimization problem constraints and objective function 

under different initial guess 
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Table 5.23. The optimal operating conditions of plant 1 over all initial guess 

  Solution Limits and mean value 

Constraints Unit optimal lower 
mean plant 

data(nominal) 
upper 

𝑟(𝑥∗) RVP psi 6.00 5 2.6 8 

𝑠(𝑥∗) H2S content ppm  2.21 0 10.15 10 

𝑤(𝑥∗) Water content vol% 0.00 0 0.01 0.01 

Objective function      

Steam flow kg/hr 456.02 108.06 584.2 1954.22 

Decision variables      

Inlet flowrate m3/h 15.69 0.14 7.42 26.52 

Inlet temperature ˚C 26.37 13.76 33.31 48.41 

Column temperature ˚C 97.09 62.67 110.5 130.31 

Column pressure barg 2.91 2.11 2.45 3.02 

Condensate temperature ˚C 97.51 74.91 103.34 126.05 

Condensate flowrate m3/h 26.86 10.54 15.19 33.58 

Reboiler temperature ˚C 156.95 152.46 158.53 164.14 

Gas flowrate m3/h 46.32 0.88 485.64 3228.48 

Gas Temperature ˚C 32.32 32.23 81.34 113.44 

Gas pressure barg 2.77 2.05 2.39 2.77 

 

Table 5.24. The optimal operating conditions of plant 2 over all initial guess 

  Solution Limits and mean value 

Constraints Unit optimal lower mean upper 

𝑟(𝑥∗) RVP psi 7.61 5 6.3 8 

𝑤(𝑥∗) Water content mg/kg 50.00 0 56.22 50 

Objective function      

Steam flow kg/hr 13561.89 10671.59 16992.34 27547.63 

Decision variables      

Inlet flowrate m³/h 414.73 235.59 358.57 497.99 

Inlet temperature °C 120.95 94.27 118.26 129.92 

Column temperature °C 137.32 126.25 138.81 152.37 

Column pressure drop bar 0.07 0.01 0.08 0.13 

Column pressure barg 10.45 9.3 9.75 11.04 

Condensate flowrate m³/h 352.82 126.24 294.05 391.87 

Condensate temperature °C 197.07 186.88 197.64 207.23 

Reboiler temperature 
°C 166.05 161.05 173.24 183.92 

°C 201.75 190.74 201.31 211.91 

Overhead flowrate m³/h 13331.64 7615.07 11618.97 16819.4 

Overhead temperature °C 62.44 59.55 71.55 92.19 

Overhead pressure barg 9.38 7.64 9.77 10.99 
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5.6 Conclusion and Future Work   

In this chapter, a comprehensive development of machine leaning models and optimization 

framework for 2 condensate stabilizer units was performed successfully. Data-driven model 

development that include outliers’ removal and hyperparameters tuning was implemented. A 

generalized genetic algorithm approach was developed to optimally tune the SVM regression 

hyperparameters. The developed genetic algorithm can be applied to any supervised machine 

learning algorithm to compute its optimal set of hyperparameters. Different machine learning 

models were developed and compared with each other. The results showed that nonlinear models 

outperform linear models, implying that the relationships between inputs and outputs are 

nonlinear. The performance of both SVM regression and ANN were very good in predicting plant 

outputs. However, ANN was preferable because single ANN model can predict more than 1 output 

variable simultaneously. Another reason is that ANN models were able to capture actual plant 

trends (behaviour) as ANN simulation results were in good agreement with plant simulation results 

from literature. Machine learning models have shown potential to capture plant behaviour based 

on data only and offer reliable and accurate predictions. And therefore, they can be used as an 

effective replacement of the complicated mechanistic model within process optimization.  

An NLP model was developed and solved by implementing trust-region method (i.e., numerical 

optimization algorithm) that integrates the developed machine learning model as surrogate model 

to determine the plant optimal operating conditions. The developed surrogate models were 

integrated into the optimization model through the objective function and associated constraints. 

Since the numerical optimization method is sensitive to initial guess, a multiple initial guess 

approach was proposed. The proposed data-driven surrogate-based optimization framework, that 

include outlier detection, machine learning model development, machine learning model 

optimization and data-driven surrogate-based process optimization can act as computer-aided 

software that can be applied to a wide range of applications. 

Optimization results show that the proposed surrogate-based optimization framework is effective 

and can lead to a reduction in cost and energy consumption. A significant reduction in steam 

flowrate while maintaining high product flowrate was obtained for both plants by manipulating 

the operating conditions using the proposed optimization model (around 20% and for both plants). 

Future work should continue exploring different optimization algorithm approaches that can start 

from a good location in feasible space (has built-in feature to select good initial guess). Moreover, 
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a multi-objective optimization model can be developed by modifying the current optimization 

model. Future work can also include the development of a dynamic data-driven model based on 

time series observations, which can predict dynamic nonlinear relationships between the input 

variables and output variables. For example, dense plant time data with a high sampling frequency 

can be used to develop recurrent neural networks, where forecasting can be performed. Improving 

training data in term of quality and quantity results in more reliable and accurate predictions, as 

the performance of machine learning models is entirely determined by data quality and quantity.  

For example, use more data that covers as much ground within the design space as possible. It is 

worth noting that the optimization algorithm used in this case study is a numerical optimization 

method which is based on objective function and constraints approximation near solution 

candidate. As a result of that, reaching and defining the global optimum might be challenging and 

require extensive effort and investigation. It was also demonstrated that the numerical optimization 

used is very sensitive to the initial guess. Therefore, there is still room for improvement in the 

selection of the initial guess for the proposed surrogate-based optimization framework. Further 

research can be conducted to explore different numerical methods that are more effective to work 

with machine learning models and can find global or near global optimum.  
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Chapter 6  Conclusions and Future Work 

All research goals of the proposed work were successfully accomplished. This dissertation 

presented different data-driven solution frameworks that were successfully implemented in 

optimally planning energy infrastructure and operating chemical process which can deal with 

uncertainties, multiscale modelling, and unit equation complexity.  

As discussed in Chapter 3, a reduced size stochastic scenarios generation framework that was 

efficient in representing a wide spectrum of the most probable scenarios and leading to an 

inexpensive computational problem, was developed. Furthermore, deterministic and stochastic 

data-driven power generation planning models were developed. The deterministic approach was 

solved based on a single population parameter (i.e., mean) from the data, while the stochastic data-

driven approach was based on more detailed information from the data without explicitly knowing 

its distribution. In the stochastic data-driven approach, a clustering algorithm (k-means) was 

applied to generate reduced size scenarios (i.e., clusters) from the historically available data and 

thus, lead to an inexpensive computational problem. It was demonstrated that power generation 

design and operation under stochastic approach is more practical than designing under both: 

extreme case (i.e., worst-case scenario), and deterministic case. From the assessment of applying 

the proposed data-driven approach on different types of power generation planning model, it was 

concluded that reducing the uncertain data size by implementing k-mean clustering method, is an 

effective tool to tackle the computational tractability of considering many stochastic scenarios. In 

general, the proposed method does not require a full understanding of the data’s behaviour. At the 

same time, it presents a simple framework that can offer acceptable results. Therefore, the data-

driven stochastic method is a trade-off between computational effort and data accuracy. 

In chapter 4, a clustering approach to reduce multiple attribute demand data size by representing 

the yearly days by “typical” days representatives was developed. Heuristic size reduction approach 

derived from the general formulation clustering approach was utilized to cluster the given demand 

data in less computational time. Results revealed that the heuristic approach can reduce the 

clustering running time by 2 orders of magnitude than the general clustering approach without 

compromising clustering accuracy. The clustering approach was applied to stochastic energy hub 

system to reduce the complexity of the model with reasonable accuracy. For applications that do 

not need sequencing, it is advantageous to apply normal clustering to minimize computational 
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effort and deal with large scale models. Although, there was no clear relationship between 

attributes weight factors and the model objective function, it was found that giving more weight 

to the attribute with higher degree of fluctuation can enhance the objective function and multiscale 

decision variables (become closer to the full-size energy hub model solution). In all clustered 

cases, results showed that average relative errors of the reduced size energy hub objective functions 

with respect to the full-size mode, were not exceeding 11%. It was proven from this study that the 

solutions (design and operational decisions) from solving energy hub model with reduced size 

demand, are very close to the solution of full-size energy hub model, at much less computational 

time (less by 2 to 3 order of magnitude). Assessment on the stochastic formulation showed that 

considering wind uncertainties in design and operation of energy hub model had positive effects.  

A comprehensive development of machine leaning models and surrogate-based optimization 

framework for 2 condensate stabilizer units was presented in Chapter 5. Data-driven model 

development that include outlier detection and model hyperparameters tuning was performed. This 

case study showcases that developed models can perform reliable and accurate predictions. And 

consequently, they can be used as a convenient alternative to the process unit operation models 

within process optimization. Optimization approach for the condensate stabilizers were developed 

based on TRCM, in which machine learning prediction models were integrated. Results obtained 

from solving the optimization problem showcase that the proposed method is a useful data-driven 

tool that can help the gas industry to simultaneously achieve process efficiency, profitability, and 

safety. The proposed approach is general and can be applied to a wide range of chemical processes 

based on plant or simulation data.  

 

Further research and investigation can be conducted based on the case studies presented in Chapter 

3, 4 and 5 as follows: 

The power generation planning model developed in Chapter 3 can be further expanded to include 

different types of generation units, powered by different types of fuel, and investigate the effect 

on design and operational decisions. Additionally, the integration of solar energy as a source of 

energy be explored, where the proposed approach can also be used to model the uncertainty 

behaviour of solar energy. An energy storage system can be combined, and the behaviour of the 

system under different realization of intermittent renewable energy and demand can be 

investigated.  The stochastic power generation planning model can be extended to include a carbon 



190 

capturing unit which can be modelled using either mass and energy balances or supervised 

machine learning models.  

Future works related to Chapter 4 can include the application of the proposed clustering approach 

to different multiscale planning problem. The stochastic energy hub planning model can be 

extended to include capacity expansion planning decisions, while satisfying multiple attributes 

demand. In detail, forecasting techniques can be employed to forecast the future demands, 

clustering approach will be applied to reduce the size of these multiple attributes demand, in which 

they can be used as an input to the energy hub capacity expansion planning model. In another 

example of future work, the multiscale clustering approach can be applied to superstructure 

modelling approach for designing new chemical or power plants. Furthermore, the clustering 

approach that was proposed in Chapter 3 to generate stochastic scenarios, can be used in this case 

study to generate reduced size wind speed scenarios.  

For Chapter 5, a case study exploring different optimization algorithm approaches that can start 

from a good location in feasible region (good starting point) can be investigated. Additionally, a 

multi-objective optimization model can be developed by adjusting the current optimization model. 

Future work can also include the development of dynamic data-driven models based on time series 

observations which predict dynamic plant behaviour. Improving training data in term of quality, 

results in more reliable and accurate predictions, because the performance of machine learning 

models is entirely determined by data quality and quantity. There is still room for improving the 

selection of initial guess approach for the proposed surrogate-based optimization framework. 

Further research can be conducted to explore different numerical methods that are more effective 

to work with machine learning models and can find global or near global optimum.  
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Appendices  

Appendix A 

Following are the mathematical equation of the UC power generation planning problem presented 

in Section 3.4. In this case only 1 demand load (l) and 1 wind farm (k) are considered.  

Objective Function: 

𝑚𝑖𝑛     𝐶𝑅𝐹  𝑥
𝑐𝑎𝑝𝑔𝐶

𝑐𝑎𝑝𝑔 +∑(𝑥𝑘
𝑐𝑎𝑝𝑤𝑖𝑛𝑑𝐶𝑘

𝑐𝑎𝑝𝑤𝑖𝑛𝑑)

𝑘

   

+∑(𝑐𝑖,𝑡
𝑆𝑈 + 𝑐𝑖,𝑡 

𝑆𝐷 + 𝐶𝑖
𝑜𝑝𝑝𝑔,ℎ

𝐷𝐴 +) + 

𝑖,𝑡

∑𝑝𝑟𝑜𝑏𝑠   ∑𝐶𝑖
𝑜𝑝𝑟𝑔,ℎ,𝑠 + ∑𝑉𝑙

𝑆𝐻𝑝𝑙,𝑡,𝑠
𝑆𝐻

𝑙,𝑡𝑖,𝑡

 

𝑠

 

Day-ahead Constraints:  

Maximum and minimum power generation capacity in day-ahead: 

𝑝𝑖
𝐿 ∗  𝑢𝑖,𝑡 ≤ 𝑝𝑖,𝑡

𝐷𝐴  ≤  𝑝𝑖
𝑈 ∗  𝑢𝑖,𝑡                ∀𝑖, ∀𝑡 

Maximum and minimum ramp up and ramp down limits in day-ahead: 

−𝑅𝐷𝑖  ≤     (𝑝𝑖,𝑡
𝐷𝐴  −  𝑃𝑖

𝑖𝑛𝑖)     ≤   𝑅𝑈𝑖               ∀𝑖, 𝑡 = 1 

−𝑅𝐷𝑖  ≤     (𝑝𝑖,𝑡
𝐷𝐴  −  𝑝𝑖,𝑡−1

𝐷𝐴 )     ≤   𝑅𝑈𝑖               ∀𝑔, ∀𝑡 > 1 

Transmission capacity in day-ahead: 

𝐵(𝑛.𝑚)(𝜃𝑛,𝑡
𝐷𝐴 − 𝜃𝑚,𝑡

𝐷𝐴)   ≤     𝐹𝑛,𝑚          ∀𝑛, ∀𝑚, ∀𝑡 

Start-up cost for generators in day-ahead: 

𝑐𝑖,𝑡
𝑠𝑢   ≥      𝐶𝑖

𝑠𝑢(𝑢𝑖,𝑡 − 𝑈𝑖
𝑖𝑛𝑖)      ∀𝑔, 𝑡 = 1 

𝑐𝑖,𝑡
𝑠𝑢    ≥     𝐶𝑖

𝑠𝑢(𝑢𝑖,𝑡 − 𝑢𝑖,𝑡−1)                     ∀𝑔, ∀𝑡 > 1 

𝑐𝑖,𝑡
𝑠𝑢    ≥     0      ∀𝑔, ∀𝑡 

Shut-down cost for generators in day-ahead: 

𝑐𝑖,𝑡
𝑠𝑑   ≥      𝐶𝑖

𝑠𝑑( 𝑈𝑖
𝑖𝑛𝑖 − 𝑢𝑖,𝑡)      ∀𝑔, 𝑡 = 1 

𝑐𝑖,𝑡
𝑠𝑑    ≥     𝐶𝑖

𝑠𝑑(𝑢𝑖,𝑡−1 − 𝑢𝑖,𝑡)                     ∀𝑔, ∀𝑡 > 1 

𝑐𝑖,𝑡
𝑠𝑑    ≥     0      ∀𝑔, ∀ℎ 

Power balance of system in day-ahead: 
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∑𝑝𝑖,𝑡
𝐷𝐴   + ∑𝑤𝑘,𝑡

𝐷𝐴     −  ∑𝐷𝑙,ℎ   =   ∑𝐵(𝑛.𝑚)(𝜃𝑛,ℎ
𝐷𝐴 − 𝜃𝑚,ℎ

𝐷𝐴 )            ∀𝑛, ∀ℎ

𝑚𝑙𝑘𝑖

 

Real time constraints:  

Power balance in real time:  

∑(𝑝𝑖,𝑡
𝐷𝐴 + 𝑟𝑖,𝑡,𝑠)

𝑖

+∑(𝑤𝑘,𝑡
𝐷𝐴 − 𝑤𝑘,𝑡,𝑠

𝑆𝑃 )

𝑘

+∑(𝐷𝑙,𝑡 − 𝑝𝑙,𝑡,𝑠
𝑆𝐻 )

𝑙

=∑(𝐵(𝑛.𝑚)(𝜃𝑛,ℎ,𝑠
𝑅𝑇 − 𝜃𝑚,ℎ,𝑠

𝑅𝑇 ))

𝑚

∀𝑛, ∀ℎ, ∀𝑠 

Maximum and minimum power generation capacity in real time: 

𝑝𝑖
𝐿 𝑢𝑖,𝑡 ≤ (𝑝𝑖,𝑡

𝐷𝐴  +  𝑟𝑖,𝑡,𝑠) ≤  𝑝𝑖
𝑈 𝑢𝑖,𝑡                               ∀𝑖, 𝑡 = 1, ∀𝑠 

𝑝𝑖
𝐿 𝑢𝑖,𝑡 ≤ (𝑝𝑖,𝑡

𝐷𝐴   + 𝑟𝑖,𝑡,𝑠)   ≤  𝑝𝑖
𝑈  𝑢𝑖,𝑡                ∀𝑖, ∀𝑡, ∀𝑠 

Maximum and minimum ramp-up and ramp-down limits in real time: 

−𝑅𝐷𝑖   ≤     [ 𝑝𝑖,𝑡
𝐷𝐴 + 𝑟𝑖,𝑡,𝑠  − 𝑃𝑖

𝑖𝑛𝑖]     ≤   𝑅𝑈𝑖               ∀𝑖, ∀𝑠, 𝑡 = 1 

−𝑅𝐷𝑖   ≤     [(𝑝𝑖,𝑡
𝐷𝐴 + 𝑟𝑖,𝑡,𝑠) − (𝑝𝑖,(𝑡−1)

𝐷𝐴 + 𝑟𝑖,(𝑡−1),𝑠)]    ≤   𝑅𝑈𝑖               ∀𝑖, ∀𝑡 > 1, ∀𝑠 

Installed capacity of wind farm and conventional power generating units:  

𝑤𝑘,𝑡
𝐷𝐴 ≤ 𝑥𝑘

𝑐𝑎𝑝𝑤𝑖𝑛𝑑𝑊𝑘,𝑡
𝐷𝐴𝑚𝑎𝑥                           ∀𝑡   

Where 𝑊𝑘,𝑡
𝐷𝐴𝑚𝑎𝑥 is the expected value of wind power realization factor (in per unit) of farm k at time 

t in day and is calculated as follows:  

𝑊𝑘,𝑡
𝐷𝐴𝑚𝑎𝑥 =∑𝑝𝑟𝑜𝑏𝑠(𝑊𝑘,𝑡,𝑠)

𝑆

       ∀𝑘,∀𝑡            

𝑢𝑖,𝑡 ≤ 𝑥𝑔𝑖               ∀𝑖, ∀𝑡             

𝑥𝑔𝑖 ≤ ∑(𝑢𝑖,𝑡)

𝑡

               ∀𝑖     

𝑥
𝑐𝑎𝑝𝑔 =∑𝑥𝑔𝑖 ∗ 𝑃𝑖

𝑈

𝑖

 

Power transmission capacity limit in real time: 

𝐵(𝑛.𝑚)(𝜃𝑛,𝑡,𝑠
𝑅𝑇 − 𝜃𝑚,𝑡,𝑠

𝑅𝑇 )   ≤     𝐹𝑛,𝑚          ∀𝑛, ∀𝑚, ∀𝑡, ∀𝑠 

Real-time power shading and wind power spillage: 

0 ≤  𝑤𝑠𝑝𝑘,𝑡,𝑠 ≤ 𝑊𝑘,𝑡,𝑠𝑥𝑤𝑖𝑛𝑑
𝑐𝑎𝑝

 

𝑝𝑙,𝑡,𝑠
𝑆𝐻 ≥ 0  

Renewable energy portfolio constraint:  
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∑(𝑥𝑘
𝑐𝑎𝑝𝑤𝑖𝑛𝑑)

𝑘

≥ 𝑅𝐸𝑃 ∗  ∑(𝑥𝑘
𝑐𝑎𝑝𝑤𝑖𝑛𝑑𝐶𝑘

𝑐𝑎𝑝𝑤𝑖𝑛𝑑)

𝑘

+ 𝑥
𝑐𝑎𝑝𝑔  

Table A.1 Model parameters  

Generator 𝐶𝑖
𝑠𝑢($) 𝐶𝑖

𝑠𝑑($) 𝑃𝑖
𝑈  

(MW) 

𝑃𝑖
𝐿 (MW) 𝐶𝑖

𝑜𝑝
 

($/MWh) 

𝑅𝑈𝑖 
(MW/h) 

𝑅𝐷𝑖 
(MW/h) 

1 175         10 450 90 11 90 90 

2 132       10 100 10 17 20 20 

3 175         10 76 2 11 20 20 

4 107         10 400 0 23 200 200 

 

  



209 

Appendix A List of Symbols  

Indices  

𝑡 time period 

𝑖 power generating units 

𝑠 stochastic scenarios 

𝑛 indices for system nodes 

𝑘 index for wind farms 

𝑙 index for loads 

 

Discrete variables  

𝑢𝑖,𝑡 binary operational/scheduling decision variable representing the on/off status of 

unit 𝑖 at period 𝑡 

𝑥𝑔𝑖 binary design decision variable representing whether unit i should be installed or 

not 

 

Continuous variables  

𝑥𝑘
𝑐𝑎𝑝𝑤𝑖𝑛𝑑 installed capacity of wind farm k (MW) 

𝑥
𝑐𝑎𝑝𝑔

 the total Installed capacity of all conventional units (MW) 

𝑝𝑖,𝑡
𝐷𝐴 power output variable of unit i at period t in day-ahead stage 

𝑟𝑖,𝑡,𝑠 power adjustment of conventional unit i at time t under scenario s (MW) 

𝑝𝑙,𝑡,𝑠
𝑆𝐻  involuntary active load shedding (load loss) of load l at time t under scenario s 

(MW)  

𝑐𝑖,𝑡
𝑠𝑢 start-up cost variable of unit i at period t; 

𝑐𝑖,𝑡
𝑠𝑑 shut-down cost variable of unit i at period t 

𝑤𝑘,𝑡
𝐷𝐴 power scheduled for wind farm k at time t in day-ahead stage (MW) 

𝑤𝑠𝑝𝑘,𝑡,𝑠 wind power spillage of farm k at time t under scenario s (MW) 

𝜃𝑛,𝑡
𝐷𝐴 voltage angle at node n at time t in day-ahead stage (radian) 

𝜃𝑛,𝑡,𝑠
𝑅𝑇  voltage angle at node n at time t under scenario s in the real-time stage (radian) 

 

Parameters  

𝐶𝑐𝑎𝑝𝑔 capital cost conventional generating units ($/MW) 

𝐶𝑘
𝑐𝑎𝑝𝑤𝑖𝑛𝑑  capital cost of wind farm k ($/MW) 

𝐶𝑖
𝑜𝑝

 operational marginal cost of conventional unit g ($/MWh) 

𝑁𝑑 lifetime of power generation plant (years) 

𝑃𝑟𝑜𝑏𝑠 probability of each stochastic realization scenario s 

𝑃𝑖
𝑈 upper power generating limit of unit i 

𝑃𝑖
𝐿 lower power generating limit of unit i 

𝑉𝑙
𝑆𝐻 value of lost load for load l ($/MW) 
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𝑈𝑖
𝑖𝑛𝑖 initial commitment status of conventional unit i (0/1) 

𝑅𝑈𝑖 ramp-up rate of unit i (MW/h) 

𝑅𝐷𝑖 ramp-down rate of unit i (MW/h) 

𝐶𝑖
𝑠𝑢 start-up cost for unit i ($) 

𝐶𝑖
𝑠𝑑  shutdown cost for unit i ($) 

𝐶𝑅𝐹 capital recovery factor 

𝐵(𝑛.𝑚) imaginary part of the admittance of lines between two connected node n and m  

𝐹𝑛,𝑚 capacity of transmission line n to m in MW and it was set to 1000MW 

𝑊𝑘,𝑡,𝑠 wind power realization factor (in per unit) of farm k at time t under scenario s 
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Appendix B 

This section is related to Chapter 4 

Figure.B.1 and B.2 show the annual hourly heat and electricity demands of the energy hub 

system [129], respectively.  

 

Figure B.1. Annual hourly heat demand [129] 

 

Figure B.2. Annual hourly electricity demand [129] 

 

Raw data time-series (i.e., electricity demand and heat demand) are arranged into the candidate 

periods similar to what was done in Section 3.3.2 (see Figure. B.3.). Therefore, raw data of 

electricity demand and heat demand are reshaped into new matrix where the number of rows 

represent the number of days in one year (i.e., 365 days) and the number of columns represent the 

number of hours in one day (i.e., 24 hours). The reshaped electricity demand and heat demand 

profile are displayed in Figure B.4. 

 

Figure B.3. Process of rearranging the dimension of wind speed and electric demand 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟8764 =  

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟2

⋮
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟8764

 
𝑟𝑒𝑎𝑟𝑟𝑎𝑛𝑔𝑒
         

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1,1 ⋯ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1,24

⋮ ⋱ ⋮
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟366,1 ⋯ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟366,24
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Figure B.4. Processed annual electricity (blue lines) heat demand (red lines) data 

 

Figures B.5 to B.10 show the clusters and day assignment results of normal and sequence 

clustering for weight factors 1 and 8 with 4, 5, and 6 clusters.  

  



213 

Normal Clustering using 4 clusters 
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Figure B.5. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 4 normal clustering  
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Normal Clustering using 5 clusters 
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Figure. B.6. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 5 normal clustering  
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Normal Clustering using 6 clusters 
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Figure B.7. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 6 normal clustering  
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Sequence Clustering using 4 clusters 
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Figure B.8. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 4 sequence clustering 
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Sequence Clustering using 5 clusters 
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Figure B.9. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 5 sequence clustering 
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Sequence Clustering using 6 clusters 
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Figure B.10. heat and electricity demand cluster curves with day assignment for weight factors 1 

and 8 using 6 sequence clustering 
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Figure B.11. Power output of the two wind turbines in this study as a function of wind speed 

 

 

 
Figure B.12. Installed heat and power generation capacity for the energy hub system under CO2 

emission regulations 
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Figure B.13. Energy hub’s total utility production rates comparison between original and 

clustered cases under CO2 emissions regulation 
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