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Abstract

The goal of this paper is to develop the theory of Courant algebroids with in-

tegrable para-Hermitian vector bundle structures by invoking the theory of Lie

bialgebroids. We consider the case where the underlying manifold has an almost

para-complex structure, and use this to define a notion of para-holomorphic alge-

broid. We investigate connections on para-holomorphic algebroids and determine

an appropriate sense in which they can be para-complex. Finally, we show through

a series of examples how the theory of exact para-holomorphic algebroids with a

para-complex connection is a generalization of both para-Kähler geometry and the

theory of Poisson-Lie groups.
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1 Introduction

There has been a growing interest in generalized geometry since Hitchin introduced the

concept in his paper Generalized Calabi-Yau Manifolds in 2002 [17]. Given a smooth

manifold M , the natural setting for generalized geometry is the vector bundle TM :=

TM ⊕T ∗M . This vector bundle comes equipped with a natural anti-symmetric bracket,

[·, ·], introduced by Courant in his 1990 paper Dirac Manifolds [8], a symmetric bilinear

form 〈·, ·〉 and a natural anchor map ρ : TM ⊕T ∗M → TM given by projection onto the

first factor. For X ⊕ ξ, Y ⊕ η ∈ Γ(TM ⊕ T ∗M), the bracket and symmetric pairing are

given explicitly by:

[X ⊕ ξ, Y ⊕ η] = [X,Y ]⊕ LXη − LY ξ −
1

2
d(ιXη − ιY ξ), (1)

〈X ⊕ ξ, Y ⊕ η〉 = ξ(Y ) + η(X).

Courant also introduced the notion of a Dirac subbundle in [8].

Definition 1.1. Let M be a smooth manifold. A Dirac structure on TM is a subbundle

L ⊂ TM that is maximally isotropic and whose space of sections, Γ(L), is closed under

the Courant bracket.

Dirac structures correspond directly to Poisson bivectors in the case where L 6= TM or

T ∗M (for a good explanation of why this is the case, see [32]), and so the search for

Dirac subbundles is equivalent to the search for Poisson bivectors on M .

On the other hand, research in para-complex geometry has been expanding as

well. The fundamental object here is the almost product manifold.

Definition 1.2. Let M be a smooth manifold, and J ∈ Γ(End(TM)) with J2 = IdTM .

The pair (M,J) is called an almost product manifold.
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Since J2 = IdTM , J has two eigenvalues, ±1, and so TM admits a decomposition into

the direct sum of the ±1-eigenbundles TM = T+M ⊕ T−M . If the eigenbundles have

the same rank, then J is called an almost para-complex structure. The pair (M,J) is

called a half integrable para-complex manifold if one of the eigenbundles is closed under

the Lie bracket, and a para-complex manifold if both eigenbundles are integrable. For

an interesting survey of the historical context, and some basic results in the field leading

up to the mid 1990’s, see [9]. Just as in the complex case, one can ask what it means for

an almost para-complex structure to be compatible with a metric on M . This gives the

following definition.

Definition 1.3. Let (M,J) be an almost para-complex manifold and g be a non-degenerate

symmetric bilinear form on M . Then we say that J is compatible with g if g(J ·, J ·) =

−g(·, ·) and in this case, we refer to (M, g, J) as an almost para-Hermitian manifold.

It was Bejan who introduced the concepts of para-complex and para-Hermitian

vector bundles in her paper The Existence Problem of Hyperbolic Structures on Vec-

tor Bundles [4]. These structures lack a concept of integrability however, and so these

constructions are done basically at the level of vector spaces. Importantly, Erdem in-

troduced the concept of a para-holomorphic map between para-complex manifolds. In

the context of vector bundles, we understand para-holomorphic maps as vector bundle

morphisms T : (E, JE) → (F, JF ) such that JF ◦ T = T ◦ JE. Erdem also introduced

the idea of “para-complexifying” a vector bundle using the para-complex numbers C to

obtain ±j-eigenbundles, similar to the complex case, but with the caveat that j2 = 1.

Where the concept of Courant algebroids and para-Hermitian vector bundles meet

is in Svoboda’s paper Algebroid Structures on Para-Hermitian Manifolds [36]. Motivated

by the physics of Double Field Theory, Svoboda identifies para-Hermitian structures on

Courant algebroids as corresponding to Lie bialgebroids, which are thoroughly studied
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in [34]. The condition of integrability of the eigenbundles of the para-complex structure

becomes closure under the Courant bracket, and so one obtains a pair of transverse Dirac

structures corresponding to the para-Hermitian structure.

In this paper, we are interested in exploring para-Hermitian algebroids E → M

over para-Hermitian manifolds (M, g, J) in order to show that an even wider class of

of objects can be realized in the para-complex setting than previously thought. In this

setting, it is natural to ask questions like: “Is the obstruction to integrability of the

eigenbundles of E related to structures on TM?”, “What happens if the anchor map

ρ : E → TM is para-holomorphic?”, and “Given a connection A : TM → E, what

does it mean for A to be para-holomorphic?”. The contribution that this paper aims

to make is to introduce the concept of para-holomorphic algebroids, and para-complex

connections. The interplay between para-complex connections and para-Hermitian/holo-

morphic algebroids is particularly interesting. For instance, we find that

Theorem 1.1. If (E, J) is an exact para-Hermitian algebroid over a para-Hermitian

manifold, and admits a flat para-complex connection A, then E is a para-holomorphic

algebroid.

A consequence of considering para-complex connections is that we arrive naturally

at the concept of a split-para-complex structure. In short, a split-para-complex structure

is a vector bundle E together with two para-complex structures J,K, such that JK =

KJ . For an exact para-Hermitian algebroid (E, J) with a connection A and an anchor

map ρ : E → TM , we can define the para-complex structure K to take the value +1 on

A(TM) and −1 on ρ∗(T ∗M). In general, we can take any splitting E = ρ∗(T ∗M)⊕H,

and define the para-complex structure K similarly. This identification of connections

and almost para-complex algebroids leads us to the observation:

Theorem 1.2. If (E, J) is an exact para-holomorphic algebroid, then E admits a flat
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para-complex connection if and only if (E, J,K) is split-para-complex.

Finally, we will present a class of para-Hermitian algebroids over the exact Courant

algebroid TG for a Lie group G with a quadratic Lie algebra g, as well as a class of ex-

act para-holomorphic algebroids with flat para-complex connections over TG when g is

also semi-simple. In the second class of examples, we realize a compact real form of the

Lie algebra g as corresponding to a special para-holomorphic structure on TG, where

G is the Drinfeld double of K, endowed with a compatible para-complex connection in-

duced by the diagonal inclusion G ↪→ G×G (referred to as the Cartan-Dirac structure).

We will also construct a separate para-holomorphic structure with flat para-complex

connection on TG in the case where G is the Drinfeld double of a complete simply-

connected Poisson-Lie group (K,ΠK). The goal of this section is to concretely establish

that exact para-holomorphic algebroids with flat para-complex connections are not only

common, but comprise some well known objects. The impression we try to give is that

para-Hermitian geometry is general enough to include interesting objects and provides a

direction for future generalizations.

Roytenberg studied Lie bialgebroids using the framework of supermanifolds in

[34], and so in the future it would be interesting to generalize para-holomorphic algebroids

using this formalism. In particular, it would be interesting to try and cast the para-

complex structure as a function on T ∗ΠE+, as they do with other important objects

like the Courant bracket. It would also be interesting to try and find examples of para-

holomorphic structures with compatible para-complex connections that are not simply

the diagonal embedding, and are perhaps not flat as well.
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2 Para-Complex Vector Bundles

Para-complex manifolds and para-complex vector bundles are straightforward generaliza-

tions of complex manifolds and vector bundles. The utility of the para-complex setting is

that the splitting of the vector bundle into eigenbundles occurs at the level of the vector

bundle, and does not require you to “para-complexify”. One can generalize basically

any fact about complex manifolds and vector bundles to the para-complex setting to

obtain analogous results and fundamental objects, which is what we will summarize in

this chapter.

Of special importance is the so called para-Hermitian structure. The main interest

in this structure comes from the fact that the eigenbundles of the para-complex struc-

ture become maximally isotropic. In the context of quadratic Lie algebras, orthogonal

maximally isotropic subalgebras arise naturally in the study of Poisson-Lie groups. With

our goal of finding a single object that corresponds naturally to para-Kähler manifolds

and also Poisson-Lie groups, we present the theory of para-complex vector bundles.

2.1 Basic Properties

Throughout this paper, let M be a smooth manifold of dimension n and E → M be a

smooth real vector bundle over M .

Definition 2.1. A product structure on E is a section J ∈ Γ(End(E)) such that J2 =

IdE.

On each fiber Ep := π−1(p), p ∈M , we find that J has the two possible eigenval-

ues 1 and −1. This induces a decomposition of Ep into the direct sum of the eigenspaces

Ep = E+
p ⊕ E−

p , which in turn induces an eigenbundle decomposition E = E+ ⊕ E−.
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When the subbundles E+ and E− have the same rank (hence the rank of E must be

even), we say that J is a para-complex structure. This decomposition of the vector bundle

E induces a decomposition of the dual bundle as follows:

Let E∗
+ := {ω ∈ E∗ |ω(Z) = 0 for all Z ∈ E−} and E∗

− := {ω ∈ E∗ |ω(Z) =

0 for all Z ∈ E+}. We have the decomposition E∗ = E∗
+ ⊕ E∗

−. This splitting induces a

decomposition of the kth-exterior bundle of E given by∧k
E∗ =

⊕
p+q=k

E∗
(p,q),

where in this case E∗
(p,q) := ΛpE∗

+ ∧ ΛqE∗
−. An alternative definition involves the ring of

para-complex numbers C = {a+ jb | j2 = 1, a, b ∈ R}.

Definition 2.2. A para-complex vector bundle is a vector bundle whose fibers are iso-

morphic to the free module Cn, with the multiplication by j as the para-complex structure.

The transition functions of such a bundle will then be smooth (not necessarily

para-holomorphic) maps gαβ : (Uα ∩ Uβ) × Cn → (Uα ∩ Uβ) × Cn satisfying the re-

lations gαα = IdE|Uα
and gαβ ◦ gβγ ◦ gγα = IdE|Uα∩Uβ∩Uγ

. Just as in the complex case,

placing restrictions on the transition functions allows us to introduce the concept of para-

holomorphic vector bundles, which we discuss later. We now consider the case of the

tangent bundle and the interaction of these eigenbundles with the natural Lie algebroid

structure on TM that comes from the Lie bracket.

2.2 The Case of the Tangent Bundle

An important case to consider is when E = TM . In this case, the pair (M,J) is referred

to as an almost para-complex manifold. The famous Newlander-Nirenberg theorem in

this context relates the almost para-complex structure J on TM to the integrability of

the eigenbundles T+M and T−M .
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Theorem 2.1. (Newlander-Nirenberg [33]): Let (M,J) be an almost para-complex man-

ifold. Then J is induced by a para-holomorphic atlas if and only if the distributions T+M

and T−M are integrable.

We will discuss the concept of para-holomorphicity in the next section. The

integrability of the eigenbundles induces coordinates on M of the form (z+, z−). The

partial derivatives with respect to the z± coordinates span eigenbundles T±M . As in the

complex case, there is a (2, 1)−tensor NJ , called the Nijenhuis tensor, that measures the

integrability of these eigenbundles:

4NJ(X,Y ) = ([X,Y ]− J [X, JY ]− J [JX, Y ] + [JX, JY ]) . (2)

One can easily see that NJ = 0 if and only if T+M and T−M are integrable. In the

case where M is itself a para-complex manifold (meaning that it has an integrable para-

complex structure), we can define the notion of a para-holomorphic vector bundle over

M using the concept of (p, q)-forms with values in E. If M is a para-complex manifold,

then we have a decomposition of the differential forms on M into types and can give an

expression for the image of the deRham differential with respect to this decomposition:

ΩkM =
⊕

p+q=k

Ω(p,q)M,

dΓ(Ω(p,q)M) ⊂ Γ(Ω(p+1,q)M)⊕ Γ(Ω(p,q+1)M).

This is summed up in the following theorem.

Theorem 2.2. ([22], [33]) Let J be an almost para-complex structure on M . Then the

following are equivalent:

1. J is a para-complex structure.

2. T+M and T−M are integrable.
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3. dΓ(Ω(1,0)M) ⊂ Γ(Ω(2,0)M ⊕ Ω(1,1)M) and dΓ(Ω(0,1)M) ⊂ Γ(Ω(1,1)M ⊕ Ω(0,2)M).

4. dΓ(Ω(p,q)M) ⊂ Γ(Ω(p+1,q)M ⊕ Ω(p,q+1)M).

5. NJ = 0.

The fourth condition allows us to decompose the exterior derivative into the sum

of two operators, d = ∂+ + ∂−, with the property that ∂+ : Ω(p,q)M → Ω(p+1,q)M and

∂− : Ω(p,q)M → Ω(p,q+1)M . From the fact that d2 = 0, we derive the identities ∂2+ = 0,

∂2− = 0 and ∂−∂+ + ∂+∂− = 0 from the fact that the type decomposition of forms is

disjoint. In keeping with the complex setting, we obtain a local ∂±-Poincaré lemma and

a local ∂+∂−-lemma.

Lemma 2.1. (Local ∂±-Poincaré Lemma [22]): Any ∂+-closed form ω ∈ Ω(p,q)U , p ≥ 1,

is locally ∂+-exact, and similarly for ∂− when q ≥ 1.

Lemma 2.2. (Local ∂+∂−-Lemma [22]): Let ω ∈ Ω(1,1)M be a 2-form. Then ω is closed

if and only if for every point x ∈ M , there exists an open neighborhood U containing x

such that ω|U = ∂+∂−u for some real function u on U .

2.2.1 Para-Holomorphic Bundles

Let (M,J) be a para-complex manifold and f :M → C be a smooth function. Following

[11], we say that f is para-holomorphic when df ◦ J = j ◦ df . We note that any function

f : M → C can be expressed as f = 1+j
2
f1 + 1−j

2
f2 for some real-valued functions

f1, f2 ∈ C∞(M). Now, since M is a para-complex manifold, we have local coordinates

(z+, z−), and in these coordinates, the para-Cauchy-Riemann equations read

∂−f1 = 0, ∂+f2 = 0. (3)

Alternatively, if we model M locally as Cn, then using the +j-and −j-eigencoordinates

of j extended to TM ⊗R C, z and z, the para-Cauchy-Riemann equations take on the
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familiar form of ∂f = 0, where ∂ corresponds to partial derivatives with respect to the

z coordinates. We desire a simple expression for para-holomorphicity similar to the one

in the complex setting. In order to do this, we consider the operators

∂ =
1 + j

2
∂+ +

1− j

2
∂−, ∂ =

1 + j

2
∂− +

1− j

2
∂+. (4)

We can say that f : M → C is para-holomorphic if and only if ∂f = 0, which is useful

because it allows us to avoid para-complexifying the tangent bundle in order to obtain

±j-eigenbundles. Further, we retain the identity d = ∂+∂. As was hinted earlier, E →M

is a para-holomorphic vector bundle over a para-complex manifold if there exists an atlas

with para-holomorphic transition functions. With this in mind, we can now examine what

it means for the transition functions of a para-complex bundle E over a para-complex

manifold M to be para-holomorphic. Given a trivialization ΨUα : π−1(Uα) → Uα × R2n,

we can construct the transition functions ΨUα ◦Ψ−1
Uβ
(x, v) = (x, ταβ(x)v). The component

functions of the map ταβ : Uα ∩ Uβ → GL2n(R) are of interest here when determining

what it means for this map to be para-holomorphic. To understand what this means, we

first consider that these transition functions should be compatible with the para-complex

structure on R2n. If we choose eigenvectors as the basis, we can express ταβ as a block

matrix in the z+ and z− coordinates. we find that when

J ◦

ρ+αβ ρ−αβ

σ+
αβ σ−

αβ

 =

ρ+αβ ρ−αβ

σ+
αβ σ−

αβ

 ◦ J,

 ρ+αβ ρ−αβ

−σ+
αβ −σ−

αβ

 =

ρ+αβ −ρ−αβ
σ+
αβ −σ−

αβ


and so

ταβ =

ραβ 0

0 σαβ

 .
Further, we will see that in light of Proposition 2.2 and the previous discussion on para-

holomorphic functions, and the fact that under the decomposition E+⊕E− the transition
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functions are in the form ραβ ⊕ σαβ, the transition functions of the para-complexified

bundle would be 1+j
2
ραβ +

1−j
2
σαβ. For this reason, we present the following.

Proposition 2.1. [4] Let E → M be a rank 2n real vector bundle over a para-complex

manifold. Then E is para-complex if and only if the structure sheaf (I.e. the collection

of transition functions) admits a decomposition

gαβ =

ραβ 0

0 σαβ,


where ραβ and σαβ both have rank n. Moreover E is para-holomorphic if and only if

∂−(ραβ)ij = 0 and ∂+(σαβ)ij = 0.

We now consider the bundle of forms. Beginning on the manifold M , we can

construct the bundle Λ(p,q)E = Λ(p,q)M ⊗ E of E-valued forms on M of type (p, q).

At this point, it is pertinent to address the difference between the real bundle E →

M with the para-complex structure J and its para-complexification. Recall that the

para-complexification of the bundle E is simply the vector bundle EC whose fibers are

(EC)x = Ex ⊗R C, x ∈ M . If we replace the para-complex bundle E with EC , then one

can decompose EC into its ±j-eigenbundles, and much of the complex theory can be

replicated, including the Dolbeault sequence. In order to extend the operator ∂ defined

in equation (4) to one compatible with our understanding of the complexification, we

consider the following proposition from [22]:

Proposition 2.2. For a para-complex manifold M , let Λ(p,q)MC denote the forms of

type (p, q) with respect to the para-complexified tangent bundle TMC. Then there is an

(R-linear) isomorphism

ϕ : Λ(p,q)M × Λ(q,p)M → Λ(p,q)MC

(η, η′) 7→ 1 + j

2
η +

1− j

2
η′

10



such that the following diagram commutes:

Ω(p,q)M × Ω(q,p)M Ω(p,q)MC

Ω(p,q+1)M × Ω(q+1,p)M Ω(p,q+1)MC

ϕ

∂−×∂+ ∂̄

ϕ

.

Proof. Suppose that J is a para-complex structure on M . Then there are coordinates

zα+ on T+M and zα− on T−M , which allow us to define para-holomorphic coordinates zα

in the usual way, zα := 1+j
2
zα++ 1−j

2
zα−. From the fact that

(
1±j
2

)2
= 1±j

2
and 1+j

2
1−j
2

= 0,

we can see that 1±j
2
dzα = 1±j

2
dzα± and 1±j

2
dz̄α = 1±j

2
dzα∓. This means that if η ∈ Ω(p,q)M ,

then 1+j
2
η ∈ Ω(p,q)MC , and if η′ ∈ Ω(q,p)M , then 1−j

2
η′ ∈ Ω(p,q)MC . Therefore, the image

of ϕ is what we claim it to be. It is also easy to see that ϕ is R-linear as

ϕ ((η, η′) + α(ω, ω′)) =
1 + j

2
(η + αω) +

1− j

2
(η′ + αω′)

=
1 + j

2
η +

1− j

2
η′ + α

(
1 + j

2
ω +

1− j

2
ω′
)

= ϕ(η, η′) + αϕ(ω, ω′),

for any α ∈ R. Furthermore, kerϕ = {0} as φ(η, η′) = 0 implies that 1+j
2
η = −1−j

2
η′,

which by multiplying through by 1+j
2

(or 1−j
2

) gives 1+j
2
η = 0 (or 1−j

2
η′ = 0). Since η

and η′ are real-valued forms, we can conclude that they are the zero form on each of

their respective spaces, thus ϕ is an isomorphism. For reference, the inverse of ϕ is given

by (η, η′) = (Re(ω) + Im(ω), Re(ω) − Im(ω)). Finally, we can show that the diagram

11



commutes. Recall that 1±j
2

∂
∂zα∓

= 1±j
2

∂
∂z̄α

, implying

ϕ(∂−η, ∂+η
′) =

1 + j

2
∂−η +

1− j

2
∂+η

′

=
1 + j

2
∂̄η +

1− j

2
∂̄η′

= ∂̄

(
1 + j

2
η +

1− j

2
η′
)

= ∂̄ϕ(η, η′).

The interesting part of Proposition 2.2 is that it appears as though the operator

∂− ⊕ ∂+ plays the same role as ∂ does in the complex setting. In the complex setting,

the operator ∂ sets up the Dolbeault sequence, which is the cohomological sequence of

spaces of differential forms, and maps type (p, q)-forms to type (p, q+1)-forms. For para-

complex bundles, the stand-in for this operator is ∂−⊕ ∂+ acting on (p, q)⊕ (q, p)-forms,

and so we have an analogous Dolbealt sequence in the para-complex setting:

· · · Ω(p,q)M ⊕ Ω(q,p)M Ω(p,q+1)M ⊕ Ω(q+1,p)M · · ·∂−⊕∂+ ∂−⊕∂+ ∂−⊕∂+ .

The choice to swap (p, q) for (q, p) comes directly from Proposition 2.2 and ensures that,

as in the complex case, Ω(p,0)MC
∼= Ω(p,0)M ⊕ Ω(0,p)M is a para-holomorphic vector

bundle (Where in the complex setting, Ω(0,p)(M) is holomorphic [33]). We can extend

both ∂+ and ∂− to Ω(p,q)E in the same way as in the complex case:

∂±(ω1, · · · , ω2n) = (∂±ω1, · · · , ∂±ω2n), (5)

where ωi ∈ Ω(p,q)(M). Additionally, we can consider the bundle

Ω(p,q)(E) := Ω(p,q)(M)⊗ E+ ⊕ Ω(q,p)(M)⊗ E−. (6)
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In the case where E is para-holomorphic, we can extend the operator ∂− ⊕ ∂+ to the

local sections ω = (ω+
1 , · · · , ω+

n ) ⊕ (ω−
1 , · · · , ω−

n ) ∈ Ω(p,q)(E), where ω+
i are local (p, q)-

forms and the ω−
i are local (q, p)-forms, in a way that does not depend on the chosen

trivialization, as the E± trivialization is invariant under ∂∓. Both ∂+ and ∂− satisfy

the Leibniz rule, and therefore so does ∂− ⊕ ∂+. Using this convention, we retain the

sequence

· · · Ω(p,q)(E) Ω(p,q+1)(E) · · · ,∂−⊕∂+ ∂−⊕∂+ ∂−⊕∂+

with the special property that (∂− ⊕ ∂+)
2 = 0.

Definition 2.3. An operator ∂− ⊕ ∂+ : Ω(p,q)(E) → Ω(p,q+1)(E) for all 0 ≤ p, q ≤ n

on a para-complex vector bundle E that satisfies the Leibniz rule is called a pseudo-

paraholomorphic structure. If, moreover (∂− ⊕ ∂+)
2 = 0, then ∂− ⊕ ∂+ is called a

para-holomorphic structure.

Just as in the holomorphic case, we have the following theorem.

Theorem 2.3. A para-complex vector bundle (E, J) is para-holomorphic if and only if

it has a para-holomorphic structure.

2.2.2 Para-Hermitian Manifolds

In contrast to the theory of complex manifolds, where the appropriate objects of study

in the Hermitian context are Riemannian metrics, para-complex geometry is concerned

with pseudo-Riemannian metrics of split signature. To begin:

Definition 2.4. A pseudo-Riemannian metric g is a smooth, symmetric, non-degenerate

section of E∗⊗E∗. Given a para-complex vector bundle (E, J), g is said to be compatible

with J if g(JX, Y ) = −g(X, JY ) for any sections X,Y ∈ Γ(E). In this case, we refer
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to g as a para-Hermitian metric. We define the induced fundamental form F ∈ Λ2E∗ by

F (X,Y ) = g(X, JY ).

We now quote some useful results from Bejan [4].

Proposition 2.3. Let (J, g) be a para-Hermitian structure on E. Then:

1. J is a para-complex structure on E and rank(E) = 2n.

2. g is a pesudo-Riemannian structure of signature (n, n).

3. The eigenbundles E+ and E− are maximally isotropic with respect to g.

Proof. Recall that g is non-degenerate, so there exists s1 ∈ Γ(E) such that g(s1, s1) 6= 0.

We may also assume that g(s1, s1) > 0, with the negative case being similar. By the

definition of compatibility and the fact that g is symmetric, we have that s1 is orthog-

onal to Js1 with respect to g. If rank(E) > 2, then we let s2 ∈ Γ(E) be orthogonal

to both s1 and Js1 with respect to g. It follows that Js2 is also orthogonal to both s1

and Js1, as well as s2, and so by continuing this process, we get a local orthogonal basis

B = {s1, Js1, · · · , sn, Jsn}, and so rank(E) = 2n.

The signature of g is (n, n) as g(si, si) > 0, and so g(Jsi, Jsi) = −g(si, si) < 0.

Let us denote ui = si + Jsi and vi = si − Jsi. We can see that, as before, {ui} and

{vi} are local bases for the eigenbundles E+ and E− respectively. Finally, we simply

have to show that g is identically zero when restricted to either bundle. The maximality

condition is satisfied as rank(E±) = n, and E = E+ ⊕ E−. To this end, we see that for
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the basis vectors {ui}, we have

g(si + Jsi, sj + Jsj) = g(si, sj) + g(Jsi, Jsj) + g(Jsi, sj) + g(si, Jsj)

= g(si, sj)− g(si, sj) + g(si, Jsj)− g(si, Jsj)

= 0.

And a similar calculation shows that g also vanishes on E−.

In keeping with the previous section, the addition of a compatible pseudo-Riemannian

metric induces a further reduction in the structure sheaf of the para-Hermitian bundle,

consisting of the collection of transition functions over some choice of open cover of M .

We have the well known result due to Bejan [4]:

Theorem 2.4. A vector bundle E over M admits a para-Hermitian structure if and only

if the structure group acting on its frame bundle can be reduced to the group of matrices

of the form: gαβ(p) =
S 0

0 (St)−1

 : S ∈ GLk(R), p ∈M

 .

Proof. Suppose that E admits a para-Hermitian structure (J, g). The first thing to note

is that we require a compatible pseudo-Riemannian metric, whereas in the complex case,

the complex structure is enough to provide a reduction of GL2n(C) ↪→ GLn(R). In the

complex case, it is possible to construct local linearly independent frames just using the

complex structure, but the same method does not work in the para-complex case unless

a compatible metric is introduced. This is a consequence of the classification of almost

vector cross-product structures. With this in mind, we proceed as follows.

Let (E, π,M) be a vector bundle of rank 2n, and let J be an endomorphism of E

such that J2 = IdE. Let ϕα : π−1(Uα) → Uα×R2n, and ϕβ : π−1(Uβ) → Uβ ×R2n be two
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local trivializations such that Uα ∩ Uβ 6= ∅. Consider the action of J on R2n, given by

Jα = ϕα◦J◦ϕ−1
α and Jβ = ϕβ◦J◦ϕ−1

β . Furthermore, we let ϕβ◦ϕ−1
α (p, v) = (p, ταβ(p)(v))

for (p, v) ∈ Uα∩Uβ×R2n. Recall that g is non-degenerate, so there exists s1 ∈ Γ(E) such

that g(s1, s1) 6= 0. We may also assume that g(s1, s1) > 0, with the negative case being

similar. By the definition of compatibility and the fact that g is symmetric, we have

that s1 is orthogonal to Js1 with respect to g. If rank(E) > 2, then we let s2 ∈ Γ(E) be

orthogonal to both s1 and Js1 with respect to g. It follows that Js2 is also orthogonal

to both s1 and Js1, as well as s2, and so by continuing this process, we get a local

orthogonal frame Bα = {s1, Jαs1, · · · , sn, Jαsn} on the image of ϕα. Following as in the

complex case, we get a reduction into matrices of the form

ταβ =



a11 b11 · · · an1 bn1

b11 a11 · · · bn1 an1
...

...
. . .

...
...

a1n b1n · · · ann bnn

b1n a1n · · · bnn ann


In the para-complex setting, we may use the natural ±1-eigenbasis, which is given

by Bα = { 1√
2
(s1 + Jαs

1), · · · , 1√
2
(sn + Jαs

n), 1√
2
(s1 − Jαs

1), · · · , 1√
2
(sn − Jαs

n)}. In this

basis, the transformation takes the form

ταβ =



a11 + b11 a21 + b21 · · · 0 0

a12 + b12 a22 + b22 · · · 0 0
...

...
. . .

...
...

0 0 · a(n−1)(n−1) − b(n−1)(n−1) an(n−1) − bn(n−1)

0 0 · · · a(n−1)n − b(n−1)n ann − bnn


=

S 0

0 V



(7)

Now, we make an observation: ταβ maps the ±1-eigenspace of Jα into the ±1-

eigenspace of Jβ. With this in mind, we construct a basis Bβ = { 1√
2
(s1+Jβs

1), · · · , 1√
2
(sn+
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Jβs
n), 1√

2
(s1 − Jβs

1), · · · , 1√
2
(sn − Jβs

n)}. Using this basis, we remark that

Jβ =

In 0

0 −In

 , gβ =

 0 In

In 0

 .

Knowing that ταβ vanishes on complimentary eigenspaces allows us to keep the form that

we arrived at in equation (7.2.1). We also note that by definition gα = τ tαβ ◦ gβ ◦ τβα, and

so  0 In

In 0

 =

St 0

0 V t

 0 In

In 0

S 0

0 V


 0 In

In 0

 =

 0 StV

V tS 0

 .

And thus we have StV = 0, or V = (St)−1. Therefore, the structure group has a

reduction into matrices of the form

ταβ(p) =

S(p) 0

0 (St)−1(p)

 , S(p) ∈ GLk(R), p ∈M.

Conversely, suppose that ταβ has the desired form. Simply picking

g|Uα = gα =

 0 In

In 0


and then extending gα to all of E as

gβ = τ tαβ ◦ gα ◦ ταβ =

 0 In

In 0


gives a well defined metric. As well, we get two sub-bundles of E as the invariant spaces

of ταβ. Simply defining J to be the identity on one of them and minus the identity on
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the other gives a para-complex structure, and one can see that on the overlap,

Jβ = τ−1
αβ ◦ Jα ◦ ταβ

=

S−1 0

0 St

In 0

0 −In

S 0

0 (St)−1


=

In 0

0 −In

 .

Thus, from the reduction of the structure group, we obtain a para-Hermitian structure.

In this case, if we assume that E is also para-holomorphic, then it is quite easy

to see that the transition functions have to be constant. This is because ∂−(S)ij = 0,

and so S can only be a function of the z+ variables. But then we could say that the

transition functions (ST )−1 can only be functions of the z− variables. These matrices are

inverse transposes of each other, and so one can see that they must be constant. It is

quite easy to show that when g is compatible with the almost para-complex structure,

F ∈ Ω(1,1)M . If the para-complex structure is integrable and F is closed, then we know

by the local ∂+∂+-lemma that locally F = ∂+∂−u for some real function u, called the

local para-Kähler potential.

Definition 2.5. Let (M,J, g, F ) be an almost para-Hermitian manifold. We say that

this structure is para-Kähler and refer to g as the para-Kähler metric if and only if J is

integrable and dF = 0. In summary:

g is para-Kähler ⇔

N
J = 0

dF = 0

. (8)

The utility of this definition is that since the associated 2-form is closed, the

para-Kähler metric g can be written locally in term of the local para-Kähler potential,
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giving

gij =
∂2u

∂zi+∂z
j
−
.

Many interesting examples of para-complex, para-Hermitian, and para-Kähler manifolds

exist. For an overview of some historical examples as well as a survey of the development

of the field of para-complex geometry, see [9], in particular section 3. We will now present

some illustrative and interesting examples.

Example 2.1. The natural almost para-Kähler structure on T ∗M :

This example is due Bejan in [3], and will be informative to have in mind when

we talk about para-complex connections in section 4. Let M be a smooth manifold and

let ∇ be a torsion free connection on M . The connection ∇ induces a decomposition

Tξ(T
∗M) = Hξ(T

∗M) ⊕ Vξ(T
∗M), where Vξ(T ∗M) is the vertical bundle with respect

to the projection π : T ∗M →M , and Hξ(T
∗M) is the horizontal bundle induced by the

connection. In local coordinates {xi, pi} for T ∗M , we have that

V(x,p)(T
∗M) =

{
vi

∂

∂pi
|vi ∈ C∞(T ∗M)

}
,

H(x,p)(T
∗M) =

{
vi

∂

∂xi
+ wi ∂

∂pi
| vi, wi ∈ C∞(T ∗M), and wi + Γi

jk(x)v
jpk = 0

}
,

where Γi
jk are the Christoffel symbols of the connection ∇. Under this decomposition,

we can define an almost para-complex structure J with +1-eigenbundle equal to the

horizontal bundle, and −1-eigenbundle equal to the vertical bundle. The natural para-

Hermitian metric in the coordinates {xi, pi} is then given by

g =

−2pkΓi
jk(x) δij

δij 0

 .

It is easy to see that both H(T ∗M) and V (T ∗M) are maximally isotropic with respect

to this metric. Further, Bejan gives us the following Theorem:
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Theorem 2.5. With the above notation, (M, g, J) is an almost para-Kähler structure

on the total space of the cotangent bundle T ∗M , whose fundamental 2-form F satisfies

F = dθ (where θ denotes the Liouville form), and thus coincides with the canonical

symplectic structure on T ∗M . Moreover if ∇ has vanishing curvature, then the structure

(M, g, J) is para-Kähler.

Example 2.2. The Pseudosphere S(3,3).

In complex geometry, there is the famous question of whether the sphere S6 admits

an integrable complex structure. There are many known almost complex structures, but

none so far discovered are integrable. In this vein of exploration, Libermann in [26]

constructs an almost para-Hermitian structure on the pseudosphere S(3,3) that is not

integrable, where S(3,3) is the submanifold of R7 determined by the polynomial

−x21 − x22 − x23 + x24 + x25 + x26 + x27 = 1.

In [35], Smolentsev reconstructs this almost para-Hermitian structure by considering the

quotient G∗
2/SL(3;R), where G∗

2 is the non-compact real form of the exceptional Lie

group G2, and shows that its Nijenhuis tensor does not vanish. Interestingly, in section

5.1 of [35], Smolentsev finds an integrable para-complex structure on S(3,3) by showing

that S(3,3) is diffeomorphic to the cylinder D3 × S3, and so the question of whether

integrable para-complex structures exist on S(3,3) is closed.
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3 Lie Algebroids, Courant Algebroids and Lie-Bialgebroids

We now move towards a discussion of algebroids. Roughly, algebroids allow us to com-

bine the generality of para-Hermitian vector bundles with the integrability results that

only appear in the context of the tangent bundle. By endowing the vector bundle with

a bracket that has certain properties, we can ask questions about integrability of the

eigenbundles that we would be unable to do otherwise. The two main objects of study

here are Lie algebroids and Courant algebroids. A Lie algebroid is the most straightfor-

ward generalization of the tangent bundle, and a Courant algebroid is a generalization

of the bundle TM ⊕ T ∗M , as we discussed in the introduction.

The objects that we intend to retain are the non-degenerate symmetric bracket

〈·, ·〉 on the vector bundle E →M and the almost para-complex structure J . Recall that

the eigenbundles of J are maximally isotropic with respect to 〈·, ·〉. The fundamental

take-away from the concept of a para-Hermitian manifold is that when the subbundles

T±M are integrable, they form subalgebroids of the Lie algebroid TM . Therefore, the

natural object to consider is the Lie bialgebroid (E+, E−) consisting of dual pairs of Lie

algebroids. As we will see, Lie bialgebroids are related to Courant algebroids in precisely

the way that makes the Courant algebroid viable for a generalization of para-Hermitian

geometry, which we then discuss in the next section.

3.1 Lie Algebroids

In the context of vector bundles, we lack a concept of integrability for the eigenbundles

of a para-complex structure. Further, another weakness is that there is no accompanying

derivative operator to decompose that acts on functions to produce sections of the dual

bundle (as opposed to sections of Ω·(M) ⊗ E). It’s clear that the two objects that are
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missing are an anchor map ρ : E → TM , which will allow us to pull back the exterior

derivative on M , and a bracket on the space of sections of E. For this reason, we

introduce the notion of Lie algebroid using the formalism in [34].

Definition 3.1. A Lie algebroid is a vector bundle A → M together with an anti-

symmetric bracket [·, ·]A on the space of sections Γ(A) and a bundle map a : A → TM

called the anchor. The bracket and the anchor satisfy the following conditions:

1. For all σ, τ ∈ Γ(A), a([σ, τ ]A) = [a(σ), a(τ)]TM .

2. For all σ, τ ∈ Γ(A) and f ∈ C∞(M), [σ, fτ ]A = f [σ, τ ]A + (a(σ)f)τ .

One can use this bracket and anchor to produce a derivation of degree 1, dA, on

the space of sections Γ(
∧∗A∗) by using an identical form of the Cartan formula. For any

ω ∈ Γ(
∧pA∗), we can define dAω ∈ Γ(

∧p+1A∗) by

dAω(σ0, · · · , σp) =
p∑

i=0

(−1)i(a(σi))ω(σ1, · · · , σ̂i, · · · , σp) (9)

+
∑

0≤i<j≤p

(−1)i+jω([σi, σj]A, σ0, · · · , σ̂i, · · · , σ̂j, · · · , σp)

Note that d2A = 0. Moreover, the Lie bracket on A is recoverable from dA since for any

ω ∈ Γ(
∧1A∗),

ω([σ, τ ]A) = a(σ)ω(τ)− a(τ)ω(σ)− dAω(σ, τ).

All of the structural identities of the Lie bracket are induced by the fact that d2A = 0

and can be discovered by considering d2Ag(σ, fτ) for arbitrary f, g ∈ C∞(M). Further,

it is possible to extend the Lie bracket to multi-vector fields (sections of
∧∗A) via the

following rules. For σ ∈ Γ(
∧pA), we let the degree of σ be |σ| = p.

1. [σ, τ ]A = −(−1)(|σ|−1)(|τ |−1)[τ, σ].
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2. For σ ∈ Γ(A) and f ∈ C∞(M), [σ, f ] = a(σ)f .

3. [σ, ·]A is a derivation of degree |σ| − 1, meaning

[σ, τ ∧ ξ]A = [σ, τ ]A ∧ ξ + (−1)(|σ|−1)(|τ |)τ ∧ [σ, ξ]A, |[σ, τ ]| = |σ|+ |τ | − 1.

The derivation dA and interior derivative ι, defined by contracting sections of
∧
A∗ with

sections of A, can be used to define the Lie derivative operator LA
X = [dA, ιX ]. All of the

usual commutation relations satisfied by these operators continue to hold in this setting.

Example 3.1. The tangent bundle, TM , to a smooth manifold M .

As we remarked in the introduction to this section, the simplest Lie algebroid is

the tangent bundle TM with the Lie bracket as the bracket on the space of sections and

the anchor given by the identity map.

Example 3.2. The action Lie algebroid g×M →M .

A Lie algebra action of g on M is a map σ : g → X(M) such that σ([X,Y ]g) =

[σ(X), σ(Y )]TM for X,Y ∈ g. If one considers the trivial bundle g×M , we have an anchor

given by ρ(X, p) = σ(X)|p and can extend the bracket on g to g×M by derivations over

smooth functions on M to obtain a Lie algebroid called the action Lie algebroid of g on

M . Given an element of the dual Lie algebra ξ ∈ g∗, one can compute the derivative of

ξ with respect to the induced derivation dg as

dgξ(X,Y ) = σ(X)ξ(Y )− σ(Y )ξ(X)− ξ([X,Y ]g),

which whenX and Y are constant sections, meaning elements of g, reduces to dgξ(X,Y ) =

−ξ([X,Y ]g), which is the standard Poisson structure on g∗ [10].
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3.2 Courant Algebroids

Now, the Lie algebroid structure may be sufficient to define a para-complex structure

by simply requiring the eigenbundles to be closed under the bracket structure, but this

definition does not extend easily to the para-Hermitian setting. The more natural objects

in this setting are the Courant algebroid and Lie bialgebroid, which we also draw from

[34].

Definition 3.2. Consider the vector bundle E →M equipped with a symmetric bilinear

form 〈·, ·〉, a skew-symmetric bracket [·, ·]E :
∧2E → E, and an anchor map ρ : E → TM .

We define dE : C∞(M) → Γ(E∗) by dE = ρ∗d, meaning for a section e ∈ Γ(E) and a

smooth function f ∈ C∞(M), dEf(e) = ρ(e)f , and the map T given by T (e1, e2, e3) =

1
6
〈[e1, e2], e3〉+c.p.. Then E is a Courant algebroid if the following conditions are satisfied.

For all e, e1, e2, e3, h1, h2 ∈ Γ(E) and f ∈ C∞(M),

1. J(e1, e2, e3) = β−1dET (e1, e2, e3),

2. ρ([e1, e2]) = [ρ(e1), ρ(e2)],

3. [e1, fe2] = f [e1, e2] + (ρ(e1)f)e2 − 1
2
〈e1, e2〉β−1dEf ,

4. ρ ◦ β−1 ◦ dE = 0,

5. ρ(e)〈h1, h2〉 = 〈[e, h1], h2〉+ 〈h1, [e, h2]〉+ 1
2
dE〈e, h1〉(h2) + 1

2
dE〈e, h2〉(h1),

where J(e1, e2, e3) = [[e1, e2], e3] + [[e2, e3], e1] + [[e3, e1], e2] and β : E → E∗ is the non-

degenerate bundle isomorphism induced by 〈·, ·〉.

A special kind of Courant algebroid that will be useful for consideration later

are exact Courant algebroids. An exact Courant algebroid is a Courant algebroid that
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admits a fiber-wise decomposition Ex = TxM ⊕ T ∗
xM , x ∈ M . This is equivalent to the

following sequence being exact:

0 T ∗M E TM 0,
ρ∗ ρ

where in this case, ρ∗ is the dual map to ρ under the pairing 〈·, ·〉, meaning 〈ρ∗ξ, e〉 =

ξ(ρ(e)). Exactness allows us to say that ker(ρ) = Im(ρ∗) and ker(ρ∗) = 0.

Given an exact Courant algebroid E, one can deform the Courant bracket on E

by any closed 3-form in the following way.

Definition 3.3. Let E → M be an exact Courant algebroid and let η ∈ Ω3(M). We

define the η-twist of the Courant bracket [·, ·] by

[e1, e2]η = [e1, e2] + ιe1ιe2ρ
∗η. (10)

Then, [·, ·]η is a Courant bracket precisely when η is closed [34].

In the definition of the Courant algebroid, we have introduced a derivative oper-

ator dE that will play a special role. Note that dE can be extended to all of
∧∗E∗ via

the Cartan formula, as in equation (9). There remains the question of what morphisms

between Courant algebroids should look like. At the bare minimum, we should ask that

a map Ψ : E → F between Courant algebroids preserves the anchor and the symmetric

bilinear form (meaning that Ψ should be an isometry). The way that Ψ should interact

with the bracket is informed by the following lemma.

Lemma 3.1. Let E,F be Courant algebroids over M and Ψ : E → F be a vector bundle

map that preserves the metric and anchor (ρF ◦Ψ = ρE). Then Ψ ◦ dE = dF if and only

if Ψ preserves the Courant brackets up to an element of ρ∗E(Ω2(M))⊗ ρ∗F (Ω
1(M)).
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Proof. All that we have to show is that if Ψ◦dE = dF , then Ψ([e1, e2]E)− [Ψ(e1),Ψ(e2)]F

is tensoral in both arguments. Since the brackets are anti-symmetric, we need only show

this for one entry. For e1, e2 ∈ Γ(E), f ∈ C∞(M), we have

Ψ([e1, fe2]E)− [Ψ(e1),Ψ(fe2)]F = Ψ

(
f [e1, e2]E + ρE(e1)fe2 −

1

2
〈e1, e2〉dEf

)
−
(
f [Ψ(e1),Ψ(e2)]F + ρF (Ψ(e1))fe2 −

1

2
〈Ψ(e1),Ψ(e2)〉dFf

)
= f (Ψ([e1, e2]E)− [Ψ(e1),Ψ(e2)]F )

+
1

2
〈Ψ(e1),Ψ(e2)〉(Ψ(dEf)− dFf).

And so we can see that φ = Ψ([e1, e2]E) − [Ψ(e1),Ψ(e2)]F is tensoral if and only if

Ψ ◦ dE = dF . By the fact that Ψ preserves the anchor, we find that ρF (φ(e1, e2)) = 0,

and so by exactness φ(e1, e2) = ρ∗F (ωe1,e2), for ω ∈ Ω1(M). Finally, since E and F are

exact, we can dualize the expression ρE = ρF ◦ Ψ to obtain ρ∗F = Ψ ◦ ρ∗E, and hence

φ(ρ∗E(ξ), ρ
∗
E(ζ)) = 0 for all η, ζ ∈ Ω1(M), meaning φ ∈ ρ∗E(Ω

2(M)) ⊗ ρ∗F (Ω
1(M)), as

desired.

Based on this understanding of the way that isometric vector bundle morphisms that

preserve the anchor interact with the bracket, we introduce the following definition.

Definition 3.4. Let E,F → M be two exact Courant algebroids and let Ψ : E → F be

an isometry that preserves the anchors of E and F . Then we call Ψ an almost Courant

algebroid morphism if Ψ◦dE = dF . We call Ψ Courant algebroid morphism if it preserves

the bracket.

If Ψ : E → E is an almost Courant algebroid automorphism, then Ψ([·, ·]) is the

Courant bracket on E up to a φ-twist by a closed form φ ∈ Ω3(M). We mention these

maps in lieu of Example 5.2, wherein it makes more sense to represent the double tangent

bundle to a Lie group TG as G× (g⊕ g), but a Courant algebroid morphism is needed
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to make this identification in a way that allows us to extract useful information about

the natural Courant algebroid on TG. The goal now is to examine the situation where

E admits a decomposition into dual subbundles for which the restriction of the Courant

bracket corresponds to a Lie bracket on the subbundles.

3.3 Lie Bialgebroids

There are specific subbundles of Courant algebroids that are of interest in the classical

theory, namely, Dirac subbundles. A Dirac subbundle is a maximally isotropic subbundle

L whose sections are closed under the bracket on E. In this case, we see that the function

T from the definition of a Courant algebroid has the property that T |L = 0 by the fact

that L is Lagrangian and closed under the bracket, and so the Jacobiator J is identically

zero by condition 1 for Courant algebroids, meaning the bracket [·, ·]E is a Lie bracket on

L. Further, for any l ∈ Γ(L), [l, ·]E acts by derivations on sections of L, and so L → M

is a Lie algebroid. We now consider the special case where E = A ⊕ A∗ for two Dirac

subbundles A and A∗ of E. Our choice of notation here comes from the fact that A and

A∗ must be maximally isotropic and hence disjoint, and so we can identify the second

subspace as the dual to A under the inner-product. In this case, we have the following

definition.

Definition 3.5. Suppose that A and A∗ are both Lie algebroids over M . We say that

the pair (A,A∗) is a Lie bialgebroid if dA is a derivation of the Schouten bracket on A∗.

I.e., dA[ξ, η]A∗ = [dAξ, η]A∗ + [ξ, dAη]A∗ for ξ, η ∈ Γ(
∧
A∗).

It is possible to cast the theory of Lie bialgebroids in terms of Courant algebroids

using the following theorems from [27].

Theorem 3.1. Let (A,A∗) be a Lie bialgebroid with corresponding anchors a and a∗.

Then (E = A⊕A∗, ρ, 〈·, ·〉+, [·, ·]) is a Courant algebroid, where ρ = a+ a∗, 〈X + ξ, Y +
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η〉± = 〈ξ, Y 〉 ± 〈η,X〉, and for e1 = X + ξ and e2 = Y + η,

[e1, e2] = ([X,Y ]A + LA∗

ξ Y − LA∗

η X − 1

2
dA∗〈e1, e2〉−) (11)

+ ([ξ, η]A∗ + LA
Xη − LA

Y ξ +
1

2
dA〈e1, e2〉−)

We will return to this choice of 〈·, ·〉− later as it will have significance in the para-

Hermitian setting. It is easy to see that, in this case, we have a splitting of the derivative

operator dE = dA + d∗A. This construction is dual in the sense that if one begins with a

Courant algebroid, we have the following:

Theorem 3.2. Let (E, ρ, 〈·, ·〉, [·, ·]) be a Courant algebroid, and suppose that L1 and

L2 are two maximally isotropic subbundles of E that are both closed under the Courant

bracket. Then E = L1 ⊕ L2 and (L1, L2) is a Lie bialgebroid, where L2 is considered the

dual to L1 under 〈·, ·〉.

Definition 3.6. A Courant algebroid E that admits a direct sum decomposition E =

A⊕A∗ into isotropic subbundles is called a proto-bialgebroid. If one of A or A∗ is closed

under the bracket, then E is called a quasi-Lie bialgebroid.

The obstruction to any Courant algebroid E being a proto-bialgebroid is simply

the existence of a dual pair of Lagrangian subbundles. Given a proto-bialgebroid E =

A⊕A∗, we can ask what the obstruction to closure with respect to the bracket on E for

each of the subbundles is. Given sections σ1, σ2 ∈ Γ(A) and τ1, τ2 ∈ Γ(A∗), we define the

sections φ ∈ Γ(
∧3(A∗)) and ψ ∈ Γ(

∧3(A)) by

ισ1ισ2φ = πA∗ [σ1, σ2]E, (12)

ιτ1ιτ2ψ = πA[τ1, τ2]E.

We can be sure that φ is a 3-form on A, as the bracket is skew-symmetric, and for any
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f ∈ C∞(M),

[σ1, fσ2]E = f [σ1, σ2]E + ρ(σ1)fσ2 −
1

2
〈σ1, σ2〉dEf

= (fπA([σ1, σ2]E) + ρ(σ1)fσ2)⊕ fπA∗([σ1, σ2]E),

where at the end we have split the sum into its A and A∗ part. We can easily see that

πA∗ [·, ·] is tensoral from the final expression. We also obtain a proto-Lie bracket [·, ·]A on

A which fails to satisfy the Jacobi identity defined as [·, ·]A := πA[·, ·]|A. We can do the

same thing for A∗, and obtain ψ ∈ Γ(
∧3(A)) that measures the failure of A∗ to be closed

and a proto-Lie bracket [·, ·]A∗ = πA∗ [·, ·]|A∗ . From the discussion on quasi-bialgebroids

in [34], in particular equation 3.18, we arrive at the following theorem.

Theorem 3.3. Let E = A⊕ A∗ be a proto-bialgebroid. The obstructions to the closure

of the subbbundles A and A∗ under the Courant bracket are the 3-forms φ ∈ Γ(
∧3(A∗))

and ψ ∈ Γ(
∧3(A)). Further dAφ = dA∗ψ = 0 for any proto-bialgebroid, where dA and d∗A

are defined in equation (9) using πA[·, ·]E and π∗
A[·, ·]E as the stand-in for the Lie bracket

respectively.

This final condition that dAφ = dA∗ψ = 0 will have more significance in the

para-Hermitian setting. We are now in a position to define our main object of study.
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4 Para-Hermitian Algebroids

We now have all of the ingredients necessary to define a para-Hermitian algebroid. The

goal will be to cast all of the previous facts about Courant and Lie algebroids in terms

of the para-Hermitian structure. To begin, we have

Definition 4.1. Let (E, ρ, 〈·, ·〉, [·, ·]) be a Courant algebroid over M . Then E is called an

almost para-Hermitian algebroid if it is equipped with a para-complex structure J that is

compatible with the inner product (i.e., 〈J ·, J ·〉 = −〈·, ·〉). We call (E, J) half integrable

if one of the eigenbundles of J is closed under the Courant bracket, and integrable if both

are closed under the Courant bracket. In the case where both eigenbundles are integrable,

we refer to (E, J) as a para-Hermitian algebroid.

Courant algebroids are anchored to the tangent bundle of the underlying manifold,

and so we are lead to consider para-holomorphic algebroids, which occur when a para-

Hermitian algebroid, (E, JE), is anchored to a para-Hermitian manifold, (M,JTM), and

the anchor map, ρ : E → TM , is para-holomorphic. Another program in this chapter will

be to generalize the construction in Example 2.1 by considering connections A : TM →

E. As we will see, connections are themselves para-complex structures, and just as in

the case of para-holomorphic algebroids, it makes sense to consider the case where they

commute with another para-complex structure on E. We complete this generalization in

Example 5.1 in section 5, which one can think of as containing the companion examples

to this section.

4.1 Integrability and the Para-Käher Condition

In order to measure the integrability of the eigenbundles, one can construct the Nijen-

huis tensor as in equation (2). Immediately, we see from Proposition 2.3 that if the

eigenbundles are integrable, then they are maximally isotropic, and so by Theorem 3.2,

30



E = E+ ⊕ E− and (E+, E−) is a Lie bialgebroid. By the discussion in the previous

section, both E+ and E− form Lie algebroids under the restricted brackets. This allows

us to define the derivative operators

d± : C∞(M) → Γ(E∗
±) (13)

with the property that dE = d++d−. These operators then give us a type decomposition

of forms. If we identify E∗
±
∼= E∓ under 〈·, ·〉 and consider them as subbundles of E, then∧(1,0)
E∗ := {ω ∈ E∗|ω(σ∗) = 0 ∀σ∗ ∈ Γ(E−)}, (14)∧(0,1)
E∗ := {ω ∈ E∗|ω(σ) = 0 ∀σ ∈ Γ(E+)}.

The two derivations d+ and d− are only traditionally defined on forms of type
∧(p,0)E∗

and
∧(0,q)E∗, respectively, but we see that under this splitting,

dE :
∧(p,q)

E∗ →
∧(p+1,q)

E∗ ⊕
∧(p,q+1)

E∗, (15)

and so we can in general define d+ to be the projection onto the (p+1, q) subbundle and

d− to be the projection onto the (p, q + 1) subbundle, as in the classical para-Hermitian

case. Note also that this decomposition is only possible when both eigenbundles are

integrable, and so we have an analogous result to Theorem 2.2. It is also important to

note that the derivative operators act by derivations on the induced Schouten brackets

associated to the dual Lie algebroid, so for any e±1 , e±2 ∈
∧
E∗

±,

d±[e
∓
1 , e

∓
2 ]∓ = [d±e

∓
1 , e

∓
2 ] + [e∓1 , d±e

∓
2 ]. (16)

Each of these operators can be expressed in local form. Consider the local basis

{e+1 , · · · , e+n , e−1 , · · · , e−n }, and suppose that

a+(e
+
i ) = Aj

i (x)
∂

∂xj
, a−(e

−
i ) = Aj

i
(x)

∂

∂xj
, (17)

where a± = ρ ◦ πE± , and

[e+i , e
+
j ] = Ck

ij(x)e
+
k [e−i , e

+
j ] = Ck

ij
(x)e+k + Ck

ij
(x)e−k [e−i , e

−
j ] = Ck

ij
(x)e−k (18)
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From these two facts, one can readily compute that for σ± ∈ Γ(E±) locally expressed as∑
i σ

±
i e

±
i ,

d+(σ
+) = −

∑
i,j

(
Ak

j (x)
∂σ+

i

∂xk
+ Ck

ij
(x)σ+

k

)
e+i ∧ e−j ,

d−(σ
+) = −

∑
i,j

(
Ak

j
(x)

∂σ+
i

∂xk
− Ak

i
(x)

∂σ+
j

∂xk
+ Ck

ij
(x)σ+

k

)
e+i ∧ e+j , (19)

d+(σ
−) = −

∑
i,j

(
Ak

j (x)
∂σ−

i

∂xk
− Ak

i (x)
∂σ−

j

∂xk
+ Ck

ij(x)σ
−
k

)
e−i ∧ e−j ,

d−(σ
−) = −

∑
i,j

(
Ak

j
(x)

∂σ−
i

∂xk
+ Ck

ij
(x)σ−

k

)
e−i ∧ e+j .

Just as in the case of a para-holomorphic vector bundle, we have d±(σ
ie±i ) =

∂±(σ
i) ⊗ e±i + σid±(e

±
i ). It would be useful at this point to define what we mean by

para-holomorphic forms. We consider a section σ ⊕ τ ∈
∧(p,q)E∗ ⊕

∧(q,p)E∗ to be

para-holomorphic if (d− ⊕ d+)(σ ⊕ τ) = 0. In particular, there are two ways for a

section σ ∈ Γ(E) to be para-holomorphic. By identifying E ∼= E∗ under the non-

degenerate pairing on E, one can decompose σ = σ+ ⊕ σ− ∈
∧(0,1)E∗ ⊕

∧(1,0)E∗, or

σ = σ− ⊕ σ+ ∈
∧(1,0)E∗ ⊕

∧(0,1)E∗. In this way, σ can be para-holomorphic as a

(0, 1)⊕ (1, 0)-form or as a (1, 0)⊕ (0, 1)-form.

Returning to Theorem 3.3, the notion of pseudo-para-holomorphic structures on

almost para-Hermitian algebroids gives an interesting interpretation of the integrability

condition for the eigenbundles. Consider the bundle E+. The Nijenhuis tensor when

restricted to E+ is given by

NJ(e+i , e
+
j ) =

1

2

(
[e+i , e

+
j ]E − J [e+i , e

+
j ]
)
, (20)

which when compared to equation (12) tells us that φ(e+i , e+j , e+k ) = 〈e+k , NJ(e+i , e
+
j )〉 +

c.p.. This can be done for E− as well, to obtain ψ(e−i , e
−
j , e

−
k ) = 〈e−k , NJ(e−i , e

−
j )〉 + c.p..
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Stretching this analogy further, we have d+φ = 0 and d−ψ = 0, and so the obstruction

to the integrability of the brackets is a pseudo-para-holomorphic (3, 0)⊕ (0, 3)-form cor-

responding to the restriction of the Nijenhuis bracket onto each eigenbundle. This was

first realized by Svoboda in [36].

In light of this, and Theorem 3.1, we can investigate how the bracket on E is

constructed from the given data of the Lie bialgebroid (A,A∗). In particular, we take

notice of 〈·, ·〉−. In terms of the metric on E, which we denote 〈·, ·〉, and the para-complex

structure J with +1-eigenbundle A and −1-eigenbundle A∗, we define the fundamental

2-form on E by

ω = 〈·, J ·〉. (21)

Note that when the eigenbundles are integrable, this form is of type (1, 1). Recall that

in the case where the eigenbundles are integrable, E+ and E− are isotropic, meaning

ω(e±i , e
±
j ) = 0. The “para-Kähler” condition, usually given by dEω = 0, can be equiva-

lently stated as d±ω = 0. We can use this expression to obtain a PDE constraining the

coefficients of ω. To this end, we have the following.

Lemma 4.1. The coefficients of the fundamental 2-form ω associated to the para-

Hermitian Courant algebroid E = E+ ⊕ E− satisfy

Al
i
(x)

∂ωjk

∂xl
− Al

j
(x)

∂ωik

∂xl
− C l

ij(x)ωlk + C l
ik
(x)ωlj − C l

jk
(x)ωli = 0, (22)

Al
i(x)

∂ωjk

∂xl
− Al

j(x)
∂ωik

∂xl
− C l

ij(x)ωlk + C l
ik
(x)ωlj − C l

jk
(x)ωli = 0. (23)

Proof. This follows easily from equation (9), along with the substitutions of vectors

from each desired eigenspace. The first equation corresponds to d+ω = 0 and the second

corresponds to d−ω = 0.
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4.2 Exact Almost Para-Hermitian Algebroids

Recall that for an almost para-Hermitian algebroid E = E+ ⊕ E−, the projections onto

each eigenbundle induce a splitting in the anchor ρ : E → TM as the sum of the two

operators a± : E± → TM . This splitting of the anchor map induces the following

sequences:

0 T ∗M E+ TM 0,
a∗− a+

0 T ∗M E− TM 0.
a∗+ a−

Lemma 4.2. Let E = E+ ⊕ E− be a Lie bialgebroid, with anchor ρ. If ρ ◦ ρ∗ = 0, then

a± ◦ a∗∓ + a∓ ◦ a∗± = 0

Proof. To begin, suppose that E = E+ ⊕ E− is a Lie bialgebroid. We find

ρ ◦ ρ∗(X) = (a+ + a−)(a
∗
+(X) + a∗−(X))

= a+(a
∗
+(X)) + a+(a

∗
−(X)) + a−(a

∗
+(X)) + a−(a

∗
−(X))

= a+(a
∗
−(X)) + a−(a

∗
+(X))

where we have used the fact that a± ◦ a∗± = 0, owing to the fact that E+ ⊕ E− is a Lie

bialgebroid. The statement then follows by the fact that ρ ◦ ρ∗ = 0.

This gives us the following useful proposition.

Proposition 4.1. Let (E, J) be an almost para-Hermitian algebroid. If E = E+ ⊕ E−

is exact, then ker(a±) = Im(a∗∓).

Proof. Suppose that E is exact, so that ker(ρ) = Im(ρ∗). Explicitly, ρ(e) = 0 if and

only if e = ρ∗(ξ) for some ξ ∈ Γ(T ∗M). Suppose that a±(e±) = 0 for some e± ∈ Γ(E±).
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Since e± is a section of the eigenbundle, a±(e±) = ρ(e±), and so e± = ρ∗(ξ) for some

ξ ∈ T ∗M . However, since ρ = a++a−, we can decompose e± = a∗−(ξ)+a
∗
+(ξ). This tells

us that a∗±(ξ) = 0, as the image is in the opposite eigenbundle to e±, and so we must

conclude that e± = a∗∓(ξ). In conclusion, a±(e±) = 0 if and only if e± = a∗∓(ξ) for some

ξ ∈ Γ(T ∗M), and so ker(a±) = Im(a∗∓).

4.3 Para-Holomorphic Algebroids

Recall that all para-holomorphic, para-Hermitian vector bundles in the traditional sense

have constant transition functions.

Definition 4.2. Let E → M be a para-Hermitian algebroid over a para-Hermitian

manifold. We say that E is a para-holomorphic algebroid if ρ ◦ JE = JTM ◦ ρ.

One immediate consequence of the condition that the para-complex structures

commute with ρ is that the splitting of ρ into a+ + a− has the property that the image

of the maps land in their respective eigenbundles of the para-Hermitian structure on

M . By this we mean that a± : E± → T±M . If we consider that d±f(e) = df(a±(e)),

we are led to conclude that the image of e under a± is in T±M . In fact, the condition

d±f(e) = ∂±f(a±(e)) is equivalent to saying that a± is anchored in T±M . Since TM is

para-Hermitian, we see that T (1,0)M ∼= (T+M)∗ and T (0,1)M ∼= (T−M)∗. This sets up

two sequences:

0 T (0,1)M E+ T+M 0,
a∗− a+

0 T (1,0)M E− T−M 0.
a∗+ a−

We have the following.

Proposition 4.2. Suppose that E = E+ ⊕E− is a para-holomorphic algebroid. Then E

is exact if and only if the previous two sequences are exact.
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Proof. If both of these sequences are exact, then we can simply note that taking the

termwise direct sum gives us that E is exact since each of the individual terms are vector

bundles whose direct sums are the desired bundles in the sequence for E and ρ = a++a−,

so we focus on the other direction. Suppose that E is exact. From Proposition 4.1, we

know that ker(a±) = Im(a∗∓), and so we simply need to check that ker(a∗∓) = 0 and that

the maps a± are surjective. Surjectivity follows from the fact that the images of a± are

disjoint, and the map ρ = a++a− is surjective by exactness. Additionally, we know that

ker(ρ∗) = 0 by exactness, and so if a∗±(ξ) = 0, then clearly ρ∗(ξ) = 0 as well, and this

completes the proof.

We immediately have the following corollary.

Corollary 4.1. If E is an exact para-holomorphic algebroid, then dim(E) = 4k for some

k ∈ N.

Continuing, let E be an exact almost para-Hermitian algebroid. We can relate

the anchors a± of the eigenbundles E± to a natural bivector field on M . More concretely,

there is a natural bivector on M that is Poisson when E is para-Hermitian, and whose

vanishing is a requirement for E → M to be para-holomorphic. Consider the bivector

π ∈ X2(M) given by

ιµπ = ρ(prE−(ρ
∗(µ))) = −ρ(prE+(ρ

∗(µ))), (24)

where the second equality comes from the fact that E is exact. It was shown in [25] that

the rank of the bundle map π# : T ∗M → TM is given by rank(π#) = dim(ρ(E+)∩ρ(E−))

and so this bivector is identically 0 when the images under the anchor ρ of E+ and E−

are disjoint, as is the case when E →M is para-holomorphic. Further, they deduce that

the obstruction to π being a Poisson bivector is

1

2
[π, π]s = ρ(φ) + ρ(ψ), (25)
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where φ and ψ are defined as in equation (12), we have identified E∗
±
∼= E∓ and [·, ·]s is

the Schouten bracket derived from the Lie bracket on TM . This allows us to state the

following.

Theorem 4.1. Let E be an exact almost para-Hermitian algebroid over a para-Hermitian

manifold M . If E is para-Hermitian, the bivector field π, as defined in equation (24), is

Poisson. If E →M is para-holomorphic, then π = 0.

We can now consider morphisms of para-Hermitian algebroids. In this case, the

model is the morphism of para-Hermitian manifolds. A morphism of para-Hermitian

manifolds is a smooth map Φ : (M,JM) → (N, JN) such that Φ∗ is an isometry, and

Φ∗ ◦ JM = JN ◦ Ψ∗. Note that by the properties of pushforwards, [Φ∗(·),Φ∗(·)]N =

Φ∗[·, ·]M . With this in mind, we can define a morphism of para-Hermitian algebroids.

Definition 4.3. Let (E, JE) and (F, JF ) be para-Hermitian algebroids. A vector bundle

map Ψ : E → F is a morphism of para-Hermitian algebroids if Ψ is an isometry,

para-holomorphic (meaning Ψ ◦ JE = JF ◦Ψ) and preserves the Courant bracket.

It is important to note here that the definition of a para-Hermitian algebroid

morphism is less strict than a morphism of Courant algebroids because we do not require

that these maps preserve the anchor. We will see in Example 5.2 that these maps can

allow us to construct interesting examples in cases where Courant algebroid morphisms

are too strict of a condition. We can introduce a notion of a para-holomorphic algebroid

morphism as well.

Definition 4.4. Let (E, JF ) and (F, JF ) be para-holomorphic algebroids over (M, g1, J1)

and (N, g2, J2) respectively. Suppose that Ψ : E → F is a vector bundle morphism

covering the diffeomorphism ψ : M → N . We say that Ψ is a morphism of para-

holomorphic algebroids if Ψ is a para-Hermitian algebroid morphism, and the diffeomor-

phism ψ :M → N is a para-holomorphic isometry.
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4.4 Connections on Para-Hermitian Algebroids

Bressler and Chervov give a notion of a connection on a Courant algebroid in [5] that

will be of use to us.

Definition 4.5. Let E be a Courant algebroid. A connection on E is a vector bundle

morphism A : TM → E that satisfies:

1. ρ ◦ A = IdTM .

2. 〈A(v1), A(v2)〉 = 0 for all v1, v2 ∈ TM .

In the context of exact Courant algebroids, connections are important in that they

provide a decomposition E = ρ∗(T ∗M)⊕A(TM). One can see that the dimensions work

out, as ρ∗ and A are injective (by exactness and ρ ◦A = IdTM , respectively). Finally, we

see that ker(ρ) = Im(ρ∗), but ρ◦A = IdTM , and so we can conclude that these subbundles

are disjoint. We can define the para-complex structure K with eigenbundles A(TM) and

ρ∗(T ∗M). This para-complex structure is always half integrable precisely because E is

an exact Courant algebroid. We know that ker(ρ) = Im(ρ∗), and additionally

ρ([ρ∗(ξ), ρ∗(η)]) = [ρ(ρ∗(ξ)), ρ(ρ∗(η))] = 0,

so [ρ∗(ξ), ρ∗(η)] = ρ∗(ζ). This is exactly the condition needed for ρ∗(T ∗M) to be closed

under the bracket on E. We can now consider the related concept of curvature for these

connections.

Definition 4.6. Let A : TM → E be a connection. The curvature of A is a map

R : TM × TM → E defined by

R(v1, v2) = [A(v1), A(v2)]E − A([v1, v2]). (26)

In short, R is the measure of the failure of the connection to preserve the bracket on TM

and E.
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One then has the following theorem that relates the integrability of the para-

complex structure K on an exact Courant algebroid E to this concept of curvature.

Theorem 4.2. Let E be an exact courant algebroid, and let A : TM → E be a connection

on E. Then E = A(TM)⊕ ρ∗(T ∗M) has the structure of a half integrable para-complex

algebroid, with K(A(v)) = A(v) and K(ρ∗(ξ)) = −ρ∗(ξ). We call K the standard para-

complex structure with respect to A on E. The para-complex structure on E is fully

integrable if and only if the connection on E is flat.

Proof. It is clear that since K is half integrable, one would only need to check that

A(TM) is closed under the bracket if and only if A is flat. For this, we suppose that

v1, v2 ∈ Γ(TM). Then A(TM) is closed if and only if there exists v3 ∈ Γ(TM) such that

[A(v1), A(v2)] = A(v3).

We note that ρ preserves the bracket and that ρ ◦ A = IdTM , and so by applying ρ to

both sides, we find that v3 = [v1, v2]. This is precisely the condition that A is flat. As

for the fact that K is compatible with the metric, we find

〈K(A(v) + ρ∗(ξ)), K(A(w) + ρ∗(η))〉 = −〈A(v) + ρ∗(ξ), A(w) + ρ∗(η)〉,

〈A(v)− ρ∗(ξ), A(w)− ρ∗(η)〉 = −〈A(v) + ρ∗(ξ), A(w)〉,

〈A(v), A(w)〉+ 〈ρ∗(ξ), ρ∗(η)〉 = −〈A(v), A(w)〉 − 〈ρ∗(ξ), ρ∗(η)〉,

〈ρ∗(ξ), ρ∗(η)〉 = −〈ρ∗(ξ), ρ∗(η)〉.

Finally we see that 〈ρ∗(ξ), ρ∗(η)〉 = 0 for all ξ, η ∈ Γ(T ∗M), as =(ρ∗) isotropic by

exactness.

Example 4.1. Consider the standard Courant algebroid E = TM ⊕ T ∗M for some

smooth manifold M , with ρ : E → TM given by projection on the first factor. Then ρ∗

is closed under this bracket in the trivial sense, as [ξ, η] = 0. In this case, Im(ρ∗) is

isotropic as well. One can check rather easily that all connections on E are in the form
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A(X) = X ⊕ ω̃(X) for some ω ∈ Ω2(M). This is the graph of a 2-form in E, and so

by the famous result that the Dirac subbundles of T ⊕ T ∗ are closed 2-forms, (E,K) is

a para-Hermitian algebroid (i.e., the image of the connection is integrable) if and only if

ω is a closed 2-form. So, for E = TM ⊕ T ∗M , para-Hermitian algebroid structures with

one eigenbundle equal to Im(ρ∗) are in one-to-one correspondence with closed 2-forms.

Para-complex and para-Hermitian algebroids are more general than connections,

but para-Hermitian structures with one eigenbundle equal to ρ∗(T ∗M) are in one-to-one

correspondence with connections on E, as we justify in the following proposition.

Proposition 4.3. Given an exact Courant algebroid, we can make a choice of subbundle

H such that E = ρ∗(T ∗M)⊕H. Then ρ|H : H → TM is an isomorphism. If H is also

isotropic (meaning this is a half integrable para-Hermitian algebroid), then H defines a

connection on E by ρ−1 : TM → H ↪→ E.

4.5 Para-Complex Connections

We can now move on to the more general case of a para-complex structure that does not

necessarily come from a connection or Im(ρ∗). Let E →M be an almost para-Hermitian

algebroid over an almost para-Hermitian manifold M . We say that a connection A on

E is para-complex if JE ◦A = A ◦ JTM . If this is the case, we immediately arrive at the

following.

Lemma 4.3. If A is a para-complex connection, then A maps the ±1-eigenspace of JTM

into the ±1-eigenspace of JE.

Proof. Suppose that A is a para-complex connection on E →M . Then for v ∈ T±M ,

JE(A(v)) = A(JTM(v)) = A(±v) = ±A(v).
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One immediately finds that if A preserves the bracket, there is a sense in which

the structure of the underlying almost para-Hermitian manifold is determined by the

structure of the almost para-Hermitian algebroid that covers it. We can formalize this

in the following theorem.

Theorem 4.3. Let E be a para-Hermitian algebroid over an almost para-Hermitian

manifold M . Then M is para-Hermitian if E admits a flat para-complex connection.

Proof. To begin, suppose that E is a para-Hermitian algebroid, so that both of its

eigenbundles are closed under the Courant bracket. Recall that the image of T±M

under A is in E±. From this, we can see that for v1, v2 ∈ Γ(T±M),

A(JTM [v1, v2]) = JE(A([v1, v2]))

= JE([A(v1), A(v2)]E)

= ±[A(v1), A(v2)]

= A(±[v1, v2]).

We can now use the fact that ρ ◦ A = IdTM , so that JTM [v1, v2] = ±[v1, v2], meaning

[v1, v2] ∈ Γ(T±M). Therefore, the eigenbundles of JTM are closed under the Lie bracket,

and M is a para-Hermitian manifold.

If A is para-complex we can decompose A into two bundle maps A = A+ + A−,

given by A± : T±M → E±. One immediately has the identity a±◦A± = IdT±M . Further,

we know that the image of A, and both E± are isotropic, and so given two v, w ∈ Γ(TM),

decomposed by v = v+ + v−, w = w+ + w− in the usual way, we have

〈A+(v+), A−(w−)〉 = −〈A−(v−), A+(w+)〉.

In any case, the left and right hand sides of this equation are completely independent,

and so we can conclude that the images of A+ and A− are orthogonal under this metric.
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This means that E+ contains a subbundle, A+(T
+M), that is orthogonal to another

subbundle of E−, namely A−(T
−M). From the fact that a± ◦ A± = IdT±M , we can

conclude that the maps A± are injective, and hence bijective onto their image. We

can once again return to the concept of the exact para-holomorphic algebroid. Given a

connection A on E, one can construct two complimentary diagrams:

0 T−M E− T (1,0)M 0 T (0,1)M E+ T+M 0

T−M T+M

a− a∗+

a∗− a+

A−
Id

A+
Id .

We know from exactness that ker(a±) = Im(a∗∓) and a± ◦ A± = IdTM , and so we

can conclude that the images of a∗∓ and A± are disjoint. Further, we know that both

maps a∗± and A± are injective. This implies that the eigenbundles admit a direct sum

decomposition into two half-dimensional subbundles. We arrive at a series of interesting

conclusions.

Theorem 4.4. If (E, J) is an exact para-Hermitian algebroid over a para-Hermitian

manifold, and admits a flat para-complex connection A, then E is a para-holomorphic

algebroid.

This follows directly from the previous discussion. This structure allows us to split

each eigenbundle into the direct sum of two distinct subbundles coming from the para-

holomorphic algebroid structure and the para-complex connection. We summarize this

in the following theorem.

Theorem 4.5. Suppose that E is an exact para-Hermitian algebroid over a para-Hermitian

manifold. If E admits a para-complex connection A : TM → E, then the eigenbundles
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of the para-complex structure on E admit the following decomposition.

E+ = a∗−(T
(0,1)M)⊕ A+(T

+M),

E− = a∗+(T
(1,0)M)⊕ A−(T

−M).

Now, this decomposition could equally have been written

E ∼= (A+(T
+M)⊕ A−(T

−M))⊕ (a∗−(T
(0,1)M)⊕ a∗+(T

(1,0))).

Note that in this case, we clearly have JK = KJ where K is the standard para-complex

structure with respect to A on E as defined in Theorem 4.2, and so we can construct

a third para-complex structure L = JK. In the case where Im(ρ∗) is isotropic, then

J and K are both para-Hermitian, and so the resulting para-complex structure L is

split-para-complex, as 〈L·, L·〉 = 〈·, ·〉. This structure of two commuting para-complex

structures (and the induced third para-complex structure) is referred to as a split-para-

complex structure, and since two of the structures are para-Hermitian, we refer to this

as a split-para-Hermitian structure. As far as I am aware, this is the first naturally

occurring instance of a split-para-Hermitian structure, though similar structures have

been considered before. We can conclude with this theorem

Theorem 4.6. If (E, J) is an exact para-holomorphic algebroid, then E admits a flat

para-complex connection if and only if (E, J,K) is split-para-complex.

Proof. We discussed already the forward direction here, so we focus on proving that a

split-para-complex structure (with one para-complex structure being the standard one

with one eigenbundle equal to ρ∗(T ∗M)) is equivalent to defining a para-complex connec-

tion. To begin, we know that the choice of para-Hermitian structure K is equivalent to

choosing a decomposition E = ρ∗(T ∗M)⊕H, where H is half dimensional and isotropic.

We also remarked that ρ|H must be an isomorphism, and so A := (ρ|H)−1 : TM → H ↪→
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E defines a connection on E. Our goal now is to show that A is a para-complex connec-

tion in the case where (E, J,K) is split-para-complex and (E, J) is para-holomorphic.

We focus on the subbundle H. Since JK = KJ and H is the −1-eigenbundle of K,

we have −J |H = K ◦ J |H , and so J |H : H → H. Further, since ρ|H is invertible and

(E, J) is para-holomorphic, we have (ρ|H)−1 ◦ JTM = J |H ◦ (ρ|H)−1, and so (ρ|H)−1 is a

para-complex connection. In particular, the eigenbundle H is integrable if and only if A

is a flat connection.

Returning briefly to the concept of a para-Hermitian algebroid morphism, given

two para-holomorphic algebroids (E, JE) and (F, JF ) over the para-Hermitian manifold

M , then a para-Hermitian algebroid morphism Ψ does not necessarily map connections

to connections. Given A : TM → E, the map Ψ◦A : TM → F does not necessarily have

the property that ρF ◦Ψ ◦A = IdTM , and so we cannot conclude that A is a connection.

In fact, the condition for this to be true is precisely that Ψ must preserve the anchor

which is equivalent to Ψ being a Courant algebroid morphism. The only obstruction to

Ψ ◦A being a connection is the one previously mentioned, and so Ψ ◦A is still a bivector

on F . Further, we have the following.

Proposition 4.4. Let (E, JE) and (F, JF ) be exact para-Hermitian algebroids over a

para-Hermitian manifold M , and let Ψ : E → F be an isomorphism of para-Hermitian

algebroids. When a connection A : TM → E is flat, Ψ ◦ A is a Poisson bivector on F .

Proof. Since Ψ is an isometry, 〈Ψ◦A,Ψ◦A〉 = 〈A,A〉 = 0, so the image of A is isotropic,

meaning A is the graph of a bivector on F . Further Since A is flat, [Ψ ◦ A,Ψ ◦ A]F =

Ψ([A,A]E) = Ψ ◦ A[·, ·]M , so Ψ ◦ A preserves the Courant bracket and is therefore a

Poisson bivector.
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5 Examples

5.1 The natural structures on TM

Example 5.1. The natural para-holomorphic structure with compatible para-complex

connection on a para-Hermitian manifold.

Let (M, g, J) be an almost para-Hermitian manifold. The splitting of the tangent

bundle into TM = T+M⊕T−M induces a type decomposition on the space of differential

forms, and so we have T ∗M = T (1,0)M⊕T (0,1)M . We endow TM = TM⊕T ∗M with the

standard Courant algebroid structure as described in the introduction and equation (1).

Now, the splitting of the tangent and the cotangent bundles allows us to introduce an

almost para-complex structure J̃ on TM , with +1-eigenbundle T+M ⊕ T (0,1)M and −1-

eigenbundle T−M ⊕ T (1,0)M . We can note that for any X+ ∈ Γ(T+M), X− ∈ Γ(T−M),

ξ(1,0) ∈ Γ(T (1,0)M) and ξ(0,1) ∈ Γ(T (0,1)M), we have ιX+ξ(0,1) = ιX−ξ(1,0) = 0, so this

structure is para-Hermitian as the eigenbundles are isotropic. Further, we can easily see

that the para-complex structures J and J̃ commute with respect to the projection onto

TM , so we have an almost para-holomorphic structure. Turning now to the obstruction

to integrability, we can compute that

[X+ ⊕ ξ(0,1), Y + ⊕ η(0,1)] = [X+, Y +]⊕
(
ιX+dη(0,1) + ιY +dξ(0,1)

)
, (27)

[X− ⊕ ξ(1,0), Y − ⊕ η(1,0)] = [X−, Y −]⊕
(
ιX−dη(1,0) + ιY −dξ(1,0)

)
.

Now, we did not assume that the eigenbundles T±M were integrable, and so

not only is [X±, Y ±] not guaranteed to be a section of T±M , but we fail to satisfy the

conditions in Theorem 2.2, and so

dΩ(1,0)(M), dΩ(0,1)(M) ⊂ Ω(2,0)(M)⊕ Ω(1,1)(M)⊕ Ω(0,2)(M).
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One can check that the bivector field on M defined by equation (24) is identically zero,

as ρ(π+(ρ∗(ξ))) = ρ(0 ⊕ ξ(0,1)) = 0, which is to be expected because TM is a para-

holomorphic algebroid. By Theorem 2.2, we can see that if T+M is integrable, then

dΩ(0,1)(M) ⊂ Ω(1,1)(M) ⊕ Ω(0,2)(M). Since in equation (27) we are contracting dη(0,1)

and dξ(0,1) with elements of Γ(T+M), the part of this that remains is the Ω(1,1)(M)-part,

and so upon contracting with such a section, we are left with an element of Ω(0,1)(M), as

desired. There was nothing special about choosing T+M here, so the integrability of the

eiegenbundle T±M implies the integrability of the ±1-eigenbundle of the para-Hermitian

structure on TM and vice versa. All are equivalent to the Nijenhuis tensor vanishing, as

discussed in the paragraph after equation (20).

Finally, consider the connection Aω : TM → TM , given by

Aω : X 7→ X ⊕ ιXω, (28)

where ω = g(·, JTM ·) is the fundamental 2-form. One can check that the image of Aω

is isotropic (as it is the graph of a 2-form), and that it gives the identity map when

composed with the projection onto TM . Then Aω is a para-complex connection for the

following reason. We note that g(X±, X±) = 0 as the eigenbundles T±M are isotropic,

and so ιX+ω ∈ Ω(0,1)(M) and ιX−ω ∈ Ω(1,0)(M), which ensures that Aω is a para-complex

connection, as it maps the ±1-eigenbundles of TM into the ±1-eigenbundles of TM .

The closure of the image of Aω under the Courant bracket corresponds to Grω ⊂

TM being a Dirac subbundle, and hence corresponds to ω being closed. Therefore

the Kähler condition is equivalent to the the para-complex connection Aω being flat.

Additionally, one can easily check that if Aσ is a connection generated by the 2-form

σ, then A is para-complex if and only if σ(J ·, J ·) = −σ (i.e. σ is compatible with J).

We can see that the interesting facts about para-Hermitian manifolds can be translated
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nicely to the setting of para-holomorphic algebroids and para-complex connections. This

construction is due to Svoboda [36], though we have chosen to take a different perspective.

We will now look at some non-trivial examples arising from Lie groups.

5.2 Quadratic Lie Groups

Example 5.2. A para-Hermitian structure on TG for any Lie group G with a quadratic

Lie algebra g.

A class of examples can be derived from the discussion of Dirac structures on

Lie groups in [1]. Let G be a Lie group with Lie algebra g, and suppose that this Lie

algebra carries with it an Ad-invariant inner product B. Let θL,θR ∈ Ω1(G) × g be the

left/right-Maurer-Cartan forms, respectively. One can define a bi-invariant (with respect

to the adjoint action of G) pseudi-Riemannian metric on G by B(θL, θL). One can also

define the bi-invariant 3-form η ∈ Ω3(G) by

η :=
1

12
B(θL, [θL, θL]g).

The bi-invariance of η implies that it is also closed (as its Jacobiator vanishes on constant

sections), and so one can define the η-twisted Courant bracket on TG, J·, ·Kη. Now, let

D = G×G with Lie algebra d = g⊕ g. We have a natural smooth action

A : D → Diff(G), A(g, g′) = lg ◦ rg−1 ,

for g, g′ ∈ G, whose corresponding infinitesimal action

A∗ : d → X(G), A∗(X,X
′) = XL − (X ′)R,

where XL
g = lg(X) and (X ′)Rg = rg(X

′) for any X,X ′ ∈ g. The authors then use this

action to define a D-equivarant map

s : d → Γ(TG), s(X,X ′) = sL(X) + sR(X ′),

sL(X) = XL ⊕ 1

2
B(θL, X), sR(X ′) = −(X ′)R ⊕ 1

2
B(θR, X ′).
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Equipping d with the bilinear form Bd, given by +B on the first g summand of d = g⊕g,

and −B on the second summand gives a split signature bilinear form (exactly what it

needed for d to admit a para-complex structure). The map s : d → Γ(TG) has the

following important properties:

1. 〈s(e1), s(e2)〉 = Bd(e1, e2),

2. Js(e1), s(e2)Kη = s([e1, e2]),

3. Υ(s(e1), s(e2), s(e3)) = Bd(e1, [e2, e3]),

where ei ∈ d, and Υ(x1, x2, x3) = −〈Jx1, x2K, x3〉. These identities tell us that s is a D-

equivariant isometric isomorphism of vector bundles G×d = TG, identifying the twisted

Courant bracket J·, ·Kη on TG with the unique Courant bracket on G × d which agrees

with the Lie bracket on d for constant sections. Note that s is not necessarily a Courant

algebroid ismorphism as it does not preserve the anchors. For this reason, any pair of

Lagrangian subalgebras on d (called a Manin-triple) is equivalent to defining an integrable

para-Hermitian algebroid structure on TG with the η-twisted bracket, and the map s

can be understood as an isomorphism of para-Hermitian algebroids. A classification of

Lagrangian subalgebras of Lie algebras in the form d = g ⊕ g where g is a complex

semi-simple Lie algebra was completed in [20], and so we have a wealth of examples of

para-Hermitian algebroids corresponding to Lie groups with quadratic Lie algebras on

the Courant algebroid TG.

5.3 Structures on TG induced by the Iwasawa Decomposition

Example 5.3. A example of an exact para-holomorphic algebroid with a compatible flat

para-complex connection over TG where G is a Lie group with a quadratic, semi-simple

Lie algebra g corresponding to the Cartan-Dirac structure.
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Example 5.2 can be pushed further to yield an exact para-holomorphic algebroid

with a para-complex connection. This construction is based on the Iwasawa deocomposi-

tion, which one can see described in [19]. We will first give the highlights of the Iwasawa

decomposition. Let g be a complex semi-simple Lie algebra. Then g is guaranteed to

have a compact real form k, with respect to which g (when viewed as a real vector space)

admits the decomposition g = k⊕ ik. Since k is a compact Lie algebra, the Killing form κ

on k, defined by κ(X,Y ) = 2 dim(k)Tr(adXadY ), is negative definite. We can extend the

Killing form on k to all of g by C-linearity. One then obtains a non-degenerate symmetric

bilinear form on g by taking −Im(κ), which makes g into a quadratic Lie algebra, for

which k is a Lagrangian subalgebra.

There exists on g another Lagrangian subalgebra that is naturally dual to k. To

begin, pick a maximal Cartan subalgebra t ⊂ k, and note that a = it is also a commuting

subalgebra of g. If we consider the root space decomposition with respect to this choice

of a and define a notion of positivity using the inner product on g, then we can define

n =
⊕

Σ+ gλ to be the direct sum over the positive roots spaces. Then g, when viewed

as a real Lie algebra, admits the decomposition into the sum of Lagrangian subalgebras

g = k⊕ (a⊕ n), which we refer to as the Iwasawa decomposition of g.

Returning to Example 5.2, let G be a Lie group with complex semi-simple Lie al-

gebra g. The anchor map on G×d = G×(g⊕g) is simply given by projection onto the first

summand, where TG ∼= G × g under left trivialization. One then defines an integrable

para-Hermitian structure Jg on TG by taking the Iwasawa decomposition g = k⊕(a⊕n),

and defining k to be the +1 eigenbundle, and (a ⊕ n) to be the −1-eigenbundle. This

lifts to a natural para-Hermitian structure on G × d by Jd(X ⊕ Y ) = Jg(X) ⊕ Jg(Y ).

The most natural connection on TG is the diagonal map A∆ : TG → G × d, given by
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A∆(g,X) = s(g,X,X) for (g,X) ∈ TgG. The connection A∆ is flat with respect to the

induced Courant bracket on G × g. The map s ◦ A∆ also preserves η-twisted bracket,

and is often referred to as the Cartan-Dirac structure. The Dirac foliation of s ◦ A∆

corresponds to the conjugacy classes of G.

It’s quite easy to see that the connection A∆ is para-complex and that the anchor

commutes with the para-complex structure on G× d, so G× d is an example of an exact

para-holomorphic algebroid with a flat para-complex connection. Further, the Cartan-

Dirac structure on TG can be realized as the image of this para-complex connection

under the para-Hermitian algebroid isomorphism s, which has the form

s ◦ A∆(g,X) =

(
XL −XR,

1

2
B(θL + θR, X)

)
. (29)

It is instructive that TG and G×d are isomorphic as para-holomorphic algebroids under

s (as s covers the identity map on G which is a bi-para-holomorphic isometric diffeo-

morphism), but not as Courant algebroids. This illustrated the utility of considering

para-holomorphic algebroids in the first place. As a concrete example, consider the Lie

group SL(n;C). The Lie group SL(n;C) admits an Iwasawa decomposition with su(n)

as the choice of compact real form, and so K = SU(n),

A =




t1 0 · · · 0

0 t2 · · · 0
...

...
. . .

...

0 0 · · · tn

 , ti ∈ R,
∏
i

ti = 1


,

N =




1 θ12 · · · θ1n

0 1 · · · θ2n
...

...
. . .

...

0 0 · · · 1

 , θi ∈ R, not all θi = 0


.
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Therefore TSL(n;C) with the η-twisted Courant bracket admits an exact para-holomorphic

algebroid structure with an associated flat para-complex connection (induced by the di-

agonal inclusion of sl(n;C) into its double) for every n.

5.4 Poisson-Lie Groups

The connection to Poisson-Lie groups here is exciting. In the above example, all that

was required was that the complex semi-simple Lie algebra g has a compact real form.

The non-degenerate symmetric bilinear form could be derived from the Killing form on

the subalgebra corresponding to that compact real form. Poisson-Lie groups allow us to

begin with a Lie group K together with a multiplicative Poisson structure ΠK and then

find an exact para-holomorphic algebroid structure with a flat para-complex connection

on the Drinfeld double D. This was first done by Lu in [29]. Consider the definition:

Definition 5.1. Let K be a Lie group and ΠK a Poisson structure on K. We say that

ΠK is multiplicative if the multiplication map m : K ×K → K is a Poisson map, where

K×K is endowed with the product Poisson structure. For k1, k2 ∈ K, the multiplicativity

condition is equivalent to

(ΠK)k1k2 = Lk1(ΠK)k2 +Rk2(ΠK)k1 .

An immediate consequence of this definition is that all multiplicative Poisson

structures vanish at the identity. The Poisson structure therefore admits a linearization

at the identity to give a map deΠK : k → k ∧ k. The condition that the dual map

(deΠK)
∗ : k∗ ∧ k∗ → k∗ must satisfy in order to be a Lie bracket is the Jacobi identity,

which is equivalent to the fact that the bivector ΠK is Poisson. This means that k∗ is

a Lie algebra in its own right. Lu was able to show that there is a unique connected

simply-connected Poisson Lie group (K∗,ΠK∗) such that (deΠk∗)
∗ is the Lie bracket on

k. This gives (k⊕ k∗) the structure of a Lie bialgebra. Finally, one considers the double
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Lie algebra to the pair (k, k∗) to be d = k⊕ k∗ together with the Lie bracket

[X ⊕ ξ, Y ⊕ η]d =
(
[X,Y ]k + ad∗ξ(Y )− ad∗η(X)

)
⊕ ([ξ, η]g∗ + ad∗X(η)− ad∗Y (ξ)) ,

for X,Y ∈ k, ξ, η ∈ k∗.

Now, one can consider the unique connected simply-connected Lie group D cor-

responding to the Lie algebra d. It is a fact about Lie bialgebras that the natural pairing

〈X⊕ξ, Y ⊕η〉 = 〈ξ, Y 〉+〈η,X〉 is ad-invariant with respect to the above bracket, and so d

is a quadratic Lie algebra with k and k∗ as dual Lagrangian subalgebras [24]. There exists

two natural inclusions k, k∗ ↪→ d. These inclusions integrate to two local diffeomorphisms

Ψ : K ×K∗ → D, Φ : K∗ ×K → D, (30)

(k, u) 7→ ku (u, k) 7→ uk

The first of these local diffeomorphisms defines a para-complex structure on D,

which is clearly compatible with the quadratic Lie algebra structure. Further, given a

local basis {ei} of k and corresponding dual basis {εi} of k∗, we can define the classical

R-matrix

Λ =
1

2

∑
i

ei ∧ εi. (31)

This classical R-matrix defines a natural Poisson structure on D given by

Π+
D = ΛL + ΛR.

The Poisson structure Π+
D falls short of defining a connection on TD because it

is possible that it is degenerate, and so will not compose with the anchor to give the

identity map. There is a condition under which Π+
D is non-degenerate however, and it

is related to the two diffeomorphisms in equation (30). Following Lu, we define the left
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infinitesimal Dressing vector field on K (resp. K∗) induced by the element ξ ∈ k∗ (resp

X ∈ k) by

λ : k∗ → X(K), ρ : k → X(K∗)

ξ 7→ Π̃K(ξ
L) X 7→ Π̃K∗(XL)

where Π̃K : T ∗K → TK is the bundle map induced by ΠK , and ξL is the left-invariant

1-form induced by ξ on K. One can do something similar for the dual Lie group K∗

to define the Dressing action of k on K∗. We say that (K,ΠK) is complete if the left

infinitesimal Dressing action integrates to an action of K∗ on K (i.e. when the flows of

the vector fields on K are complete). Finally, from Proposition 2.45 in [29], we have the

following result.

Theorem 5.1. [29] Assume that (K,ΠK) is a complete and simply connected Poisson-Lie

group. Then the Poisson structure (D,Π+
D) is non-degenerate (and therefore symplectic)

everywhere.

Relating back to the maps in equation (30), Lu also tells us the following:

Theorem 5.2. [29] A simply-connected Poisson-Lie group (K,ΠK) is complete if and

only if the maps Ψ : K ×K∗ → D and Φ : K∗ ×K → D are diffeomorphisms.

For this reason, we restrict our attention to complete simply-connected Poisson

Lie groups (K,ΠK). If (K,ΠK) is a complete simply-connected Poisson-Lie group, then

the Drinfeld double admits a global diffeomorphism D ∼= K × K∗, and an invertible

Poisson structure ΠD. If we let the related symplectic structure by ωD, we know that

ωD is closed because Π+
D is Poisson, and so ωD is symplectic on D. We can now begin

the construction of a para-holomorphic algebroid with a flat para-complex connection in

a similar way to Example 5.1.

53



Consider the standard Courant algebroid on TD induced by the Lie bracket on

d = k ⊕ k∗. We have a connection AωD
, given by the graph of ωD. There is a natural

para-complex structure JD on TD coming from the span of the left invariant vector fields

on K and K∗, making {(ei)L, (εi)L} a global frame for TD . By the non-degeneracy of

ωD, we have a global frame for TD, given by {(ei)L, (εi)L, ω̃D((ei)
L), ω̃D((ε

i)L)}. If we

chose to extend JD to an almost para-complex structure J̃D on TD by identifying the

+1-eigenbundle as the C∞(D)-span of {(ei)L, ω̃D((ei)
L)}, and the −1-eigenbundle as the

C∞(D)-span of {(εi)L, ω̃D((ε
i)L)}, then it is clear that with respect to this almost para-

complex structure, AωD
defines a para-complex connection.

To summarize, we have an almost para-complex structure J̃D with a para-complex

connection AωD
on TD. The induced para-Hermitian structure then comes from extend-

ing the natural left invariant pairing 〈θL, θL〉 to TD by taking 〈θL ◦ Π̃D, θ
L ◦ Π̃D〉 on the

second factor, which we denote simply by 〈·, ·〉L,ΠD
. This metric is clearly para-Hermitian

with respect to J̃D, and the anchor ρTD given by projection onto the first factor is clearly

para-holomorphic.

This construction uses the standard Courant algebroid structure and so by Ex-

ample 5.1 both the eigenbundles are integrable. Therefore, (TD, J̃D, 〈·, ·〉L,ΠD
, ρTD) is

an exact para-holomorphic algebroid with a para-complex connection AωD
, and this is

an example that can be done over any complete semi-simple Poisson-Lie group that is

different from the one induced by the Cartan-Dirac structure previously, and uses the

standard Courant algebroid structure on TD.
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