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Abstract

In the context of increasing concerns related to climate change, there has been a substantial

change to both the transportation and residential sectors. While the transportation sector

has previously been limited to conventional gasoline reliant vehicles, there has been a recent

shift towards the use of plug-in electric vehicles (PEVs), powered by electricity. This shift

will introduce new and different kinds of electric loads into the next generation of the

electrical distribution systems (EDSs). The PEV charging load is seen as an additional load

by EDSs; as such, an accurate and reliable model of these new loads is highly required. PEV

loads are not modeled as an additional conventional load. They are stochastic in nature

and impacted by the randomness of driver’ behavior. There have also been significant

deployment of using solar photovoltaic (PV) and energy storage system with residential

premises, which has changed the role of residential customers from consumers to prosumers

(i.e. power producers and consumers). Therefore, it is necessary for utility companies to

accurately and realistically assess and quantify EDS asset conditions, with a consideration

of different penetrations of PEV with residential prosumers, and develop future necessary

infrastructure and policies in order to accommodate these and further changes.

This thesis focuses on developing a more realistic and accurate stochastic models of

PEV loads and PV generation and investigate the addition of these elements into EDS

assessment and planning. First, a new framework for modeling the stochastic nature of both

PEV loads and PV generation while considering the effect of the spatial-temporal (SAT)

characteristics of the driver’ behavior, as well as solar irradiation and temperature, is

proposed. A trip chain, based on the Markov Chain Monte Carlo process, is developed to

properly model PEV daily driving activities and the PV uncertainty. Charging facilities are

assumed available at home, work, and fast-charging stations, having charging levels of 3.7

kW, 6.6 kW, and 50 kW, respectively. The proposed framework is examined, considering

the National Household Travel Survey global data, as well as the city of Buffalo and New

York state datasets. The impact of varying the penetration levels of PEV and PV resources

is also investigated. The present work strengthens the proposed models in the literature by

integrating the SAT characteristics of PEV charging demand into PV stochastic models.

Second, a new framework is proposed for evaluating and enhancing voltage quality,
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distribution transformer (DT) overload and aging, while considering residential prosumer

ownership of PEVs. The proposed work develops a probabilistic power flow in order to

investigate the impact of the stochastic nature of PEVs, PVs, and conventional load. In

this work, the residential premises are modeled for supply through a detailed secondary

distribution system which is integrated as a part of the EDS. This work enhances the

existing research through the inclusion of PEV SAT charging activities into the

assessment models of DT overload and aging, voltage imbalance, and voltage deviation.

The proposed framework provides a more realistic life expectancy for DTs compared with

a simplified model in the literature. The results indicate that the use of the proposed

SAT-based approach has reduced DT lifetime to 6.30 years from 7.92 years for the same

PEV penetration level.

Finally, a multi-year community battery energy storage system (CBESS) planning

framework is proposed to accommodate a high PEV penetration level. A part from

considering the conventional load (residential and commercial), the framework considers

PEV charging demand based SAT approach, as well as PV options. Based on a

back-propagation algorithm, a heuristic methodology is developed to determine the

CBESS sites and sizes infrastructure plan while minimizing the total capital and

operation costs. The proposed heuristic approach starts from the terminal year of the

planning horizon, and propagate backward to the initial year, to determine the required

CBESS sites a long with their corresponding sizes. The proposed CBESS planning

framework is examined on the modified IEEE 123 primary distribution feeder and the

effect of using the proposed PEV SAT-based approach versus simplified model in the

literature is investigated. The results indicate that using the realistic proposed

SAT-based approach increases the required total CBESS investment budget from M$6.3

to M$6.7.

The SAT model was coded using MATLAB software environment. For the proposed

assessment framework, the three-phase power flow (PF) algorithm was programmed using

OpenDSS and be integrated with MATLAB and Python software environments. The

mathematical optimization model in the proposed planning framework was coded using

MATLAB software.
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Chapter 1

Introduction

1.1 Research Motivation

In an effort to address the concerns related to climate change, there has been a

substantial change to both the transportation and residential sectors. While the

transportation sector has previously been limited to conventional gasoline reliant vehicles,

there has been a recent shift towards the use of electric vehicles (EVs), powered by

electricity. EV is a general term that may or not include vehicles that primarily depend

on recharging their batteries from the electrical grid, while plug-in electric

vehicles (PEVs), which are a subgroup of EVs, are classified into vehicles that are

recharged from the power grid [1]. Many governments have launched incentive programs

for PEV buyers and, as such, the number of PEV sales has risen, with an increase from

199, 826 to 361, 307 in the United States (US) between 2017 and 2018 [2]. Globally, there

has also been a dramatic increase in sales. In the period 2013 to 2018, sales gradually

increased to exceed 5.1 million [3]. The continuous release of new generations of PEVs,

taking into consideration customer’s satisfaction, may lead to an even more rapid rise in

the near future. As an example, launch of the Tesla model 3 on the July 2017, which

affords 310 miles (498.897 km) electric driving range (EDR), has increased the sales of

Tesla from 50,139 to 191,627, in 2017 and 2018, respectively [4]. This increase in the sale

of PEVs will introduce new and different kinds of electric loads into the next generation
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of the electrical distribution systems (EDSs). PEV charging is seen as an additional load

by EDSs; as such, an accurate and reliable model of these new loads is highly required.

PEV loads are not modeled as an additional conventional load. They are stochastic in

nature and impacted by the randomness of driver’ behavior. Determining the place

(spatial characteristics) and time (temporal characteristics) for where and when PEV

charging takes place constitutes a challenging task. The development of a realistic

charging PEV demand profile requires a reliable estimate of many elements, such as

driving behavior, travel patterns, and PEV manufacturing specifications. Based on these

elements, other parameters are extracted, including departure time, arrival time (AT),

driven distance (TDM), driving duration (DDT), parking duration (PDT), parking

location (PL), PEV market share (MS), and available charging levels. For example, the

TDM is used in computing the consumed energy (CE) for PEVs when driving from one

location to another. The CE plays a vital role in estimating the remaining energy in a

PEV battery. Improper modeling of the CE may result in underestimating the energy

required (ER) from the grid. A more realistic representation of total PEV charging

demand should reflect a PEV state of charge (SOC) model that depends on a previous

state during the day. Oversimplifying all or some of the above elements may lead to

underestimating the ER by PEVs from the EDSs and hence impact the accuracy of PEV

demand. Furthermore, the structure of EDSs is changing in the type of loads and

available energy resources. Solar photovoltaic (PVs) are deployed with a high penetration

level in distribution systems at the end-users’ premises. Therefore, a consideration of the

stochastic nature of these distributed PV resources on the spatial-temporal (SAT)

characteristics of PEV charging demand is essential for an accurate estimation of daily

load profile.

For the residential sector in the US, a similar growth in solar photovoltaic (PV) panel

installation saw PV capacity increase from 2, 227 to 2, 800 MW from 2017 to 2019 [5].

Further, there have also been significant advances in the development of home battery

energy storage (HBES) technologies. As an example, Tesla has released a second

generation of HBES that is double the size of the first generation [6]. The growth in

HBES technology has led to an increase in the US residential energy storage

system (ESS) market, from the second to the third quarter of 2019, and installation
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observed a 32% increase [7]. The presence of a PV and HBES within residential premises

has changed the role of residential customers from consumers to prosumers (i.e. power

producers and consumers). This shift with charging PEV loads has altered the shape of

the electrical distribution system (EDS) while evaluating EDS assets is becoming more

complicated. Performing an assessment task becomes challenging, as increasing the

penetration levels of PVs, PEVs, and HBESs will introduce new and different kinds of

electric loads and generation into the current infrastructure of EDSs. Unfortunately,

PEV loads are not modeled as additional conventional loads but are instead stochastic in

nature and influenced by the randomness of a driver behavior. Similarly, PV generation

and conventional load are also stochastic in nature, resulting from the variation in

weather and residential consumption. In an existing EDS, the load model is changed

towards prosumers while distribution transformers (DTs) are still installed taking

conventional loads into consideration. These DTs step down the primary system voltage

to service voltage in order to connect the single phase residential premises through the

secondary distribution system (SDS). Different prosumers appeared in the secondary

system and were modeled, during steady-state operation, as single phase loads and

generators. Simplifying or ignoring the prosumer generation/demand model may lead to

an inaccurate assessment and evaluation of the system operation condition.

Implementing a simplified model for PEV charging at residential premises leads to

underestimating PEV remaining SOC, and hence provides inaccurate PEV time-energy

requirements that appear as an additional load on the DTs. The PEV energy

requirement heavily relies on the statistical parameters of driver behavior. Lacking the

representation of any of the driver statistical elements results in the development of an

unrealistic impact of PEVs loads on the DT loading condition and quality of service.

Therefore, a simplified PEV model will neither lead to accurate results of evaluating

transformer aging conditions nor provide an estimate of voltage imbalance (VI) or of

under and over voltage conditions for system studies and planning. So far, the impact of

residential prosumer ownership of PEVs on DT aging, as well as voltage quality through

a consideration of SAT characteristics of PEV driver behavior, has not been previously

reported in the literature. Therefore, there is a need to address this missing component

and develop an assessment framework for DT aging and voltage quality, while taking into

3



account PEV charging models based on SAT driver characteristics, as well as PV and

conventional load uncertainty.

When a high number of PEV is deployed and added to the system, but not properly

planned, a severe impact on EDS assets is likely to result. Recently, different ESS sizes

and technology have been developed in order to add benefits and improvements to a future

EDS grid [8]. The community battery energy storage systems (CBESSs) can provide loss

reduction, peak shaving, and increased distributed generation (DG) integration. CBESS

can help in the deferral of DT upgrade and improve service voltage quality and also can

increase the electricity market competition. The CBESSs have been used intensively with

PEV loads, but only a few studies have focused on the planning aspects. The few developed

research in CBESS planning models while considering PEV demand did not consider the

SAT characteristics of driver’ behavior and VI, which may result in either over or under

estimating the ESS power, energy, required number of sites, and capital and operation

costs. However, it is very essential to include a PEV load-based SAT approach into the

ESS planning models while considering DT’s loss of life (LOL) and VI, which significantly

affects the planning budged and timelines.

1.2 Literature Review

This section provides a comprehensive review for the relevant literature pertained to the

topics and issues presented in this thesis. The section reviews the recent PEV and PV

reported stochastic models, impact of residential prosumer ownership of PEV on DT aging

and voltage quality, and the ESS planning models in a distribution grid.

1.2.1 PEV and PV Stochastic Models

A considerable number of studies have explored the development of PEV charging demand

models.

Different examples are introduced in [9], and [10]; however, only trip to home is

considered. The PEV models in these studies are developed with the assumption that
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driving behavior follows the normal distribution curve. This assumption neglects the

realistic nature of the driver’ behavior and therefore the impact on PEV SOC and

required energy from the grid becomes unrealistic. More deterministic models for PEV

charging are reported in [11] and [12]. The authors in [11] assume that all vehicles are

charged based on off-peak and on-peak times, while [12] assumes that all vehicles start

charging at home before 6 P.M. However, these studies assume that the time to start

charging PEV remains unchanged which neglects the diversity in the arrival time of

PEVs. Other examples are developed by the authors in [13], [14] and [15] but the main

focus is on modeling PEV charging at fast-charging stations (FCS). The authors do not

consider the opportunity of charging either at home or work. These examples included

the probability distribution functions (PDFs) of the arrival time and daily distance for

FCS trip but they do not consider the sequence of trips per a day in their model which

does not reflect the realistic representation of PEV SOC that depends on a previous state

during the day. A another great examples are developed in [16–20] to model PEV

charging demand at home. National Household Travel Survey (NHTS) survey data are

used to extract the PDFs of the arrival and departure time and daily distance statistical

parameters. These studies include a very important elements in PEV charging model but

the authors consider PEV charging activities at home without including the daily

complete chain of driver activities that take into account the cycles of other trips in a

day. The authors in [21] assume all vehicle TDM ranges as varying from 10-40 miles,

which may lead to an unclear conclusion regarding system performance with FCS

charging demand. They fail to consider the statistical parameters of PEV driver’

behavior using real data (i.e., NHTS). Study [21] focuses on PEVs arriving at the FCS

without considering other possible trips in a day, which hence impacted the overall PEV

daily charging demand. In [22], the authors strongly attempted to address the

uncertainties of PEV TDM and AT . However, their assumption that arrival time is a

uniformly distributed variable may not be realistic for some vehicles. The preceding

studies [9, 22] do not consider multiple trips in a day and the main focus is on modeling

the charging profile of PEVs while considering movement to only one location.

The researchers in [23–27] focus on investigating the implementation of PEV charging

models at different locations. The studies presented in [23], [24] have developed a
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methodology to investigate the impact of PEV charging at multiple locations. The

authors have classified daily trips into home, work, and others. However, these studies do

not investigate the possibility of having other trips during the day, which may have an

essential impact on the PEV charging profile. Furthermore, the impact of distributed

FCSs, which are expected to replace the current gas stations, on the PEV load profile is

not considered. Study [23] also does not consider the actual PDFs of the TDM and DDT

statistical variables, they assume both variables follow the Gaussian distribution curve,

while the normal distribution curve is assumed by study [24] to represent PDT at each

trip. Oversimplifying any of driver’ behavior elements using typical distribution functions

may lead to unrealistic driver’ behavior and therefore estimating the total PEV charging

demand becomes unreliable. Sun et al. [25] developed a methodology for modeling PEV

charging that considers temporal characteristics. The study classified daily trips into

home, work, and others, and used NHTS data to extract the arrival and departure times

for each trip. However, the study does not address other spatial important elements such

as PDT, TDM, DDT and driver randomness movement. Another research [26] has

investigated the impact of six different locations, but the study is limited to use a fixed

formula for determining the TDM and log-normal distribution for DDT. The authors

in [26] do not consider either PEV market share or distributed FCSs. Because the trip

travelled distance is a function in computing PEV SOC, simplifying TDM parameter may

lead to inaccurate PEV SOC which may underestimate the ER by PEV from the grid.

The work reported in [27] has also proposed a development for modeling PEV charging

demand considering multiple trips. The authors investigated charging PEVs at six

locations without considering charging at FCSs. Furthermore, it is assumed that fast and

low charging levels are available at all locations, which is not a realistic assumption since

the available rated power at homes is different compared to either work or FCSs.

Moreover, considering this assumption would ignore the temporal and spatial

characteristics. Study [27] also does not consider the PDF of the TDM using NHTS real

data and uses DDT and average PEV speed to quantify its value. Al thought the

previous reported models [23–27] have studied the development of PEV charging demand

while taking into account multiple trips in a day, several important factors, such as PEV

market share, PDT, TDM, and DDT, are either largely ignored or oversimplified.
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The research in [28] and [29] has explored the impact of installing PVs and the results

conclude that installing PVs may defer upgrading EDS assets. Several researchers have

made recently noteworthy attempts to develop PEV stochastic models while considering the

stochastic nature of PV generation [30], [31], [32]. These studies conclude that increasing

PV penetration levels would improve the total system load profile. However, none of

these studies considers the impact of PV uncertainty with the inclusion of PEV SAT

characteristics.

Table 1.1: Summary of the literature review of the stochastic models of PEV charging
loads with solar energy resources

PEV stochastic Models PV
Energy
Resources

Charging locations Dependency on PEV Trips Spatial rating SVDB
Ref. No.

Home Workplace FCS
previous charging market per power levels at Uncertainty
activities share day each location AT PDT TDM DDT

[9,10] C NC NC NC NC 1 NC TD NC NC NC NC
[11], [12] C NC NC NC NC 1 NC F NC NC NC NC
[13–15] NC NC C NC C 1 NC RD NC NC NC NC
[23,24] C C C C NC 3 C TD TD TD TD NC

[25] C NC C NC NC 2 C TD TD NC NC NC
[26] C C C C NC 6 C TD TD TD TD NC
[27] C C NC C NC 6 NC RD RD TD TD NC

[30–32] C NC NC NC NC NC NC RD NC NC NC C
Proposed work C C C C C 6 C RD RD RD RD C

F: Fixed, NC: Not considered, C: Considered, SVDB: Statistical variables of driver behaviour, TD: Typical distribution

Table 1.1 presents an overview of the literature on the developed models regarding

stochastic PEV charging loads with solar energy resources. Al thought most of the previous

research has studied the development of PEV charging demand while taking into account

the realistic dynamic behavior of drivers, it can be observed that very little attention

has been paid to the assessment of SAT driver’ behavior characteristics on PEV charging

demand. In the few developed studies, PEV market share, PDT, TDM, and DDT elements

are either largely ignored or oversimplified. Modeling these factors without relying on

realistic data generates a PEV charging profile that does not reflect the natural habits of

drivers.

It should be noted that, none of the above works attempted to integrate the PDT, TDM,

and DDT elements using NHTS real data within the PEV driver SAT characteristics, while

considering the inherited uncertainty of PVs. The integration of these components provides
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an enhanced and improved model in comparison to the existing stochastic models, which

calls for in-depth research on this subject .

1.2.2 Impact of Residential Prosumer Ownership of PEVs on

Transformer Overload and Aging, and Voltage Quality

A growing body of literature is devoted to assessing the integration of residential

prosumer ownership of PEVs into an EDS. The reported research includes the

assessment of transformer overload and voltage quality in [32–41], and transformer aging

in [30,31,42–46].

1.2.2.1 Impact of Residential Prosumer Ownership of PEVs on Transformer

Overload and Voltage Quality

Specifically, the studies [32–36] report assessments while taking into account residential

PEVs and PVs. The researchers in [32] studied the feasibility of charging PEVs through

PV panels. The authors in this study proposed a probabilistic power flow (PF) to

evaluate the impact on DT overload, energy losses, and under and over voltage.

Study [32] used the NHTS survey data to construct the PDFs of the arrival time and

daily distance and only trip to home was considered. The assumption, considering one

trip in a day, neglects the realistic pattern of PEV daily driving cycles and hence

impacted PEV ER from grid which may lead to underestimate the DT overload and

voltage quality evaluation. This study focused on investigating the impact on DT

overload without estimating the DT lifetime and degradation. In [34] and [35], the VI

together with voltage drop and rise were also evaluated, and both studies focused on

maintaining voltage quality indices within normal limits, by controlling the residential

single-phase PEV loads and PV generators. These studies do not consider the

uncertainty of PEV and PV and hence neglecting these models may lead to inaccurate

evaluation. They also failed to consider the assessment of DT overload and aging even

though their normal limits could be violated due to the high penetration levels of

charging PEV. The authors in [36] evaluated and mitigated the voltage rise caused by
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PV generation, while the researchers in [33] proposed a distributed control strategy to

reduce the grid power exchange by controlling PEV battery charging/discharging.

However, these studies focused on regulating the voltage and power and do not include

the inherited uncertainty of PV and PEV.

Moreover, having ESSs with PEVs and PVs is also discussed by the researchers in

[37–41, 47]. Study [37] proposed a methodology to avoid the transformer overload caused

by PEVs, wherein the coordination of an ESS with PV units was developed in order to

discharge power to the grid in instances when the power measured at the transformer

is higher than that of the rating. The proposed solution in [37] does not include the

assessment of DT aging, as well as the inherited uncertainties of PV generation and PEV

loads. Moreover, an assessment framework was proposed in [38] in order to evaluate voltage

profile, feeder loading, and active and reactive power losses, while considering ESSs with

different penetration levels of PVs and PEVs. The results from this study show that an

ESS can be used as a means to alleviate the negative impact of PEVs and PVs on under and

over voltages, respectively. In study [38], only trip to home was considered and DT lifetime

was not investigated. The study also assumed that PEV arrival at home follows a normal

distribution curve, with 6 P.M. and 2 hours for mean and variance, respectively. Modeling

PEV arrival time using typical distributions without relying on realistic data generates

a PEV charging profile that does not reflect the natural habits of drivers, which may

affect the evaluation of DT overload and voltage quality. Further, in [39], ESS sizing was

proposed in order to maintain over and under voltage within acceptable limits. The study

concluded that increasing PEV penetration level reduces ESS capacity. The author in [39]

assumed fixed profiles for PV generation and PEV demand which neglects the inherited

uncertainty. The study also considered one trip in a day and focused on investigating

the voltage quality without including DT aging estimation. Additionally, Yang et al. [40]

developed a methodology to shape fluctuated PV output power into a relatively flat power

using an ESS. Interestingly, the proposed approach supported the system at peak load

and reduced the line losses. Another examples are developed by the authors in [41, 47]

for implementing ESS units in the residential distribution networks. An ESS location,

power, and energy are determined and used in conjunction with PV profile, to alleviate

DT overload [41], VI and under/over voltage violations [47], while taking into account
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the uncertainties inherent in PV generation and PEV demand. These studies used the

NHTS data to construct the PDFs of PEV arrival time and daily distance parameters, and

only trip to home was considered. The PEV model, used in [41, 47], neglects the realistic

pattern of PEV daily driving cycles and hence the ER from the grid will be affected which

impacted the assessment and evaluation of DT overload, VI, and under and over voltage.

The study also focused on DT overload without including the assessment of its aging.

However, none of the preceding studies involved taking into account DT aging nor the

stochastic models of PEV driver behavior and travel patterns that considered SAT travel

pattern characteristics.

1.2.2.2 Impact of Residential Prosumer Ownership of PEVs on Transformer

Aging

Some researchers have considered evaluating the impact of residential prosumer ownership

of PEVs on transformer aging [30,31,42–46]

Such impact of PEVs and PVs on transformer aging is assessed in [30, 31, 42–44, 48].

The authors in [31, 48] developed a probabilistic methodology to investigate the impact

of stochastic models using different PEV and PV penetration levels on DT overload and

aging, with the conclusion that DT replacement can be deferred by four years when PV

generation is used. It was also determined that 10% PV is capable of alleviating the DT

overload between 10 A.M. and 5 P.M. In this study, only trip to home was considered and

NHTS survey data was used to extract the important statistical parameters (i.e., arrival

time and daily distance). However, this study focuses on investigating the impact on

DT aging, but the authors do not include realistic pattern of PEV daily driving cycles

which may lead to inaccurate estimation for DT lifetime. The authors of [30] focused on

quantifying main substation transformer aging, while the researchers in [42] investigated

the DT aging when a PEV is charged following time-of-use (TOU) pricing. The study

in [30] concluded that DT LOL is improved by 75% when 100% penetration level of PV is

used, while the authors of [42] observed that PEV charging during TOU negatively affects

DT aging. Both research works consider one trip in a day and neglect the complete PEV

daily driving cycles, which results in affecting the accuracy of estimating DT remaining
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lifetime. Further, the proposal of a deterministic and stochastic assessment for DT aging

was presented in [43], which found that increasing LOL due to PEV charging can be

compensated by PV generation. However, this study does not consider the complete daily

driving cycles of PEV stochastic model, as well as PV uncertainty. Neglecting these factors

may lead to different LOL evaluation results. An excellent example was also introduced

in [44], which investigated the impact of solar-powered EVs on DT aging and annual vehicle

energy usage, with the conclusion that using solar-powered EVs contribute to an overall

reduction in annual vehicle energy usage, in comparison to regular PEVs. In study [44],

the authors developed a methodology to extract the statistical quantities of arrival and

departure times and daily distance, but the realistic pattern of the complete daily driving

cycles was neglected, which may lead to inappropriate estimation.

Research in [45] and [46] focused on studying the impact of implementing ESSs with

PEVs and PVs. Particularly, the study reported in [45] displayed how the impact on DT

aging could be mitigated through the use of residential HBESs. The authors proposed that

HBES charging occurs during the time in which PV is available and discharges during the

night when PEV charging occurs. The study found that HBES reduces LOL to normal

limits value from 55% in the case of a scenario with 100% PEV and 100 PV penetration

level. Finally, the work presented in [46] proposed a coordination strategy between ESS,

PV, and PEV in an attempt to extend DT lifetime and minimize energy consumption

costs, with results indicating that DT life can be retained. The developed PEV model

in studies [45] and [46] considered only trip to home and NHTS were used to extract the

statistical distributions of arrival time and daily distance parameters. However, neglecting

other important variables such as

The research studies introduced above in [30, 31, 42–46] focus primarily on evaluating

DT aging when prosumer (i.e., PV and ESS) ownership of PEVs is considered. However,

there is a gap in this research, as none of these studies takes into consideration the statistical

SAT characteristics of PEV driver behavior.

Several researchers have recently made noteworthy attempts to develop the statistical

SAT accurate models of PEV driver behavior [23,27,49–52]. Although these studies discuss

the statistical SAT accurate models of PEV driver behavior with some simplifications, they

do not consider the assessment of either DT overload and aging or voltage quality (i.e.,
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VI, and under and over voltage). In addition, PV generation and residential demand are

stochastic in nature, which has not been fully considered in these recent studies. However,

the inclusion of PV generation and residential demand uncertainty, as well as PEV SAT-

based approach models into DT aging and overload, and voltage quality assessment, was

not considered in any of the previously discussed works. The existing developed models on

the impact of integrating residential prosumer ownership of PEVs on DT aging [45] and

voltage quality [32] were limited to the employment of the simplified models of PEV driver

behavior. Modeling PEV drivers in these examples only considered one trip per day and

represented driver behavior by only two parameters (i.e., destination arrival time and daily

distance), while realistic driving and travel law include a sequence of trips per day and

involve SAT travel information. Specifically, the temporal characteristics of driver behavior

includes driving and parking time, while travel distance and destination location are spatial

characteristics. SAT travel parameters are significant in estimating PEV charging location,

time, and SOC. For instance, travel distance is used to calculate PEV energy consumption

while driving and, therefore, modeling the distance that drivers travel in an entire day

by a single PDF leads to unrealistic estimations of PEV energy consumption, and further

results in inaccurate PEV remaining SOC and required energy. Consequently, the impact

of residential prosumer ownership of PEVs on DT aging, as well as voltage quality through

a consideration of SAT characteristics of PEV driver behavior, has not been previously

reported in the literature. Therefore, there is a need to address this missing component

and develop an assessment framework for DT aging and voltage quality, while taking into

account PEV charging models based on SAT driver characteristics, as well as PV and

conventional load uncertainty.

1.2.3 Planning of Energy Storage Systems in an Electrical

Distribution Grid

There is a large body of literature towards the use of ESSs in an EDS to assist the utility

in resolving overload and voltage violation issues and managing grid operations.

Several researchers have discussed the ESS planning models in a distribution system

while considering DGs [53–61]. In study [53], a multi-objective optimization was used
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to develop a planning model for sitting DGs and ESSs in a distribution grid. Studies

[54, 55] proposed an optimal planning approach for determining ESS energy, power, and

location, that are required to alleviate the effect of uncertainties inherent in DGs. A meta-

heuristic genetic algorithm based planning framework was developed in [56] to optimally

size and site ESSs in an EDS in order to minimize total system losses, defer system upgrade,

and maximize the overall profit. The research in [57] proposed an operational planning

framework by developing a coordination between ESSs and wind farms in order to mitigate

the effect of wind forecast errors. The study also proposed a reduction to the frequent

charge / discharge operations in order to extend the expected lifetime of ESS battery. A

stochastic optimal planning model is proposed by the authors in [58], which focused on

developing a decomposition technique to optimally determine the ESS sizes and year of

installation. Two stages were proposed, including several iterations, to ensure that the

overall budget is allocated effectively over the planning horizon. Another research for ESS

sizing model was proposed in [59] to optimally select ESS power, energy, and number of

units, that are required to be in place, to minimize total operation and unserved energy

costs. In study [60], a planning model was proposed for sitting and sizing ESSs while

considering smart residential loads. This research included more details of ESS battery

degradation into the planning horizon model and provided a comprehensive comparison for

the proposed approach versus the fixed degradation. An optimal plan for transmission line

expansion and ESS deployment was proposed in [61] using multi-stage approach. In [62],

an optimal planning model was proposed for sizing ESSs considering the usage of EV re-

purposed batteries. However, none of the above works have considered PEV loads nor the

assessment of DT aging or VI.

Some researchers have considered the integration of PEV loads with ESS operation [63–

66] and planning [67]. Study [63] proposed an optimal operation strategy for maintaining

feeder’ loading and voltage limit within standards. The research in [64, 65] proposed an

optimization model for energy management system considering HBES, PV, and PEV. The

proposed framework in these studies was developed to address the conflict between utility

and residential customers while ensuring that DT LOL, VI, and under and over voltage

within standards. Agüero et al. in [66] utilized CBESS to mitigate the negative impact of

integrating PEV and PV in an EDS. The research in [66] improves system power loss and
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voltage deviation, but the authors did not consider PEV uncertainty.

El-Khattam et al. [68] developed the first research on distribution system multi-year

planning using the backward propagation approach. The authors in [68] proposed an

excellent heuristic approach to alleviate the use of binary variables in the optimization

model for sitting DG units over the planning horizon, but they did not consider PEV

demand and ESS resources. Recently, Bin Humayd et al. [69] developed a planning model

using the same heuristic approach while considering PEV loads and diesel DG units. This

example discussed PEV stochastic nature model, but they assumed that charging activities

happens only at home and ESS was not considered. A multi-year planning approach was

proposed in [67] for sizing CBESSs while considering PVs and PEVs, to maximize the

Net Present Value (NPV) of profit from the energy storage arbitrage. A particle swarm

optimization was developed in this study to solve the planning model and the results

found that the CBESS can benefit an EDS by reducing power loss, improving DT LOLs

and voltage profile, and providing energy arbitrage. It is noted that most of the works,

which pertain to the ESS integration with PEV, have focused on studying the operation

of the electrical distribution system while only study [67] focused on planning.

It can be noticed from the above discussion that the recent attempt in [67] did not

consider the VI as a part of the planning model and the developed stochastic nature

model of PEV considered only trip to home. NHTS data were used to extract the

statistical quantities of arrival time and daily distance without including other statistical

important parameters, namely PDT, TDM, PL, DDT, and driver movement. Neglecting

these important elements ignores the SAT characteristics of driver’ behavior and affects

the ESS planning decisions, which may result in either over or under estimating the ESS

power, energy, required number of sites, and captial and operation costs. Therefore, there

is a dire need to include PEV demand using SAT-based approach into the ESS planning

models while considering DT LOLs and VI, which significantly impacts the investment

timelines and budget.
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1.3 Research Objectives

The main objectives of the research presented in this thesis focus on modeling PEV demand

based-SAT approach and the integration of these models into the EDS assessment and

planning. The research objectives are listed below:

• The development of a generalized statistical spatial-temporal (SAT) distribution

model that addresses the realistic pattern of PEV daily driving cycles for any type

of driving behavior data. The US NHTS datasets are used to establish the PDFs of

the required parameters in the SAT model, namely PDT, TDM, DDT, and

transition probability matrix for different trips in a day.

• The uncertainty of PV generation (i.e., temperature and irradiation) and

conventional loads is modeled and integrated with SAT models of PEV charging

load. The integration of these components provides an enhanced and improved

model in comparison to the existing stochastic models.

• The above models are used to develop a new assessment framework to estimate the

distribution transformer (DT) overload and aging, voltage imbalance (VI), and

under and over voltage considering a complete and more realistic EDS model. The

remaining lifetime of the DTs considering SAT models of PEV charging with

residential prosumers at different scenarios is quantified, in addition to VI, and

under and over voltage.

• A control strategy utilizing different generations of home battery energy storage

(HBES) is proposed in order to avoid DT overload, and to enhance and extend DT

lifetime.

• A multi-year planning framework is proposed to size and site the CBESSs while

considering a PEV demand-based SAT approach as well as PV options. A backward

propagation approach is developed in order to determine the CBESS sizes and sites

over the planning horizon while considering transformer’ LOL and VI aspects.
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1.4 Thesis Outlines

The rest of the thesis is organized as follows:

Chapter-2 presents a brief background on an EV charging characteristics and its types,

the concept of trip chain and its formulations, followed by a detailed discussion on three-

phase distribution system models and PF solution, and PV and energy storage systems.

Chapter-3 presents a comprehensive statistical analysis model for SAT characteristics

of PEV driver’ behavior, and evaluate their effect on conventional loads while considering

the uncertainty of PVs.

Chapter-4 presents the proposed assessment and enhancement framework for DT

overload and aging, VI, and voltage deviation while considering residential prosumer

ownership of PEV.

Chapter-5 presents a multi-year planning framework for sizing and sitting CBESS to

accommodate a high PEV penetration levels.

In Chapter-6, the summary and conclusions of the thesis are presented, and directions

for future work are outlined.

16



Chapter 2

Background Review

This chapter presents a brief review of the necessary definitions and main concepts related

to the subject of the research presented in this thesis. A detailed discussion of EV basic

definitions and required mathematical equations are presented, followed by an overview of

trip chain definition and its applications. An overview of three-phase electrical distribution

system models, components, and PF solution are explained and briefly discussed. Finally,

a review of the fundamental aspects and mathematical models of PV and energy storage

system are presented.

2.1 Electric Vehicles

The history of EVs technology started in the late 1800s when Dr. Ferdinand Porsche and

his team developed the first hybrid vehicle [70]. The first vehicle that could be plugged into

an electrical wall outlet was first developed by General Motors (GM) during the late 1960s,

when the concept of EVs was initiated. Now, in the 21st century, when great attention is

focused on global warming issues, EVs have been introduced as a solution toward more fuel

efficient vehicles. In the current market, the following types of PEVs, as specified by [70],

are described below:
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• Hybrid Electric Vehicles (HEVs): These vehicles are operated by combining an ICE with

an electric motor and battery. HEVs cannot be plugged into an electricity supply,

but charge their batteries through regenerative braking.

• Plug-in Electric Vehicles (PEVs): PEVs are classified into Plug-in Hybrid Electric

Vehicles (PHEVs) and Plug-in Battery Electric Vehicles (PBEVs). PHEVs have the

same characteristics as conventional cars, but they are powered by an ICE and an

additional battery energy system that can be recharged by plugging into an

external electricity supply. In contrast, PBEVs rely solely on electricity by

recharging their batteries from an external supply.

• All-electric vehicles (EVs) or battery-electric vehicles (BEVs): Rather than using an

ICE, these vehicles use batteries as a storage system to supply the electric motor in

the car.

Since PEVs are defined as the vehicles that recharged their batteries from the grid,

these types of vehicles are only considered in the work presented in this thesis, as they are

expected to have an impact on the electrical distribution grid.

2.1.1 PEV demand Characteristics

From the perspective of the EDS, PEV demand is a significant additional load which must

be considered in the assessment and planning process. To correctly estimate the PEV

charging demand, there are several definitions of some parameters that need to be well

defined and discussed [71]:

• Charging Characteristics:

These characteristics determine the amount of the additional PEV load, and

charging duration. The main required parameters to obtain these quantities are

battery capacity (BC), battery SOC, EDR, specific energy (SE), and charging

efficiency (η), wherein their definitions are listed below:
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1) BC, which is expressed in kWh, represents the maximum amount of energy to

which vehicles can be charged.

2) Battery SOC, which represents the remaining amount of energy that can still be

used by a vehicle, is expressed as a percentage (%). The SOC can be estimated

using the driven distance (TDM) by the vehicle in miles. For example, assuming

that the BC of vehicle is 100 kWh, having an SOC of 5 % implies that the battery

has only 5 kWh for use.

3) EDR, which is expressed in miles, is defined by how much distance a PEV, using

battery energy, is capable of achieving during the day, until the minimum

acceptable battery SOC is reached.

4) SE, which is expressed in kWh/mile, represents how much energy the vehicle

consumes to travel for one mile.

Estimating the energy required (ER) by recharging PEVs from the grid depends

on the SOC and BC. When the consumed energy (CE) is determined using (2.1)

by multiplying the TDM in SE, the remaining PEV SOC is calculated using (2.2)

assuming the initial SOC was 100%. Thus, ER is obtained using (2.3) and η is

assumed as 90% [72].

CE = SE · TDM (2.1)

SOC =
BC− CE

BC
(2.2)

ER =
(1− SOC) · BC)

η
(2.3)

For determining the chronological charging profiles of PEVs and charging duration

(CD), two quantities are needed in addition to ER: the time of start charging and

the charging level (power rating) which are discussed next in more details.

• The time of start charging:

Determining the time of PEV to start charging is very challenging and important.

It always depend on the user’ preference and which charging scheme is applied. In

the literature, three charging schemes were reported [73, 74], namely uncontrolled,
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indirect controlled, and controlled. A more detailed discussion is introduced in the

following:

Uncontrolled charging (UC): The owners of PEVs, in this type of charging

scheme, select the time to start charging their vehicles with no restrictions. Several

studies in the literature have shown that UC widely used wherein some owners

prefer to charge their vehicles at predefined time (always overnight) due to the very

low electricity price rates. This assumption does not reflect the realistic behavior of

drivers, which does not give the possibility of plug and charge at any time of the

day. Other researchers have developed a probabilistic representation for the time of

start charging, using NHTS available data, which simulates the driving law during

the day and hence each PEV starts charging based on the arrival times.

Indirect controlled charging (ICC): This charging scheme is similar to UC, as

PEV owners are capable to charge their vehicles whenever they wish. However, the

incentives that were set by utility may create a certain level of control over time.

For example, although some of PEV owners arrive home at on-peak and mid-peak

hours, they response to the TOU electricity pricing by waiting for off-peak hours and

start charging their vehicles. This way of control benefits the utility by shifting the

on-peak and mid-peak demand to the off-peak period while PEV owners are helped

by reducing the costs of their electricity bills.

Controlled charging (CC): In this scenario, PEV owners are not able to choose

the time of start charging their vehicles. The utility companies or any service

providers have the privilege to fully control and manage PEV loads. For

determining the time to start charging each PEV, the service providers tend to

maximize the benefits while satisfying all associate parties including PEV users and

system operating conditions. The context of CC is then extended to what is known

as ”smart charging”, which paves the way toward smart grid paradigm as a

two-way communication infrastructure is required. Having smart charging

infrastructure implemented enables bidirectional power flow between PEV and an

EDS grid, which creates an opportunity for V2G technology and ESS provision at

the residential premises.
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For the scope of this work, UC type was only considered, as it simulates the realistic

pattern of PEV drivers.

• Charging level:

There are three available charging levels for PEV charging loads, as proposed by the

Society of Automotive Engineers (SAE) [72] in North America. These sets are known

as the J1772 standard. An overview of these levels is listed in Table 2.1 as specified

by the J1772 standard and the report in [75].

Table 2.1: PEV Charging Levels.

Type Voltage (V) Current (A) Power (kW) Location
AC Level 1 120 12 to 16 1.3 to 1.9 On-board 1-phase
AC Level 2 208 or 240 Up to 80 Up to 19.2 On-board 1

DC Level 3 (Fast Charging) 208 to 600 Up to 200 50 to 150 Off-board 3-phase

When the ER, charging level, and time to start charging PEV are determined, ER

is divided by charging level to obtain the duration of PEV charging event. The start

time of PEV charging, along with charging duration time helps to allocate the new

PEV profile on the top of the 24 original load curve.

2.2 Trip Chain

The concept of the trip chain is well explained and discussed in [76]. A trip chain has

become widely developed in transportation sector planning [77], but is rarely used in power

system analysis. Trip chain methodology simulates a sequence of trips, starting at home,

where two or more visits may be involved, and ending at home. It is used to model activities

in space and time by linking all daily trips. The mathematical representation of the trip

chain is taken from [23], and modified and developed for each individual driver, as follows:

(T s, d,DD,PD,Ls, Le) = (T s1 , T
s
2 , · · · , T sn; d1, d2, · · · , dn;DD1, DD2, · · · , DDn;PD1, PD2,

· · · , PDn;Ls1, L
s
2, , · · · , Lsn;Le1, L

e
2, · · · , Len)

(2.4)
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Subject to Lsj+1 = Lej (2.5)

T ej = T sj +DDj (2.6)

T sj+1 = T ej + PDj (2.7)

where T sj is the start time, T ej is end time, dj is the distance in miles, DDj is driving

duration, PDj is parking duration at destination, Lsj is start location, Lej is end location,

j denotes jth trip, and n is the number of daily trips involved.

The developed model considers complete daily driving cycles and models each

individual trip as a function of the previous trip. Because our developed approach focuses

on modelling the movements of drivers from one location to another, the Markov chain

process was necessary in order to determine the current location for the drivers as a

function of the previous location using the transition probability matrix. Combining the

different PDFs with transition probability matrix formed the Markov Chain Monte

Carlo (MCMC) simulation. As an example, the start time of the next trip is calculated

using (2.7), and equals the summation of the end time and parking time at the previous

trip destination. Also, in (2.5), the start location of the next trip is the same as the end

location of the previous trip. Since the driver travel pattern is different from day to day

and from location to location, the trip chain variables mentioned in (2.4)-(2.7) are

represented by corresponding probabilities extracted from the NHTS, the details of which

will be discussed in Section 3.1 of Chapter 3.

2.3 Unbalanced Three Phase Distribution System

Modeling

The EDS typically begins from the distribution substation that is fed by one or more sub-

transmission lines and ends at the consumer meters [78]. A typical EDS is illustrated in

Fig. 2.1 [78] including a primary distribution system (PDS) with main and lateral feeders.

The main feeders are usually three-phase while the laterals, which can be either single or

three phase, are usually tapped from the main feeders. The system mainly includes primary

and secondary networks. The primary distribution system (PDS) generally starts from the
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distribution substation and ends at the distribution transformers. The voltage levels of

Subtransmission

Distribution 

Substation

Primary Feeders

Distribution 

Transformer

Secondary Mains

Customer service

3-phase 

primary 

main
Single-phase laterals

Figure 2.1: Typical EDS single line diagram

a PDS range from 4.16 to 35 kV, while a SDS starts from the distribution transformers,

including service lines (SLs) and service drops (SDs), and ends at the consumer’s level.

Through a center tapped transformer, an SDS connects the primary voltages to the 120/240

voltage level, which is more suitable for a consumer’s equipment.

2.3.1 Power Flow Approach for Unbalanced Radial an EDS

Evaluation of the impact of PEV stochastic loads on voltage quality and DT aging in the

electrical distribution network (EDNs) requires the development of proper models

involving all the components. PF is then used to thoroughly investigate the inclusion of

the uncertainty associated with the introduction of PEV charging. Because, by nature,

the EDNs have single-phase loads, higher resistance to reactance (R/X) ratio, and radial

configuration, the Newton-Raphson method that was commonly used in the bulk

generation-transmission system may not be applicable in a distribution system. A robust
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iterative technique, known as the forward/backward method, is used. This method is

based on the ladder network theory as developed in [78]. The approach relies on

representing the components of EDNs, such as feeders, transformers, and regulators by a

set of transfer matrices named as A, B, C, and D, which are used in forward/backward

PF solutions, as shown in Fig. 2.2. Further detail of how these matrices are developed is

provided in [78]. The first step of the approach starts by assuming zero load currents and

Figure 2.2: Ladder network theory

computes the voltages at each node moving from the substation down to the terminal

nodes (forward sweep), as given in (2.8):

[V LNabc]m = [A].[V LNabc]n − [B].[Iabc]n (2.8)

The second step will solve for currents based on the obtained voltages from the first

step by moving backward from the terminal nodes up to the substation, as given in (2.9):

[Iabc]n = [C] · [V LNabc]m − [D] · [Iabc]m (2.9)

The currents obtained from (2.9) are then used to calculate the node voltage in the next

iteration using (2.8) and so on, and the backward/forward sweeps are repeated until the

stopping criteria given in (2.11) is satisfied, for all system buses.

[Error]i =
‖ Vnew,i ‖ − ‖ Vold,i ‖

Vnominal,i
∀i = 1, 2, 3, .....N (2.10)

Max[Error] <= Tolerance (2.11)

where the voltage at bus i is denoted as Vi , Vnominal,i is the nominal voltage, and N is
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the numbers of buses. A flowchart explains all the steps for performing backward/forward

sweep power flow is illustrated in Fig. 2.3.

Start

Inputs
1) ABCD matrices of EDN components
2) The reference voltage at the source

3) Load current==0

Forward sweep
m=1:Numbers of buses

[V LNabc]m = [A]·[V LNabc]n−[B]·[Iabc]n

Errori =
‖Vnew,i‖−‖Vold,i‖

Vnominal,i
∀i = 1, 2, 3, .....N

Max[Error] ≤ Tolerance

End

Backward sweep
n=1:(Numbers of buses-1)

[Iabc]n = [C] · [V LNabc]m − [D] · [Iabc]m

Calculate load currents
[Iabci]m =

(S∗
i )·1000

V ∗
i

No

Yes

Figure 2.3: Steps needed to perform backward/forward power flow.

2.4 PV Generation

In the past, PV was used as stand-alone system to supply electricity for the rural areas

and suburbs which lack availability of other energy resources. Recently, PV has received a

noticeable shift toward using the PV-grid connected system due to improve its technology

and increase the concerns related to global warming issues. According to [79], PVs are

classified, based on their power ratings, into the following three categories:
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• A Small PV system ranges between 0 kW and 10 kW.

• A medium PV system ranges between 10 kW and 500 kW.

• A large PV system ranges between 500 kW and above.

The first and second categories are more common to be installed at the electrical

distribution network level. For small buildings, PV with ranges between 0 and 10 kW are

used, while the medium and large buildings use PV with ranges between 10 kW and 500

kW. At the transmission or sub-transmission levels, the third category, ranging between

500 kW and above, is used.

For the type of PV interconnection, the International Energy Agency (IEA) [3] has

classified PV into four types, namely off-grid domestic, off-grid non-domestic,

grid-connected distributed, and grid-connected centralized. The research presented in

this thesis considers the grid-connected distributed residential PVs with small ranges

(i.e., 0 - 10 kW).

2.4.1 Main Components of PV Generation Systems

The key elements that need to be available in the grid-connected distributed PV systems

are discussed in the following:

i) The sun: The sunlight irradiance is defined as the instantaneous solar power that

received on a unit surface area, and is measured in watts per square meter (W/m2).

The sun releases amount of energy, which travels for more than 150 million km in

order to reach the terrestrial orbit of the earth. As reported in [80], 9% is scattered

by air molecules and 17% and 7% are reflected back to the space by clouds and

earth’s surface, respectively. It was reported that the quantity of light that reaches

the ground level is around 1, 000 W/m2.

ii) PV array: It represents the most expansive component in the PV system. The cells

that form the solar arrays are made of different types of materials; for instance,

polycrystalline and monocrystalline silicons are globally used with 54.5% and 29.36%
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of the world market share [81]. A PV module is formed by connecting the solar cells

in series and these formed modules of PV are then connected together in series to

form a string. Finally, the strings are connected in parallel in order to form the final

design of PV arrays.

iii) Power conditioning unit (PCU): PCU integrates the grid-connected PV system into the

alternating current (AC) electrical grid. Two main functions are performed by PCU

which involve controlling the output current or voltage of PV arrays, and converting

the direct current (DC) output power of PV into AC power. By controlling either the

voltage or current, the maximum power of PV at certain irradiance and temperature

is extracted. The second function is used then to prepare the output of PV array for

AC grid integration by converting PV DC power to AC power.

The temperature and solar irradiation are important factors in constructing PV generation

profiles, as will be discussed in Section 3.1.1.3 of Chapter 3.

Having PV installed at the residential premises contributes to change the role of

residential consumers to be more prsomuers. Since PV output is associated with a high

degree of variability and its peak does coincide with PEV or system peak demand, it

became necessary to install the ESS units at the residential premises to fully utilize PV

energy and participate with utility companies to solve any overload or voltage issues.

2.5 Energy Storage Systems

The deployment of energy storage technology increases the potential of integrating more

renewable energy resources and providing some level of controllability in the system.

Different technologies of an ESS are available in the market, each of which provides its

own characteristics and features. In general, any type of an ESS includes energy reservoir

and power conversion. Based on an ESS type, the power conversion can be determined,

either a DC-AC converter or motor-generator module. The superconducting magnetic

energy storage (SMES) and battery energy storage systems (BESSs) have the DC-AC
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converters while the pumped hydro, compressed air energy storage (CAES), and

flywheels have the motor-generator set [82,83].

There are various applications for an ESS in power system, which can be divided into

three categories, namely bridging power, energy management, and power quality [84]. For

the energy management applications, the ESSs units reduce the stress on the grid by using

the stored energy during off-peak times at the times of high demand. In this thesis, the

BESS type is selected among all available ESS technologies in the market. The reason is

due to its ability to coordinate with the PV generation over the day horizon in order to

improve the overload and voltage issues in the EDS networks.

The BESS can be installed at the distribution system level, or at the transmission level.

The CBESS and HBES are considered as one of the BESSs that most commonly used in

small-scale, at the SDS of an EDS [85]. CBESSs are connected at the secondary of the

DTs and fully operated and managed by the utility while HBESs are owned and managed

by the residential owners. In 2009, it was proposed to build a Lithium-Ion based facility

of 25/50 (kW/kWh) for 20 CBESS units in Detroit, Michigan, USA, due to the expected

introduction of PEV load [86].

The BESS operation is modeled using the following mathematical equations [87]:

BESS Energy Balance Constraint: Constraint (2.12) is used to ensure that battery

SOC at the current hour is equal to the SOC of the previous hour plus or minus either the

charged or discharged power from/to battery at that hour.

SOCk+1 = SOCk + ηCHPCH
k − PDCH

k

ηDCH
∀k (2.12)

The physical capacity of BESS sets a limit on its SOC, as in (2.13), assuming 20% of

the maximum allowable SOC.

0.2.CE ≤ SOCk ≤ CE (2.13)

BESS charging and discharging limits: The imported and exported power from/to
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BESS are limited to BESS rated power, as follows:

PCH
k ≤ PBESS

Rate ∀k (2.14)

PDCH
k ≤ PBESS

Rate ∀k (2.15)

Also, a constraint (2.16) is used to ensure that the initial and final SOC are equal to

50% of BESS battery capacity.

SOCk = 0.5.CE ∀k = 1 & k = 24 (2.16)

2.6 Summary

In this chapter, a general description of the topics related to the research in this thesis

was presented. The concepts of EV and trip chain, along with their mathematical

representations were discussed. A brief discussion of three-phase electrical distribution

system models, components, and PF solution were briefly explained. Finally, PV and

energy storage system definition and models were presented.
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Chapter 3

A New Framework for Plug-In

Electric Vehicle Charging Models

Supported by Solar Photovoltaic

Energy Resources
1

This chapter discusses the development of modeling the stochastic nature of both PEV

loads and PV generation while considering the effect of the temporal-spatial characteristics

of the driver’ behavior, as well as solar irradiation and temperature. A trip chain, based on

the Markov Chain Monte Carlo process, is developed to properly model PEV daily driving

activities and the PV uncertainty. Charging facilities are assumed available at home,

work, and fast-charging stations, having charging levels of 3.7 kW, 6.6 kW, and 50 kW,

respectively. The proposed framework is examined, considering the National Household

Travel Survey global data, as well as the city of Buffalo and New York state. The impact

of varying the penetration levels of PEV and PV resources is also investigated.

1This chapter has been published as:
Y. O. Assolami, A. Gaouda and R. El-Shatshat, “A New Framework for Plug-In Electric Vehicle Charging
Models Supported by Solar Photovoltaic Energy Resources,” in IEEE Canadian Journal of Electrical and
Computer Engineering, vol. 44, no. 2, pp. 118-129, Spring 2021.
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3.1 Proposed Framework: Input data, Mathematical

Models and Treatment

This section discusses NHTS data extraction and treatment for obtaining SAT variables,

followed by presenting an overview of PEV manufacture and available rated power

infrastructure data. The rest of the section discusses using k-mean clustering on the

annual data of PV and conventional load and the detailed steps of simulating SAT

approach.

3.1.1 Required Input Data for the Proposed Framework

3.1.1.1 NHTS Data Analysis for Extracting the Important Statistical

Variables of Driving Habits

In this analysis, the updated NHTS survey has been used because the data that simulate

the driver behavior of PEVs are either scarce or not available. Al thought this data is

based on the gasoline vehicles, the proposed procedure in this thesis is generic and can

be applicable to any form of driving behavior data if existed. The NHTS provides a large

size of data, including 1, 0485, 765 trips, for all regions in the US. Since data size is a

very important factor in giving a clear pattern of driver behavior, different partitions of

the NHTS data were considered. NHTS global data are compared with the city of Buffalo

and New York (NY) State datasets, respectively. To filter out data relevant to the city of

Buffalo and New York (NY) state, the codebook in [88] was followed. Once the dataset

for each partition was extracted, the first step was to preprocess the data by removing the

outlier and negative data. For the scope of this work, daily trips are classified into six

different locations: home, work, FCSs, shopping, entertainment, and buying a meal. For

the FCS trip data, it is assumed that the patterns of arrival time to the gas station are

similar to the FCSs. Because PEV drivers have access for a home charging facility, which

is not the case for gasoline vehicle drivers, it is assumed that PEVs will recharge to 60%

as a maximum at the FCSs. Following the codebook in [88], the PDFs for the significant

statistical variables in the proposed framework are obtained. The first important variable
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is the start time of the daily trip chain, denoted as Tsch . The related data to the start time

of the trip chains are extracted for each dataset. Based on the frequency of occurrence,

the PDF is generated as seen in Fig. 3.1. In the case of both NHTS global and NY

state datasets, the Tsch has similar behavior and the majority of drivers start their daily

activities at around 7 A.M. For the Buffalo dataset, the pattern is shifted by three hours;

the majority of drivers start at 4 A.M. instead of 7 A.M.
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Figure 3.1: PDF of the start time of the trip chain.

3.1.1.1.1 Driver Movement Activities

To model driver movement among the six different locations, namely: home, work, FCSs,

shopping, entertainment, and buying a meal, the Markov chain process is used. Let the

arrival time T e be discretized to t1, t2, t3, t4, . . . . . . .., tk with a specific time step, where k

is the number of time intervals. The conditional probability of moving from location i to

location j can be formulated as:

P

(
locationj

∣∣∣∣ locationi, TAT

)
= Pij (3.1)
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Pij is known as the transition probability from location i to location j. Equation (3.1) is

used for each location. Having location={1, 2, · · · , Q}, Q×Q, a matrix can be formulated.

The obtained matrix is known as the transition probability matrix and can be written as:

TransitionMatrix =


Pii Pij . . . P1Q

Pji Pjj . . . PjQ
...

...
. . .

...

PQi PQj . . . PQQ

 (3.2)

Each row of (3.2) relates to the current location, while each column represents the next

possible location, and the summation of each row equals one. The probabilities pertaining

to moving to the next location consider the time (temporal characteristics) and current

location (spatial characteristics) extracted from the NHTS.

Equation (3.2) has been extracted for k time slots for each dataset. For the sake of

clarification, two time slots of daily activities, considering the NHTS global dataset, were

selected, namely 7 A.M. and 6 P.M., respectively. At 7 A.M., the majority of drivers move

toward work, as depicted in Fig. 3.2(a), while during the evening at 6 P.M., as shown in

Fig. 3.2(b), most drivers move toward home.

(a) Driver movements at 7 A.M. (b) Driver movements at 6 P.M.

Figure 3.2: Driver movements based on the transition probability matrix.
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3.1.1.1.2 Parking Duration (PDT)

PDT at the destination of each trip is considered an important factor in determining the

start time of the next trip. For the six locations of a daily trip, the related data to the

PDT (minutes) at each location is extracted from each dataset. The PDFs for all locations

are generated and considered, but due to the limited number of pages, only the PDFs of

PDT at home, work, and FCSs are illustrated in Fig. 3.3. It can be inferred that the

patterns of PDFs are almost the same for both the NHTS global and NY state datasets,

while there is a slight difference when considering the Buffalo dataset. It is noted that

drivers spend most of the time at home, followed by work and FCSs, respectively. The

majority of drivers spent approximately eight hours at the workplace, which is realistic

for full-time employees in North America, as reported in [89]. The highest probability for

home indicates that the majority spend 50 minutes, which means that most drivers have

multiple trips to home without staying permanently. Most of the trips reveal that drivers

arrive home and leave within an hour of returning from work or shopping. However, there

is 0.02 probability of drivers arriving home and staying longer than eight hours.
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(a) Home.

0 100 200 300 400 500 600 700 800

Time Spent in Minutes

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

P
ro

b
a

b
il

it
y

Buffalo

NHTS global

NY State

(b) Workplace.

0 10 20 30 40 50 60

Time Spent in Minutes

0

0.05

0.1

0.15

0.2

0.25

0.3

P
ro

b
a

b
il

it
y

Buffalo

NHTS global

NY State

(c) FCS.

Figure 3.3: PDFs of PDT at home, work, and FCSs.

3.1.1.1.3 Travelled Distance (DDM) and Driving Duration (DDT)

The relevant data to the TDM and DDT variables are extracted from each considered

dataset. The PDFs are then generated to cover all combinations of the six different
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locations. This has generated 30 PDFs of TDM and DDT using the NHTS and NY state

datasets. In the case of using the Buffalo dataset, only 20 PDFs are generated, as

considering a small portion of the NHTS dataset limits the number of trips. For example,

based on the Buffalo dataset, the drivers only arrive at the entertainment trip destination

from either FCS or home; the other three locations (i.e, buying a meal, work, and

shopping) are not linked to the entertainment destination. Only one example for the

PDFs of TDM and DDT, namely from work to home, is illustrated in Fig. 3.4. It can be

seen that the distance in the case of the NHTS and NY state datasets is longer than the

case of Buffalo. The same is repeated for all other combinations.
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(a) TDM from work to home.
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(b) DDT from work to home.

Figure 3.4: PDFs of the work to home for both TDM and DDT.

3.1.1.2 PEV Characteristics Data and Available Rated Power Infrastructure

The used charging levels (rated power) are AC charging levels of 3.7 kW and 6.6 kW for

home and work, and 50 kW DC charging level in the case of FCSs. These values and

charging source types are selected based on SAEJ1772 standard [72]. However, the AC

to DC conversion process and models are not part of the scope of this work. For PEV

manufacturing data, three PEV types are considered, representing the most popular PEVs
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sold in the Canadian market from January 2011 until June 2019 [90], and as listed in

Table 3.1. Sales of the Chevy Volt, Tesla Model S, and Nissan Leaf have reached 15,926,

7,463, and 7,927 vehicles, respectively, which represents more than 45% of all PEVs in the

Canadian market. The vehicle corresponding data, such as BC, EDR, and specific energy,

along with their adjusted MS, are also listed in Table 3.1 [91]. From the PEV data, the

Tesla Model S has the largest BC and the least specific energy.

Table 3.1: PEV DATA

PEV Type BC (kW) EDR (mi) Specific Energy (kWh/mi) Market Share (%) Adjusted Market Share (%)

Chevy Volt 16 53 0.302 23.2 50.8

Tesla Model S 100 335 0.298 10.9 23.9

Nissan Leaf 32 107 0.299 11.53 25.3

3.1.1.3 Conventional loads and solar photovoltaic (PV) models

The data pertaining to the irradiation in W/m2 and temperature in degree Celsius are

extracted from the Canadian Weather Energy and Engineering Datasets (CWEEDS) [92].

The CWEEDS includes solar irradiation and temperature data from 1998 to 2014 for

different provinces in Canada. The dataset related to the city of Toronto for 2014 are

selected. These sets are initially processed to exclude missing data or anomalies. The size

of the data for the entire year is (364 × 24), representing irradiation and temperature,

respectively. For conventional loads, the Reliability Test System (RTS) is used. The RTS

data are given in [93] on an hourly basis as a percentage of the annual peak demand. To

overcome the complexity in increasing the computation time due to incorporating the 364

profiles into the MCMC, an unsupervised machine learning approach using k-mean [94]

is developed. Since all three data types (irradiation, temperature, and conventional load

profiles) are co-dependent, a new group of a combined dataset is generated. The K-mean

is then applied to the new dataset (364 × 72 ) and the sum of the squares error (SSE) in

(3.3) is used to classify the days for each group into a single cluster.

SSE =
N∑
i=1

√∑
p∈Ci

(di − p)2 (3.3)
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where N is the maximum number of clusters, p is the data points belonging to cluster Ci,

and di is the representative point for cluster Ci. In order to find the most suitable number

of clusters representing the dataset, the described approach [95] based on the knee point of

the SSE curve is implemented. Table 3.2 shows the representation of each cluster with the

corresponding number of days and the probability of occurrence. The power generated

Table 3.2: Representative Profiles

Cluster number Number of corresponding days Probability of occurrence

1 101 0.2775

2 48 0.1319

3 61 0.1676

4 32 0.0879

5 16 0.0440

6 35 0.0962

7 47 0.1291

8 24 0.0659

from the PV array depends on the irradiation, the rating of the array, and the temperature

corresponding factor, as in (3.4) [96].

PPV,array = PPV,Rated · Irad · FT (T ) (3.4)

where PPV,Rated is the array rated power in kW , Irad is the solar irradiation in kW/m2, and

FT (T ) is linearly interpolated for the temperature from Table 3.3. Because the output of

the PV is a DC power, there must be an inverter with efficiency (η) to form the applicable

AC power at the grid side. Table 3.4 shows the inverter efficiency taken from [96], which

is mainly dependent on PPV,PU , and can be computed from (3.5). Based on PPV,PU , the

efficiency can be interpolated or extrapolated from the table and the AC outpower is then

estimated using (3.6).

PPV,PU =
PPV,array
PPV,Rated

(3.5)

PPV,Out = PPV,array · FInverter(PPV,PU) (3.6)
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Table 3.3: Temperature Factor

T ◦(C) FT (T )

0 1.2

25 1

75 0.8

100 0.6

Table 3.4: Inverter Efficiency

PPV,PU FInverter(PPV,PU)

0.1 0.86

0.2 0.9

0.4 0.93

1 0.97

3.1.1.4 Number of PEVs and PVs

Determining the numbers of PEVs and PVs is an important preliminary step that needs

to be taken prior to developing the MCMC. For performing this task, the formula for

computing the number of PEVs in terms of different parameters is given in (3.7) :

NPEV = XP ·Nh · nc (3.7)

where NPEV s is the penetration level, expressed as a percentage of PEVs with respect to

the total number of vehicles, Nh is the number of houses, and nc is the average number of

vehicles per household, assumed to be 1.9, as estimated by NHTS 2009 [97]. Estimation of

Nh can be performed by dividing the total system residential demand (Pr) by the average

load of each house (Ph), which was estimated to be 2.08 kW by the IEEE committee in [93].

For the number of PV units, Equation (3.8) can be used where XPV s is the penetration
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level of PV and Nh is the number of houses. Once the number of PV units is determined,

the total generated power from the PV is computed using (3.9).

NPV s = XPV s ·Nh (3.8)

PVTotal,kW = PPV,Out ·NPV s (3.9)

3.1.2 Simulation Model of PEV Charging demand based SAT-

approach with PV

In this work, several locations are considered, but it is assumed that home, 10% of all

workplaces, and FCSs have charging facility infrastructure. The inclusion of shopping,

entertainment, and buying a meal trip locations only contribute to the time when PEVs

arrive at the charging facility. The proposed stochastic model framework is outlined in

Fig. 3.5, and in the following detailed steps procedures:

Step 1: From Section 3.1.1: a) Read all NHTS PDFs and transform all to cumulative

distribution functions (CDFs); i.e., PDTs, DDT, TDM, transition matrix, the

start time of the daily trip chain (Tsch); b) Read each location’s available

charging level and PEV specification; i.e., BC, SE, EDR, and adjusted market

share (AMS); c) Read the conventional load and PV probability of

occurrence (POC); d) Read the NPV s, NPEV , and maximum iteration (MI).

Step 2: Start the simulation with iteration k of MCMC.

Step 3: Begin to select the PV and conventional load profiles for iteration k.

Step 4: Generate a uniform random variable between 0 and 1, interpreted as a

probability.

Step 5: Equate the random variable value with the POC in order to estimate the profile

cluster number of PV and conventional load at iteration k.

Step 6: Multiply the obtained profile by total system residential demand (Pr) in order

to determine the daily conventional load profile. Use (3.4), (3.5), (3.6), (3.8),

and (3.9) to find the daily generated PV power in kW .
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Start

Inputs: 1) Statistical PDFs (Section 3.1.1.1) 2) PEV characteristics and charging levels (Section 3.1.1.2) 3) PV
and conventional load clusters (Section 3.1.1.3) 4) PEV and PV penetration level, and MCMC maximum
iteration(MI).

k = 1 : MI

Compute NPEV s and NPV s using (3.7) and (3.8)

Randomly select the PV and conventional load profiles from Table 3.2.

n = 1 : NPEV s

State i = home

Randomly select Tsch : Step 8 and 9

Set state i

From the transition matrix at Tsch , determine location j where PEV moves: Steps 11-13.

Randomly select sample of DDTij, and TDMij.

Compute the AT at location j using (3.10).

Complete the Steps 16-19.

Location j has
charging facility?

SOCj <= 0.8

Examine Case 2
Step 21 scenarios?

Compute the charged power (ChP) profile at location j for vehicle n.
Update the SOC at location j.

j = home?

Compute daily PEV charging profile for vehicle n using (3.21).

Last vehicle n?

Compute the daily PEV charging profile for all vehicle using (3.22).

Satisfy (3.26)?

Last iteration k?

i
=
j

n
=
n

+
1

k
=
k

+
1

Compute the average of all iterations to obtain the PEV charging demand profile

Stop

No

Yes

Yes

Yes

Yes

Yes

No

Yes

No

No

No

No

No

Yes

Figure 3.5: The procedures required to generate the proposed framework.
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Step 7: Start to simulate the daily charging profile for the first PEV vehicle n of the

total NPEV . The initial SOCi is assumed to be normally distributed with 0.7

mean and 0.1 standard deviation.

Step 8: Generate another uniform random variable between 0 and 1, interpreted as a

probability.

Step 9: Equate the random variable value from Step 8 with the inverse CDF of Tsch in

order to estimate the start time of the daily trip chain.

Step 10: Set the current location.

Step 11: Go to the transition matrix at time Tsch .

Step 12: Generate another uniform random variable between 0 and 1, interpreted as a

probability.

Step 13: Equate the random variable value from Step 12 with the transition matrix row

corresponding to the current location i and determine the next location j.

Step 14: Take another random sample from the DDT and TDM inverse CDFs moving

from i to j.

Step 15: Calculate the AT at the next location j using (3.10)

ATj = Tsch + DDTij (3.10)

Step 16: Calculate the CE from location i to j

CEij = SE · TDMij (3.11)

Step 17: Calculate the current SOC at location j

SOCj =
(SOCi · BC)− CEij)

BC
(3.12)

Step 18: Calculate the ER in kWh

ERj = (0.9− SOCj) · BC) (3.13)
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Step 19: Take a random sample again, but from the PDTj inverse CDF.

Step 20: Based on the charging level (Pch) and ER, compute the CD and the leaving

destination time (LDT) for location j using (3.14) and (3.15).

CDj =
ERj · 60

Pchj
(3.14)

LDTj = ATj + PDTj (3.15)

Step 21: Case 1: If j equals to location with no charging facility or SOCj >= 0.8, set the

current location = location j, update Tsch following (3.16), and go to Step 10.

Tschi+1
= LDTj (3.16)

Case 2: If j equals to location with charging facility, the following scenarios are

applied :

a) j = home and SOC<= 0.8: If CDj <= PDTj, the PEV plugs in for CDj

time, the ending charging time (ECT) is calculated using (3.17). If CDj >=

PDTj, the PEV is charged for the PDTj time and ECTj is calculated based on

(3.18).

ECTj = ATj + CDj,CDj <= PDTj (3.17)

ECTj = LDTj,CDj >= PDTj (3.18)

b) j = work: If SOC>= 0.5 and n >= 0.1×NPEV, go to case 1, otherwise the

PEV plugs in and ECTj is calculated following either (3.17) or (3.18).

c) j = FCS: If SOC>= 0.3, go to case 1, otherwise plug in and recharge until

60 % of the PEV BC. The ER is changed following (3.19), then the ECTj is

calculated based on (3.17) and let LDTj = ECTj.

ERj = (0.6− SOCj) · BC) (3.19)

Step 22: Vehicle n ChPj profile at location j is based on Pchj and computed using (3.20).
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ChPn,j(T ) = Pchj, T = ATj, ..........,ECTj − 1 (3.20)

Step 23: Update the SOC at j and equate it to the SOC at location i+ 1.

Step 24: Go to Step 10 where Tsch = LDTj if j is not at home.

Step 25: If j is at home, calculate the daily PEV charging profile (PEV profile) for vehicle

n by making a summation of charging activities occurring at all locations during

the day.

PEV profilen =
∑
j

ChPn,j(T ), T = Tsch , · · · · · · · · · · · · · · ·LDTj,∀j (3.21)

where Tsch is the same value obtained from Step 9. If n <= NPEV , go to Step

7, otherwise continue to Step 26.

Step 26: Compute the daily total charging profile (TCP) at iteration k by following

(3.22).

TCPk =

NPEV∑
n=1

PEV profilen (3.22)

Step 27: The convergence stopping criteria is based on the change in the moving average

(MA) of the cumulative sum (CS) of the TCP. If k > 1, compute the CS of the

TCP for iteration k using (3.23), otherwise CSk = TCPk

CSk =
k∑
k=1

TCPk (3.23)

The MA is then calculated, as stated in (3.24).

MAk = CSk/k (3.24)

The stopping criteria (SC) of the MCMC is determined based on the difference
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between the MA for iteration k and k − 1, as stated in (3.25).

Deviationk = MAk −MAk−1 (3.25)

Deviationk <= 1× 10−5 (3.26)

Step 28: If k < MI, check (3.26). If it is not satisfied, go to Step 2. If k >= MI or

the condition in (3.26) is satisfied, terminate the simulation and report PEV

profiles.

3.1.3 Analysis and Results

The effects of three PEV penetration levels (i.e., 0%, 30%, and 50%), three PV penetration

levels (i.e., 0%, 30%, and 50%), and three different dataests (i.e., Buffalo, NHTS global,

and NY state) are investigated in this work. The impact of PEV battery specification on

charging profiles at work, FCS, and home is also studied. The IEEE 123 node distribution

system primary feeder [98] is used as a benchmark system in this work. It is assumed that

all system demand, 3490 kW, is residential. The number of houses (Nh) is determined by

dividing 3490 kW by the average load of each house (Ph) and then estimating the NPEV s

and NPV s using (3.7) and (3.8).

3.1.3.1 The Impact of PEV Battery Specification on Charging Activities

Since Tesla S has the largest BC among the top three PEV vehicles sold in Canada, its

impact versus the PEV market share is studied. Fig. 3.6(a) and 3.6(b) show samples of the

impact of home, work, and FCS charging facilities on overall daily PEV charging activities.

The results are generated based on 50% PEV penetration level. It can be observed from

Fig. 3.6(a) that charging at work is concentrated during the interval between 7 A.M. and 3

P.M. while, at home, the charging starts at 7 P.M. when the drivers return home, and starts

decreasing early in the morning. The peak for the overall PEV charging demand occurs

at home at midnight, while the FCSs and work peak demand represent 19% and 16%,

respectively, of total peak demand. Charging at the FCSs happens when the remaining
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energy in the battery has reached low (30% or below). When there is not enough energy

to reach home, drivers visit the FCSs to recharge their batteries. Based on the Tesla S

model, as depicted in Fig. 3.6(a), it can be noticed that only a small group of drivers

need to recharge their vehicles at the FCSs when they leave work to go home. This is due

to the very large BC used in the case of the Tesla model S, 100 kWh, that can support

long distances without the need to visit an FCS. In contrast, more drivers recharge their

vehicles at the FCS when the PEV market share is considered, as shown in Fig. 3.6(b). The

figure shows a considerable number of drivers visit the FCS while leaving work, returning

home or going to work in the morning. As stated in Table 3.1, if the PEV market share

is considered, there will be a diversity in the battery. The BC of the Chevy Volt and the

Nissan Leaf is 16 kWh and 32 kWh, respectively, which is very low compared to the Tesla

S. The time when PEV charging takes place at each location is repeated again in Fig.

3.6(b), which confirms the same observation that was noted in Fig. 3.6(a).
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(b) Impact of PEV market share.
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Figure 3.6: Impact of PEV battery specification on overall PEV charging activities.

The impact of the PEV market share versus the Tesla S on the total demand of PEV

charging is illustrated in Fig. 3.6(c). It is noticed that considering the PEV market share

provides more contribution to the base load during the interval between 10 A.M. and 6

P.M. compared to the Tesla S. When the PEV market share is considered, some vehicles

with a low BC were not able to complete the trip and needed to visit the FCS during the

day to recharge their batteries before completing the remainder of the trip. It can also be

observed from Fig. 3.6(c) that the total energy required by charging the Tesla S is 3, 143.5
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MWh compared to 3, 166 MWh when considering market share data. In this scenario,

when the BCs are diversified, the charging activities at the FCS are increased. Due to the

high rated power at the FCS, assumed to be 50 kW , there was no significant reduction in

the total energy required.

3.1.4 The Impact of Different PV and PEV Penetration Levels

on the Base Load

The impact of charging PEVs with different penetration levels is presented in Fig. 3.7(a).

It can be noticed from the figure that there is a significant increase on the load profile.

Compared with 0% PEV, the load at 10 P.M. was significantly increased by almost double

in the case of 50% PEV penetration level and increased by 70% in the case of 30% PEV

penetration level. It can also be observed that, although the conventional load in the

interval between 10 A.M. and 3 P.M. was very high, the effect on demand when PEV is

added was not significant. This is due to the effect of charging at workplaces and FCS

compared to home.

When PV integration into the system is considered, as shown in Fig. 3.7(b), the load

profile becomes a combination of conventional and PEV loads, as well as PV generation.

It can be noticed from Fig. 3.7(b) that there was a reduction in the total load profile,

especially during the daytime when there is a high amount of solar irradiation. The increase

in PEV charging, as seen in Fig. 3.7(b), has been decreased to small values, less than

the conventional load, during the interval from 10 A.M. to 5 P.M. Charging with 50%

penetration level of PEV, and having 30% PV penetration level, can reduce the demand at

1 P.M. by almost 65%. However, the loading conditions during the night and early morning

are not eliminated. For 50% penetration level of PV, there will be extra generated power

of 800 kW at 1 PM, while the 30% penetration level is only capable of reducing the total

demand without injecting any extra power. It has been observed from Fig. 3.7(b) that

the load becomes highly negative at that instance. This is because the widespread usage

of the rooftop PV that generates an excessive amount of power.
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Figure 3.7: Impact of PEV and PV different penetration levels on the base load using
Tesla S model.

3.1.5 The Impact of Using Different Partitions of NHTS Data

on the PEV Charging Demand

The impact of using the Buffalo and NY state datasets versus the NHTS global data on

PEV charging demand is illustrated in Fig. 4.3. It is noted that the pattern of charging

activities is the same but, in the case of the Buffalo dataset, there is a significant reduction

in the charging energy between 5 A.M. and 6 P.M. compared to the NHTS global or NY

State datasets. When the Buffalo dataset is used, the distance miles and driving duration

are less compared to when a large scale of data is considered. Due to the short TDM in

the case of the Buffalo dataset, the majority of PEV drivers did not need to recharge their

batteries during the day (5 A.M. - 6 P.M.), especially when returning from work to home

after 3 PM. It can be noticed from Fig. 4.3 that the drivers prefer to wait until they arrive

home before recharging their vehicles. This explains why the demand increased in the case

of the Buffalo dataset between midnight and 5 A.M..
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Figure 3.8: Impact of different datasets on the total PEV charging load profile using the
Tesla S with 50% penetration level..

3.1.6 The Impact of PEV Charging Loads on the Main

Substation

To investigate the impact of additional PEV loads on the main substation, a PF analysis

is performed. The IEEE 123 primary feeder, that includes single and three-phase loads

,is used. The three-phase load nodes (47, 48, 49, and 65) are modeled for the vehicles

recharged at the FCS, the single-phase load nodes (64, and 66) for work, and all other

single-phase load nodes assigned for homes. From the spot load at each node, the number

of PEVs is calculated following (3.7), as discussed in Section 3.1.1.4. Fig. 3.9(a) shows

the impact of PEV charging on the main substation, where it can be noticed that the

substation transformer is overloaded when 50% PEV penetration level is considered, while

in the cases of 20% and 30% penetration levels there is no overload. The transformer lasts

14 hours under overload conditions and it can be inferred that charging PEVs at home is

the main factor contributing to this overload. Even though the conventional load profile at

midnight and early morning is not considered high, PEV charging under 50% penetration

level can cause overloading to the transformer.
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In the case of using different datasets, it can be noted from Fig. 3.9(b) that using the

Buffalo dataset overloads the transformer by 133% at 3 AM, while both the NY State and

NHTS global overload the transformer by 127% and 124% , respectively, at 1 AM.
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(a) Impact of different PEV penetration levels.
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(b) Impact of different NHTS datasets at 50% PEV.

Figure 3.9: Impact on the main substation loading % using Tesla S model.

3.1.7 MCMC Convergence and Accuracy

MCMC approaches estimate the load profile of PEV charging demand using simulations of

the actual process. A few samples (iterations) are always desirable, but the accuracy of the

estimation cannot be guaranteed. In contrast, the accuracy is increased by increasing the

number of samples, but the computational time definitely increases. Thus, the MCMC is

generally associated with convergence stopping criteria that identify the required number

of iterations to ensure a high level of confidence. The termination of the MCMC mainly

relies on the moving average, which is the average of the cumulative sum as discussed

in (3.22)-(3.25) of Section 3.1.2. The maximum number of iterations was set at 3,000.

For each trial, the average of the cumulative sum of the total demand is computed and

compared with the previous. If there is no major change, the MCMC is terminated. As

depicted in Fig. 3.10(b), at 30% PEV with 0% PV around the 1,000 trial mark, the
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Figure 3.10: MCMC convergence for different scenarios.

(a) Small sample of iterations. (b) PEV charging average demand for 2, 000
iterations compared with the measured 99%
confidence interval for 1, 800 iterations.

Figure 3.11: Average PEV charging demand and their 99% confidence interval: 50% PEV
and 50% PV scenario.
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average is not subjected to any change, while in the case of 50% PEV with 50% PV, the

convergence is only satisfied after 1,800 iterations. The accuracy of the MCMC proposed

model is assessed using 99% confidence interval, from Fig. 3.11(a) and Fig. 3.11(b), it can

be observed that using a small sample of iteration leads to a high margin error compared

to the case of 1, 800 iterations. When the simulation was converged at iteration 1,800

as depicted in Fig. 3.10(a), the average of the demand of higher iterations (e.g., 2,000

iterations ) is still within the 99% confidence intervals, as shown in Fig. 3.11(b).

3.2 Summary

In this chapter, a comprehensive statistical analysis is developed considering different

datasets (i.e., NHTS global, NY State, and city of Buffalo data) based on an updated

version of NHTS. The aim is to study the behavior of PEV SAT characteristics and

evaluate their effect on the conventional load when PVs are included. The MCMC in

conjunction with a trip chain methodology is used to probabilistically estimate the

uncertainty with a PEV charging load profile (e.g, home, work, and FCSs), conventional

loads, and PV generation. Charging levels of 3.7, 6.6, and 50 kW are used as available

sources of power at home, work, and FCSs, respectively. The impact of the location of

each charging facility on the time taken to recharge is studied while considering different

PEV battery specifications. The results reveal that the majority of charging activities

take place at home, followed by at FCSs and work. Drivers tend to visit the FCSs when

they leave work by 3 PM and when the remaining energy of the battery does not support

the remaining daily activities. With respect to PEV battery specification, it is observed

that the diversity of batteries leads to an increase in the number of vehicles being charged

at the FCSs. Different penetration levels of PVs and PEVs are studied and the results

show that 50% PEV penetration level doubles the demand, while 30% PEV penetration

level increases the demand by only 75%. In contrast, the 30% PV penetration level would

reduce demand during the interval between 10 AM and 5 PM, while the 50% penetration

level contributes to extra power during the day time. However, the profile of the home

charging load during the night and early morning is still not eliminated. Using different

datasets shows that the impact of NHTS global data and NY state datasets provides a
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similar pattern, while there is a considerable difference in the case of using the Buffalo

dataset. At the main substation level, the results show that only 50% PEV penetration

level causes overloading to the substation transformer and lasts for almost 14 hours,

while there is no overloading in the case of both 20% and 30% PEV penetration levels.
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Chapter 4

Impact on Voltage Quality and

Transformer Aging of Residential

Prosumer Ownership of Plug-in

Electric Vehicles: Assessment and

Solutions
1

Chapter 3 discussed the detailed proposed framework for modeling the SAT characteristics

of PEV driver behavior and PV uncertainty. This chapter, on the other hand, provides a

comprehensive assessment for the EDS assets (i.e., DT overload and aging, VI, and under

and over voltage) when SAT models with PV are integrated. Thereafter, a control strategy

using different generations of HBES in conjunction with PV generation is also proposed as

a solution to alleviate the DT overload that results from charging PEVs using a SAT-based

approach.

1This chapter has been accepted for publication in:
Y. O. Assolami, A. Gaouda and R. El-shatshat, “Impact on Voltage Quality and Transformer Aging
of Residential Prosumer Ownership of Plug-in Electric Vehicles: Assessment and Solutions,” IEEE
Transactions on Transportation Electrification, (available in IEEE Xplore Early Access).
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4.1 Proposed Assessment and Enhancement

Framework: Methodology and Components

models

Fig. 4.1 presents a layout of the proposed framework that provides an evaluation and

solution for DT aging and voltage quality considering the integration of SAT models with

residential prosumer ownership of PEV. The framework comprises four main stages.

Stage 1 is an essential preliminary step for preparing the required input data to the

proposed framework, the uncertainty of PEV and conventional load and PV generation is

modelled correctly, and all needed information of EDS elements are collected. For PEV,

the NHTS survey datasets are used to construct the PDFs of the required parameters

(i.e., Tsch , PDT, TDM, DDT, and transition matrix) in the proposed-SAT model

(discussed in Section 3.1.1.1). For treating the uncertainty of PV generation and

conventional load, an unsupervised machine learning approach using k-mean is developed

to the yearly data to obtain the representative clusters with a certain probability

(discussed in Section 3.1.1.3). Theses representative clusters with the PDFs of SAT

model and EDS information are used as inputs to Stage-II. In Stage II, the obtained

PDFs of SAT parameters and probability of clusters are used to generate random

samples of PEV profiles, PV generation, and conventional loads, which are employed to

develop a probabilistic PF based on MCMC. The convergence of Stage-II is determined

based on the change of the moving average of the cumulative sum of the DT apparent

power at each sample [99]. When such convergence is achieved, the average of PF results

is computed. These averaged values obtained from Stage-II are used in Stage-III to

calculate DT overload and aging, VI, and under and over voltage. In the final stage, a

control strategy utilizing the HBES is developed to avoid DT overload (discussed in

Section 4.1.2). The locations and measured apparent power of DTs that reported an

overload from Stage-III are used as input in this stage. At each overloaded DT, the

connected HBES units to that particular DT are determined, and the profile of individual

HBES is generated. Having the HBES profiles distributed over the EDS network, a

deterministic PF is performed. Hence, the evaluation in Stage-III is repeated to see the
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added value of implementing the HBES control strategy.

Stage-I: Model preparation

Stage-I-A: PEV-SAT
statistical model

Extract the PDFs for Tsch ,
PDT, TDM, DDT, and

transition matrix of driver
movement parameters

(Section 3.1.1.1).

Stage-I-B: PV and conventional load uncertainty
model

Collect the yearly data of PV (i.e., temperature and
radiation) and conventional demand (i.e., residential
and commercial) and perform a k-mean clustering
technique to determine the representative clusters

with the corresponding probabilities (Section
3.1.1.3).

Stage-I-C: EDS model
Collect primary feeder information (i.e., configuration,

lines, transformers, and peak loads) and SDS (i.e.,
DTs, SLs, and SDs) data from [98] and [100] (Section
4.2). Transformer thermal parameters are extracted

from [101] and [102] (Section 4.1.1).

Stage-II: Probabilistic PF based on MCMC
Start

Input: Outcomes from Stage-I-A,
Stage-I-B, and Stage-I-C

From Stage-I-A, generate
random samples of PEV load

profiles using [99].

From Stage-I-B, generate random
samples of conventional load and

PV profiles clusters.

Perform
PF

Converged?

No

Yes

Compute the average
of PF results (i.e.,

power and voltages).

Stop

Stage-III: Evaluation

Input: Outcomes from
Stage-II and Stage-I-C

DT overload (Section 4.2.1)
DT aging (Section 4.2.2)
voltage imbalance (VI) (Section 4.2.3)
Under and over voltage (Section 4.2.4)

Output: a detailed
report of DT overload

and aging, VI, and under
and over voltage issues.

Stage-IV: Solution

Input: Locations and measured
apparent power of the overloaded DTs,

obtained from Stage-III outcomes.

Locate the number
of HBES units at
each overloaded

DT.

Generate HBES
operation profiles
following the flow
chart in Fig. 4.2.

Re-
perform
PF with
HBES.

Output: outcomes of
repeating Stage-III.

Figure 4.1: Flow chart of the proposed framework.

4.1.1 Transformer Aging Estimation

The transformer lifetime is estimated based on IEEE C57.91-2011 [4]. The mineral-oil-

immersed transformer types were considered in the standard as they are more commonly

used in Europe and middle east regions. Since this thesis focuses on estimating the aging of

DTs and their types in North America are either pole-mount or pad-mount transformers,

the standard only was used to obtain the mathematical models and required procedures to

compute the transformer loss of life (LOL%) per day. The typical thermal parameters in
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calculating the LOL for 25 kVA, 50 kVA, and 75 kVA DTs are taken from [101] and [102]

in order to incorporate the actual effect of these transformers with equations mentioned in

the standard.

As identified in the standard, the main factor contributing to transformer insulation

degradation is transformer winding hottest-spot temperature (θH), computed using (4.1).

The components making the θH are ambient temperature (θA), the top-oil rise over ambient

temperature (∆θTO), and the winding hottest-spot rise over top-oil temperature (∆θH).

θH = ∆θTO + ∆θH + θA (4.1)

The ∆θTO is computed using (4.2) and depends on the ultimate top-oil rise over ambient

temperature (∆θTO,U), the initial top-oil rise over ambient temperature (∆θTO,i), and the

oil thermal constant for rated load (τTO,R).

∆θTO = (∆θTO,U −∆θTO,i)[1− e−t/TO,R ] + ∆θTO,i (4.2)

The ∆θTO,U and ∆θTO,i are computed using the top-oil rise over ambient temperature at

rated load (∆θTO,R) following (4.3) and (4.4).

∆θTO,U = ∆θTO,R

[
K2
UR + 1

(R + 1)

]n
(4.3)

∆θTO,i = ∆θTO,R

[
K2
i R + 1

(R + 1)

]n
(4.4)

where R is the ratio of load loss at rated load to no-load loss, n is the exponent of loss

function vs. top-oil rise, KU is the ratio of ultimate load to rated load in per-unit, and Ki

is the ratio of initial load to rated load in per-unit. For calculating the ∆θH , the ultimate

winding hottest-spot rise over top-oil temperature (∆θH,U), the initial winding hottest-

spot rise over top-oil temperature (∆θH,i), and the winding time constant at hottest-spot

location (τw) are used as explained in (4.5). Using the hottest-spot conductor rise over

top-oil temperature, at rated load (∆θH,RS), the ∆θH,U and ∆θH,i can be computed using
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(4.6) and (4.7) where m is the exponent of load squared vs. winding gradient.

∆θH = (∆θH,U −∆θH,i)[1− e−t/w ] + ∆θH,i (4.5)

∆θH,U = ∆θH,RS.K
2.m
U (4.6)

∆θH,i = ∆θH,RS.K
2.m
i (4.7)

When the θH is calculated using (4.1), the transformer aging acceleration factor (FAA) can

be computed based on (4.8). The FAA is then aggregated over all time steps ∆tj to find

the equivalent accelerated aging factor (FEQA) as explained in (4.9).

FAA = e

[
15000

110+273
− 15000
θH+273

]
(4.8)

FEQA =

∑J
j=1 FAA,j.∆tj∑J

j=1 ∆tj
, j = 1, 2, ...J (4.9)

where J is the total time period considered and ∆tj is the time interval. The transformer

normal insulation life in years (TNILy) is assumed to be 20.5 years, as reported in [4],

and used to calculate the transformer lifetime in years (TLTy) following (4.10) [103]. For

transformer LOL per day considering a 1-minute resolution, Equation (4.11) can be used,

where T is 1440 and transformer normal insulation life in minutes (TNILm) is 10, 800, 000.

TNILm was converted to minutes from the transformer normal insulation life in hours

(180, 000), as reported in [4].

TLTy =

∑J
j=1 FAA,j.∆tj

TNIL, y
(4.10)

LOLd% =
FEQA · T · 100

TNILm
(4.11)

Equation (4.11) can be simply multiplied by 365 in order to find the transformer LOL

on a yearly basis (LOLy), as explained in (4.12). The typical necessary parameters in

calculating the LOL for considered transformers are given in Table 4.1 according to [101]

and [102]. As reported in the standard, 0.0131% and 5% are the normal values limits for
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Table 4.1: Transformer Thermal Parameters.

Parameters

25 kVA 50/75 kVA 5, 000 kVA substation

transformer transformer transformer

value value value

∆θH,RS 20.3C 27C 35C

∆θTO,R 38.8C 53C 55C

θA 30C 30C 30C

R 5.65 4.87 3.20

τTO,R 150 minutes 411.6 minutes 180 minutes

τw 4.8 minutes 4.8 minutes 4.8 minutes

n 0.8 0.8 0.8

m 0.8 0.8 0.8

LOLd% and LOLy%, respectively. For calculating transformer LOL in years (TLOLy) ,

Equation (4.13) can be used with respect to TLTy and TNILy. Equation (4.14) is used to

compute total transformer LOL in years (TTLOLy) when there is a group of transformers

in the system under study.

LOLy% = LOLd% · 365 (4.12)

TLOLy = TNILy − TLTy (4.13)

TTLOLy =
TT∑

DTN=1

TLOLy,DTN , DTN = 1, 2, ..TT (4.14)

where TT denotes the total number of transformers and DTN is the transformer number.

4.1.2 Energy Storage System

An ESS has three modes of operation: charging, discharging, and idle. The energy storage

element acts as a load in the case of charging, as a generator in the case of discharging,

and does not supply or absorb any power in the case of idle mode. Different ESS sizes and
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technology have recently been developed in order to add benefits and improvements to a

future EDS grid [8]. For the scope of this chapter, three different types of HBES, in terms

of generation and battery capacity and power, are considered, as shown in Table 4.2 [6].

Table 4.2: HBES manufacture data

Make/Model Generation Battery capacity (kWh) Power (kW)

Tesla/Powerwall 2 Second 13.5 5

Tesla/Powerwall 1 First 7 2

LG/RESU6.5 First 6.5 2.2

The ESS operation mathematical formulations are taken from [104], and explained in

the following equations:

− PR
B ≤ PBt ≤ PR

B (4.15)

where PR
B is the ESS rated power in kW and PBt is the supplied or consumed power by

the ESS at time t of day. The SOC of the HBES, which represents the remaining energy

at time t, is computed using (4.16) considering the storage efficiency (ηHBES) . The PBt
is either a negative PBCharg,t when an HBES is charged, a positive PBDisch,t at discharging

mode, or zero at idling mode. Equation (4.17) is used to set the SOCHBES
t limits where

SOCHBES
t,min denotes the minimum energy reserve in the battery and SOCHBES

t,max denotes

the maximum BC of the HBES.

SOCHBES
t = SOCHBES

t−1 − (PBCharg,t · ∆t · ηHBES) + (
PBDisch,t
ηHBES

· ∆t) (4.16)

SOCHBES
min ≤ SOCHBES

t ≤ SOCHBES
max (4.17)

To ensure that the initial ESS energy stored is always fixed at any given day, Equation

(4.18) is used to equate the HBES initial energy stored (SOCHBES
ini ) to the energy stored

at the last time of day (SOCHBES
T ).

SOCHBES
0 = SOCHBES

ini = SOCHBES
T (4.18)

DEF = PDT k,t −DTk,rating (4.19)
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In this work, a controlled strategy for HBES units at residential premises is proposed. It is

assumed that customers have been engaged in mutual agreement with the utility company

via an incentive program. The financial payout to customers participating in this program

is out of the scope of this study and will not be discussed in this paper. With respect to

ESS operation models (4.15) to (4.18), the proposed control strategy of HBES is utilized

with emphasis on the DT overloading condition. It is proposed that HBES is discharged

when DT power loading is higher than its rating, and charged when PV is available and

DT loading is less than DT rating. The HBES profile models are outlined in Fig. 4.2 and

in the following step-wise procedures:

Start

Inputs:
- The DTs that are
experiencing overload.
- TDTs denotes the total
number of overloaded DTs .
- Number of houses with
HBES and PV units at
each DT:THDTk

.
- Locations of houses that
include HBES and PV
together.

These inputs are the outcomes
from the evaluation stage

(Stage-III) for scenarios with
PEV and PV.

k =
1:TDTs

t = 1 :
1440

For DT k at time
t, compute DEF

using (4.19).

DEF > 0
No

Execute Steps 7 to 10 for
charging operation mode.

Yes

Execute Steps 5 and 6 for
discharging operation mode.

Construct HBES profile
HBESk,t,h = PBk,t,h.

last t?
No

Yes

last k?

Yes

No

Assign the constructed HBES
profiles to their locations in the EDS.

End

Figure 4.2: Flow chart of proposed HBES control strategy.
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Step 1: Read only the DTs data that reported an overload from Stage-III outcomes (i.e.,

number of DTs (TDTs), DTs apparent power (PDTk), number of houses with

HBES-PV at each DT (THDTk) and their locations, and PV profiles at each

house).

Step 2: Start the simulation with the first overloaded transformer, denotes as DTk, over

the day. The process starts with t = 1 and ends at t = 1440.

Step 3: Begin to generate charging/discharging power for HBES units that are

connected to DTk at t.

Step 4: Use (4.19) to compute the difference between PDT and rating for DTk at t. If

the difference (DEFk,t) is less than 0, go to Step 7, otherwise continue to Step

5.

Step 5: Compute the required discharging power (PBDisch,k,t) that is needed to

alleviate the resulted overload for DTk at t. PBDisch,k,t is determined by

dividing the DEFk,t by the number of connected houses with HBES-PV at

DTk (THDTk). To ensure the HBES charging/discharging power with

acceptable limits, substitute PBt by PBDisch,k,t and check the condition in

(4.15). If this condition is satisfied, then make the variable PBt equal to

PBDisch,k,t and continue to the next step. Otherwise, PBt must equal to PR
B

and continue to the next step as well.

Step 6: Begin to assign PBt value for discharging each HBES that belongs to house h in

THDTk group. First, calculate the SOC of each HBES using (4.16) and check

constraint (4.17). If the condition in (4.17) is satisfied, make PB,k,,t,h equals to

PBt; otherwise, PB,k,,t,h must equal 0. Then, continue to Step 11.

Step 7: Compute the charging power (PBCharg) by dividing the DEFk,t by THDTk

which guarantees that charging HBES units will not overload the connected

DTk. Replace PBt by PBCharg and go to (4.15) and check for the limits. If this

condition is satisfied, make PBt equals to PBCharg; otherwise, PBt has to equal

−PR
B . When PBt is finalized, move to the next step.

Step 8: Begin to assign PBt value for charging each HBES that belongs to house h in

THDTk
group. Check the PV profile for each house h connected to DTk at time

61



t. If PV output power is greater than zero, continue to the next step; otherwise,

make PBk,t,h equals 0 and go to Step 11.

Step 9: Compare the obtained PV power from Step 8 with the absolute value of PBt . If

PV >= |PBt |, go to Step 10; otherwise, PBt must equal to the negative value of

PV power and then continue to Step 10.

Step 10: Calculate the SOC using (4.16) and check the constraint in (4.17). If this

constraint is not satisfied, make PBk,,t,h equals 0; otherwise, PBk,t,h = PBt . After

either case 1 or 2, continue to the next step.

Step 11: Construct the energy profile for each HBES using (4.20).

HBESk,t,h = PBk,t,h (4.20)

where k is the DT number, t denotes the time of the day, and h is the house number where

HBES unit is connected. If t does not reach the end, go back to Step 3 and select another

time; otherwise go to Step 2 to start with new k of DTs. When k reaches the TDTs and t

reaches the end, simulating the HBES profiles will stop and all their corresponding profiles

are distributed over their locations in the EDS networks.

4.1.3 Voltage Imbalance Evaluation

Due to the single-phase loads or generators in the EDS, some buses may experience VI,

which is evaluated using either the deviation in voltage between the three phases or voltage

symmetrical components. In this work, the line-to-neutral voltage deviation index is used

and explained in (4.20) and (4.21).

%VIL−N,i,t =
max[V − VIL−N,AV G,i,t]

VIL−N,AV G,i,t
· 100 (4.21)

VIL−N,AV G,i,t =
|VA−N,i,t|+ |VB−N,i,t|+ |VC−N,i,t|

m
(4.22)

where VIL−N,AV G is the line-to-neutral average voltage, i is the bus at which the voltage

is evaluated, t denotes the time of day, and m is the number of phases at buses. The
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VA−N , VB−N , and VC−N are the line-to-neutral voltage magnitude of phases a, b, and

c, respectively. The American National Standard Institute (ANSI) C84.1 [105] standard

recommends that the %VIL−Ni,t does not exceed 3%.

4.2 Analysis and Results

The impact of different PEV and PV penetration levels, along with different generations of

HBES on DT overload and aging, VI, and under and over voltage, is quantified in this work.

The different scenarios and case studies are constructed based on the change in various

elements, as shown in Table 4.3. The scenarios consider different PEV and PV penetration

levels, HBES type, PEV drivers’ model, and data representative clusters. Scenario 1 is

Table 4.3: Studied Scenarios.

Scenarios
Penetration levels HBES

PEV driver behavior model
PV and load

PEVs PVs make/model representative clusters

1 0

0

-

-

All

2 60

Proposed SAT approach3 70

4
80

5 A simplified ATDD model

6 60

80

Proposed SAT approach7 70

8
80

9 A simplified ATDD model

10 60

Proposed SAT approach11 70
Tesla/Power-

12
80 wall 2

13 A simplified ATDD model

14 0 100 - -

15

80 80

Tesla/Powerwall 1

Proposed SAT approach
16 LG/RESU6.5

17
-

Cluster-1

18 Cluster-5

ATDD: Considered destination arrival time and daily distance parameters.

Proposed SAT: Considered daily driving cycles parameters (i.e., PDT, TDM, DDT, and driver movement).
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used to represent the base case. The scenarios from 2 to 4 studied the impact of using the

proposed SAT approach of the PEV driver model with different PEV penetration levels. In

contrast, Scenario 5 is used to examine using the simplified ATDD approach of PEV driver

model with 80% PEV penetration level. The impact of using 80% PV with different PEV

driver models and PEV penetration levels is studied in Scenarios 6 to 9. Scenarios 10 to 13

investigated the effect of using HBES with 80% PV considering different PEV penetration

levels and PEV driver models. Scenarios 15 and 16 are also created to examine the impact

of using new sizing and generations of HBES at fixed PEV and PV penetration level, PEV

driver model, and representative cluster. The effect of the representative clusters of PV and

conventional load yearly data is considered in Scenarios 17 and 18. As illustrated in Section

3.1.1.3, k-mean was applied to the annual data, and eight clusters were obtained. Cluster-1

represents the highest number of corresponding days, while there were only sixteen days in

the case of cluster-5. Using the random selection of any of the eight clusters, as denoted by

Scenario 8, is compared with Scenario 17 (cluster-1) and Scenario 18 (cluster-5). Scenario

14 is also considered to study the impact of 100% PV penetration level with 0% PEV.

In Scenario 14, because the PEV was not considered, the result was not significant for

evaluating DT overload and aging, and VI. The result was only included in the under

and over-voltage evaluation section to check the over voltage (OV) violation when 100%

PV with 0% PEV is used. The IEEE 123 node PDS feeder [98] is modified, as depicted

in Fig. 4.3, and used as a testbed system to evaluate the proposed framework in this

work. The system is a primary feeder with 4.16 kV voltage level and includes single and

three-phase loads. The apparent power of the existing single-phase loads in the system is

either 44.72 kVA, 22.36 kVA, or 82.76 kVA. These loads are replaced by SDSs (i.e., center

tape DTs, SLs, and SDs). The SDS archetypes were selected from [100], feeding six or

twelve houses, with triplex cable 4/0 AA SLs and 1/0 AA SDs, as shown in Fig. 4.4.

The size of the DTs is selected based on the apparent power of loads: 50 kVA DT rating

replaced 44.72 kVA loads serving twelve houses, 25 kVA DT rating replaced 22.36 kVA

loads serving six houses, and 75 kVA DT rating replaced 82.76 kVA loads serving a small

commercial office. The number of added DTs is 47 with 50 kVA, 31 with 25 kVA, and 2

with 75 kVA, respectively. Multiplying each DT by the number of connected houses at

particular DT gives 750 residential houses in the system. The pattern of the daily load
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Figure 4.3: Modified 123 PDS test feeder.

profile for each house is modeled using the RTS. The RTS data are given in [106] on

an hourly basis as a percentage of annual peak demand. The category of all houses is

assumed to be residential dwellings with gas heating and without an electric water heater

with median annual maximum demand of 4.93 kVA [107]. Determining the number of

PEVs and PVs available in the system is an important preliminary step that needs to be

taken prior to developing the probabilistic PF-based MCMC. To perform this task, the

formula for computing the number of PEVs in terms of different parameters is given in

(4.23) :

NPEV = XP ·Nh · nc (4.23)
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(a) SDS archetype with 50 kVA DT
feeding 12 houses .

(b) SDS archetype with 25 kVA DT
feeding 6 houses .

Figure 4.4: SDS archetypes for 50 and 25 kVA DTs.

where NPEV s is the penetration level, expressed as a percentage of PEVs with respect to

the total number of vehicles, Nh is the number of houses, and nc is the average number

of vehicles per household, assumed to be 1.9, as estimated by NHTS 2009 [77]. For the

number of PV units, Equation (4.24) can be used where XPV s is the penetration level and

Nh is the number of houses.

NPV s = XPV s ·Nh (4.24)

4.2.1 Impact on Transformer Overload

Because the considered case study includes a large number of transformers (i.e., 80 DTs

and a one-substation transformer), investigating the daily measured overload for each

individual DT is more complicated. For the system level, the percentage of transformers

experiencing overload over a day is discussed and investigated for different scenarios in

this work. The impact of different scenarios considering PEVs, PVs, and HBESs as a

percentage of transformer overload is shown in Fig. 4.5. As depicted in Fig. 4.5(a), there

is no observed overload in the case of Scenario 1 (no PEV), while the percentage of DTs
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experiencing overload increases when PEV penetration levels are increased. In the case of

Scenario 3 (70% PEV) and Scenario 4 (80% PEV), DTs are overloaded between 11 A.M.

and 11 P.M., whereas in the case of Scenario 2 (60% PEV) there was only an overload

between 1 P.M. till 10 P.M. The number of hours the transformers are overloaded is

reduced when PEV penetration levels are decreased. For example, in the case of Scenario

4 (80% PEV), 95% of DTs are overloaded between 12 P.M. and 11 P.M., while in the case

of Scenario 2 (60% PEV), DTs are overloaded with 95% only between 4 P.M. and 10

P.M., resulting in a five-hour difference between both scenarios. Further, the proposed

SAT PEV driver behavior model impacted more on the percentage of DT overload

compared to the PEV driver simplified model. In the case of using the proposed SAT in

Scenario 4, 95% of DTs are overloaded for 11 hours compared to only seven hours in the

case of Scenario 5.

Interestingly, using PV contributes to a decreased percentage of DT overload, although

this decrease is only observed between 11 A.M. and 4 P.M. when PV is available, as

illustrated in Fig. 4.5(b). It is noted that, in the case of Scenario 9, which is based on a

simplified PEV driver model, PV with 80% penetration level was unable to mitigate the

overload between 4 P.M. and 5 P.M. while it was fully alleviated in the case of Scenario 8.

Although the use of the proposed SAT PEV driver behavior model resulted in a negative

impact on DT overload, the simplified model, in contrast, increases the load between 4

P.M. and 5 P.M. as it inaccurately assumes that drivers take only one trip per day.

Further, the impact of using an HBES control strategy with different penetration levels

of PEVs and PVs is depicted in Fig. 4.5(c). It is assumed that the HBES units are

available when there is PV at the house, which makes the total number of PV units in the

system equal to the HBES units. It can be observed that the proposed control strategy

of HBES was, to an extent, able to successfully mitigate the DT overload issue over the

day. However, it is observed that two hours of overloading occurred between 10 P.M. and

midnight. In fact, using HBES with 80% PEV and 80% PV penetration levels led to an

increase in the percentage of DTs experiencing overload during the period 11 P.M. until

midnight and, as such, there was no observed overloading issue in the case of Scenarios

8 and 9 while the percentage of DTs with overload was 95% in the case of Scenarios 12

and 13. This increase occurred as a result of charging HBES before the end of the day,
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Figure 4.5: Number of distribution transformers experiencing overload in different
scenarios. (a) Only PEV. (b) PEV and PV. (c) PEV and PV with HBES.
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Figure 4.6: Impact on main substation and worst case of distribution transformer daily
loading. (a) Only PEV. (b) PEV and PV. (c) Effect of HBES control strategy considering
PEV and PV.
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in order to return the HBES SOC back to the same state at the beginning of the day. To

illustrate the impact of different components (i.e., PEVs, PVs, and HBESs) on the daily

measured overload, the DT with the highest peak (e.g., at bus 103) and substation main

transformer are selected. As observed in Fig. 4.6(a), Scenario 1 (no PEV) did not cause

any overload over the day. The results show that increasing PEV penetration levels leads

to more overload for DTs, but no overload was found at the main substation transformer.

In the case of Scenarios 2, 3, and 4, it is noted that DTs are overloaded between 12 noon

until midnight and that DT overload increases with increasing PEV penetration levels. In

the case of Scenario 4 (80% PEV) and Scenario 2 (60% PEV), the peak occurred at 8 P.M.,

with 138% and 125% loading, respectively. It was also observed that using the proposed

SAT PEV model, as labeled by Scenario 4, provided more loading on the DT, between

12 midnight and 6 A.M., and 8 P.M. and midnight, compared to using the PEV driver

simplified model in Scenario 5.

Additionally, the impact of using PV generation with different penetration levels of

PEV loads on daily DT overload is illustrated in Fig. 4.6(b). It can be inferred that using

80% PV penetration level with different PEV penetration levels can reduce DT loading less

than 100% during afternoons when PV generation is high, while in the case of after 5 P.M.

when no PV is available, the DT still overloaded. An HBES control strategy was proposed

in order to alleviate the DT overloading after 5 P.M., as shown in Fig. 4.6(c). The results

reveal that HBES is charged from PV between 7 A.M. and 11 A.M., and discharged when

the DT is overloaded between 4 P.M. and 9 P.M. Further, although the DT was overloaded

between 10 P.M. and midnight, the HBES operated in charging mode in order to charge

the HBES battery, reaching 50% SOC, which was assumed at the beginning of the day.

4.2.2 Impact on Transformer Aging

Using the transformer thermal models discussed in Section 4.1.1, the transformer LOLs are

estimated when the different scenarios in Table 4.1 are considered. The case study in this

work includes 47, 31, and 2 DTs with 50, 25, and 75 kVA ratings, respectively. The primary

distribution feeder is supplied by a main substation with a 5, 000 kVA transformer. The

effect of different scenarios on the transformer yearly LOLs is illustrated using the boxplot
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in Fig. 4.7. The figure was used to represent the distribution of the group of transformers

LOL values at each scenario. The boxplot describes any data by the minimum, maximum,

25th and 75th percentiles, and the median. The red horizontal line inside the blue box

is used to mark the median, while the upper and bottom of the same box represent 75th

and 25th percentiles. There are also two horizontal lines outside of the blue box that
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Figure 4.7: Impact of different scenarios on transformer yearly LOL. (a) Only PEV. (b)
PEV and PV. (c) Effect of HBES control strategy considering PEV and PV.

represent the maximum and minimum of the data. The 25th percentile, located at the

bottom of the blue box, indicates the middle value between the median and minimum.

The 75th percentile, located at the upper of the blue box, marks the middle value between

the median and maximum. As an example, if the 25th percentile is corresponded to 5%

LOL, this means that 25% of transformer LOLs is below the normal limit (i.e., 5%), and

75% of transformer LOLs is higher than the normal limit (i.e., 5%). It can be noted from

Fig. 4.7(a) that increasing PEV penetration levels impacts more on the yearly LOLs for

all transformers. When Scenario 1 (no PEV) is considered, yearly DT LOLs are within

the normal limit (i.e., 5%) while in the case of scenarios with 60%, 70%, and 80% PEV

penetration levels, the LOLs are increased beyond the normal limit. The median of DT

LOLs in the case of Scenario 2 (60% PEV) was 4.8% while it was increased to 8.5% and

15.4% in the case of Scenario 3 (70% PEV) and Scenario 4 (80% PEV), respectively. This

increase in LOL medians has impacted DT remaining life, and was reduced to 11.6 and 6.5

years in the case of Scenario 3 (70% PEV) and Scenario 4 (80% PEV), respectively. The
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impact of using SAT PEV driver behavior versus the simplified models on LOL has been

highlighted in Scenarios 4 and 5. The results show that using the proposed SAT model

(Scenario 4) brings the LOLs higher than the case of using a simplified PEV driver models

(Scenario 5). Using Scenario 5 brings the LOL median to 12.6% while it was increased to

15.4% in the case of Scenario 4, which degraded the transformer lifetime to 6.30 from 7.92

years.

Fig. 4.7(b) shows the effect of using PV when considering different PEV penetration

levels on DT LOLs. It can be observed that using 80% PV has improved overall DT aging

and significantly reduced the DT yearly LOLs. In the case of Scenario 6 (80% PV and 60%

PEV), all DT LOLs have been brought within the LOL normal limit, while there was 25%

of DTs beyond the normal limit in the case of Scenario 2 (60% PEV). Further, the impact

of adding 80% PV to Scenario 4 (80% PEV) is highlighted in Scenario 8, which has reduced

the median of DT yearly LOLs to 3.8% from 15.4%. This significant reduction results in

the extension of the DT remaining life from 6.5 years to normal insulation lifetime (20.5

years). The results also show that using the proposed SAT (Scenario 8) impacted more

on DT LOLs compared to simplified models (Scenario 9). Using 80% PV with 80% PEV

when considering the proposed SAT PEV driver behavior has led to approximately 12.5%

of DTs above the LOL normal limit (i.e., 5) while in the case of the simplified PEV model

no violation was reported.

The impact of HBES control strategy while considering different PEV and PV

penetration levels on DT LOL is illustrated in Fig. 4.7(c). It can be noticed that the

proposed HBES control strategy has successfully maintained all DT LOLs within the

normal limit. For example, in the case of Scenario 8 (80% PV with 80% PEV), there was

12.5% of DTs above 5% while in the case of using the implemented HBES control

strategy, all DT LOLs were brought to normal values. Because the given ∆θH,RS and

∆θTO,R values in Table 4.1 for 50 kVA DTs are higher than 25 kVA DTs, it was noted

that 50 kVA DTs insulation lifetime at different PEV penetration levels degrades faster

than 25 kVA DTs. At different PEV penetration levels (i.e., Scenarios 2, 3, and 4), 25

kVA DT LOLs were always within normal limits while in the case of 50 kVA, the yearly

LOL gradually rose above the accepted LOL limit when PEV penetration levels are

increased. Table 4.4 shows the yearly LOLs for the main substation and 75 kVA DTs at
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different PEV penetration levels. As depicted in the table, all LOL values are less than

5% and, as such, their lifetime does not degrade for any of the scenarios considered in

this study.

Table 4.4: Main substation and 75 kVA transformers yearly LOLs.

Transformer name
Scenarios

Scenario 1 Scenario 2 Scenario 3 Scenario 4

5, 000 kVA substation 0.04 0.3927 0.6529 1.0941

75 kVA T1 0.0031 0.0085 0.0095 0.0132

75 kVA T2 0.0035 0.0074 0.0119 0.0121

4.2.3 Impact on Voltage Imbalance

This section investigates the effect of different scenarios considering PEVs, PVs, and HBESs

on VI. Equation (4.23) of Section 4.1.3 is used to compute VI% index for each bus at time

t. When bus VI% index is above 3%, the voltage at the typical bus is imbalanced. Fig. 4.8

shows a summary of buses experiencing VI in a typical day when different scenarios are

considered. It can be noticed from Fig. 4.8(a) that using different PEV penetration levels

increases the percentage of buses experiencing VI between 10 A.M. and midnight compared

to the case of no PEV. It is observed that 90% of buses suffered VI between 4 P.M. and

10 P.M. in the case of Scenario 4 (80% PEV), and that impact gradually decreased for the

cases of Scenario 3 (70% PEV) and Scenario 2 (60% PEV). It can be noted that 70% of

buses violated VI index at 12 midnight when Scenario 4 (80% PEV) is considered while the

percentage decreased to 55% and 12% in the case of Scenario 3 (70% PEV) and Scenario

2 (60% PEV), respectively. Scenarios 4 and 5 in Fig. 4.8(a) highlight the effect of using

different PEV driver behavior models on VI, where it was found that the percentage of

buses experiencing VI between 11 P.M. and 2 A.M. in the case of the proposed SAT models

(Scenario 4) is higher than Scenario 5 when PEV driver simplified models are considered.

Using PV as illustrated in Fig. 4.8(b) has mitigated the violation in VI for all buses

between 11 A.M. and 3 P.M., but the violation still exists after 3 P.M. when PV
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Figure 4.8: Impact of different scenarios on the percentage of buses experiencing VI. (a)
Different PEV penetration levels. (b) Different PEV penetration levels with 80% PV. (c)
HBES with 80% PV and different penetration levels of PEV.

generation is either decreased or unavailable. Using 80% PV for scenarios with 60%, 70%,

and 80% PEV penetration levels introduced single phase PV generators that were

capable of compensating the VI caused by the PEV single phase loads.

The impact of HBES control strategy while considering PV and PEV on VI is depicted

in Fig. 4.8(c). The results show that charging HBES increases the percentage of buses

experiencing VI while the percentage is decreased when HBES discharges power to the

grid. It is observed that charging HBES occurs between 8 A.M. and 11 A.M. when PV

generation reaches the peak while discharging HBES occurs between 4 P.M. and 10 P.M.

when DTs are overloaded. As depicted in Fig. 4.8(c), charging HBES between 8 A.M. and

11 A.M. impacts more on the VI when fewer PEV penetration levels are considered. The

HBES is charged/discharged based on the DT power loading, while the amount of either

charging or discharging HBES power is determined by comparing measured DT power to

its rating. For example, at 10 A.M., Scenario 10 (60% PEV with 80% PV) has led to VI of

55% of buses but only 25% of buses in the case of Scenario 12 (80% PEV with 80% PV).

Having fewer PEV penetration levels leads to lower DT loading and, as a result, increases

the difference between DT loading and rating. This difference determines the amount of

charging HBES power, which provides an explanation as to why VI in the case of Scenario

10 is higher than Scenario 12. The HBES also contributes to an overall decrease in VI

73



between 4 P.M. and 10 P.M., as it is observed that, at 8 P.M., the percentage of buses

experiencing VI reduced from 90% to 65% in the case of Scenarios 8 and 12, respectively.

HBES is discharged between 4 P.M. and 10 P.M. in order to reduce the DT overload caused

by charging PEV loads, which then improves the VI issue. After 10 P.M., the HBES was

capable of reducing the VI when Scenario 10 (60% PEV with 80% PV) is considered while

in the case of Scenario 11 (70% PEV with 80% PV) and Scenario 12 (80% PEV with 80%

PV) the VI was not alleviated. Although DTs were overloaded after 11 P.M., HBES turned

to operate in charging mode in the case of both Scenarios 12 and 13, in order to bring the

HBES SOC equal to the same amount at the beginning of the day. In the case of other

scenarios, DT overload during the day was not as extremely high and, as such, HBES SOC

was not reduced to values less than those observed at the beginning of the day, which did

not require HBES to charge any power from the grid.

4.2.4 Under and Over Voltage Evaluation

The under or over voltages are assessed based on ANSI C84.1 standards. The ANSI

C84.1 document allows deviation in the voltage within ±10% of nominal voltage,

respectively. The impact of different scenarios (i.e., PEVs, PVs, and HBESs) on under

and over voltage violating limits for PDS and SDS nodes is listed in Table 4.5. For each

scenario, voltage magnitude data are collected at each node for time t. The generated

data formed a matrix with the number of nodes as rows and time steps as columns. The

matrix is then transformed to a vector including the system voltage data. Hence, the

probability of violating the under voltage (UV) limit (i.e., 0.9 PU) or the OV limit (i.e.,

1.1 PU) is computed. The scenarios from 2 to 5 in Table 4.5 reported some nodes

Table 4.5: Probability of violating limits - under and over voltage.

Scenarios 1 2 3 4 5 6 7 8 9 10 11 12 13 14

At PDS
UV 0 0.0011 0.0034 0.0098 0.0075 0.001 0.003 0.008 0.0045 0 0 0.0014 0.0002 0
OV 0 0 0 0 0 0 0 0 0 0 0 0 0 0

At SDS
UV 0 0.048 0.073 0.101 0.080 0.033 0.049 0.066 0.054 0.0008 0.0037 0.0205 0.0098 0
OV 0 0 0 0 0 0 0 0 0 0 0 0 0 0

experiencing an under voltage (i.e., below 0.9 PU) when different PEV penetration levels

are considered. It was observed that increasing PEV penetration levels increases the
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probability of violating the UV limit. Additionally, focusing on PDS, Scenario 1 (0%

PEV) shows that there was no UV violation, without PEV inclusion while, in the case of

Scenario 2 (60% PEV), Scenario 3 (70% PEV), and Scenario 4 (80% PEV), the

probabilities of violating the UV limit were 0.0011, 0.0034, and 0.0098, respectively.

Furthermore, it was found that using the proposed SAT driver model leads to more UV

violation, wherein the probability of violating the UV limit was observed to increase from

0.0075 to 0.0098, in the case of Scenarios 5 and 4, respectively. Results show that SDS

nodes experience more UV compared to PDS nodes, and that the probability of violating

UV for Scenario 4 increased from 0.0098 in the case of PDS to 0.101 in the case of SDS.

This increase is due to the integration of PEV charging loads at the SDS, which does not

have installed voltage regulation devices, as is the case for PDS. In addition, it is

observed that there is still violation in UV limits for both PDS and SDS when PV

generation is added with PEV charging loads, as reported in Scenarios 6 to 9. The results

reveal that the probability of violating the UV limit for SDS is reduced to 0.066 (Scenario

8) from 0.101 (Scenario 4) when 80% PV penetration level is used with 80% PEV. The

impact of adding HBES with PV and PEV on UV and OV is also listed in Scenarios 10

to 13, and the results show that using HBES improves UV violation at both PDS and

SDS. For example, using HBES for Scenario 6 (60% PEV with 80% PEV) and Scenario 7

(70% PEV with 80% PV) has led to no UV violation at any PDS nodes while in the case

of Scenario 8 (80% PEV with 80% PV), the probability was improved to 0.0014 from

0.008. For violating OV, Scenario 14 with 100% PV and no PEV was selected, and

results show that there was no violation at either PDS or SDS nodes.

4.2.5 Impact of HBES Size

This section provides a comprehensive assessment for DT overload and aging, and VI

when different HBES sizes are considered, as depicted in Fig. 4.9. Three HBES types

were used considering various power and battery capacity (BC). Scenarios 12, 15, and 16

are considered using Tesla/Powerwall 2, Tesla/Powerwall 1, and LG/RESU6.5 HBES

types. The BC and power data of these types are 13.5 kWh and 5 kW, 7 kWh and 2 kW,

and 6.5 kWh and 2.2 kW, respectively. The impact of different HBES sizes at the same
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PEV and PV penetration level (i.e., 80%) on DT daily measured overload is shown in

Fig. 4.9(a), the DT with the highest peak (e.g., at bus 103) is selected. The results show
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Figure 4.9: Impact of different HBES size on DT overload and aging, and VI. (a) DT daily
overload. (b) DT aging. (c) Percentage of buses experiencing VI.

that Tesla/Powerwall 2, as labelled by Scenario 12, was able to mitigate DT overload

between 8:30 P.M. and 10 P.M. while in the case of using both Tesla/Powerwall 1 and

LG/RESU6.5 types, DT still overloaded. It is also observed that the impact of

Tesla/Powerwall 1 (Scenario 15) and LG/RESU6.5 (Scenario 16) types is almost the

same because there was no significant difference between their power and BC parameters

values. Because the BC parameters of Tesla/Powerwall 1 and LG/RESU6.5 are less than

Tesla/Powerwall 2, it is noted that they provided more loading on the DT between 10

P.M. and midnight. This increase occurred due to charging both Tesla/Powerwall 1 and

LG/RESU6.5 HBESs with higher power compared to Tesla/Powerwall 2, although their

rating power parameters are lower. Having lower BC in Tesla/Powerwall 1 and

LG/RESU6.5 types led to depleting HBES SOC significantly to very low values. This

reduction required HBES to charge with a higher power, between 10 P.M. and midnight,

to bring SOC to those observed at the beginning of the day, which explains why the

overload during this time in the case of Tesla/Powerwall 1 and LG/RESU6.5 is higher

than Tesla/Powerwall 2.

For evaluating DT aging, the impact of different HBES types is illustrated using the

boxplot in Fig 4.9(b). The results show that the medians of LOLs for all scenarios are
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within the normal limit (i.e., 5%). It is noted that the median of DT LOLs is 1.5% in case

of using Tesla/Powerwall 2 type, as labelled by Scenario 12, and increased to 3.5% in the

case of using Tesla/Powerwall 1 and LG/RESU6.5. The overall results have shown that

using Tesla/Powerwall 2 has maintained all DT yearly LOL values within normal limit (i.e.,

5%) while in the case of using the Tesla/Powerwall 1 and LG/RESU6.5, a small portion

of DT LOLs was above the normal limit.

Fig. 4.9(c) shows the effect of using different types of HBES on VI, and it can be seen

that the percentage of buses experiencing VI increases when HBES is charged and decreases

during discharging. Because the parameters of the rated power and BC of Tesla/Powerwall

2, as labelled by Scenario 12, are higher than Tesla/Powerwall 1 and LG/RESU6.5, it makes

HBES keeps charging between 10 A.M. and 11 A.M. compared to the other two types, which

results in increasing the percentage of buses violating VI. During discharging HBES after

4 P.M., it is observed that, between 4 P.M. and 8 P.M., all HBES types bring the same

percentage of buses experiencing VI. After 8 P.M., it is found that using Tesla/Powerwall

1 and LG/RESU6.5, as labelled by Scenarios 15 and 16, increased the percentage to 90%

and lasted until midnight. In contrast, using Tesla/Powerwall 2 decreased the percentage

to 70% and was only between 8 P.M. and 10 P.M.

4.2.6 Impact of PV and Load Data Clustering

Table 3.2 data provides a more realistic representation of the load and PV yearly profiles.

The k-mean clustering approach was developed in Section 3.1.1.3 for the entire year’s data

(solar irradiation, temperature, and conventional load), and eight clusters were obtained.

Each cluster is represented with the corresponding number of days and the probability of

occurrence. In order to show the importance of this representation on the obtained results,

two deterministic scenarios (i.e., Scenarios 17 and 18) are considered. To investigate the

impact of PV and load representative clusters on DT overload and aging, and VI, these

deterministic scenarios are evaluated and compared against Scenario 8, in which the PV

and conventional load profiles are assigned based on a random selection of any of the

eight clusters. In Scenario 17, cluster-1 with the highest number of corresponding days

is used, while Scenario 18 was considered using cluster-5 which has the lowest number of
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corresponding days.
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Figure 4.10: Impact of PV and load clusters on DT overload and aging, and VI. (a) DT
daily overload. (b) DT aging. (c) Percentage of buses experiencing VI.

The impact of these scenarios on DT daily overload is presented in Fig. 4.10(a). It

can be observed that using cluster-1, as labelled by Scenario 17, provided the worst DT

overload, while in the case of using cluster-1 (Scenario 18), the loading was the least. It

is also observed that having diversity in selecting the PV and load profiles, as labelled by

Scenario 8, has brought the DT loading to the middle between cluster-1 and cluster-5.

Fig. 4.10(b) shows the impact on DT aging, and the results have shown that the median

of DT yearly LOL in the case of Scenario 18 (cluster-5) was 0.62%, while it was increased

to 3.81% and 7.52% in the case of Scenario 8 and Scenario 17, respectively. It is noticed

that in the case of Scenario 18, all DT LOLs are within the normal limit (i.e., 5%), while

in the case of Scenario 8 and Scenario 17, the LOLs are increased beyond the normal limit.

It was only a tiny number of DTs that violated the LOL normal limit in Scenario 8, while

it was greater than 50% in the case of Scenario 17.

The same observation is repeated when studying the impact on VI, as depicted in Fig.

4.10(c). It can be seen that using cluster-1, as labelled by Scenario 17, impacted more on

the percentage of the buses experiencing VI followed by Scenarios 8 and 18, respectively.
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4.2.7 Comparison With Previous Research

The results obtained using the proposed SAT-based approach of the PEV driver model are

compared to those obtained in the previous research in [45] and [32]. The proposed SAT

approach has the advantage of considering the realistic driving behavior, including the

number and sequence of trips per day, into PEV charging demand profiles. These multiple

trips in the proposed SAT approach are modeled considering different PDFs, including the

start time of the daily trip chain, the parking duration (PDT), the driven distance (TDM),

the driving duration (DDT), and the transition probability matrix of the driver movement

among different trips in a day. In contrast, the simplified model, as denoted by ATDD,

in the literature considers one trip per day and represents the driving behavior by only

two PDFs (i.e., arrival time and daily distance). At the same PEV penetration level

(i.e.,80%), the impact of the proposed SAT approach versus a simplified ATDD model is

presented in Table 4.6. The DT overload, VI, and UV are evaluated using the probability

of violating the accepted limits, while DT aging was assessed based on the percentage

of yearly LOLs and remaining life in years. It can be observed from the table that the

proposed framework has negatively impacted the overall results compared to the previous

works. Using the proposed SAT approach has increased the probabilities from 0.44, 0.47,

Table 4.6: A summary of result evaluation - comparing the proposed framework with
previous works ( Scenario 4 vs. Scenario 5).

Case study
Probability of violating limits Yearly DT DT remaining

DT overload VI UV LOL% life (Years)

Proposed SAT approach 0.48 0.53 0.09 15.86 6.30

Simplified ATDD approach 0.44 0.47 0.07 12.61 7.92

and 0.07 to 0.48, 0.53, and 0.09 for DT overload, VI, and UV. In the case of DT aging, the

yearly LOL was increased by 3.25% when the proposed SAT is used, and the transformer

lifetime expectancy is reduced to a more realistic figure, from 7.92 to 6.30 years.

79



4.3 Summary

This chapter developed a new framework for assessing and enhancing voltage quality, DT

overload and aging when residential prosumer ownership of PEVs is considered. The

framework includes the behavior of PEV drivers using a SAT-based approach, which

considers complete daily PEV driving cycle activities, into existing assessment models. A

probabilistic PF using MCMC was developed to estimate the effect of different PEV and

PV penetration levels on DT overload and aging, VI, and over and under voltage issues in

the EDS. A control strategy for HBES units at the residential premises was also proposed

for use by utility companies in order to alleviate DT overload and extend transformer

lifetime. The results showed that using the proposed SAT-approach at the same PEV

penetration level (i.e., 80%) degrades DT lifetime faster than the simplified model in the

literature, and that the the remaining DTs lifetime was degraded from 7.9 to 6.5 years.
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Chapter 5

Community Battery ESS Planning to

Accommodate PEV Loads in a

Three-Phase Active Distribution

System
1

In the previous chapter, the impact of residential prosumer ownership of PEVs on DT

overload and aging, as well as VI and voltage levels, is discussed. Chapter 3 also proposes

a solution to mitigate DT overload by implementing a control strategy using the HBES,

which may be used by utility companies to enhance transformer lifetime expectancy. This

chapter presents a heuristic methodology to plan for siting and sizing the community

battery ESS while considering DT’ LOL and VI. In addition to considering the conventional

load (residential and commercial), the framework considers a PEV charging demand-based

SAT approach, as well as PV options. Based on a backward-propagation algorithm, this

chapter proposes to determine CBESS sites and sizes over the planning horizon while

minimizing the total capital and operation costs.

1The present work is under review and will be submitted for publication in:
Y. O. Assolami, A. Gaouda and R. El-shatshat, “Community Battery ESS Planning to Accommodate
PEV Loads in a Three-Phase Active Distribution System,” in IEEE Transactions on Transportation
Electrification.
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5.1 Nomenclature

EDS Operations and CBESS Planning Model for the Horizon Year

Indices and Sets

j, k Index of buses in distribution system, (j, k) ∈ N

t Index of time, t ∈ T

a, b, c Phases,

p Phases, p = a, b, c, p ∈ R

Parameters

CF
P Fixed installation cost of CBESS, $

CV
P , C

V
E Variable installation cost of CBESS associated with power ($/kW) and energy

($/kWh), respectively

COMF Fixed operation and maintenance cost of ESS, $/kW-year

Ωj Phases group at bus j

COMV Variable operation and maintenance cost of ESS, $/kWh

Rm Minimum allowable reserve of CBESS, %

P dj,p,t Averaged Residential and commercial active load, kW

Qdj,p,t Averaged Residential and commercial reactive load, kvar

PEV d
j,p,t Averaged PEV load demand, kW

PVt PV generation profile, kW

Pmin, Pmax Power limits of distribution substation, kW

V min, V max Voltage limits, kW

ηCH/ηDCH Charging and discharging efficiency of CBESS, %

Υt Electricity price, $/kWh

82



VImax% Maximum allowable limit of VI violation, %

PVmax Maximum allowable PV penetration level at each bus, unitless

mj The number of phases at bus j.

hj The number of houses at bus j.

Variables

Ej,p,t Actual energy capacity of CBESS, kW

XPV j,t PV penetration level, Unitless

J1, J2 CBESS installation and operation costs, $.

J CBESS installation and operation cost with Penalty Function Approach (PFA),

$.

P SS
j,p,t, Q

SS
j,p,t Active/reactive power drawn from substation, kW

P INST
j,p , EINST

j,p Installed power/energy capacity of CBESS, kW/kWh

P INST
y , EINST

y Total installed power/energy capacity of CBESSs at Year y, kW/kWh

PRate
j,p , ERate

j,p Rated power/energy capacity of CBESS, kW

PCH
j,,p,t, P

DCH
j,p,t Active power to be charged/discharged to/from CBESS, kW

SoCj,p,t State of charge of CBESS, kW

Vj,p,t Voltage at bus, V

VAV G,j,t Average of the three phases voltages, V

δj,p,t Voltage angle at bus, radian

Sj→kp,t Power flow from bus j to k, (j, k) ∈ N
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5.2 Proposed Backward Propagation Approach For

Multi-year Planning Considering CBESS Siting

and Sizing

The necessary required procedures to achieve the proposed framework outcomes are

presented in Fig 5.1. The proposed framework develops a multi year planning

methodology for siting and sizing the CBESSs, to accommodate high penetration levels

of a PEV load-based SAT approach. The framework uses two main stages as described in

Stage-I: Determining the CBESS Sizes and
Sites at the Terminal Year

10 Years Ahead
Conventional

Load and PEV
Penetration

Levels Forecast

Planning
Terminal Year

is Set as Y
(initial)= 10

(1) Execute the
probabilistic PF model

(discussed in Chapter 4)

(2) Assign the initial CBESS
sites on the secondary side

of each overloaded DT

(3) Execute the planning model for sizing
CBESSs (discussed in Section 5.2.3)

(4) Reject any not needed
sites of CBESSs, based on

LOL and VI check modules

CBESS Sizes
and Sites for
Year-10 Plan

Stage-II: Determining the Year of
Installation for Year-10 Infrastructure Plan

Y=Y -1

Is Y = 0 ?

Final CBESS Sizes
and Sites Installation

Timeline Plan

Yes

(1) Execute the probabilistic
PF model for Year-Y

No

(2) Use the obtained CBESS sizes
and sites at Year Y+1 as parameters
in the planning model to determine
the operation variables for Year Y

(4) Reject any not needed
sites of CBESSs, based on

LOL and VI check modules

Required CBESS sites with their
corresponding sizes for Year Y

Figure 5.1: Proposed framework.

the following. In Stage-I, the CBESS locations and optimal power and capacities, as well

as PV penetration level, which need to be in place at the plan of the terminal year, are

determined, while Stage-II determines the optimal year of commissioning the obtained

decisions in Stage-I. The backward propagation starts from the plan of the terminal year

Y and ends at the first year. For each year, a post-processing evaluation based on an
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LOL and VI check module is introduced to determine the required installed units of

CBESSs, with the previous year decision plan as a reference.

5.2.1 Stage-I: Optimal Sizing of CBESSs for the Terminal Year

In this stage, the CBESS power and capacities are optimally determined for the terminal

year. The detailed step-by-step procedure is explained as follows.

Step 1: Read the PEV penetration level and the conventional peak load at Year 10.

Step 2: Read the EDS information data (i.e., configuration, lines, transformers, and

peak loads) from [98] (details in Appendix A).

Step 3: Read the obtained PDFs for the PEV load model based SAT-approach

(discussed in Section 3.1.1.1 of Chapter 3).

Step 4: Read the conventional daily load profile clusters with their corresponding

probabilities (discussed in Section 3.1.1.3 of Chapter 3).

Step 5: Select cluster-1 data (i.e., temperature and irradiation) for constructing PV

generation profiles. In the planning model, cluster-1 is selected to be used for

PVs in order to reduce the level of complexity.

Step 6: Execute the probabilistic PF based on the MCMC model using the above input

data (described in Fig. 4.2 of Chapter 4).

Step 7: Use the output of Step 6 and create an evaluation for the DT overload and aging,

VI and voltage level, as discussed in Section 4.2 of Chapter 4 based on [108].

Step 8: Allocate the initial CBESS sites on secondary side of the DTs that experience

overload.

Step 9: Run the planning model (discussed in Section 5.2.3) to determine the optimal

CBESS power (P INST
j,p ) and energy (EINST

j,p ) sizes, the required PV penetration

level and other system operation variables.

Step 10: Start the process of revising the selected initial CBESS sites. The CBESS at

each site is re-evaluated using PF with/without being installed. The CBESS
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units are removed one at time and the effect of each site removal on DT LOLs

and VI is studied and checked with standards.

Step 11: Use the output from the previous step to determine if a particular CBESS is

rejected or included in the solution. If removing a CBESS at bus j leads to

violating LOL and VI normal limits, it cannot be removed and will be selected

for the solution. Otherwise, it can be rejected and removed from the optimal

solution.

Step 12: Validate the impact of the revised CBESS sites, after removing the unnecessary

CBESS units, using PF, and check if it satisfies system operation constraints.

If YES, go to the next step, otherwise go back and return the removed CBESS

units one-by-one until all constraints are met.

Step 13: Obtain the final plan decisions for the terminal year (Y), which satisfy the DT

LOL normal limit and planning model constraints. The final plan infrastructure

includes CBESS sites and sizes.

5.2.2 Stage-II: Year of Installation for CBESS Sizes and Sites

After determining the optimal CBESS sizes, along with their locations for the terminal

year Y in Stage-I, Stage-II is developed to determine the installation year of CBESS sizes

and sites at the terminal year.

The obtained EINST
j,p and P INST

j,p at the terminal year Y from Stage-I are used as inputs

to Stage-II. In this stage, the CBESS sizes and sites obtained from Stage-I are used during

the backward propagation to the initial year in order to identify when these sizes and sites

need to be installed.

In the earliest years, the CBESS EINST
j,p and P INST

j,p , along with their locations from the

previous year, are used as parameters for the planning model to obtain operation variables

that include variables such as CBESS charging and discharging profiles as well as the

required PV. Once the operation variables are obtained, the CBESS sites are re-evaluated

using Steps 10-12 in Stage-I to determine the needed CBESS sites for the current year.
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The final obtained solution over all years satisfies the DT’ LOL and VI normal limits

and meets the targeted plan at the terminal year. The step-wise detailed procedures for

executing Stage-II are outlined in Fig. 5.2.

Start

Read the inputs by repeating steps
2-5 in Stage-I. Set y=Y and read
the terminal year infrastructure

plan obtained in Stage-I

y = y-1

Read PEV
penetration level and
conventional load at y

Execute the probabilistic
PF based on MCMC model

Use the CBESS EINST
j , P INST

j ,
sites from previous year

Execute the planning model to obtain
the CBESS operation variables

and required PV penetration level

Re-evaluate and find the required sites of CBESSs at the
current year using the process in Steps 10-12 of Stage-I

Is CBESS sites = 0?

Is y = 0?
Assign CBESS sites = 0

for all earliest years from y

Optimal plans obtained for all years

No

Yes

No

Yes

Figure 5.2: Flowchart for Stage-II
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5.2.3 Planning Model for Sizing CBESSs in a Three-Phase

Distribution System for the Horizon Year

The planning model seeks to optimally size the CBESSs in a three-phase EDS,

considering the minimization of the annualized investment and operation costs during the

horizon year. The locations are determined in a preliminary step using the probabilistic

PF outputs previously described in Stage-I and Stage-II. The planning model is solved as

an optimization problem wherein the mathematical model, including the objective

function and constraints, is given as follows:

Objective Function

The objective function J of the planning model minimizes the total installation and

operation costs at the horizon year and is given as follows:

J = J1 + J2 (5.1)

The first term, J1, represents the CBESS initial installation cost while the total operation

cost is denoted by J2.

CBESS Initial Installation Cost: comprises the CBESS power and energy unit costs,

denoted by CV
P and CV

E , in $/kW and $/kWh, respectively, as given below:

J1 =
N∑
j

[
CV
P P

INST
j + CV

EE
INST
j + CF

P

]
(5.2)

Operation Cost: includes the annual fixed operation and maintenance cost (O&M), the

annual variable O&M cost associated with CBESS charging and discharging, and the cost

of imported power from the external grid, as given below:

J2 =
N∑
j

[
COMFPRate

j + 365.
T∑
t

(
COMV(PCH

j,t + PDCH
j,t ) + ΥtP

SS
j=1,t)

)]
(5.3)

The objective function in (5.1) is subjected to the following constraints:
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Load Flow Equations

The injected power at each bus includes the imported power from the substation and

PV, CBESS discharging and charging power, and PEV and conventional net load.

ψ∑
p=1

(P SS
j,t,p +XPV j,t.hj.PVt + PDCH

j,t,p − PCH
j,t,p − P d

j,t,p − PEVd
j,p,t) = <

( N∑
k=1

Sj→kt,p

)
, ∀t ∈ T ; ∀(j, k) ∈ N (5.4)

ψ∑
p=1

(
QSS
j,t,p − Qd

j,t,p

)
= =

( N∑
k=1

Sj→kt,p

)
, ∀t ∈ T ; ∀(j, k) ∈ N (5.5)

The operation of an EDS requires setting a limit on the main substation and bus

voltages. These limits, which are included in our planning model as inequality constraints,

are given below:

V min
j ≤ Vj,p,t ≤ V max

j , ∀t ∈ T ; ∀j ∈ N (5.6)

Pmin
j ≤

N∑
p=1

P SS
j,p,t ≤ Pmax

j , ∀t ∈ T ; ∀j ∈ N (5.7)

In order to maintain the deviation in voltage between the three phases within acceptable

limits, a constraint for VI is introduced, as given below:

%VIj,t =
max[V − VAV G,j,t]

VAV G,j,t
· 100 (5.8)

Equation (5.8) is computed to evaluate the imbalance in the voltage at buses, the average

of the three-phase to phase voltage that is computed in (5.9), along with the maximum

deviation from the averages, is used.

VAV G,j,t =
|Vj,a,t|+ |Vj,b,t|+ |Vj,c,t|

mj

(5.9)
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The ANSI C84.1 standard [105] recommends that the %VI does not exceed 3%, as stated

in constraint (5.10).

%VIj,t ≤ VImax% (5.10)

PV Generation Constraint

The amount of imported PV generation at each bus is limited to a maximum penetration

level, as given in constraint (5.11). The penetration level of PV has to be equal to or less

than 100%. The h at bus j is multiplied by the PV penetration level and PVt in order to

determine the PV generation at each bus.

XPV j,t ≤ PVmax (5.11)

CBESS Sizing Constraints

• Once the CBESS unit is installed, its energy capacity is determined based on the

energy to power ratio, as given below:

P INST
j,p ≤ EINST

j,p (5.12)

The P INST
j,p and EINST

j,p are assumed to be integer variables following the ESS available

market.

Also, the rated CBESS power and energy sizes must remain constant through the

planning horizon using constraints (5.13) and (5.14).

PRate
j,p = P INST

j,p (5.13)

ERate
j,p = EINST

j,p (5.14)

• CBESS Operation Constraints: When CBESS units are installed, the discharging

and charging process and battery energy balance is defined in the following constraints:

SoCj,p,t = SoCj,p,t−1 + ηCHPCH
j,p,t −

PDCH
j,p,t

ηDCH
(5.15)
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In (5.15), the SoC of each CBESS unit keeps the energy balance during the day. It

increases/decreases with CBESS charging and discharging, respectively. The CBESS

physical capacity imposes a limit on its SoC, as given in (5.16).

Rm EINST
j,p ≤ SoCj,p,t ≤ EINST

j,p (5.16)

To have a fair daily operation of CBESS, it is assumed that the SoC at the beginning

and end of the day is equal, as stated in (5.17). This constraint will help to prevent the

optimization model from choosing a very high SoC value at the beginning of the day and

from fully discharging all the energy at the end of the day.

SoCj,p,t=1 = SoCj,p,t=24 = 0.5 Ej,p,t (5.17)

Furthermore, the discharging and charging capability from/to CBESSs is limited to the

rated power of CBESS, as given in (5.18) and (5.19).

PCH
j,p,t ≤ PRate

j,p (5.18)

PDCH
j,p,t ≤ PRate

j,p (5.19)

5.2.4 Solution Methodology

Since the planning model discussed in the previous section involves continuous and integer

variables, the problem is then defined as Mixed Integer Non-linear Programming (MINLP)

[109]. The nature of the Optimum Power Flow (OPF) is always non-convex and therefore

the original form of the model in this work cannot be solved using the classical optimization

approaches (e.g., Branch and Bound) [109]. This work suggests using population-based

stochastic meta-heuristic algorithms to solve the three-phase OPF problem. A matlab

Genetic Algorithm (GA) toolbox [110] is used to optimally determine the values of the

decision variables previously mentioned in the planning model. The backward-forward

sweep PF is implemented to study the behavior of the three-phase EDS and validate the

obtained variables from the optimization.
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5.2.4.1 Constraints Processing

GA algorithms are more commonly used to solve unconstrained optimization problems.

They encounter difficulty in managing the imposed constraints and this becomes more

complicated when the decision variables are integers [111]. The injected power equality

constraints are managed through a power flow calculation, as they must be satisfied once

PF is converged. The inequality constraints, which are dependant on the variables inside

the PF calculation, are modeled using the PFA. The PFA transforms the constrained

optimization problems to unconstrained problems by introducing a penalty factor on the

constraints in order to avoid violating their own acceptable range [112]. A new objective

function is formulated by adding the penalty function terms on the inequality constraints

and combining them with the original objective function. When the PFA is implemented in

our model, the model is converted to a group of unconstrained optimization problems that

have to converge to the same solution of the original constrained problem. Based on the

quadratic penalty factor approach introduced in [113] and [114], quadratic penalty terms

are augmented to the original objective function in (5.1) in order to avoid any violation,

which results in the following modified objective function:

J = J + Penalty (5.20)

Penalty = KV 1.
N∑
j=1

T∑
t=1

∑
p∈Ωj

(Vj,p,t − V max
j )2 +KV 2.

N∑
j=1

T∑
t=1

∑
p∈Ωj

(V min
j − Vj,p,t)2+

KV 3.
N∑
j=1

T∑
t=1

(%VIj,t − VImax%)2 +KV 4.

N∑
j=1

T∑
t=1

(Pmin
j −

∑
p∈Ωj

P SS
j,p,t)

2+

KV 5.
N∑
j=1

T∑
t=1

(
∑
p∈Ωj

P SS
j,p,t − Pmax

j )2 (5.21)

where KV 1, KV 2, KV 3, and KV 5 are the penalty factors for lower and upper voltage

limits, VI, and the main substation power minimum and maximum allowable limit. The

added quadratic terms in (5.21) introduce a high penalty to constraint violation by
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driving constraint variables to their closest acceptable limits.

5.3 Results and Discussion

In this work, a modified IEEE 123 node PDS feeder is used to examine the proposed

planning framework. A testbed system is the primary feeder with 4.16 kV and includes

single and three-phase loads and feeders. In the proposed assessment framework

discussed in Chapter 4, the primary system was modified to include a detailed SDS when

studying the impact of using a SAT approach with a PEV load while considering

residential prosumers. The process of implementing the proposed framework in this

chapter reveals the complexity of adding the SDS to our planning optimization problem.

The SDS increases the optimization problem dimensions, hence the performance of the

computational burden is reduced. Therefore, the research presented in this chapter uses

the output from the probabilistic PF (discussed in Chapter 4) to represent the behavior

of the SDS as a lumped load at the secondary side of the DTs. The apparent power of the

existing single-phase loads in the primary system is either 44.72 kVA, 22.36 kVA, or 82.76

kVA. These loads are replaced by center tape DTs and the size is selected based on the

apparent power of loads: 50 kVA DT rating replaced 44.72 kVA loads; 25 kVA DT rating

replaced 22.36 kVA loads; and 75 kVA DT rating replaced 82.76 kVA loads. The number

of added DTs is 47 with 50 kVA, 31 with 25 kVA, and 2 with 75 kVA, respectively.

In the planning model, the 24 demand profiles at each node in the system are taken from

the probabilistic PF averaged results. It is assumed that the conventional load and PEV

penetration levels increase by 1% and 10% annually over a 10-year planning horizon [87].

A probabilistic PF is performed for each year to include the variation in weather and

residential consumption for the 365 days. When it is converged, the average of PF results

is computed and used to represent the year. Thus, the average of the 24 demand profiles

at each node is used as parameter to the planning model in order to size and site CBESSs.

For the 10 year planning period, one simulation is executed per year wherein the averaged

demand represents the whole year. For PV generation, a k-mean clustering approach is

developed in Section 3.1.1.3 of Chapter 3 to find the most representative clusters of PV
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annual data. In order to reduce the level of complexity, cluster-1 was selected for use in

the planning model as it represents the highest number of corresponding days.

The CBESS installation and operation cost parameters are given in Table 5.1 [67].

Table 5.1: CBESS Cost Parameters

CV
P CV

E COMF COMV CF
P

$/kW $/kWh $/kW $/kWh $
CBESS 287.5 338 26.8 0.002 20,000

The proposed planning framework is also examined using different PEV models, as

follows:

Case-1 (Proposed SAT-based approach): In this case, the impact of the daily

driving cycle parameter (i.e., PDT, TDM, DDT, and driver movement) model (discussed

in Chapter 3) on PEV demand is considered into the proposed CBESS planning problem.

Case-2 (Simplified PEV model): This case considers the oversimplified model of

PEV daily driving behavior parameters (i.e., only the destination arrival time and daily

distance) and includes their effect on the proposed CBESS planning model.

Stage-I is used to optimally determine the power and energy sizes of CBESS units for

the terminal year. It should be noted that the sites of CBESSs are initially allocated to the

secondary sides of any overloaded DTs. Once the planning model is executed to determine

the sizes, heuristic procedures are developed to determine the accepted/rejected CBESS

sites. Hence, the accepted sites are now included only in the final solution, along with

their optimal CBESS sizes. For the case study in this chapter, the initial CBESS sites

are determined to be 78 units, distributed on the secondary sides of 25 and 50 kVA DTs.

Table 5.2 shows the results of determining the sizes and sitings of CBESS for the terminal

year. At the initial stage, the probabilistic PF results are used to determine the sites for

CBESS units. It was found that 78 DTs were overloaded and therefore were assigned as

preliminary locations for CBESSs. For the selected sites of CBESSs, the planning model

was executed and the initial optimal solution was 21, 394 kWh and 2, 394 kW, for energy

and power sizes, respectively. After carefully investigating the impact of individual CBESS

site removal on DT LOLs, as previously explained in Steps 9-12 of Stage-I, the LOL check
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Table 5.2: Stage-I CBESS Sizing and Sitings Using LOL and VI Check Module Considering
Case-1.

Energy/power Number of Number of Number of Probability
total sizing CBESS rejected DT violated of violating
kWh/kW sites CBESS LOL VI

Initial solution 21, 394/2, 393 78 - 0 0
LOL check module 16, 132/1, 514 47 31 0 0.1441

Final accepted solution
after VI check module

18, 404/1, 866 60 18 0 0

module was used to reject 31 sites of CBESSs. The LOL check module selects only the

CBESSs that do not contribute to increasing the LOL beyond the normal limit and removes

them from the CBESS list. As noted in the second row of Table 5.2, these rejected sites did

not lead to any violation of LOL values, but the probability of violating VI was brought

to 0.1441. Because there was a violation to VI standards, the VI check module was used

to revise the 31 reject/accept decisions and to reinstate the units that make a contribution

to VI. In order to meet the required VI standards, it was determined that 13 out of 31

units needed to be reinstated back to service. The final solution to satisfying the LOL and

VI standards is highlighted in the third row of Table 5.2. The total optimal energy and

power capacity is 18, 404 kWh and 1, 866 kW, which are distributed over 60 CBESS units.

The terminal year plan, which includes 60 CBESS sites along with their power and energy

sizes, is used as input to Stage-II in order to determine the year of installation.

In Stage-II, the obtained CBESS P INST
j,p and EINST

j,p sizes from Stage-I are maintained

fixed for the earliest years, but the required CBESS units that must be installed at each

Year y are determined.

Table 5.3 shows the results of the total sizing and siting of the CBESSs using the

proposed backward propagation approach, as labelled by Stage-II. The process starts from

year Y-1 and ends at the initial year. The highlighted rows denote the total required

CBESS sizes for the given year, presenting the cumulative presence of the units that are in

service. For example, in Year-7, the total required cumulative CBESS size for the EDS is

16, 132 kWh/1, 514 kW and this capacity will be distributed over 47 units, whose individual
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Table 5.3: Stage-II CBESSs Total Sizes Using Backward Propagation Approach Based
LOL and VI Check Modules: Case-1 (Proposed SAT-Based Approach)

Energy/power Number of Number of Number of Probability
total sizing CBESS rejected DT violated of violating
kWh/kW sites CBESSs LOL VI

Year-10 (obtained from Stage-I)

Final accepted solution
after VI check module

18, 404/1, 866 60 18 0 0

Year-9 (number of rejected CBESSs is out of 60)

LOL check module 16, 132/1, 514 47 13 0 0.0735
Final accepted solution
after VI check module

17, 357/1, 708 54 6 0 0

Year-8 (number of rejected CBESS is out of 54)

LOL check module 16, 132/1, 514 47 7 0 0.0087
Final accepted solution
after VI check module

16, 998/1, 648 52 2 0 0

Year-7 (number of rejected CBESS is out of 52)

LOL check module 16, 132/1, 514 47 5 0 0
Final accepted solution
after VI check module

16, 132/1, 514 47 5 0 0

Year-6 (number of rejected CBESS is out of 47)

LOL check module 16, 132/1, 514 47 0 0 0
Final accepted solution
after VI check module

16, 132/1, 514 47 0 0 0

Year-5 (number of rejected CBESS is out of 47)

LOL check module 0 0 47 0 0.1059
Final accepted solution
after VI check module

7, 489/704 22 25 0 0

Year-4 (number of rejected CBESS is out of 22)

LOL check module 0 0 22 0 0.0567
Final accepted solution
after VI check module

3, 104/287 9 13 0 0

Year-3 (number of rejected CBESS is out of 9)

LOL check module 0 0 9 0 0.0307
Final accepted solution
after VI check module

1, 680/150 5 4 0 0

Year-2, Year-1, and Year-0

No required installations for any CBESSs, LOL and VI standards are not violated
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sizes are the corresponding energy and power obtained at the terminal year.

At Year-9, CBESS sizings, along with their sites for the terminal year, are used as

parameters for the planning model in order to determine the operation variables and

required PV penetration level. It is noted that having 60 CBESSs at Year 9 is not

economical and that only 54 of the units are sufficient to meet LOL and VI standards as

well as operation constraints. Use of the LOL check module has resulted in the rejection

of 13 CBESS units out of 60, but the probability of violating the VI index was increased

to 0.0735. In order to satisfy both LOL and VI, the rejected 13 units needed to be

revised using the VI check module. It was found that 7 units of the rejected 13 must be

returned to service in order to meet both LOL and VI. The final solution for Year 9 was

17, 357 kWh and 1, 708 kW for total energy and power, respectively. Since 54 units need

to be in service at Year 9, 6 CBESS units need to be installed at Year-10.

At Year-8, it was found that the LOL standards are met with 47 CBESS units in place

while, in the case of satisfying both LOL and VI, there was a need to have 52 in service.

The total CBESS energy and power, which must be in place at Year-8, is 16, 998 kWh and

1, 648 kW, respectively.

In the case of Year-6 and Year-7, only 47 CBESS sites were needed. When the LOL

check module was initially used, the obtained solution was within VI and all other

constraints. The obtained total capacity and power of CBESS installations at the two

years are 16, 132 kWh and 1, 514 kW, respectively.

For Year-5, there was no need to install any CBESS in order to meet the LOL, but the

VI was violated with 0.1059 probability. It is observed that there is a need to install 22

units of CBESS to keep VI within the standard, with a total of 7, 489 kWh and 704 kW

for energy and power, respectively.

It was noted that the LOL has never been violated at Year-4 and Year-3, even with

no CBESS. For keeping the VI within standards, the CBESS contributed by installing 9

and 5 units, with total sizes of 3, 104 kWh/287 kW and 1, 680 kWh/150 kW, respectively.

For Year-2 and the earliest years, no CBESS installation was required. It was found that

the LOL, VI, and system operation constraints were satisfied without the need of CBESS

infrastructure.
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After the cumulative total CBESS sizes, the number of units in place and the

corresponding years were determined in Table 5.3 using Stage-I and Stage-II. The exact

actual number of CBESS sites to be installed in each year of the plan horizon, along with

their total sizes, are presented in Table 5.4.

Table 5.4: Stage-II: Infrastructure Plan for CBESS Installations Over the Plan Horizon

Case-1 (Proposed SAT-based approach) Case-2 (Simplified PEV model)

Year
EINST
y P INST

y No. of installed EINST
y P INST

y No. of installed
(kWh) (kW) CBESS units (kWh) (kW) CBESS units

0 0 0 0 0 0 0
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 1, 680 150 5 1, 359 127 4
4 1, 424 137 4 2, 367 238 7
5 4, 385 417 13 7, 876 747 24
6 8, 643 810 25 2, 299 223 7
7 0 0 0 1, 598 154 5
8 866 134 5 0 0 0
9 359 60 2 450 79 3
10 1, 047 158 6 1, 119 188 7

Total 18, 404 1, 866 60 17, 068 1, 756 57

As depicted in Table 5.4, it can be noted that the total number of installed CBESSs

was 60 units for Case-1, which decreases to 57 when Case-2 is considered. This observation

indicates that using the proposed SAT-based approach for modeling PEV demand increases

CBESS installations compared to the PEV simplified model. It is also noted that the

proposed SAT based-approach increases the required total sizes of CBESSs by 1, 336 kWh

and 110 kW for energy and power, respectively, compared to the simplified model.

In both cases, there was no CBESS installation at Year-0, Year-1, and Year-2,

respectively. The majority of CBESS units were installed at Year-6 for Case-1 and Year-5

when Case-2 is used. It was also found that no installation was required at Year-7 when

the proposed PEV SAT-based approach is considered while, in the case of using the

simplified PEV model, no installation was marked at Year-8. Although the demand at
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the terminal year was significantly high, the exact number of installed units at the same

year was only 6 and 7 for Case-1 and Case-2, respectively, while the remaining units in

service were installed gradually through the previous years.

Table 5.5: Capital and Operation Costs of Optimal CBESS Plan Decisions

Case-1 Case-2
(Proposed SAT-Based Approach) (Simplified PEV Model)

Installation Operation Installation Operation

J1,$ J2,$ J1,$ J2,$
Year 0 - 1, 836, 852 - 1, 836, 852
Year 1 - 1, 937, 542 - 1, 902, 905
Year 2 - 2, 038, 466 - 1, 977, 744
Year 3 610, 965 2, 136, 552 495, 854 2, 056, 021
Year 4 520, 699 2, 236, 380 868, 471 2, 123, 877
Year 5 1,602,017 2, 308, 020 2, 876, 850 2, 174, 811
Year 6 3, 154, 209 2, 372, 261 841, 174 2, 237, 504
Year 7 - 2, 418, 118 584, 399 2, 270, 605
Year 8 331,233 2, 488, 749 - 2, 251, 139
Year 9 138,592 2, 546, 761 174, 812 2, 330, 181
Year 10 399,311 2, 559, 979 432, 272 2, 269, 108

Total,$ 6, 757, 027 24, 879, 686 6, 273, 834 23, 430, 751

Table 5.5 examines the impact of the proposed SAT-based approach versus the

simplified PEV model on the capital and operation costs of the 10 year proposed

planning framework. The operation and installation costs are presented for Case-1 and

Case-2, starting from the initial year and ending at the terminal year. It is observed that

the operation cost of the EDS increases over the plan horizon, and includes the fixed and

variable annual costs of CBESS as well as the cost of imported power from the main

substation. At both cases, although there was no CBESS installations during Year-2 and

earliest years, the local distribution company (LDC) still need to pay for the purchased

imported power from the external grid. As the demand increases over the plan horizon,

more CBESS installations are added, hence there are associated O&M costs. In Case-1,

the installation cost in Year-6 is the highest because of the installed sizes of P INST
j,p and

EINST
j,p and the highest number of installed units, while the highest installation cost in
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Case-2 was in Year-5.

It is seen from Table 5.5 that, in Case-1, the LDC needs to invest in CBESS installation

over the plan horizon with a total budget of M$6.7 compared to M$6.3 for Case-2, which is

lower than 7.2% of Case-1. This is because of the oversimplified assumptions in the PEV

model that are considered in Case-2 while Case-1 has taken the realistic SAT characteristic

of the PEV model.

5.4 Summary

This chapter introduced a novel backward-propagation approach to developing a CBESS

planning framework in order to accommodate a high penetration level of PEV loads,

taking into consideration DT’ LOL and VI aspects. Two sequential stages were

developed to determine the CBESS sizes and sites, starting from the terminal year and

ending at the initial year. The obtained CBESS sizes, with their corresponding sites from

Stage-I, are re-evaluated at each year using the planning model as well as LOL and VI

check modules in order to determine the required CBESS units that meet LOL and VI

standards. The proposed planning framework is examined using a realistic proposed PEV

SAT-based approach versus the simplified PEV model presented in the literature, and

evaluates CBESS sizes, siting, and installation and operation costs. The case studies and

scenarios demonstrate the impact of neglecting PEV realistic driver behavior parameters

on CBESS planning decisions while the results indicate that the realistic proposed

SAT-based approach increases the required total CBESS investment budget from M$6.3

to M$6.7.
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Chapter 6

Conclusions

6.1 Summary

The research presented in this thesis focuses on investigating the stochastic models of

residential prosumer ownership of PEV loads, and these models are then integrated into

the assessment and planning of an EDS.

Chapter-1 lays out the motivation to the research that is introduced in the subsequent

chapters, emphasising the urgent need for modeling the realistic behavior of PEV drivers

and the importance of including these elements into EDS assessment and planning

models. A literature review of recent related works, particularly on PEV models,

including their integration with residential prosumers on EDS assets as well as ESS

assessment and planning, is presented. This chapter also presents the main research

objectives and an overall layout of the thesis.

Chapter-2 presents a brief background on the topics related to the research objectives.

PEV demand characteristics are discussed, including load nature, model, and basic

definitions, followed by a definition of a trip chain and an overview of applications.

Three-phase electrical distribution system models and components, including PF solution

algorithm, are also discussed. Finally, an overview of PV and ESS technology, including

definitions of important concepts, is presented.
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Chapter-3 presents a comprehensive statistical analysis that considers different datasets

(i.e., NHTS global, NY State, and City of Buffalo data) based on an updated version of

NHTS. The aim of this chapter is to study the behavior of PEV SAT characteristics (i.e.,

PDTs, DDT, TDM, and driver movement from one location to another) and evaluate their

effect on conventional loads when PVs are included. The MCMC, in conjunction with a

trip chain methodology, is used to probabilistically estimate the uncertainty with a PEV

charging load profile (e.g, home, work, and FCSs), conventional loads, and PV generation.

Charging levels of 3.7, 6.6, and 50 kW are used as available sources of power at home,

work, and FCSs, respectively. The impact of the location of each charging facility on the

time taken to recharge is studied while considering different PEV battery specifications.

The results reveal that the majority of charging activities take place at home, followed by

at FCSs and work. The proposed framework shows an accurate estimation of the total

daily load profile considering the stochastic nature of distributed PV resources on the SAT

characteristics of PEV loads.

Chapter-4 proposes a new framework for assessing and enhancing voltage quality, DT

overload and aging when residential prosumer ownership of PEVs is considered. The

framework integrates the behavior of PEV drivers using a SAT-based approach, which

considers complete daily PEV driving cycle activities, into existing assessment models. A

probabilistic PF using MCMC was developed to estimate the effect of different PEV and

PV penetration levels on DT overload and aging, VI, and over and under voltage issues in

the EDS. A control strategy for HBES units at residential premises is also proposed for

use by utility companies in order to alleviate DT overload and extend transformer lifetime.

The proposed assessment framework, which uses a SAT-based approach, provides a more

realistic evaluation for DT overload and aging, VI, and under and over voltages. The

results show that the use of the proposed SAT-based approach has reduced DT lifetime to

6.30 years from 7.92 years for the same PEV penetration level.

Chapter-5 demonstrates a new backward-propagation approach to developing a CBESS

planning framework in order to accommodate a high penetration level of a PEV load- based

SAT approach, considering DT’ LOL and VI aspects. Two sequential stages are developed

to determine the CBESS sizes and sites, starting from the terminal year and ending at the

initial year. The obtained CBESS sizes, with their corresponding sites from Stage-I, are
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conducted and re-evaluated at each year. In Stage-II, the planning model is solved for Year

Y to determine the operation variables for CBESS sites and sizes obtained at Year Y+1.

The LOL and VI check modules are then introduced to determine the needed CBESS units

that meet LOL and VI standards. The proposed planning framework is examined using

the realistic proposed PEV SAT-based approach versus the simplified PEV model in the

literature wherein CBESS sizes, siting, and installation and operation costs are evaluated.

The effects of neglecting PEV realistic driver behavior parameters on CBESS planning

decisions are discussed, the results of which indicate that the realistic proposed SAT-based

approach increases the required total CBESS investment budget from M$6.3 to M$6.7.

The following key findings are the main conclusions that can be drawn from the research:

• The inclusion of SAT characteristics of driver behavior into a PEV profile model gives

a more realistic representation of a PEV SOC model that depends on a previous state

during the day. A SAT-based approach accurately addresses the daily driving cycles

and includes PEV charging location, SOC, and time. The impact of the location of

each charging facility on the time taken to recharge is studied, the results of which

reveal that the majority of charging activities take place at home, followed by at

FCSs and work.

• Integrating PEV demand using a SAT-based approach into the EDS affects the

assessment and planning of DT overload and aging, VI and under and over voltage.

This helps the utility to avoid an unrealistic estimation of the EDS assets condition

that may lead to inappropriate decisions during the operation or planning phase.

• Including SAT features in the assessment model shows that the DT lifetime has

reduced from 7.92 years to 6.30 years. If SAT parameters are ignored, the operation

of DT is expected to fail and consequently be reflected in the provided quality of

services.

• Neglecting SAT characteristics in the CBESS planning model affects the optimal

planning decisions over the planning horizon and is reflected in a reduction in the

total number of CBESS installations. This has resulted in a considerable number of

changes to the investment timelines, as well as total operation and installation costs.
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6.2 Contributions

The main contributions of the research presented in this thesis can be summarized as

follows:

• The PEV stochastic model, as previously reported in the literature, is extensively

improved by taking into account a realistic pattern of PEV daily driving cycles. The

improved model includes the SAT characteristics of driver behavior that consequently

impact the PEV charging demand.

• A new PEV SAT model is integrated while considering the uncertainty of PV

generation (i.e., temperature and irradiation) and conventional loads. The

integration of these components further enhances and improves the existing tools

that take care of modeling the uncertainty of active distribution network

components.

• A new assessment framework is developed using the above models in order to evaluate

distribution transformer (DT) overload and aging, voltage imbalance (VI), and under

and over voltage, considering a complete and more realistic EDS model.

• A realistic estimation for the remaining lifetime of the DTs is quantified while

considering SAT models of PEV charging with residential prosumers in different

scenarios and case studies.

• A new control strategy is developed using different generations of home battery

energy storage (HBES) units with PVs at residential premises while considering a

SAT approach based on different levels of PEV demand. The proposed strategy is

developed to avoid DT overload as well as to enhance and extend DT lifetime.

• A new multi-year planning framework is proposed to size and site the CBESSs while

considering a PEV demand-based SAT approach as well as PV options. A heuristic

planning algorithm is developed using the backward propagation approach in order

to determine the CBESS sizes and sites over the planning horizon while maintaining

LOL and VI within standards.
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The main contents of Chapter-3 have been published in the 2019 IEEE Electrical Power

and Energy Conference [115] and the IEEE Canadian Journal of Electrical and Computer

Engineering [99]. The main contents of Chapter 4 have been accepted for publication in

IEEE Transactions on Transportation Electrification [108]. The main content of Chapter-5

is under review and will be submitted for possible publication in IEEE Transactions on

Transportation Electrification.

6.3 Future Work

The work presented in this thesis can be further extended to address the following research

considerations:

• The proposed PEV model in this thesis is implemented using the updated NHTS

survey data, which simulates driver behavior based on gasoline vehicles. There is

value in extending the SAT approach in this work by investigating the impact of real

data simulating PEV behavior with non-conventional vehicles.

• The PEV amd CBESS models can be extended to include battery degradation that

may consequently affect the assessment and planning of an EDS.

• Further improvements can be applied to the optimization model for the CBESS

planning framework in order to provide a more global solution using convex

optimization numerical techniques such as semidefinite or second order cone

programming.

• Machine learning algorithms can be applied to estimate mathematical expressions of a

PEV load-based SAT approach and incorporate their variables into the optimization

model of the CBESS planning framework.
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Appendices

Appendix A: The IEEE 123 Node Distribution System

Primary Feeder Data

Table A.1: Line segment data

Node A Node B Length (ft.) Config.

1 2 175 10

1 3 250 11

1 7 300 1

3 4 200 11

3 5 325 11

5 6 250 11

7 8 200 1

8 12 225 10

8 9 225 9

8 13 300 1

9 14 425 9

13 34 150 11

13 18 825 2

14 11 250 9

14 10 250 9
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15 16 375 11

15 17 350 11

18 19 250 9

18 21 300 2

19 20 325 9

21 22 525 10

21 23 250 2

23 24 550 11

23 25 275 2

25 26 350 7

25 28 200 2

26 27 275 7

26 31 225 11

27 33 500 9

28 29 300 2

29 30 350 2

30 250 200 2

31 32 300 11

34 15 100 11

35 36 650 8

35 40 250 1

36 37 300 9

36 38 250 10

38 39 325 10

40 41 325 11

40 42 250 1

42 43 500 10

42 44 200 1

44 45 200 9

44 47 250 1
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45 46 300 9

47 48 150 4

47 49 250 4

49 50 250 4

50 51 250 4

52 53 200 1

53 54 125 1

54 55 275 1

54 57 350 3

55 56 275 1

57 58 250 10

57 60 750 3

58 59 250 10

60 61 550 5

60 62 250 12

62 63 175 12

63 64 350 12

64 65 425 12

65 66 325 12

67 68 200 9

67 72 275 3

67 97 250 3

68 69 275 9

69 70 325 9

70 71 275 9

72 73 275 11

72 76 200 3

73 74 350 11

74 75 400 11

76 77 400 6
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76 86 700 3

77 78 100 6

78 79 225 6

78 80 475 6

80 81 475 6

81 82 250 6

81 84 675 11

82 83 250 6

84 85 475 11

86 87 450 6

87 88 175 9

87 89 275 6

89 90 225 10

89 91 225 6

91 92 300 11

91 93 225 6

93 94 275 9

93 95 300 6

95 96 200 10

97 98 275 3

98 99 550 3

99 100 300 3

100 450 800 3

101 102 225 11

101 105 275 3

102 103 325 11

103 104 700 11

105 106 225 10

105 108 325 3

106 107 575 10
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108 109 450 9

108 300 1000 3

109 110 300 9

110 111 575 9

110 112 125 9

112 113 525 9

113 114 325 9

135 35 375 4

149 1 400 1

152 52 400 1

160 67 350 6

197 101 250 3

Table A.2: Overhead line configurations (Config.)

Config. Phasing Phase Cond. Neutral Cond. Spacing

ACSR ACSR ID

1 A B C N 336,400 26/7 4/0 6/1 500

2 C A B N 336,400 26/7 4/0 6/1 500

3 B C A N 336,400 26/7 4/0 6/1 500

4 C B A N 336,400 26/7 4/0 6/1 500

5 B A C N 336,400 26/7 4/0 6/1 500

6 A C B N 336,400 26/7 4/0 6/1 500

7 A C N 336,400 26/7 4/0 6/1 505

8 A B N 336,400 26/7 4/0 6/1 505

9 A N 1/0 1/0 510

10 B N 1/0 1/0 510

11 C N 1/0 1/0 510
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Table A.3: Underground line configuration (Config.)

Config. Phasing Cable Spacing ID

12 A B C 1/0 AA, CN 515

Table A.4: Transformer data

kVA kV-high kV-low R - % X - %

Substation 5,000 115 - D 4.16 Gr-W 1 8

XFM - 1 150 4.16 - D .480 - D 1.27 2.72

Table A.5: Shunt capacitors

Node Ph-A Ph-B Ph-C

kVAr kVAr kVAr

83 200 200 200

88 50 0 0

90 0 50 0

92 0 0 50

Total 250 250 250
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Table A.6: Three-phases switches

Node A Node B Normal

13 152 closed

18 135 closed

60 160 closed

61 610 closed

97 197 closed

150 149 closed

250 251 open

450 451 open

54 94 open

151 300 open

300 350 open

Table A.7: Spot loads

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-4

Model kW kVAr kW kVAr kW kVAr

1 Y-PQ 40 20 0 0 0 0

2 Y-PQ 0 0 20 10 0 0

4 Y-PR 0 0 0 0 40 20

5 Y-I 0 0 0 0 20 10

6 Y-Z 0 0 0 0 40 20

7 Y-PQ 20 10 0 0 0 0

9 Y-PQ 40 20 0 0 0 0

10 Y-I 20 10 0 0 0 0

125



11 Y-Z 40 20 0 0 0 0

12 Y-PQ 0 0 20 10 0 0

16 Y-PQ 0 0 0 0 40 20

17 Y-PQ 0 0 0 0 20 10

19 Y-PQ 40 20 0 0 0 0

20 Y-I 40 20 0 0 0 0

22 Y-Z 0 0 40 20 0 0

24 Y-PQ 0 0 0 0 40 20

28 Y-I 40 20 0 0 0 0

29 Y-Z 40 20 0 0 0 0

30 Y-PQ 0 0 0 0 40 20

31 Y-PQ 0 0 0 0 20 10

32 Y-PQ 0 0 0 0 20 10

33 Y-I 40 20 0 0 0 0

34 Y-Z 0 0 0 0 40 20

35 D-PQ 40 20 0 0 0 0

37 Y-Z 40 20 0 0 0 0

38 Y-I 0 0 20 10 0 0

39 Y-PQ 0 0 20 10 0 0

41 Y-PQ 0 0 0 0 20 10

42 Y-PQ 20 10 0 0 0 0

43 Y-Z 0 0 40 20 0 0

45 Y-I 20 10 0 0 0 0
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46 Y-PQ 20 10 0 0 0 0

47 Y-I 35 25 35 25 35 25

48 Y-Z 70 50 70 50 70 50

49 Y-PQ 35 25 70 50 35 20

50 Y-PQ 0 0 0 0 40 20

51 Y-PQ 20 10 0 0 0 0

52 Y-PQ 40 20 0 0 0 0

53 Y-PQ 40 20 0 0 0 0

55 Y-Z 20 10 0 0 0 0

56 Y-PQ 0 0 20 10 0 0

58 Y-I 0 0 20 10 0 0

59 Y-PQ 0 0 20 10 0 0

60 Y-PQ 20 10 0 0 0 0

62 Y-Z 0 0 0 0 40 20

63 Y-PQ 40 20 0 0 0 0

64 Y-I 0 0 75 35 0 0

65 D-Z 35 25 35 25 70 50

66 Y-PQ 0 0 0 0 75 35

68 Y-PQ 20 10 0 0 0 0

69 Y-PQ 40 20 0 0 0 0

70 Y-PQ 20 10 0 0 0 0

71 Y-PQ 40 20 0 0 0 0

73 Y-PQ 0 0 0 0 40 20
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74 Y-Z 0 0 0 0 40 20

75 Y-PQ 0 0 0 0 40 20

76 D-I 105 80 70 50 70 50

77 Y-PQ 0 0 40 20 0 0

79 Y-Z 40 20 0 0 0 0

80 Y-PQ 0 0 40 20 0 0

82 Y-PQ 40 20 0 0 0 0

83 Y-PQ 0 0 0 0 20 10

84 Y-PQ 0 0 0 0 20 10

85 Y-PQ 0 0 0 0 40 20

86 Y-PQ 0 0 20 10 0 0

87 Y-PQ 0 0 40 20 0 0

88 Y-PQ 40 20 0 0 0 0

90 Y-I 0 0 40 20 0 0

92 Y-PQ 0 0 0 0 40 20

94 Y-PQ 40 20 0 0 0 0

95 Y-PQ 0 0 20 10 0 0

96 Y-PQ 0 0 20 10 0 0

98 Y-PQ 40 20 0 0 0 0

99 Y-PQ 0 0 40 20 0 0

100 Y-Z 0 0 0 0 40 20

102 Y-PQ 0 0 0 0 20 10

103 Y-PQ 0 0 0 0 40 20
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104 Y-PQ 0 0 0 0 40 20

106 Y-PQ 0 0 40 20 0 0

107 Y-PQ 0 0 40 20 0 0

109 Y-PQ 40 20 0 0 0 0

111 Y-PQ 20 10 0 0 0 0

112 Y-I 20 10 0 0 0 0

113 Y-Z 40 20 0 0 0 0

114 Y-PQ 20 10 0 0 0 0

Appendix B: Secondary Distribution System Data

Table B.1: Winding resistance and
reactance data for considered DTs

Ratings RA% XA%

75 kVA 0.8 0.96

50 kVA 1.014 1.37912

25 kVA 0.5367 0.8586

Table B.2: Type and length of used
SL and SD

Type Length (ft)

SL 4/0 AA 125

SD 1/0 AA 90
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