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Abstract

To reach the increasing demand for monoclonal antibodies the pharmaceutical industry
has been looking into ways to optimize productivity. Monoclonal antibodies (mAb) are
commonly synthesized in mammalian cell cultures. Chinese Hamster Ovary (CHO) cells
are among the most used cells by the industry for mAb production. Changes in medium
formulation used in cell culturing is a crucial factor among others for maximizing mAb
productivity. Mathematical modelling is a useful tool for better understanding the behav-
ior of each medium component on cellular metabolism and for developing new medium
formulations by model based optimization.

Mechanistic models, such as metabolic flux models and nonlinear differential kinetic mod-
els, have been used in the literature to study cellular performance. These mechanistic
models are developed based on fundamental laws of mass balance and stoichiometric in-
formation. However, several assumptions and simplifications are done during model de-
velopment due to the complexity of mammalian cells metabolism. For example, media
formulations contain over one hundred chemical components and the effect of each com-
ponent on growth and productivity is sometimes not well understood. On the other hand,
empirical models have the potential ability to describe the effect of many metabolites using
experimental data but they are expected to lack prediction accuracy beyond the data used
for model calibration. Part of the lack of prediction accuracy of empirical models is related
to the presence of many media components which may require many model parameters
and thus tend to overfit the data. Following the above, this work presents novel extensions
and applications of empirical, mechanistic and hybrid models that combine mechanistic
and empirical terms.

Dynamic metabolic flux analysis (DMFA) is a modelling approach that has gained atten-
tion in recent years due to its potential to describe dynamic cell behaviour while correctly
accounting for metabolic network information. This approach assumes that the cell opti-
mally allocates resources to maximize/minimize a biological objective function of interest.
Although DMFA has been applied extensively to bacteria it has not been much investi-
gated for mammalian cell cultures due to the relatively complex behaviour of the latter.
Chapter 3 presents an extension of a Dynamic Metabolic Flux Model for mammalian cells
with novel extensions to an earlier model that include i- prediction of biomass, ii- inclusion
of cell death in the model, and iii- application for both batch and perfusion systems. The
final DMFM model was proved very satisfactory, being able to predict the data with an
average error of 15%.

Empirical approaches are used by the industry to develop media formulation. However, the
reported empirical models are linear and they have not accounted for possible interactions
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among the components present in the cellular medium. Chapter 4 presents a new empir-
ical approach that includes linear, two-way interactions and squared terms representing
possible components interactions, including interactions with minor components present
in the medium, such as vitamins, metals, etc. Due to the large number of components
present in the media formulation, the resulting problem is defined as a high dimensional
problem where the number of predictor variables p is much larger than the number of ob-
servations n. The goal is to find parsimonious models to avoid over-fitting of the training
data. A number of techniques were investigated to reduce the parameters such as Lasso
and multivariate statistical methods. PCR and PLS model regressions were found suitable
to address the high dimensional problem and their predictions have shown good fit with
the data. The resulting PCR and PLS models were used for development of new medium
formulation by robust optimization. Also, an approach that combines PCR and PLS re-
gression with D-optimal design is presented to select a subset of most informative media
to be used for media optimization thus reducing the required number of experiments.

An alternative type of modelling approach involves the use of mechanistic models based
on mass balances and kinetic rate expressions. When applying these models with different
media formulations they often exhibit discrepancies between predictions and experimental
data. A key source of error is due to lack of knowledge about the metabolic effect of minor
elements. To correct for these errors hybrid models have been investigated in this thesis
which aim to incorporate effect of minor elements by empirical terms into the mechanistic
model of the major components. Following this approach Chapter 5 proposes the use of
a hybrid model that combines a mechanistic model of amino acids, glucose, by-products
and biomass with an empirical PLS based regression model that captures the effect of the
minor media elements. The original mechanistic model is described by a set of nonlinear
differential equations that uses kinetic terms of Michaelis–Menten form to predict the
profile of major medium metabolites. The empirical model is used to capture information
regarding medium components interactions, including the effect of minor components, to
the final hybrid model. Results have shown that better predictions were obtained by
the hybrid model in comparison with the original mechanistic model. Reduction of the
dynamic autocorrelation error between model and data was also observed by the hybrid
model prediction.

The model approaches presented in this thesis are shown to be efficient for describing the
performance of mammalian cell cultures. A significant part of this work has been developed
in collaboration with an industrial partner (MilliporeSigma - A business of Merck KGaA,
Darmstadt, Germany) on the development of growth media formulations for mammalian
cell cultures in batch and perfusion operations.
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Chapter 1

Introduction

The demand for therapeutic proteins, such as monoclonal antibodies, have been exponen-
tially increasing through the last decade due to their successful use in medical treatments.
Monoclonal antibodies (mAbs) are recombinant proteins that are currently used in the
treatment of rheumatoid arthritis, multiple sclerosis, HIV infection, Alzheimer disease,
breast cancer and colorectal cancer [127, 128]. By 2025, it is estimated that the antibody
global market will reach over 179 billion dollars, an increase of over 50% if compared to
the market in 2020 [35], as seen in Figure 1.1. Therefore, in order to meet this growing
demand for mAbs, pharmaceutical industries have been looking for more efficient manufac-
turing techniques to increase the productivity of mAbs while maintaining their therapeutic
efficacy.

Therapeutic proteins are commonly synthesized in mammalian cell cultures. Chinese
Hamster Ovary (CHO) cells are among the most used organisms for monoclonal antibody
production [84]. CHO cells are widely used due to their ability to adapt to different
culture media, for achieving higher titer than other mammalian cell lines and for being a
bio-safe host cell, e.g. less prone to virus infection [77, 83, 84, 81]. Furthermore, CHO cells
achieve high protein productivity due to their gene amplification qualities [114], and are
able to provide efficient human-like post translational modifications such as glycosylation
[179]. Aiming for cost-effective process production, technological solutions in cell culture
systems have been developed to improve cell growth and specific productivity such as feed
medium strategies and optimization of medium formulation [65]. The optimization results
investigated in this thesis focused on media formulation.

The medium used in cell culture process has a significant effect on cell proliferation and
cellular functions thus impacting antibody titer and growth [175, 59, 67]. Furthermore,
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Figure 1.1: The global market for monoclonal antibodies [35].

cell glycosylation and protein aggregation can also be influenced by medium composition
[70, 135]. Specifically, a cell culture medium should contain all the nutrients that cells
need to grow and reproduce, such as amino acids, inorganic salts, metals, vitamins, lipids
and hormones. Because small variations in some of these components, or, a interaction be-
tween two or more components can affect culture performance [67], finding the appropriate
medium is a challenging, time-consuming and costly process [59].

A cell culture system under different modes of operation, e.g. batch and perfusion,
is a dynamic process in which different nutrients are required at different phases of the
cellular growth [123]. Moreover, it is known that the lack or excess of certain components
in the cell environment can cause accumulation of harmful compounds or even cell death.
Thus, to meet the cells nutrients demand at all times during the culturing process, medium
optimization serves as an important tool to increase cellular productivity [171] [67].

Experimental analysis can be used to quantify the effect of some medium components.
Although several analytical techniques are available to measure amino acids and other
metabolites, e.g. chromatography and spectrometry, these procedures are expensive and
time-consuming [123]. Thus, it is crucial to limit the number of experiments that are re-
quired to do modelling and optimization. Furthermore, due to the diverse interactions that
exist between the components in the medium, experimental identification of the effects of
components on cellular performance is a arduous task. Alternatively, metabolic modelling
has become a useful approach to gain theoretical understanding of cell nutrients’ demand
and their effect on growth and productivity [171, 49]. Although metabolic models have not
been thoroughly investigated for mammalian cells they have been successfully used for bac-
terial cultures. Hence, this modelling approach has potential for improving understanding
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of mammalian cell cultures and for guiding the optimization of cell culture medium [131].

The traditional mathematical modelling approach for cell cultures consisted of formu-
lating a set of dynamic mass balances for the most important metabolites where these
balances may involve different degree of detail on kinetic reactions. In the more detailed
approaches each possible reaction among metabolites is described by a kinetic expression
of Michaelis-Menten type or other. However, due to the complexity of the mammalian
cell metabolic network, this approach results in models with large number of equations
and many parameters. These over-parameterized models are generally difficult to calibrate
when data is relatively scarce and noisy and are prone to over-fitting. Constraints’ based
models, in which quasi-steady state conditions are assumed for intracellular fluxes, have
been proposed in the literature to describe the evolution of metabolites concentration in a
culture system. Generally, the key potential advantage of these constraint-based models is
that they do not require extensive kinetic information as compared to the more traditional
models mentioned above [49]. For example, Metabolic Flux Analysis (MFA) and Flux
Balance Analysis (FBA) are constraint based models that have been used to understand
cell behavior at steady state conditions including the estimation of nutrients demands, and
prediction of cellular growth and productivity [171].

To account for the dynamic behavior of cellular systems, dynamic metabolic flux ap-
proaches, such as Dynamic Flux Balance Analysis (DFBA) [97, 76, 112, 113], have been
developed in the last years. These models follow the idea of an general optimization prob-
lem based on FBA or MFA formulation, as given by equation 1.1. Therefore, for each time
interval, the following optimization problem is solved:

max or min
v

biological function

subject to set of constraints
(1.1)

where v is the specific metabolic flux. The biological function and the set of constraints
are both function of the specific metabolic flux. This optimization problem considers that
through natural evolution cells have the ability to optimally allocate resources so as to
maximize or minimize a biological objective that is most beneficial for their cellular activ-
ities. This optimization is performed subject to stoichiometric and kinetic (reaction rate)
constraints. Generally, constraints in few amino acids are sufficient to constrain their be-
haviour whereas metabolites that are not rate limited follow the rate limited metabolites
according to their relative stoichiometric relations. Consequently, this type of model re-
quires a smaller number of model parameters as compared to other modelling approaches
and thus are less prone to over-fitting.

On the other hand, only a subset of medium components are usually described in
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metabolic models, such as macro nutrients and amino acids. Trace elements, such as
inorganic salts, vitamins, fatty acids, and metals, are frequently not present in metabolic
models due to a lack of complete information about their influence in cell metabolism
combined with the scarcity of data available for model training. Although these minor
components are found in very low concentration, it has been reported that they can have a
significant influence in cell behavior [23, 140]. For instance, vitamins function as cofactors
for some enzymes, and the lack of them can cause cell death, reduction of cellular growth
or a decrease in productivity [23]. A minimal variation in the concentration of other trace
elements can even affect glycosylation patterns [140]. Therefore, the investigation on how
these minor components and how the interaction between them can affect yield and protein
quality have been the focus of some current studies.

Empirical modelling techniques have also been proposed for media composition opti-
mization. For instance, optimal design of experiments (DoE) in combination with regres-
sion analysis can serve to identify important components and components interactions in
the medium. Statistical tools may be particularly practical for understanding the influence
of trace element components for which their exact metabolic roles is not clear. Neverthe-
less, media optimization based only on statistical analysis may still require a large number
of experiments and outcome values, which is not economically viable. Hence, it was hy-
pothesized in this thesis that a hybrid model that combines mechanistic and empirical
expressions can be suitable for capturing the effect of cell culture medium components on
cell culture performance.

Hybrid models started to be used in the biopharmaceutical field in recent years to ad-
dress the limitations of either purely mechanistic or purely empirical modelling approaches
[150, 159, 118]. While mechanistic models describes the bioprocesses with fundamental
laws of mass balance, stoichiometric and kinetic rate constraints, data-driven models ex-
tract information given by experimental data that cannot be explained by the mechanistic
equations. Hybrid models have been used to incorporate information about metabolic
fluxes [150] or effects of bioreactor operation conditions [118]. To our knowledge, hybrid
models have not been used yet with the aim to incorporate information regarding the vari-
ability of media formulations on cellular performance, including the variations of minor
components (such as vitamins, hormones, metals, etc) and effects from possible interac-
tions among all medium formulation components.

Following the above, this work presents novel contributions for empirical, mechanis-
tic and hybrid models for mammalian cell cultures. The thesis is organized as follows.
The second chapter presents a literature review about the topics discussed in this thesis.
Chapter 3 presents an expansion of the Dynamic Metabolic Flux Model (DMFM) for mam-
malian cells developed by Nikdel [114] by i- incorporating the prediction of biomass into
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the model; ii- incorporating kinetic expressions as function of metabolites concentration
for limiting components identified by the model; and iii- expanding the model for perfusion
operation. Chapter 4 presents the development of new media formulations based on em-
pirical PCR and PLS regression models that accounts for medium components interactions
and minor components effects. This chapter also presents the use of D-optimal Design of
Experiments (DoE) method to identify the most informative experiments about culture
productivity thus reducing the number of experiments needed to develop of new media
formulations. Chapter 5 presents a hybrid dynamic model that combines a mechanistic
model given by a set of dynamic balances of main metabolites and reaction rate expressions
with an empirical model given by PLS regression where the latter accounts for all medium
components interactions. Finally, Chapter 6 presents the conclusions and future work.
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Chapter 2

Background and Literature Review

2.1 Cell Culture and Media Optimization

Mammalian cells are cultivated under specific operating conditions and in a medium so-
lution in which all components required for their metabolic activities are present [161].
A medium formulation can directly influence cell culture productivity [112]. In order to
ensure that cells remain healthy and exhibit high growth, an optimal range of medium
nutrients concentration need to be reached [135].

Several types of media have been developed since the inception of cell culture technolo-
gies. The first media generation used to be derived from natural animal substances, such
as serum. Animal serum is a great source of proteins, growth factors and hormones [175].
However, due to variations in composition for different supplied serum, and due to the risk
of microbiological contamination (such as by bacteria, yeast or virus) that may promptly
cause the death of cells, there is a general drive in the industry to replace serum containing
media by synthetic serum-free medium. Such medium is composed of a basal medium,
which contains all compounds important for cells survival, and it is also supplemented
with specific components according to the needs of the cell line being cultivated [161]. In
general chemically defined media, has among its advantages a known specific composition
that results in reproducible cell culture outcomes with smaller risk of contamination [175].
With the continuously acquired knowledge of cell growth requirements it became clear that
media optimization is crucial for cell culture based manufacturing processes.

It is widely recognized that to ensure cell culture health and growth elements such
as hormones, growth factors, protease inhibitors, amino acids, vitamins, lipids, proteins,
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trace elements, glutamine, glucose and antibiotics are required [161]. Each one of these
components has a direct crucial role in the cells metabolism but also they can indirectly
affect the evolution of the culture by changing the cell culture environment. For instance,
amino acids levels may affect pH and osmolality of culture solutions while other nutrients
can affect mAb quality, glycosylation and protein aggregation [136].

Reinhart et al. [130] compared eight different chemically defined media for CHO (Chi-
nese Hamster Ovary) cell culture and confirmed that media composition and cellular adap-
tation might be the main reasons for cell culture performance results. Furthermore, the
authors shown that higher amino acids levels in culture media are not necessarily associ-
ated with higher cellular growth and antibody production, but the presence of particular
amino acids is essential for cell metabolism. Reinhart et al. [130] also confirmed that high
glucose level could affect glycolysis rate and lactate formation.

Kishishita et al. [79] analyzed amino acids supplementation and their influence on
monoclonal antibody production by comparing a medium before and after the CHO cell
culture. The authors concluded that amino acids supplements such as serine, cysteine and
tyrosine increase cell culture performance by raising monoclonal antibody production. Be-
sides, Kishishita et al. [79] found that by-products formation can be reduced by controlling
amino acids supplementation. Lactate and ammonia are examples of by-products that if
present in large concentrations they significantly affect productivity.

The concentration levels of key media nutrients, such as glucose and glutamine, that
affect cells’ glycosylation process was also investigated by Aghamohseni et al. [5] and Liu
et al. [90]. Because glycoproteins are able to influence mAb activities, these structures are
important features to evaluate the quality of monoclonal antibodies [87]. Liu et al. [90]
confirmed that glycan structures production are directly correlated with glucose concen-
tration present in the medium. Aghamohseni et al. [5] used a combination of data and
mathematical modelling based on metabolic flux analysis to study the effect of glucose,
glutamine and ammonia on glycosylation of mAb production and cell growth. These au-
thors found that higher initial glutamine concentration, consequently increases ammonia
level reducing galactosylation and sialylation indexes.

Sun et al. [149] investigated feeding strategies using glucose and galactose focused on
lowering the production of lactate in order to raise cell growth and mAb production in
a fed-batch reactor. Experimental results showed that the culture performance is related
to the occurrence of a metabolic shift of lactate which at some point during the culture
stops to be produced and starts to be consumed. The authors also associated an en-
ergy metabolism change to the metabolic shift in lactate production/consumption. The
optimized fed medium with glucose and galactose did not present accumulation or insuffi-
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ciency of amino acids in their cell culture; and, although lactose was being consumed, the
ammonia concentration increased.

Through an analytical experimental approach involving experiments in 96-well plates,
shake flasks and bioreactors, Bai et al. [11] explored the effect of iron and sodium citrate on
protein-free media for CHO cell culture. Iron is known as an essential component to keep
cells healthy and proliferate; yet, a non-optimal iron concentration is also toxic to cells.
Citrate, on the other hand, is involved in the TCA cycle, and consequently with protein
biosynthesis [11]. The authors reported that a combination of iron and sodium citrate are
essential components for cellular growth and antibody yield where their optimal concen-
trations vary within ranges of 0.1–0.5 mM and 0.125–1 mM, respectively. Furthermore,
the authors concluded that citrate may be responsible for a mAb productivity increase of
30 - 40%.

Aiming the optimization of media nutrients levels for a CHO cell culture, Rouiller et
al. [135] developed a novel approach for media blending design using a high-throughput
method. The approach included the use of empirical models, multivariate analysis and
design of experiments techniques. The authors concluded that the new blended media ob-
tained with their approach was able to improve by 20% cell growth and by 40% titer. Fur-
thermore, they identified the medium components ferric ammonium citrate, panthothenic
acid, valine, methionine, arginine, biotin and serine as the ones that most affect the mAb
titer concentration in CHO-S cell line culture.

The importance of several other supplements, minor components such as non-amino
acids, in the cell culture media is discussed in Yao & Asayama [175]. In general, metabo-
lites that are present in the medium in small amounts are optimized using experimen-
tal analysis. Often, the minor components are not optimized simultaneously but they
are rather optimized in smaller subsets, e.g. subset of vitamins, subset of metals, etc
[11, 52, 169, 137]. Mathematical modelling and statistical tools have been frequently used
in industrial practice for medium optimization [135, 114, 143, 105, 158, 49, 68]. However
most of the mathematical models reported in literature only describe amino acids and other
major byproducts such as lactate and ammonia. To the author’s knowledge, mathematical
modelling accounting simultaneously for the influence of all medium components, including
amino acids, major and minor components, has not been reported as yet.

In summary, different approaches have been reported for media optimization such as
analytical experiments, design of experiments, statistic tools and metabolic mathemati-
cal models. To satisfy the constant need for reducing process costs and culturing times
while improving quality production and performance of cell culture, further research is still
required to identify the effect of different media components on cell behavior.
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2.2 Statistical Tools for Metabolic Data

Several statistical techniques are available for interpreting and understanding correlations
among data. Multivariate statistical tools, such as Principal Components Analysis (PCA)
and Partial Least Squares (PLS) regression have been used to describe correlations among
the input data (PCA) or between input and output data (PLS). On the other hand optimal
Design of Experiments (DoE) based on statistical premises is an additional tool that has
been used to identify particular experimental conditions that are most informative about
the effect of medium components on cell culture products. A brief description of the
statistical methods used to interpret cell culture data is presented bellow:

i. Principal Component Analysis (PCA): Compresses a larger set of variables into
a smaller set of new variables, referred to as ’principal components’ (PC), which are
linear combinations of the original variables. The PC also account for most of the
variance of the original large set of variables.

ii. Principal Component Regression (PCR): This method is a linear regression
model based on Principal Component Analysis (PCA). It models a response variable
using a new set of predictor variables, the ’principal components’ (PC), which explain
the observed variability in the predictor variables, without considering the response
variable.

iii. Partial Least Squared (PLS): Finds the linear relationship between a large set
of independent predictor variables and a set of dependent response variables. The
PLS approach identifies multidimensional directions in the input space that explains
most of the variance of the output space.

iv. Least Absolute Shrinkage Selector Operator (LASSO): Selects regression pa-
rameters through a shrinkage process based on an optimization cost that involves
a regularization term. LASSO identifies the most important independent predictor
variables related to the dependent response variables that minimize the overall pre-
diction error. LASSO can help to interpret the resulting regression model because
insignificant variables have their parameters reduced to zero. A tuning parameter
(λ) is used to control the strength of the penalty weight on the regularization term.
As λ increases the bias increases and the variance decreases.

v. Elastic Net: A regularized regression method that can be described as an extension
of LASSO regression. The elastic net approach presents the same LASSO optimiza-
tion problem with an additional quadratic term into the penalty weight.
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vi. Hierarchical Cluster Analysis (HCA): Identifies similarities among the available
data and groups them into clusters. Then, a hierarchy is created among the identified
clusters based on an “agglomerative” and “divisive” strategies. The HCA results can
be visualized in heat maps, dendrograms or cluster trees.

Since the uses of the above algorithms are pervasive in process systems the following
review focuses only on application related to cell culture. Selvarasu et al. [143] used
PCA and PLS to analyze results of a CHO fed-batch cell culture conducted with protein
free chemically defined medium. The authors were interested in finding the nutrient’s
components that were most correlated to lactate and ammonia secretion since the latter
are responsible for inhibiting cell growth. As expected, the cell culture results indicated
that glucose and glutamine depletion are highly correlated with lactate and ammonia,
respectively. Yet, a high correlation between asparagine and ammonia responses were also
found. PCA was also used by Hong et al. [66] to understand the influence of amino acids
concentrations from different cell culture media on the lactate production/consumption
shift.

Recently, Moris et al. [107] used PLS regression for identification of amino acids that
most affect titer production in CHO cells. The resulting PLS model was used to propose
new feeding strategies for fed-batch reactors. Eyster et al. [165] also used a PLS model for
predicting the evolution of glucose and lactate with the aim to develop a nutrient control
strategy for a fed-batch reactor used for mAb production in CHO cell culture.

Templeton et al. [153] used hierarchical clustering analysis (HCA) and PLS in order
to evaluate important metabolic fluxes in a C-MFA model of CHO cells. They identified
that the IgG specific productivity was associated to the lactate dehydrogenase (LDH)
flux, concluding that higher productivity is achieved when lactate consumption increases.
Using PLS, the authors also identified that glutamine has a strong negative correlation
with recombinant monoclonal antibody production.

The Least Absolute Shrinkage and Selection Operator (LASSO) have been used in the
literature for modelling processes and for identifying variables that affect the predictions
of product quality. LASSO is an original variable selection method that outcomes with
a smaller regression model when its selection operator turn irrelevant coefficients to zero
[174]. In this way, LASSO regression provide a better model accuracy by only selecting
meaningful input variables [10]. For example, Yan et al. [174] shown the effectiveness of
their proposed LASSO approach for an injection molding process case study, showing that
LASSO method could predict with more accuracy, e.g. with a smaller root mean squared
error, the batch operation results if compared to multi-way partial least squares (MPLS)
and PLS approaches.
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Badsha et al.[10] used Elastic net regression, an extension of LASSO method, to elu-
cidate significant metabolites that influence, for instance, cell growth, glucose and lactate
rates in CHO-K1 cells operating in a batch culture system. The analysis identify corre-
lations between cell growth and the metabolites ribose-5-phosphate, lactic acid, arginine,
glucose and ammonium ion. Factors UDP-glucose, S-adenosylmethionine, arginine, and
glutathione were found important for glucose and lactate uptake rate.

It is common in metabolic engineering that the number of factors being analyzed in a
system is much larger than the number of samples/observations available. Hence, the least
squares approach is not viable due to the under-determinacy of the problem. Instead, other
statistical techniques that uses regularization (such as LASSO) or compressed (such as PCA
and PLS) process are an acceptable approach to describe the system with a parsimonious
linear model where over fitting of noise is avoided.

The concept of sparse and compressed linear regression models has also been used to
perform an optimal DoE that is limited to specific data regions of interest. The main point
of this strategy is to select a minimal number of input variables, from all the variables
of the system, that helps to estimate model parameters and helps to design experiments
without affecting the predicted statistical variability of the parameters of the model [126].
This coupling of DoE and statistical regression techniques is presented in the current work.

2.2.1 Design of Experiments

Biological systems are dynamic processes that must be modeled by a combination of dif-
ferential and algebraic equations. Once the dynamic model is formulated, experiments
need to be carried out in order to estimate the parameters of the model. Cell culture and
media analysis experiments are expensive and time consuming. For these reasons, when
modelling biological systems, academics and industrial practitioners seek for a minimum
number of experiments that will be able generate the most informative data for model
calibration [50, 151].

In the DoE approach, variables input are exploited with the aim to select experiment
samples that will provide significant information about the model and its intended appli-
cation [93]. Since one of the key practical endeavors goals is model based optimization,
the metabolic models are focused on understanding which inputs give the best cellular
performance. However, in many cases it is desired to calibrate models that describe the
system in a wide region of operating conditions corresponding to either good or bad cellu-
lar performance. In this case, experimental samples should generate relevant information
about conditions and metabolites concentration that most affect cells behavior.
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A Model-Based Design of Experiments (MBDoE) is an useful technique to choose ex-
periments that will generate helpful information for the development of dynamic determin-
istic models [17, 50]. In this method, an optimal design problem is solved by optimizing
a scalar measure of the Fisher information matrix or variance-covariance matrix that re-
duces the uncertainty in the model parameters, e.g. as given by their confidence intervals
[50, 151, 152]. Since MBDoE is formulated as a nonlinear optimization problem it gener-
ally require initial model parameters’ values to start the optimization search. Data that
can be used for initial guesses about the parameters can be found in literature or acquired
from previous DoE results [93]. After the hypothesized model is fitted with the initial
parameters’ values, optimal experiments can be designed by a sequential iterative process
of model fitting and parameterization to find the final parameter values that result in good
fitting between predictions and data [17, 50].

The final goal of an optimal design of experiments is to utilize a minimum number of ex-
periments to obtain the maximum experimental data information (or variability) [151, 93].
Specific design criteria that shapes the confidence region of the model parameters, are used
to solve optimal design problems [93, 108]. The current optimal DoE methods are referred
by the corresponding design criteria used: A-design, D-design, E-design, Modified-E-design
and V-design [108]. By using these design criteria, optimal experiments can be chosen that
will generate the highest information data for model parameter estimation [111]. If the
calibrated model by one of these methods is subsequently used for optimization, improving
the model fitting with fewer experiments will lead to the improvement of productivity in
biological systems with a low cost of experimentation [93].

Design of Experiments can be run sequentially, in parallel or even in a combination of
both modes. Usually, dynamic models are calibrated with sequential DoE based approaches
[93]. In a sequential design of experiments data information is collected from a wide range
of conditions throughout the design space. Then, a region of interest can be identified based
on the experiments and further application of the optimization design criteria problem is
used to plan additional following experiments [148]. Figure 2.1 presents a flowchart in which
the sequential design of experiment steps are followed for a maximum of N experiments.

Cockshott & Sulivan [32] used a combination of both sequential statistical design and
analysis methods to optimize fermentation media for Aspergillus nidulans. The sequential
statistical experiment design techniques, Plackett–Burman, factorial, response surface and
ridge analysis, were used to screen the effect of fifteen media nutrients. The sequential
experimental procedure identified a group of five significant media components which were
used to obtain a final optimal media formulation that increased title by 46%.

Several other works in literature combine design of experiments with modelling ap-
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proaches in order to optimize the process conditions of interest [93, 152, 148]. However,
to the knowledge of the author, the use of regression models and design of experiments
to understand the effect of interactions among all medium components and for optimizing
complex media have not been reported before.

Media used for mammalian cell culture are composed of a large number of components
(∼100). These components can also present interaction effects on the productivity results.
The use of novel mathematical modelling in bioprocesses that involve many parameters, e.g.
dynamic metabolic flux analysis, has also generated the need for more informative design
of experiments [80]. Efficient design of experiments for model calibration can promote the
use of more sophisticated dynamic modelling technique and provide a better understanding
on the influence of specific media components on cell performance [17].

Chapter 4 section 4.3 presents complementary literature review on medium design and
mathematical approaches to the "n < p regression problem", e.g., cases where the number
of samples are much smaller than the number of variables.

Figure 2.1: Sequential design of experiments steps. Based on Soepyan et al. [148]

2.3 Mathematical Metabolic Modelling

Mathematical modelling has among its advantages the ability to test hypotheses, theories
and concepts and to simulate and predict different process conditions [14]. Also, models can
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be used for optimizing operating conditions thus requesting a lower number of experiments
as compared to empirical optimization approaches. Furthermore, mathematical models
based on first principles and knowledge about the cellular metabolism can serve to identify
biological mechanisms that may not be obvious from either experimental data or statistical
models.

The complex cellular metabolism can be described by a large network system in which
nutrients are transformed into essential molecules necessary for cells’ growth. The metabolic
network can also serve to describe reactions that generate or consume energy needed for cell
proliferation and maintenance [96, 158]. Based on the metabolic network, mass balances
can be formulated for both intracellular and extracellular metabolites using stoichiometric
proportions to describe steady state conditions or suitable kinetic expressions to describe
dynamic situations [14].

Metabolic Flux Analysis (MFA) is an important mathematical approach used to quan-
titatively estimate metabolic fluxes [158]. Since metabolic networks may involve many
reactions for intracellular and extracellular metabolites some simplifications are generally
done. For example, assuming a steady state the mass balances can be expressed as a
function of the metabolic fluxes as per the following equation 2.1:

Sv = 0 (2.1)

where S ∈ Rr×q is the stoichiometric matrix, v ∈ Rq×1 is the vector of fluxes for each
metabolic flux v = (v1, ..., vq), r and q are the number of metabolites and the number of
fluxes, respectively, involved in the metabolic pathway.

MFA has been used to identify main metabolic fluxes of CHO cells in order to reduce
the number of mass balances necessary to describe dynamic scenarios [105]. For example,
Naderi et al. [110] and Hille [64] employed MFA to identify significant fluxes. Assuming
fluxes that were less than 1% of the total flux sum could neglected, the authors identi-
fied significant macro-reactions and used them as a basis for the formulation of dynamic
balances of metabolites using kinetic terms such as Michaelis–Menten.

Due to the large number of reactions and the fact that each metabolite may participate
in more than one reaction, the MFA may result in underdetermined or overdetermined
system of algebraic equations thus requiring the addition of constraints to obtain unique
solutions. Recently, Kastelic et al.[75] and Erklavec Zajec et al. [46] used a constrained
metabolic flux approach to describe a metabolic network of over 100 reactions. The ap-
proach was used to identify elementary modes that were used for developing dynamic
kinetic equations. These dynamic equations were then used to study the effect of different
operating conditions for CHO cell culture operated in fed-batch mode.
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Thereby, a constrained version of MFA, often referred as Flux Balance Analysis (FBA),
is used where a cellular biological function is optimized subject to constraints. Limits
on metabolic rates, stoichiometric relations as well as thermodynamic information may
be used as constraints [49]. Lee et al. [85] used FBA to address a problem that was
underdetermined since the number of metabolites was smaller than the number of reaction
fluxes. An FBA formulation can be written according to equation 2.2:

min
v

cTv

subject to Sv = 0

vL ≤ v ≤ vU .

(2.2)

where cTv ∈ R1×1 is a biological objective function to be optimized (such as growth rate),
vL and vU ∈ Rq×1 are, respectively, the vectors for lower and upper bounds of the specific
metabolic flux v. The rationale for this optimization is that cells have acquired through
natural evolution the ability to optimally allocate resources so as to maximize or minimize
a biological objective that is most beneficial for their proliferation.

FBA solves the metabolic flux systems in steady state conditions. On the other hand,
cell cultures are dynamic in nature. The extension of FBA to describe dynamic cell culture
processes was first proposed by of Savinell & Palsson [141]. The key idea by these authors is
that the FBA static model shown in equation 2.2 for steady state, can be instead solved at
each time interval of a dynamic operation, e.g. batch or fed-batch, and the fluxes calculated
at each time can be used for calculating the changes in metabolites’ concentrations using
a numerical integration approach. Mahadevan et al. [97] proposed a Dynamic Metabolic
Flux Analysis (DFBA) to analyze the diauxic growth in E. coli cells. Assuming the cells
are able to maximize the resources that are provided to them, the DFBA incorporates the
rate-of-change constraints on metabolic fluxes.

Following what was presented above, Nikdel and Budman [112] and Nikdel et al. [113]
developed a systematic 3-step approach (described in Chapter 3) to identify a Dynamic
Metabolic Flux Model (DMFM) that was successfully applied to bacteria and other mi-
croorganisms. The DMFM typically requires a smaller number of parameters as compared
to models that require modelling of each reaction in the metabolic network. A DMFM can
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be formulated as in equation 2.3, for each sampling interval k (k = 1, ..., tf ).

max
vk

cTvk

s.t. f(ψk) ≤ Svk ≤ g(ψk)

vk ≥ 0
ψk+1 = ψk + SvkXv,k∆k ≥ 0

(2.3)

where k is the sampling time, tf is the final sampling time, vk = (v1, ..., vq)k ∈ Rq×1 is
the vector of fluxes for each q metabolic flux at time interval k, ψ ∈ Rr×1 is the vector of
concentration for each metabolite r, Xv ∈ R1×1 is the biomass concentration, f(ψ) ∈ Rr×1

and g(ψ) ∈ Rr×1 are lower and upper kinetic reaction rates vector defined as a function
of the metabolite’s concentration participating in the corresponding reaction. These rate
constraints can be represented by Michaelis-Menten expressions or from interpolation of
look-up tables as done in the current study [112]. The last equality in equation 2.3 repre-
sents an Euler integration that serves to update the metabolites’ concentrations with time
as a function of the fluxes v calculated at each time interval.

The systematic 3-step approach to identify DMFM was recently studied in another
work of Nikdel [114] for mammalian CHO cells in a batch system. However, in this model
biomass was not being predicted by the DMFM. Also, the DMFM model by Nikdel [114]
is applied only to batch reactor process. To the knowledge of the authors, no such sys-
tematic identification of a DMFM, including biomass prediction, has been conducted for
mammalian CHO cells.

One reason for this lack of mammalian cell descriptions is that their general regulatory
behavior is highly complex. The regulation of metabolism in mammalian cells is closely
related to several processes such as different forms of death [105], and varying energy
requirements. For example, while bacteria growth is mostly limited by availability of
nutrients, mammalian cells’ growth is also limited by apoptosis (programmed cell death)
or by exposure to high concentrations of by-products (ammonia, lactate). In the literature,
few metabolic analysis incorporate these process into the models. For mammalian cells,
there is not yet a dynamic metabolic flux model which incorporates apoptosis and/or
describes a perfusion system as intended in the current work.
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2.4 Hybrid Models

Metabolic dynamic models that are used to describe cellular systems requires mechanistic
knowledge about the metabolic network system and extensive experimental information,
especially about kinetic parameters involved in bioreactions’ rate terms. One of the lim-
itations of such models are the lack of information about kinetic metabolic parameters
involved in (complex) cellular systems and the large amount of data required to calibrate
these type of models [36]. To overcome these challenges, hybrid models have been proposed
as an alternative description of the metabolic behavior of cells [38].

Hybrid models combine mechanistic and empirical information into an overall model.
Mechanistic approaches, or first principles’ models, take into account the prior knowledge
about the process through fundamental conservation laws. The key advantage of mechanis-
tic models is their superior extrapolation capabilities beyond the operating conditions used
for model calibration. Still, first principles’ models may not be able to predict accurately
due to incomplete knowledge about all the physical/biological phenomena involved in the
process and thus it may not be able to fit the experimental data [43].

On the other side, empirical models, or data-driven models, can be adjusted to fit
the experimental data by minimizing some norm of the error between model and data
[43]. Empirical approaches can be based on regression analysis, artificial neural networks,
Fourier series, smoothing splines, and other similar correlations. However, despite their
ability to fit the data, empirical models have limited extrapolation capability and it may
provide non-physical results outside the region of calibration since it does not account for
physical/biological constraints [43]. Also, empirical models can bring information about
interactions and patterns observed by the data that are not described in mechanistic models
[147].

In a hybrid model, mechanistic and empirical models are combined together in either
serial or parallel structures. Hybrid models that follow a serial arrangement use mechanistic
and empirical models one after the other [54]. Then, the final prediction is obtained from
the sum of the predicted output of the first principles model plus the error where the latter
is calculated with the empirical model. Figure 2.2a presents the flowchart of a hybrid model
in a serial mode [43]. It should be noticed that in this arrangement the input variables is
only used in the empirical model and is not used directly in the mechanistic model.

On the other hand for hybrid models of parallel structure the input variables is fed
simultaneously to both the mechanistic and empirical models where the mechanistic part
is based on the available physical/biological knowledge about the process while the em-
pirical component is used to capture the behavior that is not captured by the mechanistic
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component. Figure 2.2b shows the hybrid model with parallel structure [43].

(a) Serial arrangement.

(b) Parallel arrangement.

Figure 2.2: Hybrid model dispositions. Adapted from Duarte et al. [43]

Azevedo et al. [38] developed a hybrid formulation that combines the mass balance
equations (mechanistic component) and an artificial neural network (empirical component)
to predict biomass formation in the baker’s yeast. In this case the artificial neural net-
work used the available data measurements to complete the information about the kinetic
reaction and the latter it was further fed into the set of mass balance equations. Follow-
ing a dynamic serial hybrid model structure, the output from the mechanistic equations
was used to train the neural network by minimizing the sum of square errors between the
mechanistic model predictions and the data. The authors concluded that the hybrid model
was able to predict and explain experimental data with good accuracy. Furthermore, the
authors emphasize the importance of hybrid approaches in the biochemical engineering
field, in which a lack of metabolic information and data are key challenges for developing
accurate models.

Teixeira et al. [150] include information from an Elementary Mode analysis into a hybrid
model for the identification of prevalent pathways in recombinant Baby Hamster Kidney
(BHK-21A) cell cultures to improve production of recombinant fusion of glycoprotein.
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The authors incorporated into the Elementary Mode kinetics the product of two functions,
in which the first one is defined by a mechanistic/empirical function and the second is
a nonparametric (purely empirical) function that was calibrated with data. Thus, this
parallel hybrid model integrated the knowledge from metabolic reactions with intracellular
kinetics. It was shown by Texeira et al.. [150] that optimal feeding strategies based on the
hybrid model resulted in higher final product concentration.

The work of Costa et al. [36] investigated a hybrid formulation that could reduce
the complexity of models for large metabolic network. The authors studied four hybrid
models, in which the mechanistic approach was described by the Michaelis-Menten kinetics
for one specific substrate, and four different empirical kinetic structures (generalized mass
action, convenience kinetics, power-law, and lin-log) were applied for the other reactions.
The formulated hybrid models results were compared with a model that was developed
solely based on mechanistic equations. The main idea of the authors was to use simplified
models to describe large metabolic networks for which the precise kinetic rate for part
of the metabolites are not known. Costa et al. [36] concluded that the hybrid model
coupled to the lin-log based empirical component successfully predicted the results of E.
coli metabolism.

O’Brien et al. [118] presented a hybrid model to study the bioprocess systems of an
in silico mammalian cell culture. Their model combined mechanistic models for central
metabolism, cell signaling, cell growth, and the reactor environment and used a large
manufacturing data set which presented a great variability to simultaneously calibrate all
model parameters. The final model was used to optimize the reactor process conditions
and to predict cellular performance.

Recently, Ghosh et al. [54] presented a parallel hybrid model that combined a mecha-
nistic model with PLS regression to describe a batch poly(methyl methacrylate) (PMMA)
polymerization reactor. The results of their work have shown improved modeling pre-
dictions with the hybrid model compared with mechanistic or data-driven model alone.
However,it is important to notice that, in contrast with the current work, the model was
simpler in terms of the number of variables (only 2 input variables were considered) and
the hybrid model parameters were not re-calibrated.

Hybrid formulations can be developed in order to make use of the benefits of both
approaches, using in this way all available information and knowledge from the system
being studied [38]. In the current study we are proposing a parallel hybrid model that
combine a mechanistic model given by dynamic balances of metabolites using kinetic terms
such as Michaelis–Menten with an empirical regression based on Partial Least Squared
(PLS) regression. The proposed model, which is presented in Chapter 5 is considered a
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parallel structure since a subset of the input variables is used simultaneously by both the
dynamic mechanistic equations and by the PLS regression. Also, parameter re-calibration
was performed for the hybrid model. To the knowledge of the author, the proposed hybrid
approach was never presented in the literature to study media optimization with respect
to major and minor components and their nonlinear interactions.
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Chapter 3

Identification of a Dynamic Metabolic
Flux Model for a Mammalian Cell
Culture

This chapter is based on the author’s work presented at the XXIX Interamerican Congress
of Chemical Engineering held jointly with the 68th Canadian Chemical Engineering Con-
ference (CsChe 2018) [27] and in the author’s paper presented at the 12th IFAC Symposium
on Dynamics and Control of Process Systems, including Biosystems (DYCOPS 2019) [28].
This work follows a 3-step approach to identify DMFM for mammalian CHO cells recently
studied in thesis of Nikdel [114]. In the work of Nikdel [114] CHO cells were studied in
a batch system and biomass was not being predicted by the DMFM. The contribution of
this current work focuses on expanding the DMFM initially developed by Nikdel [114] to
account for biomass prediction, apoptotic (cell death) behavior and perfusion operation.

3.1 Introduction

Therapeutic proteins, such as monoclonal antibodies (mAbs), are commonly synthesized
in mammalian cells, in particular, Chinese Hamster Ovary (CHO) cells [84]. To optimize
cell growth and specific productivity it is imperative to understand the metabolic behavior
of mammalian cells cultivated in cell cultures and to predict the evolution of nutrients
and by-products’ concentrations with time. Metabolic modelling has become a useful
approach to build predictive mass balance models that conform to the metabolic network
and potentially identify targets for genetic engineered modifications [131, 112].
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Biochemical models that involve mass balances where each possible metabolic reaction
must be described by a kinetic rate concentration dependent expression involve many cali-
bration parameters. Furthermore, lack of data for many of these metabolites often makes it
difficult to calibrate these over-parameterized kinetic metabolic models. Constraint based
models, in which quasi-steady-state conditions are assumed for intracellular fluxes, have
been proposed in the literature to describe the evolution of metabolites’ concentrations
for cell culture systems. These constraint-based models typically require less model pa-
rameters as compared to models that require kinetic expressions to represent each possible
reaction in the network [49]. Metabolic Flux Analysis (MFA) and Flux Balance Analysis
(FBA) are examples of constraint based models that have been used to understand cell
behavior and estimate nutrients demands at steady state [171].

Dynamic Metabolic Flux Modelling (DMFM), an extension of FBA, is a dynamic mod-
elling approach [97, 98] where a specific biological function is optimized at each time interval
with respect to a vector of fluxes subject to some constraints. The DMFM typically re-
quires a smaller number of parameters as compared to models that require modelling of
each reaction in the metabolic network. The inherent assumption in DMFM is that the
cell is acting as an optimizing agent where an biological objective, e.g. growth rate, is
minimized or maximized subject to few limiting kinetic constraints while most species are
assumed to be correlated with each other through stoichiometric relations. A DMFM can
be formulated for each sampling interval k (k = 1, ..., tf ) as follows:

max
vk

cTvk

s.t. f(ψk) ≤ Svk ≤ g(ψk)

vk ≥ 0
ψk+1 = ψk + SvkXv,k∆k ≥ 0

(3.1)

where k is the sampling time, tf is the final sampling time, cTvk ∈ R1×1 is a biological
objective function to be optimized (such as growth rate, metabolic burden, etc), vk =
(v1, ..., vq)k ∈ Rq×1 is the vector of fluxes for each q metabolic flux at time interval k, c
∈ Rq×1 is a vector of coefficients, ψ ∈ Rr×1 is the vector of concentration for each metabolite
n, S ∈ Rr×q is the stoichiometric matrix, Xv ∈ R1×1 is the biomass concentration, f(ψ)
∈ Rr×1 and g(ψ) ∈ Rr×1 are lower and upper kinetic reaction rates vector defined as
a function of the metabolite’s concentration participating in the corresponding reaction.
These rate constraints can be represented by standard kinetic expressions such as Michaelis-
Menten or can be obtained from interpolation within look-up tables as done in past works
[114] and [27]. The last equality in equation 3.1 represents an Euler numerical integration
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operation that serves to update the metabolites’ concentrations with time as a function of
the fluxes v calculated at each time interval.

Following this modelling approach, the DMFM (equation 3.1) does not require the cali-
bration of kinetic parameters for each possible reaction involved in the metabolic network,
but only for a subset of them. Thus, only parameters of metabolites considered as relevant
constraints in the functions f(ψ) and g(ψ) need to be estimated. The evolution with time
of many metabolites that are not rate limited are calculated by mass balance stoichiomet-
ric relations. However, while the DMFM can potentially result in compact models, a key
challenge for this approach is the identification of limiting constraints that best describe
the data.

A systematic approach to identify DMFM has been recently proposed and success-
fully applied to bacteria and other microorganisms [112, 113]. This systematic approach
was also used to identify a preliminary DMFM for mammalian CHO cells [114]. How-
ever, in this last work, biomass concentration which is crucial since it affects each of the
mass balance equations was not being predicted by the model. Also, to the knowledge of
the author, no such other systematic identification of a DMFM has been conducted for
mammalian CHO (Chinese Hamster Ovary) cells. In general the lack of reported DMFM
models for mammalian cells, such as CHO cells, is due to the fact that they exhibit a more
complex behavior as compared to bacteria. For example, while bacteria growth is mostly
limited by availability of nutrients, mammalian cells’ growth is also limited by apopto-
sis (programmed cell death) or by exposure to high concentrations of toxic by-products
(ammonia, lactate). In this current work, a DMFM for mammalian cells is systematically
identified using methods proposed earlier by our group [112, 113, 114], and a new step is
proposed for the extension of model to describe perfusion operation. Comparisons between
model predictions and experiments are shown during the growing phase in a batch and per-
fusion operation. Furthermore, this work presents biomass prediction and incorporation of
cell death into the optimization problem.

3.2 Steps of the Algorithm to Identify DMFM Con-
straints

In this section, we briefly review the approach presented by Nikdel and Budman [112]
for identifying the limiting constraints of a DMFM model from data. The approach is
based on the use of set based bounds of the experimental data. It is assumed that, due
to measurement noise or other unmeasured disturbances, the metabolites’ concentration
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trajectories with time are bounded by convex sets defined by upper and lower values, at
each sampling time. For instance, Fig. 3.1 shows set based bounds for glucose concentration
consumption during a batch culture [114]. The use of these bounds combined with the fact
that the problem defined in the following equations is an LP considerably simplifies the
identification of limiting constraints as further explained below. The approach involves 3
steps as follows.

Figure 3.1: Bounded set for glucose concentration during a batch culture. From [114].

3.2.1 Step 1

Solve, for each time interval, the optimization problem described by equations 3.2a to 3.2d
in which a flux distribution (v) that maximizes the biological objective function subject to
a set of constraints is optimized. In this first step, the functions f(ψ) and g(ψ), which are
the upper and lower uptake/consumption rates constraints, are replaced by the set based
constraints obtained from data, as presented in equation 3.2b. The problem is an LP
where the objective function is maximized subject to set based constraints and positivity
constraints. At each sampling interval k (k = 1, ..., tf ):

max
vk

cTvk (3.2a)

s.t.
1

∆kXv,k

(ψL
k+1 −ψk) ≤ Svk ≤

1

∆kXv,k

(ψU
k+1 −ψk) (3.2b)

vk ≥ 0 (3.2c)
ψk+1 = ψk + SvkXv,k∆k ≥ 0 (3.2d)
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where ψU ∈ Rr×1 and ψL ∈ Rr×1, respectively, are the upper and lower bounds of the
metabolites concentration (identified directly from data). The inequality constraints in
equation 3.2b are obtained from the metabolites mass balance equation ( 1

Xv

dψ
dt

= Sv). It
is important to observe that the same objective function is being considered in equations
(3.1) and (3.2a), but, because the metabolite kinetics are not known a priori, the equation
3.2b uses the set based bounds on uptake/consumption rates observed from data, instead
of the concentrations’ dependent constraints f(ψ) and g(ψ).

In addition, soft constraints are added for all metabolites consumption/production
rates. Soft constraints are constant with respect to concentrations. It was found that
soft constraints are needed to limit the solution space since the DMFM optimization is
often under-determined (smaller number of constraints than unknowns) thus resulting in
multiple solutions. The initial values of the soft constraints can be set as the maximum or
minimum consumption/production rates obtained through the data. These soft constraints
are added to the set of equations 3.2a to 3.2d.

3.2.2 Step 2

Once the flux for all metabolites (v) are identified for each time sampling k in Step 1, a
minimal number of limiting metabolites are determined in Step 2 based on the magnitudes
of the corresponding Lagrange multipliers calculated from the LP solution. To this end,
consider the equations 3.2a to 3.2d can be re-written as presented in equation 3.3. At each
sampling interval k (k = 1, ..., tf ):

max
vk

cTvk

s.t. h(vk) ≤ d
(3.3)

where h(vk) ∈ R(3r+q)×1 and d ∈ R(3r+q)×1 are vectors given by equations (3.4) and (3.5).

h(vk) =


Svk
−Svk
−vk

−SvkXv,k∆k

 (3.4)

d =


1

∆kXk
(ψU

k+1 −ψk)

− 1
∆kXk

(ψL
k+1 −ψk)

0
ψk

 (3.5)
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In this second step, f(ψ) and g(ψ) as functions of the corresponding metabolite concen-
tration were calculated based on the sets of bounded data. The Lagrangian for equation
(3.3) is given by equation 3.6.

L(vk,λ) = cTvk + λ(d− h(vk)) (3.6)

where λ ∈ R1×(3r+q) is the vector of Lagrange multipliers for a total of (3r + q) inequality
constraints described in equation 3.3. Then, solving the Lagrange formulation described
by equations 3.7a to 3.7d, optimal fluxes (vk) and the corresponding Lagrange multipliers
values (λ) can be found for each constraint at each time interval.

∇vk(c
Tvk) + λ∇vk(h(vk)) = 0 (3.7a)

λ(h(vk)− d) = 0 (3.7b)
λ ≥ 0 (3.7c)

h(vk) ≤ d (3.7d)

Following the inequality equation 3.7c, either the Lagrange multiplier is zero or non-zero. A
constraint is not active if the corresponding multiplier is zero or very close to zero, whereas
a non-zero Lagrange multiplier indicates that the corresponding constraint associated to
a particular metabolite is active. The corresponding constraint is included further in the
model even if the constraint was found active for only few time intervals during the entire
batch duration.

In case of multiplicity

If multiplicity is present in the LP problem, it is possible that the active constraints cannot
be properly identified from the values of the Lagrange multipliers. This was observed in
cases where among the original set of constraints, there is one of them that is parallel to the
objective function. In these cases, only the constraint parallel to the objective function is
found active by the Lagrange multipliers approach. A simple toy example that illustrates
this case is shown in Appendix G.

Instead, the residuals of each constraint should be monitored to identify which con-
straints are active in the solution. For instance, if the constraint follows the structure
Ax ≤ b the residuals (Ax− b) should be equal or smaller than zero to be considered active,
e.g. Ax− b ≤ 0.

In this current work, multiplicity is present. It can be noticed that the biological objec-
tive function is defined as the maximization of growth, e.g. maximization of the biomass
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flux, while the biomass flux is also constrained by an upper bound. Thus, the constraint is
geometrically parallel to the objective function. This situation was not considered in the
original algorithm of Nikdel and Budman [112] because the biomass data was used in the
solution instead of the biomass prediction. Thus, the corresponding biomass flux was not
explicitly considered as done in the current work.

It will be shown in the results’ section that the biomass flux is dominant in the solution.
The reason that the biomass flux has a particular impact on the overall solution is that
since the fluxes are given per unit biomass, the concentration of biomass multiplies each
one of the fluxes of the mass balances of the amino acids. Thus all the concentrations are
significantly impacted by the biomass concentration that results from the integration of the
biomass flux over time. Also, because the consumption/production rates of metabolites
are multiplied by the biomass it is possible that some of the rate constraints are redundant.
Based on this special role of biomass concentration in the model we hypothesized that if
biomass flux constraint is found active this will allow removing constraints in the fluxes
related to other metabolites. It should be emphasized that it is important to end up with
the smallest number of constraints to avoid over-parameterization of the model to avoid
over-fitting.

3.2.3 Step 3

The last step of this identification approach consists in the estimation of the functions
f(ψ) and g(ψ) for the metabolites that were found limiting (active constraints) according
to Step 2. Accordingly, at each sampling interval, the consumption/production rates of
active constraints are described as kinetic expressions as functions of the corresponding
metabolites’ concentrations using typical kinetic expressions, such as Michaelis-Menten
(Eq. 3.8) or Hill equation (Eq. 3.9) depending of which function results on better fitting
of data.

dψ

dt
=

K1ψ

K2 + ψ
(3.8)

dψ

dt
=

ψK3

K4 + ψK3
(3.9)

where dψ
dk

is the uptake/production rates of the relevant metabolite for DMFM (active
constraints identified in Step 2), K is the Michaelis-Menten or Hill kinetic parameter to
be estimated also for each relevant metabolite involved in the active constraints.

The parameters are estimated by fitting the values of uptake/consumption rates at each
time interval with the corresponding data values of metabolites concentration through the
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duration of a batch culture. Once these parameters are identified, the predictive DMFM
model presented in equation 3.1 can be formulated, with functions f(ψ) or g(ψ) being
set as expressions of the form of equation 3.8 or 3.9. Alternatively, it is possible to use
interpolation within look-up tables of the uptake/consumption rates as a function of the
corresponding metabolite concentration if closed kinetic expressions such as 3.8 does not
result in good fit.

In summary, the numerical mathematical advantages of this 3-step approach are that
only linear optimization problems have to be solved in each step and that the functions
f(ψ) and g(ψ) can be identified in Step 3 separately for each of the metabolites that
were found limiting in Step 2. This is in clear contrast with other modelling approaches
where the nonlinear kinetic expressions related to all metabolites must be simultaneously
identified to fit the data resulting in a more difficult nonlinear optimization problem.

3.3 Materials and Methods

3.3.1 Experimental data and cell culture process

The experimental data used to calibrate and validate the DMFM model were provided by
MilliporeSigma [114] [64] The experiments were conducted in two bioreactors operated in
batch for an initial period of time and then switched to perfusion operation. Both culture
processes were performed with CHOZN GS® cell line, at 37◦C, 40% DO, 150 rpm in
bioreactors of 5 L with working volume of 2 L. In each bioreactor, a different media from
MilliporeSigma was used. The initial cell density was about 1 × 106 cells/ml for either
bioreactor, and the experiments run from 0 to 62 hours in batch mode, and from 62 to 254
hours in perfusion operation.

Cell density [114] was measured by trypan blue exclusion method; a Nova Bioprofile
analyzer was used to quantify glucose, lactate, ammonia and glutamine concentrations and
HPLC was used to measure amino acids concentration. Biomass (viable cells), glucose,
lactate and ammonia concentration were measured at times 0 h, 22.08 h, 62.40 h, 86.64 h,
110.64 h, 134.64 h, 158.64 h, 188.64 h, 209.28 h, 230.40 h and 254.64 h. Feeding, harvest
and bleeding rates were also measured in these same sample times. The amino acids
concentration, were measured at times 0 hs, 86.58 hs, 110.75 hs, 134.58 hs, 158.58 hs and
254.58 hs. These data was interpolated hourly using the function "makima" from Matlab.
The "makima" function performs a modified Akima piecewise cubic Hermite interpolation
with continuous first-order derivatives. The modified Akima algorithm was preferred over
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the "spline" algorithm because the former interpolation method resulted in less oscillations
as compared to the latter. Using this smoothing algorithm profiles of different amino acids’
concentrations were generated from the original data for the time period being studied,
e.g. from 0 to 254 hours.

3.3.2 Metabolic network and stoichiometric matrix

The metabolic network used for this three-step DMFM modelling approach is based in
the most relevant reactions that take place in CHO cells [114] [110] [178], such as TCA
cycle, glycolysis, amino acids’ synthesis reactions, glutamine synthesis reaction, biomass
formation (as a function of amino acids). For simplicity, balances of co-metabolites, for
instance, ATP/ADP and NADH/NAD+, were not considered. The reactions that were
considered accounted for the main contributions of carbon and nitrogen molecules resulting
in a final network that involves a total of 47 reactions (including reversible reactions,
see Appendix A). Once the metabolic network reactions are identified, the stoichiometric
matrix (S) can be created based on the stoichiometric coefficients of the reactions involved.
The metabolic network used in this work can be found at the Appendix A. All units are in
mM and the conversion factors used for biomass assumed a dry cell weight of 350 pg/cell
and a cellular molecular weight of 150 g/mol [53].

3.3.3 Solver

The solver "cplexlp" (Dual-simplex Optimizer algorithm), from IBM ILOG CPLEX for
Matlab Toolbox, was used to solve the linear programming (LPs) problems presented in
section 3.2.

3.4 Results

To develop the DMFM model based on the approach presented above, two data set of
experiments performed with the same cell line were conducted with the same bioreactor
operating conditions but with different growth media (Media 1 and Media 2). The sto-
ichiometric matrix was built according to the metabolic network reactions shown in the
Appendix A. The biomass amino acids’ composition is based on the one presented at the
work of [51] for hybridoma cells since it is a common cell composition used in previous
studies [47] [59] [119] for different mammalian cells’ studies. The coefficients of four amino
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acids (alanine, serine, proline and methionine) in the biomass composition were slightly
adjusted for the cell line used in this work.

This modification of the cell composition coefficients was done by solving the linear
optimization program in step 1 above as described by equations 3.2a to 3.2d, after im-
posing very narrow bounds (equation 3.2b) corresponding to ±0.5% of the original data
around the amino acids experimental profiles. The four biomass coefficients referred above
were adjusted in order to satisfy the given biomass data. It was found that without these
adjustments to the biomass coefficients it was impossible to obtain feasible solutions. The
final DMFM model involves a total of 36 species components of which only 24 concentra-
tions were experimentally measured. The components that are not measured are internal
metabolites which are produced and consumed inside the cells at a very high rate but are
not secreted to the medium in significant quantities [162] [117].

The objective function used in the current DMFM model aims to maximize the growth
rate at each time interval. It should be pointed out that growth has been the objective
generally proposed for bacterial cells that have been conditioned by natural evolution to
maximize their growth. However, mammalian cells are significantly different from bacte-
ria since they involve programmed cell death processes (apoptosis) to avoid unbounded
growth in living organisms. In a previous work, Carvalho et al. [28] hypothesized and
tested other two objective functions for comparison with the growth maximization objec-
tive. The purpose of this comparison was to test whether alternative objectives can result
in better fit of data based on the sum of squared error (SSE). For this comparison we ap-
plied the systematic three-step approach for DMFM modelling presented in section 3.2 for
each one of the 3 candidate objectives: Obj-1 - Maximization of growth rate at each time,
Obj-2 - Minimization of NADH production in the cytosol plus minimization of NAD(P)H
consumption in mitochondria at each time interval, and Obj-3 Combination of Obj-1 and
Obj-2. Obj-1 is the objective function typically used for bacteria as explained above. Obj-
2 is based on the hypothesis that cells attempt to preserve themselves by mitigation of
apoptosis (programmed cell death) and oxidative stress mechanisms. Apoptosis is highly
correlated to the levels of cytochrome-C where the latter is the main protein in the respira-
tory electron transport chain which is highly coupled to the production of NADH/FADH
in the TCA cycle. Hence, the minimization of NADH production is expected to result in a
reduction of cytochrome-C mediated apoptosis. Similar arguments can be given regarding
the coupling of NADH generation with oxidative stress that is damaging to the cell [15].
The production of NADH/FADH can be calculated through the sum of the fluxes of the
reactions producing NADH in cytosol and reaction consuming NAD(P)H in mitochondria
as per the following sum v5 +v8 +v11 +v13 +v34 +v40 +v43, found in the Appendix A. Obj-3
is an objective function that combines both Obj-1 and Obj-2 into one, thus implying that
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the cell allocates resources so as to maximize growth while minimizing apoptosis/oxidative
stress.

Carvalho et al. [28] tested the DMFM model with the three different objective functions
(Obj-1, Obj-2, Obj-3), and concluded that Obj-1 and Obj-3 resulted in the best fit, with
the model using Obj-1 presenting a SSE only slightly higher than Model 3, 0.7728 and
0.7529, respectively. In view of the small difference for the sake of simplicity, in the current
DMFM model presented in this thesis, the maximization of growth rate at each time
interval (Obj-1) was chosen as the objective function.

The two sets of data, obtained from the two different bioreactors’ runs described before,
were used for calibration and validation of the model. The Bioreactor 1 data was used for
model calibration and Bioreactor 2 data was used for model validation. The cell culture
process in these bioreactors start operating in batch system for the first 63 hours, and
after this period, the bioreactor is operated in perfusion mode, with bleeding, feeding, and
harvesting rates set so as to maintain approximately constant volume in the bioreactor.
Hourly interpolated data within the interval of 0 to 62.4 hours was used for the identification
of the DMFM in batch system. The model describing the perfusion mode was developed
considering the hourly interpolated data from 86 to 254 hours. As described in the section
3.3.1 measurements of amino acids concentrations were not available at time 62.4 hour.
Hence within the period of transition from batch to perfusion operation between 62.4 to
86 hours could not be calibrated accurately.

Following preliminary trials to calibrate the model for the combined batch and perfusion
operations it was found very difficult to find one model that can fit with equivalent accuracy
both the batch and perfusion operation periods. Therefore, it was decided to focus the
calibration effort on the batch period and then separately assess how the batch model
applies to the perfusion period. Accordingly, the calibration for batch and perfusion are
presented below separately. In the Conclusions of the chapter a rationale will be provided
for possible reasons that explain why the batch and perfusion operations may require
slightky different constraints in order to fit the data.

3.4.1 Batch Operation

For the identification of the DMFM during batch system, the Step 1 was solved assuming
values for ψL and ψU that were 8%, respectively, lower and bigger than the original data
at the time interval k. The bounds were set at ±8% to ensure that the errors between
the predicted metabolites concentrations and the data be below the expected average error
given by HPLC measurements [114]. In Step 2 of the 3-step procedure described above,
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the Lagrange multipliers approached the identified biomass flux as an active constraint.
Presence of multiplicity was observed in the problem, since biomass flux is also part of
the set of original constraints. Therefore, based on the constraints residuals, as explained
in 3.2.2, the fluxes of the metabolites glutamine, glutamate, lactate and ammonia were
then also identified as active constraints while the rest of the rate constraints could be
removed. The soft constraints values were adjusted and can be found in the Table B.1 in
the Appendix B.

To formulate the predictive model in Step 3, several kinetic expressions (Michaelis-
Menten, Hill, etc) were tested to fit the uptake/production rates for the 4 metabolites
that were found to be limiting (active). The Hill equation was the kinetic expression that
described the data with most accuracy. Using the average metabolites concentration data
from the two bioreactors, the production/consumption rates of the limiting components
were fit as function of metabolites concentration. The kinetic expressions are function
of a metabolites that are reactants in the corresponding metabolic flux reactions. Cor-
respondingly, functions f(ψ) and g(ψ) were described by the equations 3.10 to 3.13 as
follows:

RGln =

(
[Asn]
[Gln]

)1.7186

4.4432× 104 +
(

[Asn]
[Gln]

)1.7186 − 0.0037 (3.10)

RGlu =

(
[Glu]
[Ala]

)9.4615

6.211× 105 +
(

[Glu]
[Ala]

)9.4615 − 0.0169 (3.11)

RLac =
[Glc]20.4181

1.3069× 1030 + [Glc]20.4181
+ 0.0756 (3.12)

RAmm =

(
[Glu]

[Amm]

)6.0909

258.8157 +
(

[Glu]
[Amm]

)6.0909 + 0.0045 (3.13)

where [Gln] is the concentration of glutamine (mM), [Glu] is the concentration of glutamate
(mM), [Lac] is the concentration of lactate (mM), [Amm] is the concentration of ammonia
(mM), [Asn] is the concentration of asparagine (mM), [Ala] is the concentration of alanine
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(mM), [Glc] is the concentration of glucose (mM), and R is production/consumption rate
per biomass (mM/h/gbiomass). It can be observed that the equations 3.10 to 3.13 also
have an intercept constant that accounts for the reversing of the corresponding metabolic
reactions involving the metabolite under consideration.

It should be noticed that these expressions constrain the rate of consumption or produc-
tion of a particular metabolite and therefore are obtained from a combination of one or more
individual reactions involving that metabolite. Thus, the rate of consumption/production
may be also dependent on the concentrations of different metabolites involved in the set of
reactions determining this rate. For example, according to the metabolic network shown
in Appendix A the consumption/production rate of glutamate is determined by the com-
bination of reactions v16, v21, v22, v23, v28, v32, v33, v34, v35 and v36. Accordingly the
rate of consumption/production of glutamate may depend on glutamate concentration but
also on the concentrations of other metabolites involved in reactions related to glutamate,
e.g. ammonia, alanine, aspartate etc. To determine the dependency of the rate with re-
spect to concentrations of metabolites the following procedure was applied. First, plot
the production/consumption rate data of the metabolite of interest as function of its own
concentration or as function of other metabolite concentration that is involved in one its
reactions. If the plot shows that for each metabolite concentration exactly one produc-
tion/consumption rate can be obtained, this metabolite is used to fit the kinetic function.
If for a metabolite concentration two or more production/consumption rate values can be
obtained, analyse the plots of the rates as function of metabolites fraction (metabolites
should be involved in the reactions). If the plot shows that the metabolites fraction is
able to provide only one value for the consumption/production rate, use this metabolites
fraction to fit the kinetic function. If more than one metabolite, or metabolite fraction, is
able to provide exactly one output value for the production/consumption rate, choose the
one that better fits the kinetic function, e.g. the metabolite or fraction of metabolites that
provides smaller sum of squared errors for the predicted production/consumption rate.

It was also observed in equations 3.10 to 3.13 that some of the coefficients in the
denominator present high values hinting at some metabolic switch between two states
determined by genetic regulation. However, such regulation was not explicitly modelled in
the current work. These switches could also be represented by sigmoid functions but it was
decided to leave them in a Hill kinetic rate form since it is a common biological description
of reaction kinetics. Figure 3.2 shows the fitting of equations 3.10 to 3.13 to data. The fits
were able to predict with the data error.

It is important to note that among the metabolites that were identified as limiting there
were by-products such as ammonia and lactate that are known to be toxic to the cells as
they accumulate. Thus, the fact that they were found limiting may indicate that the growth
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media should be further optimized to reduce the accumulation of these compounds.
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Figure 3.2: Fitting of equations 3.10 to 3.13 compared to data

In theory, the four constraints found in Step 3 (Equation 3.8) should have been suf-
ficient to formulate a DMFM predictive model. However, with only these constraints,
multiple solutions of the optimization problem were found due to under-determinacy of
the LP problem. Therefore, additional soft constraints were needed to further limit the
solution space. These additional constraints consist of constant upper or lower bounds, i.e.
independent of concentration, for the metabolites’ concentrations. The need for additional
soft constraints to limit the solution space of dynamic models has been recognized and
reported in previous studies [176].

The model predictions resulting from the DMFM are compared to the hourly interpo-
lated data for Bioreactor 1 that was used for calibration (Fig. 3.3) and model predictions
are also compared for Bioreactor 2 that was used for validation (Fig. 3.4) of the model.
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Overall, the results presented in Fig. 3.3 and 3.4 indicate good agreement between data
and model predictions. Most of the components presented model results within ±15% of
error. Observe that in both calibration and validation the Glucose and Biomass predictions
exhibit accurate fitting results with the data. Cysteine and Glutamine exhibited over 15%
error but those are measured with a high level of uncertainty due to their low concentra-
tions. The lack of accurate fit in some metabolites can be explained by two main reasons:
(i) - the use of a biomass composition that was formulated for hybridoma cells and not
specifically CHO cells, (ii) - the lack of metabolic regulation related constraints and (iii) -
lack of thermodynamic constraints that could inform about reversal of certain reactions.

The DMFM model predictions could be further improved with more data. Data from
several bioreactors could be used to improve parameter calibration and to test with more
accuracy the validation predictions. Also, the availability of more frequent measurements
over time could help to avoid interpolation error resulting from the use of splines with the
infrequent data.

3.4.2 Perfusion Operation

The DMFM approach applied to batch operations was assessed and applied for the perfu-
sion operation that followed the batch system. During perfusion operation the bioreactor
is continuously fed with fresh media while part of the culture volume is perfused out. The
perfusion rate is also referred to as harvest rate since the product is harvested from the
perfused volume. The cells from the outflow are retained, typically in a filter, and recir-
culated back into the bioreactor. Therefore, a perfusion system is able to reach high cell
density and operate for a long period of time since toxicants such as ammonia are partially
eliminated.

In order to incorporate the perfusion behavior into the model, the last equation of the
DMFM approach (equation 3.1) was modified by adding the feeding rate (F ) and harvest
rate (H) on each of the metabolite concentrations, as shown in equation 3.14. The feeding
and harvest rates are assumed constant within time intervals. They were adjusted only
at the times samples was collected. The volume of the reactor (V ) is assumed constant
although some minor deviations were observed in the data. The bleeding rate (B) was also
added into the biomass (ψBio) Euler integration, as shown in equation 3.15. Bleeding is
often used to keep a high viability of the cell and to avoid accumulation of dead cells [40].
Figure 3.5 shows the perfusion rates of bioreactors 1 and 2. Observe that bleed rate was
not present in Bioreactor 2 during the operation time being studied.
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Figure 3.3: DMFM prediction calibration and the hourly interpolated data for the batch
system. Abbreviations used in the figure: Ala - Alanine, Arg - Arginine, Asn - Asparagine,
Asp - Aspartate, Glc - Glucose, Gln - Glutamine, Glu - Glutamate, Gly - Glycine, His -
Histidine, Ile - Isoleucine, Leu - Leucine, Lac - Lactate, Lys - Lysine, Amm - Ammonia,
Phe - Phenylalanine, Ser - Serine, Thr - Threonine, Trp - Tryptophan, Tyr - Tyrosine, Val
- Valine, Met - Methionine, Cys - Cysteine, Pro - Proline, Bio - Biomass.
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Figure 3.4: DMFM prediction validation and the hourly interpolated data for the batch
system. Abbreviations used in the figure: Ala - Alanine, Arg - Arginine, Asn - Asparagine,
Asp - Aspartate, Glc - Glucose, Gln - Glutamine, Glu - Glutamate, Gly - Glycine, His -
Histidine, Ile - Isoleucine, Leu - Leucine, Lac - Lactate, Lys - Lysine, Amm - Ammonia,
Phe - Phenylalanine, Ser - Serine, Thr - Threonine, Trp - Tryptophan, Tyr - Tyrosine, Val
- Valine, Met - Methionine, Cys - Cysteine, Pro - Proline, Bio - Biomass.
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Figure 3.5: Perfusion operation rates for Bioreactor 1 and Bioreactor 2.

ψk+1 = ψk + SvkXv,k∆k +
F

V
ψ0 −

H

V
ψk ≥ 0 (3.14)

ψBio,k+1 = ψBio,k + svkXv,k∆k −
B

V
ψBio,k ≥ 0 (3.15)

Initially, the DMFM that was identified for the batch operation was expanded by only
including the feeding, harvest and bleeding rates into the model. However, this preliminary
model was found inadequate to describe the evolution of species especially the evolution of
biomass concentration. It was hypothesized that for increasing cell density there may be an
increasing death rate due to the occurrence of apoptosis. The effect of cell density on apop-
tosis (programmed cell death) has been reported in the literature [105, 110]. It is possible
to observe in Figure 3.6 that the biomass prediction was consistently higher than the in-
terpolated biomass data thus hinting at the occurrence of cell death. Different expressions
were considered for describing the cell death. The best prediction results of biomass con-
centration were obtained considering the cell death as a function of c1ψ

c2
Bio,k−1∆k, where

c1 and c2 are constants. The cell death (apoptosis) term was inserted into the biomass
prediction as shown in Equation 3.16. The cell death terms were calibrated aiming at
minimizing the sum of squared errors between model fitting and biomass data defined as
c1 = 0.9 and c2 = 1.9.

ψBio,k+1 = ψBio,k + svkXv,k∆k −
B

V
ψBio,k − c1ψ

c2
Bio,k∆k ≥ 0 (3.16)
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Figure 3.6: DMFM prediction and data for biomass the perfusion system without consid-
ering apoptosis.

It should be noticed that the perfusion operation was modeled starting at 86 hours,
using the data collected at this time as initial concentration for metabolites. Due to the
lack of data during the transition from batch to perfusion system occurring at 62.4 hours,
the predictions at the initial hours of perfusion operation could not be accurately assessed.
Thus, by setting the initial conditions for the model at 86 hour to the corresponding data
we compensated for the lack of information between the beginning of perfusion (62.4 hours)
and the first point where data for all amino acids were available (86 hours).

Following the re-application of the 3-step procedure to the perfusion operation it was
found that the constraints related to biomass, glutamine, glutamate, lactate and ammmo-
nia were still active during perfusion as they were during batch operation. However, it was
found that the kinetic rate expressions that if the kinetic rate expressions used for batch
were applied for perfusion the resulting fitting was not satisfactory. Instead, good fitting
could only be obtained if the active constraints for glutamine, glutamate, lactate and am-
monia were left as a function of time as per equation 3.2b. It is hypothesized that the
assumption that many intermediates’ concentration remained at quasi-steady state may
be inaccurate and may explained the observed differences between batch and perfusion op-
eration. For example, it is known that citrate and pyruvate are present in the media and
thus their consumption during batch and feeding during perfusion operation may result in
different dynamics and non-steady state behaviour for these metabolites. Since data for
these intermediates were not available this argument could not be explicitly checked. How-
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ever, future work currently conducted in our group will account for this dynamic behaviour
by adjusting the stoichiometric coefficients between measured metabolites.

Also, the soft constraints values (constant with time) have to be slightly adjusted with
respect to their values during batch to improve the fitting. Soft constraints values used
for batch and perfusion operations can be found at Tables B.1 and B.2 in Appendix B.
However, a key finding of this work was that the constraint on biomass flux remained the
same value for batch and perfusion thus hinting at the fact that the production of biomass
is not directly determined by the consumption of amino acids but is due to another limiting
intermediate, e.g. ribose that contributes to the production of DNA and RNA [74, 72, 73].

Figure 3.7 shows the comparisons between model predictions and data for the metabo-
lites and biomass prediction (the interpolated data is not shown in this figure) during
perfusion operation. Good fitting is obtained both in the calibration (Bioreactor 1) and
validation (Bioreactor 2) of the model. Although the production of Alanine and Glycine
were over predicted, the media components predicted the calibration and validation data
with an average error of 13.14% and 15.38%. The Cysteine and Asparagine concentra-
tions predictions also were inaccurate for both bioreactors; cysteine concentration data
was expected to be inaccurate due to equipment measurement limitations reported to us
by MilliporeSigma, while Asparagine concentration may be inaccurate due to the closeness
of Asparagine and Aspartate peaks in the HPLC chromatogram. The glucose, lactate, am-
monia and biomass profiles were predicted with an error smaller than 8% for the Bioreactor
1 (calibration) and less than 15% error for the Bioreactor 2 (validation). The model was
also able to describe the significant consumption occurring around 180 hours, observed in
the data. It was also observed that the significant decrease of glucose at that time propa-
gated to the other metabolites present in the network since glucose is the major nutrient
in terms of carbon content. Although the minima in amino acids concentrations were not
measured at this time, the model predicted such minima due to the behaviour of glucose.

It should be emphasized that the model obtained for perfusion operation is not predic-
tive since the constraints are given as a function of time. For the model to be predictive,
these constraints should be expressed as a function of concentrations. However, it was
not possible to find time independent kinetic expressions for these constraints as was done
for batch operation. The dynamics of intermediates that was ignored in the present work
could possibly explain the need for time varying constraints to describe the data. An addi-
tional possible source for the discrepancy observed between batch and perfusion operations
could be due to the objective function that was maximized in the model. Although the
maximization of growth rate was also used as objective function in the DMFM during
perfusion, this may not be the best possible choice of objective for mammalian systems,
specially during the perfusion operation. Although during the initial exponential growth
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phase cells invest most of their energy in growth, during perfusion growth may not be the
main focus while minimizing cell death may become more important. In this way, different
objective functions, or possibly a weighted combination of different objective functions,
could be considered in future work during perfusion.

3.5 Conclusion

A systematic approach was applied to identify the limiting constraints of a DMFM model
for mammalian cells. The novel contributions of the work with respect to a previous study
are: i- the biomass was predicted by the model instead of using data , ii- the consideration
of cell death in the model and iii- the model was applied to both batch and perfusion
operation.

A key finding of the modelling study is that the biomass flux is an active constraint
during the entire duration of the batch and subsequent perfusion operation. Also, the flux
of biomass was almost constant during the entire operation. However, cell death had to
be considered in order to fit the biomass measurements especially towards the end of the
perfusion operation. The fact that a constraint on biomass flux is needed indicates that
the dynamic of the measured amino acids are not sufficient to describe the growth rate.
Instead it can be argued that other species such as ribose or NADPH which are known
contributors to biomass growth maybe limiting.

Also, active constraints related to four metabolites: glutamine, glutamate, lactate, and
ammonia were required to describe the data. During the batch operation the consump-
tion/production rates of the active constraints were properly described by kinetic functions
that follow the Hill equation. The model was able to satisfactorily predict the experimen-
tal data from batch systems. It should be noticed that in the current work only 4 kinetic
constraints and a constant constraint on biomass flux were necessary to explain the data
as compared to a larger number of kinetic constraints (6) needed in a previous study [28].
The ability to describe the model with a smaller number of constraints is advantageous
since it leads to a smaller number of parameters that need to be calibrated. The fact that
the limiting constraints correspond to metabolites that are produced in the culture, where
some of those are particularly toxic (ammonia, lactate), indicates that the growth media
should be further optimized to reduce such accumulation.

The DMFM approach, with same objective function and same active constraints for
batch systems, was extended to perfusion operation. However, the Hill expressions that
were used for batch operation did not result in good fitting during perfusion. Instead,
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the consumption and/or production rates of the limiting components had to be described
as functions of time. The use of such time varying constraints results in a model that is
not predictive. We hypothesize that the dynamic behaviour of intermediate species, which
were assumed to be at quasi-steady state in the current model, may explain the need for
time varying constraints. Thus, we expect that the dynamic of these intermediates is sig-
nificantly different for batch and perfusion thus explaining why the Hill kinetic expressions
that applied to batch did not apply for the perfusion operation. Moreover, we argue that
the dynamic accumulation/consumption of intermediate species may depend on the per-
fusion and harvesting rates which change during perfusion operation thus explaining the
need for time varying constraints. For example intermediates such as citrate and pyruvate
are present in the media and their dynamics may be significant. On the other hand these
intermediates were not measured. We are currently investigating the possibility to intro-
duce a time varying stoichiometric matrix that is a function of measured metabolites and
perfusion rates as a way to account for the varying dynamics of intermediate species.

The effect of cell death was found to be very significant in order to explain the evolution
of cell mass especially during perfusion operation.

In addition to kinetic constraints, soft constraints that are constant during the entire
operation were necessary due to the multiplicity of solutions of the LP problem. Thermo-
dynamic or genetic regulation related constraints could be added in the future to address
the multiplicity of solutions and to reduce the number of soft constraints.

An additional source of model error may be related to the choice of the objective
function used in the LP problem. For instance, the perfusion operation may require a
different objective from batch. While in batch operation cell growth is the dominant feature
during perfusion energy may have to be directed to cell maintenance. Although for the
objective functions that were tried in this work the maximization of growth rates resulted
in the best fitting, other objective functions related to cell maintenance or thermodynamic
objectives (Gibbs energy) could be tried to improve the fitting.

In conclusion, the DMFM approach was proved very satisfactory, being able to predict
the batch and perfusion data with an average error of 15%. One of the main advantages of
the DMFM modelling approach is the ability to predict the metabolites concentration with
a smaller number of parameters. For example, while the presented DMFM used a total of
40 parameters, the conventional kinetic models [64] usually require over 80 parameters to
obtain the same level of prediction error.
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Figure 3.7: DMFM prediction calibration (BB1, Bioreactor 1) and validation (BB7, Biore-
actor 2) and data for the perfusion system. Abbreviations used in the figure: Ala - Alanine,
Arg - Arginine, Asn - Asparagine, Asp - Aspartate, Glc - Glucose, Gln - Glutamine, Glu
- Glutamate, Gly - Glycine, His - Histidine, Ile - Isoleucine, Leu - Leucine, Lac - Lactate,
Lys - Lysine, Amm - Ammonia, Phe - Phenylalanine, Ser - Serine, Thr - Threonine, Trp -
Tryptophan, Tyr - Tyrosine, Val - Valine, Met - Methionine, Cys - Cysteine, Pro - Proline,
Bio - Biomass.
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Chapter 4

Development of new media formulations
for cell culture operations based on
regression models

This chapter is adapted from the published paper [29] Mariana Carvalho, Jeremiah Ries-
berg, Hector Budman. Development of new media formulations for cell culture operations
based on regression models. Bioprocess Biosyst Eng., 44(3):453-472, 2021.

4.1 Overview

This chapter discusses modelling and optimization of a multi-component cell culture medium.
The approach in this chapter, in contrast with the other chapters of this thesis, is to model
the process by empirical equations. The specific productivity (Qp) was considered to be a
function of the medium components and possible interactions described by linear factors,
two-way interactions and squared terms that results in a high dimensional problem where
the number of variables p (represented by the medium components and their interactions)
is much larger than the number of observations n. This problem has been identified as
particularly challenging for regression and it has been referred in the literature as n < p
problem. Principal Components Regression (PCR), Partial Least Squared (PLS), LASSO
and Elastic Net regressions were compared as modelling tools to deal with the n < p
problem. PCR and PLS regression models resulted in better prediction results and were
used for robust optimization of the medium composition by a nonlinear optimization. The
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experimental results of the case studies show that it is possible to formulate new media
that result in equivalent Qp values to the highest Qp values obtained by the industrial
partner within the margin of measurement error. On the other hand the new formulations
resulted in consistently higher cell density and mAb values throughout the cell culture as
compared to the existent formulations. Also, the multivariate statistical approach per-
mitted us to select a subset of media that is most informative about the optimum thus
permitting modelling and optimization with a reduced set of initial experiments.

4.2 Introduction

Cell culture medium is a complex mixture composed of major components, such as amino
acids, and other minor components that are the source of nutrients for cell growth and
protein production. Interactions among chemical components present in the medium are
known to have a major impact on cell culture performance [175]. Due to the large num-
ber of different components utilized in media the optimization and development of new
formulations is a challenging task. The typical approach for medium design used by the
pharmaceutical industry has been based on the blending of a particular set of pre-mixed
formulations ("master" media) in different proportions as calculated by a Design of Exper-
iments (DoE) approach, e.g one-factor-at-a-time (OFAT) method, Plackett-Burman design
or Response Surface based methodologies [170, 124, 133, 71]. However, a key difficulty with
the use of input data that is based on the mixing of "master" media is the introduction of
very high correlation in the data which introduces numerical challenges for identification
of empirical models based on these data.

Design of experiments is a common technique used specifically to reduce the number of
experiments needed for a design without losing significant information about the process
variables. The occurrence of a large number of components in cellular medium that can be
manipulated for optimizing the cell culture performance poses a major challenge for the ap-
plication of standard design of experiments approaches. To tackle this high dimensionality
multivariate statistical tools, e.g. Principal Component Analysis (PCA), can be combined
together with design of experiments approaches. However, the design and the interpre-
tation of the design results remain highly complex when the number of variables (p), as
given by the candidate components in medium and the potentially important interactions
among them, is much larger than the number of observations (n) which is a very common
scenario in design of cell culture media. Then, if a model is sought for prediction and op-
timization, the number of model parameters will be equal to the number of variables (p).
The problem of parameter estimation with a reduced number of experiments has recently
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received increased attention in the context of gene regulation modelling problems based on
limited amount of data [24, 132]. In this case, because the number of observations is much
smaller than the number of variables n < p, the least square approach is not viable due
to the under-determinancy of the problem. Instead, other statistical techniques must be
used to evaluate the model parameters such as Ridge regression, LASSO regression, Elastic
net or Dantzig Selector. The dimensions of the problem can also be reduced (compressed)
based on multivariate methods such as Principal Component Analysis (PCA) or Partial
Least-Squares (PLS) regression.

In the current study we discuss the optimization of the medium utilized in a mam-
malian CHO cell culture producing a monoclonal antibody. The main objective for this
optimization problem is to design medium that results in maximal specific productivity
over the duration of a simulated perfusion operation. The experiments to be used for this
design must provide a set of data that is informative enough about the level of productivity
but the number of experiments involved in this design must be kept small due to cost and
duration of the experiments. The approach adopted in the current study is to develop re-
gression models based on the optimally designed experiments between the concentrations
of media components and the quantity of interest, e.g. specific productivity, and to use this
model to optimize the productivity with respect to the media composition. The regression
model assumed for this task is of the general following form:

Qpt =

nψ∑
i=1

(βψi)ψi +

nφ∑
j=1

(
βφj
)
φj +

nψ−1∑
i=1

nψ∑
k=1

(βψiψk)ψiψk {i 6= k}+

nφ−1∑
j=1

nφ∑
l=1

(
βφjφl

)
φjφl {j 6= l}+

nψ∑
i=1

nφ∑
j=1

(
βψiφj

)
ψiφj+

nψ∑
i=1

(
βψi2

)
ψi

2 +

nφ∑
j=1

(
βφj2

)
φj

2

(4.1)

where Qpt is the specific productivity at the end of the simulated perfusion operation,
ψi is the major component i concentration in the medium formulation (e.g. amino acids,
major by-products, such as ammonia and lactate, and main nutrients such as glucose
and glutamate), φj is the minor component j concentration in the medium formula-
tion (e.g. vitamins, hormones, metals, etc), nψ and nφ are, respectively, the number
of major and minor components that are being considered in the medium formulation,
and βψi , βφj , βψiψk , βφjφl , βψiφj , βψi2 , βφj2 the regression coefficients. This regression model
assumes that the predicted response, the specific productivity (Qpt) at the end of the
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simulated perfusion operation, is a function of the regressors composed by linear factors
(
∑nψ

i=1 ψi and
∑nφ

j=1 φj), two-way interactions (
∑nψ

i=1,k=1 ψiψk {i 6= k},
∑nφ

j=1,l=1 φjφl {j 6= l},
and

∑nψ
i=1

∑nφ
j=1 ψjφl) and squared terms (

∑nψ
i=1 ψi

2 and
∑nφ

j=1 φj
2) of chemical components,

i.e. major (ψ) and minor component (φ) concentrations in the medium formulation. The in-
teractions assumed in this model are common due to the correlated nature of the metabolic
reactions occurring in a mammalian cell.

While the experimental design is mainly directed towards identifying the composition
of the medium that will result in maximal productivity, it is often the case that after
the initial set of experiments is performed, follow-up experiments are needed to measure
additional quantities of interest. For example, if it is desired to conduct HPLC studies
on the dynamic evolution of amino acids along the culture or to measure the level of
glycosylation of the antibody, it is often necessary to limit these additional measurements
to a smaller subset of experiments to avoid costly experimentation.

Following these arguments this work presents three case studies: 1- A small scale toy
example is used to compare the performance of different regression modelling tools with
particular focus on the case where the number of samples is much smaller than the number
of model regression predictors; 2- Optimization of the cell culture medium using all obser-
vations from the experimental design that is typically used in an industrial setting which is
based on the blending of a small set of "master media" in different ratios; 3- Optimization
of the cell culture medium using only a reduced subset of experiments (subset of observa-
tions) used in Case Study 2. For all cases the number of regression predictors, that include
linear factors, two-way interaction and squared terms, is much larger than the number
of available experiments. This case is referred in the literature to as the "n < p regres-
sion problem" where n is the number of samples and p is the number of input predictors
considered for regression [168].

To tackle this problem, first we compared different regression methods including PCR,
PLS, LASSO or Elastic Net regressions to better understand the limitations regarding
each regression method for the "n < p regression problem". Then, in Case Studies 2 and
3 nonlinear optimization algorithms were applied to the PCR and PLS models to find
new optimal media formulations. The optimization was made robust to uncertainty by
considering the variance in the predictions. Specifically, in Case Study 3 we proposed
the use of Principal Component Analysis (PCA) combined with the D-optimal criteria to
design, through a genetic algorithm, the set of experiments that are most informative,
among all experiments available, for finding new optimal media formulations.
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4.3 Model regression and Design of Experiments for high
dimensional n < p problem

Formulations of cell culture media include several chemical components to support cellular
growth and protein yield, such as amino acids, peptides, vitamins, growth factors, fatty
acids, trace elements, and salts. Either in large or small concentrations, each of these
components has a critical role in cellular metabolism. Furthermore, these components can
interact with each other affecting the performance of cells and protein titer [170]. For
instance, trace metal elements are found in very low concentration in cellular medium but
are essential for metabolic pathways regulation and enzymes activity [133]. Also, amino
acids and metal ions can interact affecting their availability and stability in the cell culture
medium [138].

The optimization of cell culture media for mammalian cells is a challenging process
due to the large number of variables (chemical components) and the possible interactions
among these variables combined with the need to limit the number of experiments to
be performed due their cost and time constraints. Furthermore, the optimal medium
components’ concentrations can vary according to the cell line and to a desired performance
indicators of the culture such as specific productivity, viability and cell density. Although
deterministic stoichiometric models have been used in recent years to study optimal media
composition for mammalian cell lines, these models often do not account for the effects
of all media nutrients, especially minor components, such as non-amino acids and trace
elements, on the cellular metabolism [133]. Therefore, in order to determine the most
favorable medium formulation the pharmaceutical industry still relies on empirical (black-
box) models based on blending of specific formulations, often referred to as "master" media,
in combination with optimal design of experiments approaches [133].

One-factor-at-a-time (OFAT), Plackett-Burman and Response surface methodologies
have been proposed for media optimization. The OFAT is very time and resource con-
suming [124], and fails to distinguish interactions among the medium components [133].
Plackett-Burman designs are usually used to evaluate significant components [133, 170].
However, this method requires at least one more experimental point than the number of
variables (medium components) being studied [170], which means it requires a relatively
large number of experiments if the number of components is large. The response surface
methodology is a design of experiments approach that uses stochastic search to obtain an
optimal set of experiments [124, 120], but the training of the response surface based model
is computationally challenging when there is high correlation among the variables in the
input data used for model training which is often the case when the input data is based
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on different combinations of "master" media [170].

Currently, statistical design of experiments have been largely used for media optimiza-
tion due to its ability to assess the simultaneous influence of several components and
components interactions while reducing the total number of experiments required for mod-
elling the data [133, 71]. Sequential statistical experimental design for media optimization
involves [170, 124] several steps as follows: i-the screening of factors (identification of sig-
nificant media nutrients); ii- the establishment of optimal ranges for the nutrients that
were identified as important, iii- search for an optimum medium composition and iv- ex-
perimental check of the new formulation.

Cockshott and Sullivan [32] used a combination of sequential Plackett–Burman, facto-
rial, response surface and ridge analysis to optimize the medium used for Echinocandin
B production by Aspergillus nidulans. The author analysed 15 medium nutrients using
108 experimental samples in which 5 factors were found important and titer was increased
by 46%. Rajendran and Thangavelu [124] used Plackett–Burman experimental design, re-
sponse surface methodology and an artificial neural network to optimize the medium used
for lipase production by Bacillus sphaericus. The authors studied the effect of a moderate
number of medium components (12 components) using 16 experimental samples, finding
that only 5 medium components were important for improving lipase production.

The works of Ramesh and Murty [125], Parthasarathy and Gnanadoss [120], Ju et al.
[71] and Zhang et al. [180] also used a sequential experimental design to optimize media
formulation aiming to enhance the production of a substrate of interest.

It is widely recognized that mathematical models can be used to improve guided de-
sign of experiments [80, 17]. The combination of mathematical models and optimal design
of experiments can generate new experimental possibilities where maximum statistical in-
formation can be obtained and analyzed [80, 122]. Following this idea, the current work
proposes the use of multivariate regression models combined with the D-optimal design
approach to analyse experimental data to optimize the media components to improve the
specific productivity results. The focus is on cases where there are many components and
thus the number of components (p) and interactions among them is much larger than the
number of observations (n). In view of the large number of chemical components and
interactions that will be each assigned a parameter in the regression model, a key chal-
lenge is to avoid the model to over-fitting the noise in the data by reducing the number
of model parameters [89]. Thus, it is crucial to mathematically compress the data into a
lower dimensional space without losing important information for the optimization task.
Data compression tools such as Principal Components Regression (PCR) and Least Abso-
lute Shrinkage and Selection Operator (LASSO) [155] are good candidates to reduce the
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complexity of the resulting models to be used for optimization of medium composition and
thus they are investigated in this study.

PCA uses orthogonal transformations to find a subset of principal components (cor-
responded eigenvectors), the "new variables" (scores), that are able to explain a desired
level of variability present in the original data [19, 132]. The PCA transformation of the
inputs is then used in a Principal Component Regression model (PCR), in which an out-
put interest, e.g. specific productivity, is regressed with respect to the scores of a subset
of principal components of the input data. Because the scores fitting the principal com-
ponents are orthogonal, PCR is able to reduce the sensitivity to noise arising from the
collinearity present in the data [58]. It should be noticed that regardless of the number of
principal components (PC) that are ultimately considered, the PCR model retains infor-
mation regarding all original variables since each principal component involves a weighted
linear combination of all input variables.

While PCR leads to models that consider all variables within the principal components,
it is often of interest to identify variables in a media formulation that affect or do not
affect an output of interest such as cell growth or cell specific productivity. The Least
Absolute Shrinkage and Selection Operator (LASSO) [155] is an analysis technique that
performs such variable selection while also providing a regression model with respect to
the significant variables. LASSO have been applied in the "n < p regression problem",
leading to the selection of a subset of variables that that results in the smaller prediction
error [82] but it has some known limitations. For instance, in case of collinearity in the
input data LASSO is deficient and other methods such as Ridge regression are found more
accurate. Also, for the "n < p regression problem", LASSO can only select a maximum
of significant regressors that is equal to the number of samples [166]. LASSO also ignores
any meaningful variable order, and may select an incorrect two-way interaction variable
which has a component that is actually important when it is present in another two-way
interaction variable that was not identified as significant [82]. Moreover, in the "n < p
regression problem" LASSO may not necessarily select the real important variables (false
positive or false negative significant coefficients) [92, 166].

Several studies have been recently conducted to address these LASSO limitations. To
deal with inconsistent variable selection by the regular LASSO, Zou [182] proposed an
Adaptive LASSO method, in which adaptive weights were assigned to specific coefficients
to penalize the resulting regression model but the choice of these weights is often arbitrary.
Luo and Chen [95] proposed a Sequential LASSO approach but it also requires particular
conditions with respect to the number of samples versus the number of variables.

Tibshirani [156] discussed the LASSO solutions when the number of predictor variables
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is larger than the number of observations. Tibshirani [156] identified special cases with
unique solutions occurring when the input data matrix satisfies a restricted eigenvalue
condition known as Restricted Isometry Property (RIP). However, as has been discussed
in the literature [26, 25, 2, 45, 13, 121, 4], there are currently no systematic ways to design
a regressor matrix that satisfies this condition. Also, testing the RIP condition of a given
large regressor matrix involves a difficult numerical problem (NP-hard) [13]. Some simpler
tests have been proposed to test RIP condition, such as mutual coherence [45, 2, 4], but
these are sufficient but not necessary conditions and thus may be conservative.

There are other extensions of LASSO such as Ridge regression and Elastic Net that
have been proposed for developing regressions between input to an output of interest while
reducing the number of model parameters. However, it has been recognized by Waldmann
et al. [166] that when there is high collinearity in the data and the number of variables
and interactions is much larger than the number of samples they may provide inaccurate
results.

Candes and Tao [24] proposed the Dantzig selector to find the significant input variables
with respect to an output variable when the number of samples were much smaller than the
number of factors. However, the Dantzig selector only identifies the significant variables
provided that the input data satisfies a specific sparcity condition [24]. Such condition is
not trivial to satisfy when designing media based on a set of master solutions as commonly
done in the pharmaceutical industry.

In view of the challenges presented by the different regression methods for the n < p
case, in this study we are comparing these techniques using numerical examples that were
tailored to elucidate the efficiency of the methods in the specific context of culture medium
design and optimization.

All the scenarios considered in this work deal with input data where the number of
predictors (p), including linear terms, two-way interactions and squared terms as per the
model assumed in equation 4.1, is larger than the number of observations (n).

Three case studies are presented in this work as follows:

• Case 1- Comparison of PCR, PLS, LASSO and Elastic Net regression models cali-
brated with simulated data in terms of accuracy and their ability to identify signifi-
cant predictors and prediction of new observations;

• Case 2- Development of optimal media formulation to maximize specific productivity,
referred henceforth as Qp, using observations from a set of data based on blending
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of certain number of master media (used by our industrial partner) in different pro-
portions;

• Case 3- Development of optimal media formulation using only a reduced subset of
observations from the set assumed in Case 2, chosen according to the D-optimal
criteria, to reduce experimental costs.

The approach used for calibration and validation of all models considered in this study
are based on the use of 3 sets to be referred henceforth as training, testing and prediction
sets. The general idea is that the data in the training and testing sets are both used
to calibrate different parameters of the regression model. In order to add robustness to
the model, data is exchanged between the training and testing sets as per the "leave
m out" procedure proposed in literature [145] through several loops. The partitioning
between training and testing set is based on a 70/30 ratio. Finally the model that has
been calibrated by using the training and testing sets is subsequently validated with an
additional prediction set that was not used in the development of the model. The validation
of the models in Case Study 2 and 3 is done for both simulated data and experimental data.
For all the regression models presented in this study confidence intervals are calculated for
the model parameters. Then, in Case studies 2 and 3 we conducted robust optimizations
to calculate solutions that are tolerant/robust to the uncertainty in the model parameters.
The validation of the robust optimization results is done only with simulated data. The
following sections describes the methods and results for each of these case studies.

4.4 Case Study 1: Comparison of regression modelling
tools used in this study

4.4.1 Methods

Simplifying the media formulation or identifying which components have effects on out-
comes of interest, e.g. productivity or cell growth, are crucial in the design of culture
media. Regularization based regression methods such as LASSO or Elastic Net have the
potential to identify components or interactions among components that have no effects
on outcomes by penalizing the parameters of the regression model. However, although
these methods are known to be effective when a large number of experiments is available,
these methods are often less effective when applied to the n < p case which is typical
in media design problems. To illustrate this point a toy example is formulated where a
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process describing the relation between the media components’ concentrations and the Qp
is simulated as follows:

• The assumed model involves four medium components: two major components (ψ1

and ψ2) and two minor components (φ1 and φ2);

• As described in Eq. 4.1, the Qp model response was assumed to be function of linear
terms, two-way interactions and squared terms as per equation (Eq. 4.2);

Qpt =β1ψ1 + β2ψ2 + β3φ1 + β4φ2 + β5ψ1ψ2 + β6ψ1φ1+

β7ψ1φ2 + β8ψ2φ1 + β9ψ2φ2 + β10φ1φ2+

β11ψ1
2 + β12ψ2

2 + β13φ1
2 + β14φ2

2

(4.2)

• The concentrations are generated according to uniformly distributed random data,
varying from 0 to 1. The regressor matrix is built using the corresponding values of
these linear factors, two-way interaction and squared terms. The regressor matrix is
represented by Xregressor ∈ Rn×p;

• Six media formulations are considered in this study case with n = 6 observations and
p = 14 regressors;

• The regressor matrix values are mean-centered and normalized by its regressor stan-
dard deviation;

• The simulated Qp response is assumed as follows: Qpt = 5ψ1 + φ2 − 3ψ1ψ2. The Qp
vector has dimensions Qpt ∈ Rn×1. Mean centered and normalized regressors values
are used to generate Qp data;

• Random noise ε with a magnitude of 8, 10 and 15% percent of the full scale variation
of the output data is incorporated into the simulated response data;

• Lastly, a set with 60 media is used to evaluate the model prediction.

PCR based model

A regression model of Qp as a function of media components concentrations based on
Principal Components Regression (PCR) is developed as per the following steps:

i. Apply PCA to the regressor matrix Xregressor ∈ Rn×p;
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ii. Select a number of principal components (nPC) so as the scores of the PCA (XSnPC ∈
Rn×nPC ) are able to describe a specific level of input variability.

iii. Use the simulated specific productivityQpt ∈ Rn×1 and the regressor matrixXregressor ∈
Rn×p from the training set in combination with the loadings of PCA (XLnPC ∈
Rp×nPC ) to estimate the PCR regression coefficient vector βPCR ∈ RnPC×1 according
to the equation given by: Q̂pt = (Xregressor) (XLnPC )βPCR. Evaluate the predicted
Qp and regression error given by the PCR model regression for the training set;

iv. Use the testing set to predict the Qp and calculate the prediction error for the testing
set;

v. The number of principal components nPC used in the PCR regression model is ad-
justed such that both the errors for both the training and testing sets are smaller
than the noise ε assumed in the simulated data.

PLS based model

A regression model of Qp as function of the initial media components concentration based
on Partial Least-Squares (PLS) regression is developed as follows:

i. Apply PLS to the regressor matrix Xregressor ∈ Rn×p and the simulated specific
productivity vector Qpt ∈ Rn×1 from the training set;

ii. Select a number of latent variables (nPC) such as the predictor and response scores
of PLS (respectively XSnPC ∈ Rn×nPC and YSnPC ∈ Rn×nPC ), satisfy a specific level
of covariance.

iii. Estimate the PLS regression coefficient vector βPLS ∈ Rp×1 based on the training
data as follows: βPLS = WnPC (YLnPC )T . The predicted Qp according to the PLS
based model is given by: Q̂pt = (Xregressor)βPLS;

iv. Evaluate the predicted Qp and regression error given by the PLS based model re-
gression for the training set;

v. Use the PLS regression coefficient vector βPLS ∈ Rp×1 to predict the Qp and the
prediction error of the testing set;

vi. The number of latent variables is adjusted such that the prediction error for the
training and testing sets in the model calibration are smaller than the noise ε assumed
in the simulated response data.
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In both PCR and PLS approaches, there is a trade-off between the variability explained
by the scores and the fitting accuracy. As the number of principal components selected
increases, the training error decreases and the fitting accuracy improves. However, this im-
provement is generally a result of over-fitting of the noise training data thus often resulting
in a higher prediction error.

LASSO and Elastic Net Based Models

With the goal of reducing the number of model parameters and identifying media compo-
nents that do not contribute significantly to the output of interest LASSO and the Elastic
Net regression models were developed. In these methods the number and values of active
coefficients (non-zero) β ∈ Rp×1 strongly depend on the choice of parameters λ′ ∈ R1×1

and α ∈ R1×1. λ′ is non-negative and α can assume values from 0 to 1 (observe that for
LASSO based model α = 1). In the current study the parameter λ′ was developed in a
particular way so as to ensure the testing error is smaller than the magnitude of noise
that is assumed to be known a priori. Accordingly, these models are developed as per the
following steps (for LASSO α = 1):

i. Using the training set, the values of λ′ and α are obtained through an optimization
Eq. 4.3 whose objective function is the maximization of λ′, subject to the constraint
that the prediction error for the testing set data is smaller than the magnitude of the
noise ε assumed in the simulated data;

maximize
λ′,α

λ′

subject to β = argmin
β

{
1

n
‖Qpt −Xregressorβ‖2

2 + λ′
(
(1− α) ‖β‖2

2 + α ‖β‖1

)}
√∑

(Qpt −Xregressorβ)2 ≤ ε

0 < α < 1
(4.3)

As λ increases, the number of non-zero regression coefficients decreases, thus resulting
in an increasingly sparse vector β.

ii. If the testing and predictor error are bigger than the noise ε assumed in the simu-
lated response data, the problem is infeasible. The magnitude of the noise can be
generally obtained from replicates. If the noise related constraint is not included in
the optimization problem then λ will be unbounded.
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The second constraint from Eq. 4.3 ensures that the regression coefficient vector β will
be such that the prediction error for the training set in the model calibration is smaller
than the noise ε assumed in the simulated response data.

4.4.2 Results

A toy simulation example where n < p is used here to compare the performance of PCR,
PLS, LASSO and Elastic Net.

• As described in the Section 4.4, the toy example used in this case study presents 6
media formulations and four media components, e.g two major components (ψ1 and
ψ2) and two minor components (φ1 and φ2). The values of ψi and φj concentrations
are assumed from uniformly distributed random data, varying from 0 to 1, as given
in equation 4.4;

X =


0.8147 0.2784 0.9571 0.7922
0.9057 0.5468 0.4853 0.9594
0.1269 0.9575 0.8002 0.6557
0.9133 0.9648 0.1418 0.0357
0.6323 0.1576 0.4217 0.8491
0.0975 0.9705 0.9157 0.9339

 (4.4)

• The regressor matrix Xregressor ∈ Rn×p is generated assuming linear factors, two-way
interactions and squared terms of major components (ψi) and minor components
(φj). Thus the number of observations is n = 6 and the number of regressors is
p = 14 regressors;

• The simulated Qp response is obtained using the regressor matrix generated from the
matrix in equation 4.4, following the function Qpt = 5ψ1 + φ2 − 3ψ1ψ2. The specific
productivity response vector is given byQpt ∈ Rn×1. Observe that as described in the
Methods section, the Qp response is obtained using regressors values mean-centered
and normalized by its regressor standard deviation;

• Random noise ε, uniformly distributed, was added to the response vector. Different
levels of noise with magnitudes of 8%, 10% and 15% of the full range of variation
of the simulated Qp, respectively 0.6796, 0.8495 and 1.2742, were considered in this
case study.
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• The 6 media formulation described in equation 4.4 and its correspondent simulated
Qp were used in the cross-validation to estimate the regression coefficients of the
PCR, PLS, LASSO and Elastic Net based models;

• Other 60 media formulations (not shown), also composed by uniformly distributed
random data, varying from 0 to 1 , and their corresponded simulated Qp are used
to compare the sum of squared error (SSE) of the models for the purpose of model
prediction.

Table 4.1 presents the results of the calibration errors when PCR, PLS, LASSO and
Elastic Net based models are used. PCR and PLS based models consistently resulted in
smaller training and testing errors than LASSO and Elastic Net models. Also, for LASSO
model as the noise in the data decreases, the training error was larger in magnitude than
the noise in the data. From Table 4.1 we concluded that the PLS based model is the best
in terms of training error and the PCR model results in slightly better results in testing
the media. Table 4.2 shows the sum of squared errors (SSE) for the 60 different media
used for model prediction. Thus, for the particular case of n < p the PLS and PCR models
perform better than LASSO and Elastic Net. It is very important to emphasize that this
result is specific to a case where n < p and for input data that has been sampled from a
uniformly random distribution.

To understand the superior results of PLS and PCR as compared to LASSO and Elas-
tic Net models for this particular toy example, we compared the values of the regression
coefficients obtained by these regression methods (βLASSO and βElasticNet) with the regres-
sion coefficients used to generate the simulated Qp data (β). As can be seen in Table
4.3, the non-zero model regression coefficients found by the LASSO and Elastic Net ap-
proaches are not the ones used to generate the simulated data. In fact this type behavior
for regularization based models, i.e. LASSO and Elastic Net, has been reported in the
literature [82, 166, 92] for cases where the regressor matrix Xregressor ∈ Rn×p presents less
observations than the regressor variables, i.e. n < p scenario. Although not shown for
brevity, we have corroborated that if the number of observations is equal or larger than
the number of regressor variables, e.g. n≥p where the total number of media observations
is 14 or more, LASSO and Elastic Net would be able to find exactly the same important
coefficient regressors (βLASSO and βElasticNet) as the ones used to define the simulated data
(β). Thus, the results of this toy example are very specific to the case of n < p which
happen to be the common situation for cellular medium design where the number of ex-
periments is limited. For instance, it has been found that for cases where n < p, the models
based on LASSO and Elastic Net do not present a unique solution. For those cases it has
been shown that the exact model coefficients can only be recovered for particular regressor
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matrix designs that satisfy a mathematical condition referred to as Restricted Isometry
Property (RIP) [24, 156]. However, it is numerically challenging to satisfy this condition.
Moreover, when the experiments are based on blending of master media as done in the
industry, this condition could not be satisfied due to high correlation resulting from the
blending of formulations.

Table 4.1: Training and testing error for the cross-validation when a random noise ε
proportional to 8%, 10% and 15% to the range of the simulated Qp, respectively 0.6796,
0.8495 and 1.2742, is considered.

CROSS-VALIDATION ERROR
Noise in the data 0.6796 0.8495 1.2742

Error Train Test Train Test Train Test
PCR 0.1571 0.2324 0.1928 0.2792 0.2828 0.3975
PLS 0.0949 0.2793 0.1142 0.3177 0.1717 0.4488

LASSO 0.7433 0.6796 0.9124 0.8236 0.9618 0.8062
Elastic Net 0.4264 0.3963 0.4548 0.4216 0.5352 0.4670

Table 4.2: SSE presented by the sixty media formulation when a random noise ε propor-
tional to 8%, 10% and 15% to the range of the simulated Qp, respectively 0.6796, 0.8495
and 1.2742, is considered.

SSE prediction
Noise in the data 0.6796 0.8495 1.2742
PCR 34.4806 36.8596 43.7585
PLS 48.1961 53.4652 66.2500
LASSO 114.7288 154.9956 172.6365
Elastic Net 66.3108 73.3360 90.3790

Furthermore, the relative accuracy of the models is of particular significance for model
based optimization. For example, considering the possible minimum level concentration
equal to 0 and the possible maximum level concentration equal to 1, the maximum sim-
ulated Qp according to the defined function Qpt = 5ψ1 + φ2 − 3ψ1ψ2 would be obtained
when the mean-centered and normalized values of the decision variables at the optimum
are ψ1 = 1.1074, ψ2 = −1.7421 and φ2 = 0.8563 and maximum productivity it is equal
to 2.5743. However, using these concentration levels, LASSO and Elastic Net models are
not able to predict Qp values that are larger than the ones predicted by PCR and PLS
models. While the predicted Qp for LASSO and Elastic Net models are 0.0420 and 1.0029
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respectively, the Qp values predicted by PCR and PLS are 2.1896 and 1.8138, i.e. much
closer to the true optimum. For this case study, the reason for these results is that the
term containing the interaction ψ1ψ2 vanishes in both the LASSO and Elastic Net models
while this term is very important about the optimum.

Table 4.3: Comparison among the coefficient regression used to generate the simulated
Qp data and the coefficients regression given by LASSO and Elastic Net based model,
assuming a noise proportional to 10% of the range of the simulated response values, e.g.
noise equal to 0.8495.

Coefficient Regressor β βLASSO βElasticNet
β1 ψ1 5 0 0.0137
β2 ψ2 0 -0.0033 -0.1563
β3 φ1 0 0 0
β4 φ2 1 0 0.0026
β5 ψ1ψ2 -3 0 0
β6 ψ1φ1 0 0 0.0836
β7 ψ1φ2 0 6.9391e-15 0.1408
β8 ψ2φ1 0 0 -0.0245
β9 ψ2φ2 0 0 -4.6432e-05
β10 φ1φ2 0 0 0
β11 ψ2

1 0 0 0
β12 ψ2

2 0 -0.0303 -0.1697
β13 φ2

1 0 0 0
β14 φ2

2 0 0 0.0149

4.5 Case Study 2: Development of new media formula-
tions using all observations from the blending of the
master media

4.5.1 Methods

This case study uses the full data set of media formulations provided by the industrial
collaborator, given by matrixX ∈ Rn×po , with n = 80 media and po = 90 chemical elements
(among major and minor components). To generate the regressor matrix Xregressor ∈ Rn×p
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linear factors, two-way interactions and squared terms are considered, leading to a high-
dimensional n < p data with 80 rows (n = 80) and 4185 columns (p = 4185). The 80
media formulations are developed based on current industrial practice of blending pre-
defined formulations (master formulations) that have resulted in good outcomes, e.g. high
productivity, in earlier experiments. These formulations are blended with each other in
specific proportions for further experimentation and optimization.

Data of monoclonal antibody Qp and the concentration of 4 key metabolites, i.e. glu-
cose, glutamate, ammonia and lactate, at end of the culture experiments are also available.
These 4 metabolites are of key importance in mammalian cell cultures and therefore they
are commonly monitored during culture. Glucose and glutamate are key nutrients and
ammonia and lactate are by-products that are often inhibitory when accumulating to high
levels [22]. We assume that the output of interest for the current study is the mAb specific
productivity at the end of the simulated perfusion operation (Qpt), which is a function
of the concentration of major components (ψ) and minor components (φ) in the initial
medium formulation, as per the following equation:

Qpt = f (ψi, φj) (4.5)

where ψi is the medium formulation concentration of the major component i and φj is
the medium formulation concentration of the minor component j. Assuming the Qp is
a function of linear factors, two-way interaction and squared terms of major components
(ψ) and minor components (φ) medium formulation concentrations, the Eq. 4.5 can be
re-written as Eq. 4.1. All concentrations’ values used in the model are mean centered
and thus no intercept term is present in the regression models. Also, the concentrations
are normalized by the standard deviation of each component based on the different media
formulations that are considered for model calibration.

A key challenge for calibrating a regression model based on samples obtained from
blending of pre-defined media is that there exist large correlations among the inputs. The
level of correlation in the input data is further exacerbated by considering interactions
among the media components. In the presence of such correlations conventional least
squares approaches are ineffective and statistical regression approaches that can deal with
such correlations are needed [99, 144].

Since Case Study 1 indicated that LASSO and Elastic Net are less accurate than PCR
and PLS for prediction in n < p cases, only PCR and PLS models were considered for
model based optimization. In both PCR and PLS based model regression, the same re-
gressor matrix is used but two different sets of predicted responses are used separately in
each regression modelling: i- simulated Qp data, and ii- industrial Qp data. When the
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simulated Qp data is used, simulated data for glucose, glutamate, ammonia and lactate
is also generated. The use of simulated output data served to check our results in terms
of prediction ability and in terms of accuracy of the resulting optima. Then, the indus-
trial data was used to check the ability of the regression models to predict the output
measurements.

The objective of the robust optimization is to develop a new medium formulation
capable of predicting monoclonal antibody Qp that is higher than the ones already given
by the 80 original media formulation. In order to generate solutions that are robust to
model error a robust optimization problem was solved. The variance of the new Qp to be
used for robust optimization is given as follows:

For PCR based model:

var (Qpt) =

√
((Xregressor) (XLnPC ))2 var (βPCR) (4.6)

For PLS based model:

var (Qpt) =

√
(Xregressor)

2 var (βPLS) (4.7)

where Qpt ∈ R1×1 is the predicted specific productivity for the medium formulation,
var (Qpt) ∈ R1×1 is the variance of the predicted specific productivity for the medium
formulation, Xregressor ∈ R1×p is the regressor matrix given by the medium formulation
considering linear factors, two-way interactions and squared terms, XLnPC ∈ Rp×nPC is
the loadings from PCA considering nPC , var (βPCR) ∈ RnPC×1 is the variance given by
the coefficients for PCR regression, and var (βPLS) ∈ Rp×1 is the variance given by the
coefficients for PLS regression.

Constraints are added to avoid that the decision variables, i.e. the concentrations of
chemical components in the new medium formulation, result in too high or negative con-
centrations. The constraints on key metabolites, such as glutamate, glucose, lactate and
ammonia, are chosen according to values provided by the industrial partner. These con-
straints aim to guarantee that the new medium formulation do not result in cultures where
all glutamate and glucose are consumed or where lactate and ammonia are overproduced
thus leading to inhibition of cell growth and/or productivity.

This robust optimization problem can generate 3 possible new media formulations
Xnew ∈ R1×po , according to the value of constant θ: if is equal to zero, the average pre-
diction of Qpt,new is obtained, if is equal to -1 or +1, the lower or upper bound average
prediction of Qpt,new is obtained, respectively.
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Development of new media formulations using a PCR based model

i. Build the regressor matrix Xregressor ∈ Rn×p, with n = 80 and p = 4185 with the
medium formulation data;

ii. Using the monoclonal antibody Qp (simulated data or industrial data), follow the
steps described in Section 4.4.1 to generate the PCR based model.

iii. Additional PCR based models relating the concentration of the 4 key metabolites, i.e.
glucose, glutamate, ammonia and lactate, to the initial media components are also
obtained following the steps described in Section 4.4.1 from PCR regressions. By us-
ing these additional models it is possible to impose constraints on the concentrations
of these 4 metabolites within the robust optimization problem as follows;

iv. Perform robust optimization as described by equations 4.8 to find the new medium
composition.

maximize
Xnew

Qpt,new + θ (var (Qpt,new))

subject to Xnew,regressor = regressor matrix(Xnew)

Qpt,new = (Xnew,regressor) (XLnPC )βPCR

var (Qpt,new) =

√
((Xnew,regressor) (XLnPC ))2 var (βPCR)

Glu = (Xnew,regressor)
(
XLnPC,Glu

)
βPCR,Glu

Glc = (Xnew,regressor)
(
XLnPC,Glc

)
βPCR,Glc

Lac = (Xnew,regressor)
(
XLnPC,Glc,Glc

)
βPCR,Lac

Amm = (Xnew,regressor)
(
XLnPC,Amm

)
βPCR,Amm

Qpt,new ≤ Qpt,max

Glu > 0

Glc > 0

Lac ≤ Lacmax

Amm ≤ Ammmax

Xmin ≤ Xnew ≤ Xmax

(4.8)

whereXnew ∈ R1×po is new medium formulation, Xnew,regressor ∈ R1×p is the regressor
matrix of Xnew considering linear factors, two-way interactions and squared terms,
Qpt,new ∈ R1×1 is the predicted output for the new formulation, θ ∈ R1×1 is a constant

62



that can be -1, 0 or +1, var (Qpt,new) ∈ R1×1 is the variance of the predicted output
for the new formulation, XLnPC ∈ Rp×nPC is the loadings from PCA considering nPC ;
nPC , nPC,Glu, nPC,Glc, nPC,Lac, and nPC,Amm are the number of principal components
selected for, respectively, the response of interest, glutamate, glucose, lactate and
ammonia, βPCR ∈ RnPC×1 is the vector of coefficients for PCR regression, βPCR,Glu ∈
RnPC×1 is the vector of coefficients for PCR regression of the glutamate concentration,
βPCR,Glc ∈ RnPC×1 is the vector of coefficients for PCR regression of the glucose
concentration, βPCR,Lac ∈ RnPC×1 is the vector of coefficients for PCR regression of
the lactate concentration, βPCR,Amm ∈ RnPC×1 is the vector of coefficients for PCR
regression of the ammonia concentration, Qpt,max ∈ R1×1 is the upper bound for
the output of interest prediction, Lacmax ∈ R1×1 is the upper bound for the lactate
concentration, Ammmax ∈ R1×1 is the upper bound for the ammonia concentration,
Xmin ∈ R1×po andXmax ∈ R1×po are the lower and upper bounds for the new medium
composition values, respectively.

Development of new media formulation using a PLS based model

i. Build the regressor matrix Xregressor ∈ Rn×p, with n = 80 and p = 4185 with the
data provided by the industrial collaborator;

ii. Using the monoclonal antibody Qp (simulated data or the industrial data), follow
the steps described in Section 4.4.1 to generate the PLS based model.

iii. Additional PLS based models relating the concentration of the 4 key metabolites, i.e.
glucose, glutamate, ammonia and lactate, to the initial media components are also
obtained following the steps described in Section 4.4.1 from PLS regressions.

iv. Perform robust optimization as described by equations 4.9 to find the new medium
composition.
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maximize
Xnew

Qpt,new + θ (var (Qpt,new))

subject to Xnew,regressor = regressor matrix(Xnew)

Qpt,new = (Xnew,regressor)βPLS

var (Qpt,new) =

√
(Xnew,regressor)

2 var (βPLS)

Glu = (Xnew,regressor)βPLS,Glu

Glc = (Xnew,regressor)βPLS,Glc

Lac = (Xnew,regressor)βPLS,Lac

Amm = (Xnew,regressor)βPLS,Amm

Qpt,new ≤ Qpt,max

Glu > 0

Glc > 0

Lac ≤ Lacmax

Amm ≤ Ammmax

Xmin ≤ Xnew ≤ Xmax

(4.9)

whereXnew ∈ R1×po is new medium formulation, Xnew,regressor ∈ R1×p is the regressor
matrix of Xnew considering linear factors, two-way interactions and squared terms,
Qpt,new ∈ R1×1 is the predicted output for the new formulation, θ ∈ R1×1 is a constant
that can be -1, 0 or +1, var (Qpt,new) ∈ R1×1 is the variance of the predicted output
for the new formulation, βPLS ∈ Rp×1 is the vector of coefficients for PLS regression,
βPLS,Glu ∈ Rp×1 is the vector of coefficients for PLS regression of the glutamate
concentration, βPLS,Glc ∈ Rp×1 is the vector of coefficients for PLS regression of the
glucose concentration, βPLS,Lac ∈ Rp×1 is the vector of coefficients for PLS regression
of the lactate concentration, βPLS,Amm ∈ Rp×1 is the vector of coefficients for PLS
regression of the ammonia concentration, Qpt,max ∈ R1×1 is the upper bound for
the output of interest prediction, Lacmax ∈ R1×1 is the upper bound for the lactate
concentration, Ammmax ∈ R1×1 is the upper bound for the ammonia concentration,
Xmin ∈ R1×po andXmax ∈ R1×po are the lower and upper bounds for the new medium
composition values, respectively.
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4.5.2 Results

Following the results in Case Study 1 and the limitations identified for regularization
methods in the n < p case, the models used in Case Study 2 were based on either PCR
or PLS regressions. First a simulated model is created in order to test the methodology.
The input data corresponds to the one provided by our industrial partner and it is based
on the blending of master media as explained in the Methods’ section while the outputs
corresponding to Qp, glutamate, glucose, lactate and ammonia data are simulated.

Modelling and optimization of simulated response data

The simulated model for Qp, glutamate, glucose, lactate and ammonia was obtained as
follows:

• The regressor matrix Xregressor ∈ Rn×p, used was the one built with the blending me-
dia formulations (composed by 20 major components ψ, and 70 minor components φ)
provided by the industrial collaborator, assuming linear factors, two-way interactions
and squared terms, with n = 80 and p = 4185;

• A sparse regression coefficient vector with few random regressors defined, as presented
by Table 4.4, is used to simulate the output of interest Qpt, e.g. mAb specific
productivity at the end of the simulated perfusion operation. These coefficients are
related to the importance of certain regressors from Xregressor ∈ Rn×p. In this case
study, 9 coefficients were non-zero (see Table 4.4);

• Four additional sparse vectors were defined to generate data for glutamate, glucose,
lactate and ammonia. Other significant regressors than the ones defined for Y gen-
eration were used to define the coefficient sparse vectors βGlu, βGlc, βLac and βAmm,
all ∈ Rp×1 (see Tables 4.5, 4.6, 4.7, and 4.8);

• With Xregressor ∈ Rn×p mean-centered and normalized and the coefficients regression
β ∈ Rp×1 defined, the output of interest Qpt ∈ Rn×1 was obtained by Qpt =
Xregressorβo. Random noise proportional to 15% of the range of simulated Qp were
added to Qpt;

• Output data for metabolites Glu, Glc, Lac, and Amm all ∈ Rn×1 were obtained
by Glu = XregressorβGlu, Glc = XregressorβGlc, Lac = XregressorβLac, and Amm =
XregressorβAmm. Random noise proportional to 15% of the range of metabolite output
were also added to the output metabolites’ concentrations.
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Table 4.4: Regression coefficients used for simulated response of interest (Qp) data - Case
Study 2. Note that the other coefficients not described in the table have zero value.

Coefficient Vector βo Value Corresponding Variable
β80 0.3333 φ60

β111 -0.3333 ψ1φ2

β272 0.2222 ψ3ψ8

β520 0.6667 ψ5φ65

β685 0.6667 ψ7φ63

β1039 -0.1111 ψ12φ17

β2112 0.1111 φ7φ40

β3555 0.8889 φ37φ58

β3895 -0.2222 φ50φ60

Table 4.5: Regression coefficients used for simulated response of glutamate (Glu) data -
Case Study 2. Note that the other coefficients not described in the table have zero value.

Coefficient Vector βGlu Value Corresponding Variable
β1 1 ψ1

β15 -1 ψ15

β3000 2 φ23φ56

β4022 1 φ58φ63

Table 4.6: Regression coefficients used for simulated response of glucose (Glc) data - Case
Study 2. Note that the other coefficients not described in the table have zero value.

Coefficient Vector βGlc Value Corresponding Variable
β12 -3 ψ12

β20 2 ψ20

β2856 8 φ20φ56
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Table 4.7: Regression coefficients used for simulated response of lactate (Lac) data - Case
Study 2. Note that the other coefficients not described in the table have zero value.

Coefficient Vector βLac Value Corresponding Variable
β46 5 φ26

β272 10 ψ3ψ8

β1685 -1 φ1φ6

β2039 -5 φ6φ30

Table 4.8: Regression coefficients used for simulated response of ammonia (Amm) data -
Case Study 2. Note that the other coefficients not described in the table have zero value.

Coefficient Vector βAmm Value Corresponding Variable
β30 -5 φ10

β32 6 φ32

β852 1 ψ9φ67

β1022 2 ψ1ψ20

β2489 -2 φ13φ60

Table 4.9: Cross-validation error for PCR and PLS based models using simulated Qp data
- Case Study 2.

Error Cross-Validation
Training Testing

PCR 0.4931 0.6433
PLS 0.2614 0.7279

The magnitude of the noise is 15% of the full range of variation of the simulated Qp, i.e.
0.89, which is at the same level as the noise present in the industrial response data. Aiming
to achieve a training and testing error of the order of the noise, 14 principal components
were considered for the PCR based regression model. Similarly, the number of principal
components selected for the individual models of glutamate, glucose, lactate and ammonia
was also equal to 14. For the PLS based regression model, the number of latent variables
considered in all the models was equal to 12. These number of principal components or
latent variables were chosen based on the training and testing methods explained in the
Methods’ section. Table 4.9 presents the training and testing errors for Qp for both PCR
and PLS based approaches. Both PCR and PLS based models resulted in cross-validation
errors smaller than the magnitude of the noise.
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A set of 15 different media was used for testing the prediction ability of the PCR and
PLS models. Clearly, the prediction accuracy largely depends on the projections of the data
to be predicted onto the principal components for PCR or the principal latent variables
for PLS of the calibrated models.

To test this statement two data sets were tried for the PCR model: set 1- data set
that has large scores for the principal components identified during calibration and set
2- data set for which the scores for the first principal components are small and large
along the less significant components. Accordingly for set 1 the media formulations for the
prediction set were obtained using the PCA scores and the PCA loadings of the original
80 media formulation. However, the first ten scores principal components (which explain
approximately 87% of the input variability) were used with higher weight than the other
principal components. The aim was to create a media prediction set which the input was
around the region where the model is valid. For the described prediction set, the SSE and
prediction error for the PCR based model were 13.10 and 0.9346. The worst prediction
error of the PCR model is just 4% larger than the noise magnitude. On the other hand,
set 2 was generated by reducing the weight of the scores of the first principal components
and increasing the weight on the last principal components scores (the ones which account
for less variability of the input data). For set 2 the SSE and prediction error are 21.83
and 1.2066. Thus, as expected, as the data is farther apart from the data used for model
training, the prediction is less accurate and this will have a clear impact on optimization
results.

Similar testing of the prediction accuracy can be done for a PLS model. Also, two data
sets were tried for PLS model prediction, set 1 with a data set that has large scores for
the first latent variables and set 2 with a data set for which the smaller scores for the first
latent variables and large scores for the latest latent variables. Set 1 presented SSE and
prediction error for the PLS model equal to 11.56 and 0.8777, observe that the prediction
error fits the noise in the data. For set 2 the SSE and prediction error were equal to
91.24 and 2.4664. Observe that for set 2 the prediction error is much larger than the noise
present in the data. Again, as expected and as happened for PCR model, as the data is
farther apart from the data used for model training, the prediction is less accurate.

Based on the observation that the prediction accuracy largely depends on the proximity
of the data to the original data, as given by the projection of the new data onto the
principal components or principal latent variables, it was decided to impose constraints on
the outputs in the optimization problem. The objective was to ensure that the calculated
optimum will not be located too far from the data used for model calibration. For the robust
optimization based on either the PCR or PLS models, Qpt,max, Lacmax and Ammmax were
considered as 30% of, respectively, the maximum Qp, lactate concentration, and ammonia
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concentration obtained by the simulated data given by the 80 media observations. For each
robust optimization problem three new media formulations were found: one for θ = −1
(lower bound prediction), one for θ = 0 (average prediction), and the last one for θ = 1
(upper bound prediction).

Figure 4.1 shows the maximum Qp obtained with the original media formulation (in
red) compared with the predicted and true Qp for the new media obtained through the
optimization when θ is equal 0, -1 and 1 for the PCR and PLS regression models. The
predicted Qp results, indicated in light blue and yellow, were obtained by substituting the
values of each optimal medium formulation into the respective PCR and PLS models. The
corresponding true Qp results (in dark blue and orange) were obtained by using the optimal
media formulations found by PCR and PLS models into the true simulated model (given
by the coefficients described in Table 4.4). It can be seen that with either the PCR and
PLS regression models it is possible to find new media compositions that can predict an Qp
about 30% larger than the maximum Qp found among the 80 original media formulation,
except for the case of the lower bound predicted with the PLS model θ = −1, see Figure
4.1 (yellow bar for PLS θ = −1). The maximum Qp found among the 80 original media
formulation is 4.0861 (red bar). For the PCR based model, the Qp predictions (light blue
bars) found were 5.3187 (θ = 0), 4.9965 (θ = −1) and 7.3182 (θ = 1). For the PLS based
model, the Qp predictions (yellow bars) found were 5.3187 (θ = 0), 3.8144 (θ = −1) and
7.0619 (θ = 1).
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Figure 4.1: Maximum specific productivity (Qp) given by the original media formulation
compared with the predicted and simulated specific productivity for the new media ob-
tained when θ is equal 0, -1 and 1 for PCR and PLS regression models.
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The true Qp results for the new media found by the robust optimization for PCR and
PLS models confirms that all these new media resulted in Qp values that are larger than
the maximum value obtained with the 80 initial media, except for the medium found by
the robust optimization considering the PCR model and θ = −1 which corresponds to a
lower bound, see Figure 4.1 (dark blue bar for PCR θ = −1).

The predicted and true Qp values found for the new media, for PCR and PLS based
approaches, are presented in Table 4.10. The differences between the true and predicted
values are smaller with the PLS based model thus indicating that this model can better
predict the Qp than the PCR based model. On the other hand, although the PCR model
has slightly lower prediction accuracy, it leads to a higher Qp optimum as compared to the
optimum obtained with the PLS model. The explanation is that PCR can better explain
the variability of the input variables space as compared to PLS that focuses on the region
of the input space that better explains the variability of the output which limits the ability
of PLS based optimization to find the global optimum in the input space.

Table 4.10: Predicted and true Qp values found for the new media, for PCR and PLS
based approaches - Case Study 2

θ = 0 θ = −1 θ = 1
Predicted True Predicted True Predicted True

PCR 5.3187 7.4101 4.9965 0.5890 7.3182 8.4544
PLS 5.3187 4.2563 3.8144 5.6805 7.0619 11.4664

Note that the differences of predicted and simulated Qp given by the robust optimiza-
tion using PCR regression with θ = 0 are only slightly larger than the noise (0.894) which
is the desired outcome of the robust optimization [86].

It was also observed (not shown in this work) that when θ = −1 or θ = 1 ,corresponding
to the lower and upper bounds of the optimum respectively, for both PCR and PLS based
models the robust optimizations found the components in the new media formulations to
be at their extreme levels for most of the medium components. However, this is not the
case for the average value θ = 0.

Figure 4.2 shows the optimum medium composition found from the robust optimization
for PCR and PLS when θ = 0. The composition for most of the medium components are
generally larger from the PCR based optimization except for some components, such as ψ2,
ψ4, φ4 φ6, φ15, φ24 and φ41. We also observed that as the difference in the new formulation
of media components obtained through PCR and PLS increases, that component tends to
be not significant in the true model. For example, medium components φ15, φ18, φ34 and
φ70 are not present in the true model that generated the Qp data (see Table 4.4).
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For comparison, we searched for the true optimum i.e. when the true model was used
to predict the Qp along with its constraint functions for glutamate, glucose, ammonia and
lactate. The optimum Qp was equal to the one calculated by the PCR model (5.3187) but
this is not surprising since this value is at the constraint on Qp used in the optimization,
i.e. 30% higher than the highest value of Qp obtained from the original 80 media. If such
constraint is not imposed the optimal productivity with the true model is much higher.
However, as we shown above, the constraint is necessary so as to ensure validity of the PCR
and PLS models. On the other hand it was found that for the same Qp value the input
formulation was somewhat different from the optimal formulations predicted by the PCR
and PLS models. These differences can be explained by the true optimum having high
scores on the later principal components or principal latent variables of the PCR and PLS
model respectively, which accounts for very low variability of the data and are not in the
region of validity of PCR and PLS models. It was observed that the PCR scores projection
of the optimum formulation obtained when the true model was used to predict the Qp
presented scores values out of the PCR model projection space (defined in the calibration)
for most of the principal components. For example, while the projection values of first
12 principal components are found into the PCR based model scores range, the last 12
principal components present scores values totally out of the calibration region.The same
behavior was observed with the latent variables for the PLS based model.
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Figure 4.2: Optimal medium components concentration (Xnew) found by robust optimiza-
tion when θ = 0 for PCR and PLS based models.
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Modelling results for industrial output data

As described in the methods section 4.5, the blending of the master media in different
proportions generated 80 media that were used in this case study for modelling. The
resulting model was then used for finding an optimal media. Three out of the 80 media are
replicates and, therefore, they serve to estimate the level of the noise that was found to be
equal to 0.80 pg/cell. Eight randomly chosen media formulations, were used for testing and
were not used for model training or validation. The other 72 media were used for model
calibration (testing and training). In this part of the work only the formulations that were
found by robust optimization with the PCR model were experimentally tested. Optimal
medium formulations found by PLS model approach will be experimentally tested in future
work. The reason for testing the PCR based formulations was based on our earlier results
with synthetic models that indicated better results with PCR.

Initially the model was developed without including constraints on glutamate, glucose,
lactate and ammonia. Thus, the goal was the maximization of Qp subject to constraints of
Qp maximum value and medium components composition bounds, as shown in equation
4.10.

maximize
Xnew

Qpt,new + θ (var (Qpt,new))

subject to Xnew,regressor = regressor matrix(Xnew)

Qpt,new = (Xnew,regressor) (XLnPC )βPCR

var (Qpt,new) =

√
((Xnew,regressor) (XLnPC ))2 var (βPCR)

Qpt,new ≤ Qpt,max

Xmin ≤ Xnew ≤ Xmax

(4.10)

The new medium composition obtained to be referred as "New A", assumed Qpt,max
equal 30% of the maximum Qp obtained by the 80 media experiments. The reason for
imposing an upper bound constraint on productivity was to avoid large extrapolations of
the model into a region of the variable space that was not used for model calibration due to
lack of data in that region. In this initial approach, 25 principal components were used in
the PCR model for Qp, which explain 96% of the total input variance. The Qp predicted
error for the training and testing sets were 0.46 pg/cell and 0.97 pg/cell, respectively. The
prediction error for the 8 media used for model prediction were equal to 0.63 pg/cell.

A second new optimum medium to be referred as "New B", was obtained using the
full robust optimization as described in equation 4.8. The Qpt,max was also set as 30%
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of the maximum Qp obtained by the 80 media experiments. In this second approach, in
order to calibrate the model such as the prediction error will be equal or smaller than the
magnitude of the noise (+-0.80 pg/cell), 14 principal components were used in the PCR
based regression models for the Qp, glutamate, glucose, lactate and ammonia. The 14
principal components were able to explain 91.2% of the input variability. The Qp predicted
error for the training and testing sets were 0.54 pg/cell and 0.78 pg/cell, respectively. The
prediction error for the 8 media used for model prediction were equal to 0.69 pg/cell.
Observe that for both media "New A" and "New B" , the prediction errors were smaller
than the estimated noise (+-0.80 pg/cell) thus confirming the ability of the PCR model to
predict data not used for model calibration.

Figure 4.3 shows a comparison of the cell density, mAb and Qp obtained with "New
A" and "New B", and with four different media used by the industrial partner, "Run 1",
"Run 9", "Run 53" and "Run 81". "Run 9" and "Run 53" are two out of eleven master
media and "Run 1" is a weighted combination of the 11 master media; "Run 9", "Run 53"
and "Run 1" were present in the 80 media experiments. The medium "Run 81" is a new
proportion combination of the master media that is not one of the 80 media considered in
our modelling exercise.

Figure 4.3 shows that in the last day of the cell culture (day 4) the proposed optimum
media presented a Qp value equal to 10.30 pg/cell for "New A" and 10.21 pg/cell for "New
B", approximately 20% smaller than the Qp value predicted by the PCR model approach,
which was 12.24. However, this new run of experiments presented a experimental data
noise of +-1.55 pg/cell. Therefore, the measured values are not significantly different from
the ones predicted by PCR model. In general, the performance for cell density, mAb and
Qp over the days was very similar for "New A" and "New B".

Although the measured Qp values obtained by Run 1 (11.79 pg/cell), Run 9 (11.39
pg/cell), Run 53 (10.69 pg/cell) and Run 81 (10.68 pg/cell) were relatively high as com-
pared to the "New A" and "New B" media, the latter two optimized media presented
consistently higher values of cell density and mAb through the days. This higher growth
was of great interest for the company due its potential to shorten perfusion operations.
Larger growth has the potential to shorten the batch period needed for reaching a certain
density before perfusion is started.

Figure 4.4 compares the new media compositions, "New A" and "New B", with medium
"Run 9", which is one of the initial 80 media experiment. "Run 9" medium corresponds to
one of the 11 master media and it is considered a good performing media by our industrial
partner, presenting a high Qp value in the experiments. It can be noticed that the two
media proposed by the PCR model exhibits component concentrations that are significantly
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different from the ones used by "Run 9" but they are also resulting in cell cultures with
high Qp values. For instance, medium components that were not present in the "Run 9"
medium presents a significant concentration in the "New 1", such as the minor components
φ4, φ6, φ18, φ20, φ36, φ45 and φ55. The presence of these medium components may explain
the consistent results for high growth and mab presented by the "New A" and "New B"
medium. Figure 4.4 also shows that the new proposed media "New A" and "New B" are
very similar, with few components varying over +-40% in composition, such as φ6, φ10,
φ12, φ19, φ24, φ29 and φ70.
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Figure 4.3: Daily experimental results for cell density, mAb and Qp for media "New A",
"New B", "Run 1", "Run 9", "Run 53", and "Run 81".

It is also important to notice that the new media experiments were run with most of the
operating conditions of the original 80 media experiments but with a different RPM value.
While the initial 80 experiments were done with 200 RPM, the new proposed optimum
media ("New A" and "New B") and the new batches using media from "Run1", "Run 9",
"Run 53" and "Run 81" were all run at 230 RPM. Higher RPM generally favours mass
transfer with resulting higher cellular growth, and therefore, affects mAb and Qp results.
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Figure 4.4: Comparison of optimal media formulations found by robust optimization in Case Study 2, "New
A" and "New B", and industrial master media "Run 9" when θ = 0 for PCR based models.
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To further improve the productivity results we conducted a new round of modelling
with old and new data followed by optimization based on the new models. Accordingly,the
coefficients of the PCR model were re-calibrated and other two new media formulation
was proposed. However, in this second round, new constraints were added to the robust
optimization problem described in equation 4.8. First, a cell density (CD) constraint was
incorporated in the optimization model in addition to the constraints for Qp, glucose,
lactate, glutamate and ammonia. 14 principal components were used to describe the cell
density data based on model training and validation. The aim was to understand how cell
density constraints affect the final results of Qp for the new proposed media.

In addition, to avoid large deviations from the region of the input space where training
data was available, we incorporated constraints on principal scores of the input data.
Correspondingly, we incorporated constraints on the first 5 scores given by the principal
components, XS1, XS2, XS3, XS4 and XS5. The first 5 scores represents 65.3% of the
input variability. The constraints were set in a way that the new proposed media would
be within the region of the input space where the media "Run 1", "Run 9", "Run 53" and
"Run 81" resided.

Following optimization two new media were obtained to be referred as "New C" and
"New D". Both media were obtained with same constraints Qp and metabolites constraints
but differed only in terms of the CD constraint value. In terms of mean centered and
normalized CD values, the media "New C" used CD > 0 while media "New D" used CD
> 1. Thus, in the former the objective was to have CD slighter than the average whereas
in the latter the goal was to obtain cell density larger than the maximum measured in past
experiments. Figure 4.5 shows a comparison of the cell density, mAb and Qp obtained with
the new media, "New C" and "New D", and with the three media chosen by the industrial
partner, "Run 1", "Run 9" and "Run 81".

At the last day of the cell culture (day 4) the proposed optimum media presented a Qp
value equal to 10.66 pg/cell for "New C" and 10.51 pg/cell for "New D", approximately
15% smaller than the Qp predicted by the PCR model approach, which was 12.24 pg/cell.
On the other hand based on the estimate of experimental noise of ±1.55 pg/cell, the results
with "New C" and "New D" were similar to the ones obtained with Run 1 (12.60 pg/cell),
Run 9 (12.13 pg/cell) and Run 81 (10.97 pg/cell). In general, the performance for cell
density, mAb and Qp over the days for "Run 81" was similar as the ones presented by
"New C" and "New D".

Although the scores region was restricted by the optimization model, again it is possible
to observe that the new proposed media presents a higher consistent growth and mab results
that the ones presented by Run 1 and Run 9.
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Figure 4.5: Daily experimental results for cell density, mAb and Qp for media "New A",
"New B", "Run 1", "Run 9" and "Run 81".

It is also possible to observe that the medium "New D" (CD>1) presents a higher
cell density but smaller Qp compared to "New C" (CD>0), confirming that an apparent
tradeoff between cell density and Qp is captured by the PCR model. The trade off between
cell density and Qp is also shown in Figure 4.6. Such trade off between growth and
productivity has been reported [7] [42] by the relative consumption of resources (nutrients)
towards cell mass versus product. To verify whether the PCR model was able to predict
the trade off between cell density and Qp, twenty five random media were generated from
the proposed medium "New C" with random medium composition variation up to +- 30%.
As Figure 4.6 shows, as cell density increases, the Qp values decreases.

In summary, the main advantage of the proposed new media ("New A", "New B",
"New C" and "New D") over the media used by our industrial partner is the consistently
higher cell growth while maintaining similar productivity values within the experimental
noise. In view of the correlation between growth and productivity it was hypothesized that
a PLS regression that will explicitly account for this correlation may lead to more accurate
predictions. However, due to time limitations, this was left for future study.

Figure 4.7 shows a comparison between the new media compositions, "New C" and
"New D", with medium "Run 9". Since in this case the input score space was constrained
within the region spanned by the industrial media "Run 1", "Run 9", "Run 53" and "Run
81" the figure shows that the concentration of the new media "New C" and "New D" is
more similar to "Run 9" as compared to "New A" and "New B", where the latent variables
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(scores of principal components) were not constrained (see Figure 4.4). However, despite
of the similarities, some components present a large difference of concentration between
the new media and "Run 9", such as ψ3, ψ4, ψ5, ψ6, φ9, φ37 and φ53. Components that in
the medium "Run 9"were zero, are present in the new media, such as, φ4, φ6, φ18 and φ36.
This results confirm that the PCR model is able to find new medium composition different
from the ones presented by the design of the 80 media experiments even the input space
was restricted.
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Figure 4.6: Qp and cell density relation predicted by PCR model approach.
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Figure 4.7: Comparison of optimal media formulations found by robust optimization in Case Study 2, "New
C" and "New D", and industrial master media "Run 9" when θ = 0 for PCR based models.
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Figure 4.8: Qp and cell density relation predicted by PLS model approach.

It is important to notice, that the media "Run 1", "Run 9", "Run 53" and "Run 81"
were prepared by combining the master media set used by our industrial partner. These
master media was developed based on years of experimental studies and using run to
run improvements. Although we were not able to find media that resulted in significantly
higher productivity than existing media, the new media provided similar results in terms of
productivity with higher cell growth with few experiments and model based optimization.

As mentioned above, PLS modelling could help to model the media while accounting
for correlation between growth and productivity. A PLS model with 12 latent variables
resulted in cross-validation training and testing errors of 0.25 pg/cell and 0.79 pg/cell,
respectively, which are smaller than the original noise magnitude in the Qp data (±0.80
pg/cell). The prediction error of the PLS model for the 8 media used for testing was
0.6674 pg/cell, which is also smaller than the data noise (±0.80 pg/cell) thus confirming
the ability of the PLS model to predict data not used for model calibration. The PLS
model was also able to predict the trade off between cell density and Qp. As shown in
Figure 4.8, as cell density increases, the Qp values decreases. Again, twenty five random
media were generated from the proposed medium given by PLS regression with random
medium composition variation up to ± 30%.

Experiments based on the PLS model have not been conducted as yet due to time
limitations.
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4.6 Case Study 3: Development of new media formula-
tion using only a reduced subset of observations of
the set used in Case Study 2

4.6.1 Methods

In this case study we investigate the possibility of optimizing the media formulation based
on a subset of the original input regressor considered in Case Study 2. The goal is finding
new media formulations according to the PCR based model described in Case Study 2 where
instead of using all media observations (n) to define the PCR regression coefficients only
the information of a reduced media subset is used. Note that in Case Study 3 it is assumed
that initially only the media formulation is provided, but no outputs, e.g. productivity or
metabolites concentrations, are available a priori. The idea is to define inputs that capture
large variability in the input space and then select a small set of experiments for which
outputs will be subsequently measured. This problem is very relevant in industrial practice
since the measurements of outputs involve time consuming and expensive analysis. Thus
there is great incentive to reduce the number of samples for measuring these outputs.

To find the reduced subset of media the D-optimal criteria was used. D-optimal designs
are frequently used for non classical designs (e.g. designs that are not factorials or fractional
factorials), and are a good option for training any type of model that is linear with respect
to the model parameters. [115, 106].

Consider a matrix A ∈ Rn×p with dimensions satisfying n > p, the D-optimal criteria
seeks to minimize the determinant of (ATA)−1, which leads to the minimization of the
volume of the Joint Confidence Region (JCR) of the regression parameters. The smaller
the volume of the JCR the more precise the coefficients estimates [106]. Note that minimiz-
ing the |(ATA)−1| corresponds to maximizing the determinant of the information matrix
(ATA). The information matrix carries information on both variances and covariances
(correlations) of model regression parameters. Therefore, the D-optimality will select the
media subset of observations such that the variance of the estimated parameters is mini-
mized.

It should be noticed that the use of the D-optimal criterion requires the matrix A
to satisfy n > p, since the information matrix given by ATA ∈ Rp×p requires full rank.
Because in our studies, the regressor matrix Xregressor ∈ Rn×p has dimensions such as
n < p, the dimension of inputs p must be reduced. For this purpose PCA is used to select
a set of principal components such that a certain percentage of the original input data
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variability is explained. It is evident that there is a cost for using a smaller data set in the
form of a larger variance in parameters’ values and corresponding prediction. Thus, the
robust optimization based on a smaller data set is expected to result in an optimal value
with a larger corresponding variance as shown in the Results section.

Assuming the regressor matrix Xregressor ∈ Rn×p provides information of all media
observations obtained through the blending of the master media, considering the linear
factors, two-way interaction and squared terms, therefore, n = 80 and p = 4185 (n < p).
Aiming to select a reduced number of observations (nsubset) as compared to Case Study 2,
the D-optimal criteria was applied as follows:

i. Define the number of media subset to be selected, nsubset;

ii. Apply Principal Components Analysis (PCA) to the regressor matrix Xregressor ∈
Rn×p;

iii. Select a number of principal components nPC such that such that a certain percent-
age of the original input data variability is explained. It should be noticed that the
number of principal components nPC must be smaller than the number of media in
the chosen subset nsubset to satisfy the minimal rank condition;

iv. The regressor matrix is now re-written in terms of the scores from the PCA XSnPC ∈
Rn×nPC . Observe that the scores of PCA are given by XSnPC = XregressorXLnPC ,
with XLnPC ∈ Rp×nPC being the loadings from PCA considering nPC principal com-
ponents;

v. The optimization problem described in equations 4.11 is solved by a genetic algorithm
to find the combination of media subset observations, here described by vector s, that
maximize the D-optimal criteria.

maximize
subset

|
(
XSsubsetnPC

)T (
XSsubsetnPC

)
|

subject to XSsubsetnPC
= XSnPC (s, 1 : nPC)

(4.11)

where XSsubsetnPC
∈ Rnsubset×nPC is the score matrix in which the rows are composed

by a subset of the original n media considered in Case Study 2, s ∈ R1×nsubset is a
vector with a combination of unique subset of media, e.g. the vector s contain a set
of integer numbers that can be from 1 to n. A genetic algorithm is used because
the problem involves integer decision variables that are used to describe the subset
of media selected from the set used in Case Study 2. The implementation was done
using Matlab genetic algorithm function ga for global optimization in parallel mode.
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Only the subset of media found by the D-optimality approach and its correspondent
Qp subset data is used to develop new media. The steps for the development of new media
using PCR model based robust optimization are the same as described in section 4.4.1.

It should be noticed that the method described in this case study can be also applied
for designing experiments in which the goal is to find information other than productivity
or growth. Although these quantities are the primary variables to be optimized by media
design, it is often of necessary to measure quantities other than growth or productivity
for further modelling or for improving the quality of the product, e.g. amino acids, gly-
cosylation, etc. On the other hand, it is often time consuming and expensive to measure
these variables for a large number of different media and therefore it is of practical interest
to reduce the number of samples that will require these measurements. The D-optimality
method proposed here can serve to reduce the number of experiments for this purpose.

4.6.2 Results

Modelling and optimization for simulated output data

The method in this case study is similar to Case Study 2, but here only a subset of the
80 media considered in case 2 is used to calibrate a model for prediction of new media
formulation and for robust optimization based on this model. The key goal of the current
case, in contrast with Case Study 2, is to test whether it is possible to formulate a model
that will result in similar prediction accuracy and similar optimization results as the ones
obtained with the larger set of data used in Case Study 2. This has significant importance
in an industrial setting since it can save costly and time consuming experiments for design
of new media.

The subset of media out of all the 80 media used in Case Study 2 was selected based on
a D-optimal criteria. In principle we could search for a minimal number of media that will
result in acceptable prediction and optimization accuracy. This accuracy could be decided
on the basis of a desired confidence interval for prediction and optimal solution. However,
this results in a challenging combinatorial optimization problem which is left for future
study. Instead, the number was chosen arbitrarily to be equal to 50.

The subset of media was chosen based on the scores of PCA analysis of the inputs
according to the steps described in section 4.6. For the D-optimal optimization, 14 principal
components were selected which explained 90% of the variability of the input data of
the regressor matrix Xregressor ∈ Rn×p, assuming linear factors, two-way interactions and
squared terms, with n = 80 and p = 4185. Since the input was selected based on PCA
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analysis only PCR regression was conducted since PCA is specifically targeted to minimize
the variance of the coefficients of the PCR regression model.
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Figure 4.9: Subset of media selected and removed identified in the scores principal com-
ponents plots and cumulative input variance explained by the principal components of the
80 media formulation.

Figure 4.9 shows the subset of 50 media selected (in blue) and the subset of media
removed (in red) identified in the principal components plots. The number on top of the
red symbols of the subset removed represents the number of original corresponded media
that was removed. Comparing the selected and the removed subsets, it can be observed
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that the selected subset corresponds to media that is present in the region that better
explain the variability of input space. The media that was removed by the D-optimal
optimization are media that are located closer to other media in the principal components
space. Figure 4.9 also shows the percentage of the cumulative input variance explained
by the principal components and at least 14 principal components are needed to explain
approximately 90% of the total variance in the input data. This observation cannot be
fully justified in terms of the first two principal components since they capture only 35% of
the variance. For instance, media 1 and 46 that were removed appear in the plot of the first
two principal components far from other media. However, these two media formulations
are located very close in the space spanned by the 1st and 3rd and by the 2nd and 3rd
principal components.

Using only the 50 media selected by PCA, 14 principal components were needed to
obtain training and testing errors that are of the same order of magnitude and that are
smaller than the noise assumed in the simulated data (0.8946). The cross-validation error
for training was 0.4931, while the testing 0.6433. Two sets of 15 media, not used before,
were used to evaluate the prediction error. In the prediction set 1, the media formulations
were created using higher weight on the first principal components of the PCA scores of the
subset regressor matrix, and the prediction set 2, using higher weight on the last scores of
PCA scores of the subset regressor matrix. While the SSE and the prediction error for the
set 1 was 3.20 and 0.4620, respectively, the set 2 presented SSE and prediction error equal
to 33.29 and 1.490. Similar to Case Study 2, these results confirm that the PCR based
model that is calibrated with a subset of 50 media is able to provide acceptable prediction
accuracy for media formulations values located in the region of validity of the model as
determined by the scores along the principal components.

Figure 4.10 shows the maximum Qp given by the selected media subset formulation (in
red) compared with the predicted (light blue) and simulated (dark blue) Qp for the new
media when θ is equal 0, -1 and 1 for PCR based models corresponding to the average, lower
and upper bounds values respectively. The Qp predictions (in light blue) were obtained
using PCR model regression, and the corresponding true Qp values (in dark blue and
orange) were obtained by multiplying the regressor matrix of each new medium formulation
by the regression coefficients as defined in Table 4.4. For the PCR based model, the Qp
predictions were 5.282 (θ = 0), 4.801 (θ = −1) and 7.932 (θ = 1). Thus, the results for Qp
prediction using the subset of media are very close to the ones found in Case Study 2 for
PCR model. It is important to notice that the bounds are slightly larger when 50 media
is used (5.282 and 7.932) versus the case when 80 media is used (4.9965 and 7.3182) thus
corroborating that there is a trade-off between the number of experiments and the variance
of the optimal solution. The Qp true results for the new media formulations found by PCR
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model in the optimization was 8.823 that is relatively similar to the value obtained in Case
Study 2.
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Figure 4.10: Maximum specific productivity (Qp) given by the selected subset of media
formulation compared with the predicted and simulated specific productivity for the new
media obtained when θ is equal 0, -1 and 1 for PCR regression models.

Figure 4.11 compares the new media formulation found by Case Study 2 and Case
Study 3 for PCR model and θ = 0, corresponding to the average Qp value. The optimum
medium found in Case Study 2 and 3 were similar for most of the medium components,
thus corroborating the option of reducing the number of experiments without significantly
affecting the optimization results. The majority of the components vary no more than 20%
of the composition between the results obtained with the initial 80 media and the results
obtained with 50 media. The medium components that presented the highest differences
among the optimum media obtained in Case Study 2 and 3, such as ψ4, φ1, φ10, φ48 and
φ68, are not present in the true model, indicating that their differences in concentrations
do not have large impact on the Qp results.

We also investigated the effect of the choice of nsubset media selected for two extreme
cases of n=30 and n=75. We corroborated that the number of media chosen for calibration
affects the model validation results for the media not used for calibration. The validation
errors are 0.96 and 0.70 for n=30 and n=75 respectively. Also we could verify that as
more media is used for calibration the resulting optimal media composition converges to
the optimal media composition obtained with all the 80 samples. For example, the average
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differences in media components with respect to the optimal composition obtained with
all the 80 media are 14.3% and -0.1 % for n=30 and 75 respectively.
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Figure 4.11: Comparison of optimal medium components concentration (Xnew) found by
robust optimization in Case Study 2 and 3 when θ = 0 for PCR based models.

Modelling accuracy for industrial data based on reduced set of experiments

A PCA model of the input data was found with 35 principal components that explained
about 97.7% of the variability of the input data of the regressor matrix Xregressor ∈ Rn×p.
The model assume linear factors, two-way interactions and squared terms, with n = 80 and
p = 4185. A subset of media was selected using a D optimal criteria that was calculated
from the scores of the PCA model.

An additional PCA model was found based on the data of the 50 most informative
subset of media as calculated from D optimality. With 20 principal components the training
cross-validation error was 0.42 pg/cell, while the testing cross-validation error was 0.93
pg/cell, about 15% larger than the noise. The 30 media that was not selected by the D-
optimality based selection were used to validate the PCR model prediction. The prediction
error of the removed 30 media set was 0.70 pg/cell, i.e. smaller than the data noise (0.80
pg/cell). This confirmed that a good predictive model could also be obtained with a subset
of only 50 media formulations.
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In this work, only the robust optimization formulations found with the PCR model
were experimentally tested. Optimal medium formulation found by PLS model approach
will be experimentally tested in a future work. The robust optimization was developed
without including the constraints on glutamate, glucose, lactate and ammonia. The model
was focused in the maximization of Qp and constrained only by the Qp maximum value
and components composition bounds, as shown in equation 4.10.

The new optimum medium formulation obtained, "New E", assumed Qpt,max equal 30%
of the maximum Qp obtained by the 80 media experiments. The objective is to show that
the optimum subset of media selected out of the 80 media experiments using D-optimal
criteria is able to predict new medium formulation with as good or similar Qp as the
new medium obtained when using information of all 80 media experiments. Figure 4.12
compares the medium composition for "New E" and "New A" (which was obtain using
same constraints in Case Study 2). The medium composition of "New E" varies an average
of ±15% with respect to medium "New A". The components φ14 and φ70 are the ones with
the largest difference in concentration, presenting almost double concentrations in "New
E" as compared to "New A".

The performance of the medium "New E" is also similar to "New A", as can be seen
in Figure 4.13. Cell growth and mAb were consistently high through the days of culture.
The Qp at the end of the operation, day 4, is 10.77 pg/cell. The predicted Qp for the PCR
based model was 12.24 pg/cell, therefore the experiment value is within the error of the
new run of experiments (+-1.55 pg/cell).

The results confirm the PCR based model is able to predict a new media formulation
using an optimal subset of media obtained by D-optimal criteria. This has important
implications for the industrial partner since the preparation of media formulation is time
consuming and costly.
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Figure 4.12: Experimental comparison of optimal medium components concentration "New A" and "New
E" found by robust optimization in Case Study 2 and 3 when θ = 0 for PCR based models.
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Figure 4.13: Daily experimental results for cell density, mAb and Qp for media "New A",
"New E".

4.7 Conclusions

The problem of culture medium optimization was approached by a combination of empirical
modelling and robust optimization based on these models. The problem presents the
particular challenge that the number of samples is smaller than the number of variables
(n < p) thus increasing the sensitivity to noise in the model parameters. By means of
a toy example it was shown that regularization methods such as LASSO and Elastic net
may result in important coefficients being neglected during training while these coefficients
may be important for subsequent optimization. PCR and PLS were found to mitigate this
problem by considering all components.

Through simulated studies it was shown that PCR and PLS result in models with good
prediction accuracy within the magnitude of the noise. The results were corroborated with
output measurements from industrial data. It was shown that the prediction accuracy
largely depends on the proximity of new media formulations being located within the
input space spanned by the principal components or principal latent variables of the trained
PCR and PLS models. Then, to ensure the applicability of the model, constraints were
introduced to limit the search space of the robust optimization problems.

It was shown that by applying a D-optimal approach it is possible to reduce the number
of experiments required for further media optimization. The optima resulting from the
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model calibrated with the smaller subset of media formulation led to very similar optima
to the ones obtained with the larger data set. The main drawback of optimizing the media
with a model based on a smaller number of formulations is a slightly larger variance of the
optimum value but the savings in the number of experiments can be potentially significant.

Experimental results confirmed that the PCR based model is able to generate in both
Case Study 2 and Case Study 3, new media formulation that presents equivalent Qp values
to the highest Qp values obtained by the industrial partner. The differences between
the Qp values of the new media and best existent formulations are within the margin of
error in the experiments. Furthermore, The proposed new media presented consistently
high cell density and mAb values throughout the cell culture as compared to the existent
formulations. The results of Case Study 3 proved that a new media formulation, similar to
the one obtained in Case Study 2, can be obtained by using a subset of 50 media selected
based on a D-optimality criteria using the initial 80 media experiments. This method
can be used by the industry to reduce the number of experiments to be performed and,
consequently, their costs during experiments of media formulation.

91



Chapter 5

Hybrid Modelling Approach for
Mammalian Cells

The work presented in this chapter has been submitted to the Biochemical Engineering
Journal.

This chapter presents a hybrid modeling approach to describe mammalian cell cultures.
The model was calibrated with both data provided by an industrial collaborator and data
collected at Waterloo. The model is initially developed for a batch operation and its main
goal is to include the effect of minor components usually not included in most dynamic
metabolic models. Minor components will generally refer in this proposal to species that
are present in very low levels in the media, e.g. metals, vitamins etc., as compared to
nutrients that occur in higher concentrations such as amino acids and glucose or key by-
products such as lactate and ammonia. One of the key challenges for modelling the effect of
the minor components is that for confidentiality reasons manufacturers of media, including
our industrial collaborator, are only able to provide their relative amounts but cannot
identified them by name. Since the nature of the minor element is not known its role in
the metabolism cannot be specifically accounted for. Instead, this work presents a way to
incorporate the contribution of the minor elements through an empirical correction that is
incorporated into a mechanistic model, that describe mass balances of amino acids. The
combination of the empirical correction and the mechanistic model results in a hybrid
model that was calibrated and validated with experimental data. This part of the study
was pursued in close collaboration with MilliporeSigma - A business of Merck KGaA,
Darmstadt, Germany. The goal was to develop a comprehensive model that can be used in
the future to optimize batch, fed-batch and perfusion operations with respect to the media
formulation.
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5.1 Introduction

In addition to the nutrients present in cell culture medium, minor components such as
vitamins, hormones and metals, play a significant role in cells metabolism [140]. Often,
the concentration of those minor components over time are hard to measure due to the lack
of specific equipment and methods. The lack of experimental data for minor elements poses
a challenge for modelling their effect. Moreover, dynamic experimental measurements of
all medium components are an expensive and time consuming task and thus the models
must be generally calibrated with scarce data.

When developing new media formulations for cell culture, knowledge about how each
medium component affects cell behavior is crucial. Commonly, a media development pro-
cedure involves the manipulation of a large number of input variables while generally only
a small number of samples is available for analysis. Regression models have generally
been used to correlate response variables, such as cell growth, with the input variables
(for instance, medium components and their interactions). However, standard least square
regression approach are not suitable in cases where there is a small number of samples
available and a large number of predictor variables that are being considered [94]. The
particular challenges regarding the regression modelling of high dimensional n < p prob-
lems have been discussed in Chapters 2 and 4. In order to obtain a concise regression
model, Partial Least-Squares (PLS) has been reported as an convenient empirical mod-
elling approach to deal with a large number of input variables. The PLS model can also
be used to find the most significant predictors of output variables such as cell growth or
productivity through regression of input and output data [134]. However, the key disad-
vantage of the empirical regression models that were presented in an earlier chapter is that
they cannot properly capture the dynamic behaviour of the culture. Hence, those static
models cannot be effectively used for optimization of fed-batch and perfusion operations
where process dynamics is important. Although dynamics could be approximately incor-
porated into empirical models using techniques such as dynamic PLS, it is challenging to
account in these techniques for the correct effect of perfusion and feeding rates and for a
priori known interactions between amino acids, byproducts (ammonia, lactate), biomass
and product. On the other hand, while these effects and interactions can be correctly
modelled by mechanistic mass balances, the inclusion of the effects of minor elements into
a mechanistic model is challenging due to lack of knowledge about their effects. Thus, the
aim of the hybrid model proposed in this chapter is to combine mechanistic models based
on prior knowledge of the metabolic network with an empirical model that describes the
impact of minor elements which metabolic impact is not a priori known.

This chapter presents a hybrid approach that combines the mechanistic information
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from the kinetic dynamic model developed by Hille [64] and the empirical regression model
based on a PLS regression approach. The PLS regression aims to capture the influence of all
medium components (inclusively minor nutrients) and possible interaction between them
and the amino acids. This model was formulated based in the fact that the concentration
of all cell culture medium nutrients is known at the initial time (including the minor
components), but only few major metabolites and amino acids are measured over time.

5.2 Experimental Materials and Methods

The batch experiments presented in this work were conducted by MilliporeSigma and
the data collected from these experiments were provided to us for modelling and analysis
purposes. Analysis of amino acids for different media formulations were conducted at the
University of Waterloo.

5.2.1 Cell Culture

A Chinese Hamster Ovarian (CHO) cell line producing monoclonal antibodies was used in
the experiments. The cell culture experiments were done by MilliporeSigma and performed
for 11 different media formulations. The cells were cultivated in TPP tubes (50 mL cen-
trifuge tube with air exchange in the cap) in high batch mode with a initial working volume
of 32 ml and a seeding density of 2×106 cells/ml. Cells were cultivated in a CO2 incubator
set at 200 rpm, 37◦C, 5% CO2 and 80% humidity. 300 µl of glucose (with concentration
of 450 g/L) was fed at day 3. Samples of 1.8 ml were collected at days 0, 3, 4, 5 and 6
(MilliporeSigma) for analysis.

Cell Count, Analysis of Main Metabolites and Monoclonal Antibody

Cell count, analysis of main metabolites and quantification of mAb were conducted at Mil-
liporeSigma. Cell count were performed using a Vi-CELL (Beckman Coulter Life Sciences,
IN, USA). Lactate, ammonia, glucose and glutamine were analyzed using a BioProfile Flex2
(Nova Biomedical, MA, USA). Quantification of monoclonal antibody was conducted using
a ForteBio (Pall ForteBio LLC, CA, USA).
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5.2.2 Amino Acid Analysis

Samples from cell culture experiments collected at days 0, 3, 4, 5 and 6 were sent by
MilliporeSigma to Waterloo for amino acid analysis. For amino acids quantification,
the AccQ.TagTM Method with a pre-column derivatization made of 6-aminoquinolyl-N-
hydroxysuccinimidyl carbamate (AQC) (Waters, MA.USA) was used [33]. The Waters
AccQ.FluorTM Reagent Kit (Waters, MA.USA) was used to quantify the amino acids con-
centration in the CHO cell culture medium samples. The set of derivatizing reagents
includes a AccQ.Fluor Borate Buffer, a AccQ.Fluor Reagent Powder (6-aminoquinolyl-N-
hydroxysuccinimidyl carbomate - AQC) and a AccQ.Fluor Reagent Diluent (acetonitrile)
(Waters, MA.USA). This set of reagents result in highly stable fluorescent derivatives. The
AccQ.TagTM Method uses the AQC pre-column to separate the amino acids present in the
derivatized samples which were subsequently quantified through fluorescence detection.

Reconstituting Accq.Fluor Reagent

Following the Waters AccQ.FluorTM Reagent Kit instructions sheet (Waters, MA, USA),
1 ml of reagent diluent (Vial 2B) was transfered to reagent powder (Vial 2A) container
and vortex for 10 seconds. Then the reconstituted reagent was placed in a water bath at
55◦C, vortexed at intervals, until the powder was completely dissolved.

Calibration Standard

The calibration standard solution was prepared by mixing 80 µl of Sigma-Aldrich Amino
Acid Standard (Sigma Aldrich, MI, USA) with 920 µl of 18.2 MΩ water in a micro centrifuge
tube. In this standard, the amino acids are in a concentration of 2.5 µmoles/ml, except
L-cystine at 1.25 µmoles/ml. Accordingly, the calibration standard solution contains 200
pmol/µl, except L-cystine at 100 pmol/µl. In the micro centrifuge tubes, the calibration
standard was successively diluted in a 1:2 dilution factor. The derivatized calibration
standard results, at different dilution rates, were used to built a standard calibration curve
for amino acids analysis.

Derivatizing the Calibration Standard and Samples

Each calibration standard and each cell culture sample were derivatized using the same
procedure. To derivatize, 10 µl of the calibration solution/sample was mixed with 70 µl of
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Waters AccQ.FluorTM Reagent Kit (Vial 1) in a micro centrifuge tube and was vortexed for
10 seconds. Then, 20 µl of reconstituted reagent (subsection 5.2.2) was added and vortexed
for 10 seconds. After being incubated for 1 minute at room temperature, the derivatized
calibration standard/sample was transfered to an autosampler vial with a limited volume
insert and closed with a silicone-lined septum cap. This vial was then placed at the water
bath at 55◦ for 10 minutes.

HPLC Amino Acid Analysis

The amino acid analysis was performed in a Waters 1525 chromatography system (Waters
Corporation, MA, USA) coupled with a fluorescence detector (W2475; Waters Corporation,
MA, USA). The AQC pre-column (Waters AccQ.TagTM Amino Acid Analysis Column C18,
dimensions 4 µm, 3.9 mm × 150 mm) used for this method was set at 38◦C. A sample
volume of 5µl was injected for each analysis. The fluorescence detector was set with a
excitation wavelength of 248 nm and an emission wavelength of 395 nm. The eluent A
used was an acetate-phosphate buffer solution prepared by mixing 100 mL AccQ.TagTM

Eluent A concentrate (Waters, MA.USA) with 1-liter Millipore water. The eluent B was
HPLC grade acetonitrile, and eluent C was Millipore water. The flow rate of each eluent at
different times for HPLC run, were adapted from the work of Cohen [33] and are presented
in Table 5.1. The HPLC analysis for each sample runs for 40 min. Before each run starts,
and between samples run, the column was equilibrated for 10 min using 99% of eluent A
and 1% of eluent B for 10 minutes at 1 ml/min.

Table 5.1: Gradient table for the HPLC runs for ternary eluent system.

Time Flow
rate

Eluent A
Buffer

Eluent B
ACN - HPLC grading

Eluent C
Water Gradient

(min) (ml/min) (%) (%) (%) Curve
0 1 99 1 0 -
0.5 1 98 2 0 6
18 1 95 5 0 6
19 1 91 9 0 6
29.5 1 80 20 0 6
33 1 0 60 40 11
40 1 99 1 0 11
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5.3 Model Development

5.3.1 PLS Regression based Models

Regression models are commonly used for estimation of results obtained through exper-
imental designs. However, when the number of input variables (predictors) are larger
than the number of sample observations (response), the traditional least squared regres-
sion approach are likely to provide a model that over-fits the sampled data [157]. In high
dimensional n < p problems, although many input variables (p) are present, there may
be only a few underlying or latent variables that account for most of the variability of the
output response [157, 134].

The Partial Least Squares (PLS) regression approach compresses the original input
data by projecting it onto a new set of predictors orthogonal variables referred to as latent
variables [1, 134]. Differently from Principal Components Analysis (PCA) or Principal
Components Regression (PCR), the PLS regression is focused on the prediction of the
output responses and not necessarily on trying to understand the underlying relationship
amongst the input variables [157]. Specifically, the PLS approach calculates a set of latent
variables that maximizes the covariance between the input and the output response vari-
ables [134]. This maximization is achieved by combining information from the variance
and correlations among both input predictors and output observations [101].

This work uses the plsregress function from MatLab [101], which follows the SIMPLS
algorithm [39]. In this approach, the centered input variables (X0 ∈ Rn×p) and centered
output responses (Y 0 ∈ Rn×m) can be reconstructed using the following relations (equa-
tions 5.1 and 5.2):

X0 = (XS)(XL)′ (5.1)

Y0 = (XS)(YL)′ (5.2)

where XS ∈ Rn×nPC are the input scores (magnitudes of latent variables), XL ∈ Rp×nPC

are the input loadings, YL ∈ Rm×nPC are the response loadings, n is the number of
samples, p the number of original predictors, m the number of response variables and nPC
is the number of PLS components that are considered statistically significant.

The input scoresXS is obtained by multiplying the centered input matrix by the matrix
of PLS weights (W ∈ Rp×nPC), obtained by the SIMPLS algorithm, as shown in equation
5.3.

XS = (X0)(W) (5.3)

The equation resulting from substitution of equation 5.3 into equation 5.2 can be used
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to reconstruct the output centered response as shown in equation 5.4.

Y0 = (X0)(W)(YL)′ (5.4)

In this work, the PLS regression is used to describe how the different minor elements and
their possible interactions among themselves and with amino acids can affect the cell per-
formance (biomass growth, productivity and/or main metabolites consumption/production
rate).

5.3.2 Dynamic Kinetic Model

The dynamic kinetic model used in this work is adapted from Hille [64]. The model
developed by Hille [64] describes the main metabolites and will be referred as mechanistic
since it is based on the use of Metabolic Flux Analysis (MFA) for identification of significant
intracellular fluxes and on dynamic mass balances of the modelled species. After conducting
flux balance analysis and neglecting non-significant fluxes, i.e. fluxes that are smaller
than 1% of the total fluxes, a set of macro reactions was developed where each of these
reactions was described by a kinetic expression of Michaelis-Menten or other form. Using
the kinetic expressions representing the macro reactions dynamic mass balance equations
for each modeled metabolite are formulated [64] . The resulting set of non-linear differential
equations for a batch operation can be found in Appendix C.

The model involves 24 equations and 83 parameters. The set of equations used in the
model is described in Appendix C. The coupling among the nonlinear equations and the
relatively large number of parameters pose challenges for parameter estimation and requires
large computational times. Also the fact that only sparse measurements, i.e. samples are
collected only at day 1, 3, 4, 5 and 6, are available for training makes the model calibration
more difficult. To reduce the computations, Hille [64] proposed a sequential parameter
optimization approach, also used in this current work, in which successive optimization
problems involving a smaller number of parameters are solved. The ability of splitting
the problem into smaller ones is due to the lack or weak coupling between some of the
equations in the model. According to Hille [64]:

The main motivation behind this sequential model calibration procedure is that the
dynamics of most metabolites mainly depend on the change in biomass. This allows
us to divide the problem into the following steps: 1. Approximation of the measured
viable cell density profile by a simple piecewise linear interpolation to capture the
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dynamic behaviour of biomass. 2. Successive estimation of all the minor amino acids
which do not contribute to the evolution of other metabolites in the sense that their
fluxes are insignificant as per the MFA. These smaller parameter estimation steps can
be executed independently from each other. 3. Estimation of major metabolites which
are involved in the macro-reactions, where the dynamics of coupled metabolites are
estimated simultaneously. 4. Finally, separate estimation of the parameters related
to the dead cell and viable cell density equations. (Hille, 2018, p. 150)

More details about the sequential parameter optimization proposed by Hille can be
found at [64]. The table with the estimated parameters for the dynamic kinetic model is
presented in Appendix C section D.1.

5.3.3 Proposed Hybrid Model

The dynamic metabolic model developed by Hille [64] for CHO cells does not include the
effect of minor components, such as hormones, vitamins, lipids, etc, that have been found
to have significant effect on the evolution of the cell culture[161]. This work proposes the
incorporation of a PLS regression model into the mechanistic metabolic model developed by
Hille [64] to account for the effect of minor components. The rationale is that the original
mechanistic dynamic model will account for the evolution of major metabolites and amino
acid concentrations through time (ψ) and the PLS regression approach will correct the
mechanistic model for the influence of minor nutrients (φ) and possible interactions among
all medium components that can affect the cell culture behavior.

The formulation of the hybrid model is motivated by the concept of Taylor expansion
of nonlinear functions as follows. The system of nonlinear differential equations to describe
the evolution of amino acids in the cell culture is given as shown in equation 5.5:

1

Xv

d(ψ(t))

dt
= f (ψ(t), φ) (5.5)

where ψ denote the major components that refer, as stated above, to amino acids, major
by-products, i.e. ammonia and lactate and main nutrients such as glucose and glutamate,
φ denote the minor components such as vitamins, hormones and metals at time zero
(media formulation concentration), Xv is biomass, and f denotes a nonlinear function
of the concentration of all chemical species considered in the model. It is important to
notice that only the initial concentrations of minor elements are known but not by their
name due to confidentiality. Thus, we were not able to account for the interactions of the
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minor elements in the metabolic network with the amino acids, main nutrients and main
by-products.

The idea to include the effect of the minor elements is to add their effect with respect to
concentration trajectories defined in terms of the time dependent concentration of elements
accounted for in the mechanistic model and average values of the initial concentrations of
the minor elements. Accordingly, the nonlinear function f is approximated by a first order
Taylor expansion around the time trajectories of the major metabolites and the average
initial compositions of the minor components as follows:

1

Xv

d(ψ(t))

dt
= f

(
ψ(t), φ̄

)
+

(
df

dψ

)
ψ(t),φ̄

(ψ(t)− ψ(t)) +

(
df

dφ

)
ψ(t),φ̄

(
φ− φ̄

)
(5.6)

1

Xv

d(ψ(t))

dt
= f

(
ψ(t), φ̄

)
+

(
df

dφ

)
ψ(t),φ̄

(δφ) (5.7)

1

Xv

d(ψ(t))

dt
= f

(
ψ(t), φ̄

)
+ g (ψ(t), δφ) (5.8)

where δφ for a medium i is the difference between φ of medium i and the average of φ for
all media formulation.

Therefore, using the Taylor expansion’s based argument regarding the superposition of
the effects of major components and minor components, the final parallel hybrid model
is described as shown in equation 5.8. The function f

(
ψ(t), φ̄

)
, represents the consump-

tion/production of the major components with time by biomass based on the dynamic
mechanistic model of Hille [64]. Simultaneously with function f

(
ψ(t), φ̄

)
, the function

g (ψ(t), δφ) accounts for the influence of minor components concentrations and possible
interaction among all components, which is described by the PLS regression model, e.g.,(
df
dφ

)
ψ(t),φ̄

(δφ) = g (ψ(t), δφ) = YPLS. Observe that the general regression model given by

function g (ψ(t), δφ) to describe the influence of medium components on an given output
h follows the form:

h (ψ(t), δφ) =

nψ∑
i=1

(βψi)ψi(t) +

nφ∑
j=1

(
βφj
)
φj +

nψ−1∑
i=1

nψ∑
k=1

(βψiψk)ψi(t)ψk(t) {i 6= k}+

nφ−1∑
j=1

nφ∑
l=1

(
βφjφl

)
φjφl {j 6= l}+

nψ∑
i=1

nφ∑
j=1

(
βψiφj

)
ψi(t)φj

(5.9)
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where h (ψ(t), δφ) is the output response of interest, ψi(t) is the major metabolite i con-
centration at time t, φj is the minor component j concentration in the medium formula-
tion, nψ and nφ are, respectively, the total number of major and minor components, and
βψi , βφj , βψiψk , βφjφl , βψiφj , βψi2 , βφj2 are the regression coefficients. This regression model
assumes that the predicted response, is a function of the regressors composed by linear
factors (

∑nψ
i=1 ψi(t) and

∑nφ
j=1 φj) and two-way interactions (

∑nψ
i=1,k=1 ψi(t)ψk(t) {i 6= k},∑nφ

j=1,l=1 φjφl {j 6= l}, and
∑nψ

i=1

∑nφ
j=1 ψj(t)φl) given by medium components concentra-

tions. The interactions assumed in this model are common due to the correlated nature of
the metabolic reactions occurring in a mammalian cell.

It should be noticed that only first order terms were included in the Taylor expansion
for the sole purpose of justifying the approximation of the original f function in equation
5.5 by a superposition of the functions shown in equation 5.8. However, the actual hybrid
model does not use the first order derivative information and instead the first order term
in equation 5.7 is described by a nonlinear empirical function of ψ and the deviations of
φ from their corresponding average values. Furthermore, f

(
ψ(t), φ̄

)
is trained, as further

explained below, with different media formulations and thus the values of φ̄ are assumed
to be embedded in the model parameters of this function.

In the proposed hybrid approach, the g (ψ(t), δφ) function, based on the PLS regression,
was obtained according to the following steps:

i. Based on the available infrequent experimental data (samples were collected only
at days 0, 3, 4, 5 and 6), interpolated hourly values were generated (e.g. each
0.04167 day) using the Matlab function makima, which performs the Modified Akima
piecewise cubic Hermite interpolation.

ii. Using the interpolated experimental data, the terms 1
Xv

d(ψ(t))
dt

and f
(
ψ(t), φ̄

)
were

calculated at each discrete time k, for each medium, as follows:

1

Xv

d(ψ(t))

dt
=

1

Xv,k

(ψk+1 − ψk)
tk+1 − tk

(5.10)

f
(
ψ(t), φ̄

)
= f

(
ψk, φ̄

)
(5.11)

The output response yi,k, for a specific major metabolite i, at each time interval k
was obtained from equation 5.8 as follows:

yi,k =
1

Xv,k

(ψi,k+1 − ψi,k)
tk+1 − tk

− f
(
ψk, φ̄

)∣∣
ψi,k

(5.12)
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where ψi,k denotes the concentration of major metabolite i at time k.

iii. The output response vector Y j
i for a specific major metabolite i and medium j was

generated as per equation 5.13, with k = 1, .., T , where T indicates the final experi-
mental time step.

Yj
i =


1

Xv,1

(ψi,2−ψi,1)

t2−t1 − f
(
ψ1, φ̄

)∣∣
ψi,1

1
Xv,2

(ψi,3−ψi,2)

t3−t2 − f
(
ψ2, φ̄

)∣∣
ψi,2

...
1

Xv,T−1

(ψi,T−ψi,T−1)

tT−tT−1
− f

(
ψT−1, φ̄

)∣∣
ψi,T−1


j

(5.13)

iv. The input variables matrix Xj for each medium j was generated to include the major
medium components concentration over time (ψi,k) in the first M columns, the minor
components concentration minus the average concentration of its respective minor
component at time zero (δφj) in the subsequent N columns, and two-terms inter-
actions among those major and centered minor components (ψi,kψi+1,k, ψi,kδφj and
δφjδφj+1), as shown in equation 5.14 in the last columns of the matrix. ψi,k denotes
the concentration of major metabolite i at time k and δφj denotes the deviation of
the concentration of minor metabolite j from the average concentration of its minor
component at time zero, with i = 1, ..,M , j = 1, .., N and k = 1, .., T , which M
is number of major metabolites, N is number of minor components and T the final
experimental time.

Xj =


ψ1,1 · · · ψM,1 δφ1 · · · δφN ψ1,1ψ2,1 · · · δφN−1δφN
ψ1,2 · · · ψM,2 δφ1 · · · δφN ψ1,2ψ2,2 · · · δφN−1δφN
...

... · · · ...
...

... · · · . . . ...
ψ1,T · · · ψM,T δφ1 · · · δφN ψ1,Tψ2,T · · · δφN−1δφN


j

(5.14)

v. The experimental data obtained for all tested media is divided into two sets: a
data set of different media formulations that is used for model calibration (Set 1)
and a second set obtained with different media formulations that is used for model
validation (Set 2). For each one of these sets, the input variables’ matrix XPLS and
the output response vector YPLS,i are arrange into matrices, with j being the media
being used in each set:
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XPLS =


XMedium1

XMedium2

...
XMediumj

 (5.15)

YPLS,i =


YMedium1
i

YMedium2
i

...
YMediumj
i

 (5.16)

vi. The data for set 1 are mean centered and normalized. The YSet1
PLS,i and XSet1

PLS were
subtracted from their respectively mean (Ȳ Set1

PLS,i and X̄Set1
PLS) and divided by their

respectively standard deviation (Y Set1
PLS,i,σ and XSet1

PLS,σ), through each column. The
mean centered and normalized output response vector and input variable matrix for
the calibration set are represented by Ŷ

Set1

PLS,i and X̂
Set1

PLS, respectively.

vii. The data for set 2 are also mean centered and normalized. The YSet2
PLS,i and XSet2

PLS

were subtracted from the mean and divided by the standard deviation, through each
column, using Ȳ Set1

PLS,i, X̄
Set1
PLS, Y Set1

PLS,i,σ and XSet1
PLS,σ from the calibration set. The mean

centered and normalized output response vector and input variable matrix for the
validation set are represented by Ŷ

Set2

PLS,i and X̂
Set2

PLS, respectively.

viii. Ŷ
Set1

PLS,i and X̂
Set1

PLS were then used to perform PLS regression, using the MatLab
function plsregress. The matrix of PLS weight W and the vector of response loadings
YL obtained with the PLS regression of the calibration set were used to generate
predictions for both calibration and validation sets.

ix. The number of principal components nPC (latent variables) was selected such as
the maximum output variability of the calibration set could be explained and, at
the same time, smaller predictive error could be obtained for both calibration and
validation output results. The predicted normalized output response was described
by the PLS regression model as follows:

Ŷ
Set1

PLS,i

∣∣∣
Prediction

=
(
X̂
Set1

PLS

)
(W) (YL) (5.17)

Ŷ
Set2

PLS,i

∣∣∣
Prediction

=
(
X̂
Set2

PLS

)
(W) (YL) (5.18)
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And, the original output response vector for the calibration and validation sets could
be reconstructed as follows:

YSet1
PLS,i

∣∣
Prediction

=
(
Ŷ
Set1

PLS,i

) (
Y Set1
PLS,i,σ

)
+ Ȳ Set1

PLS,i (5.19)

YSet2
PLS,i

∣∣
Prediction

=
(
Ŷ
Set2

PLS,i

) (
Y Set1
PLS,i,σ

)
+ Ȳ Set1

PLS,i (5.20)

Once nPC, W and YL are determined as described by the steps above, the function g
can be generated for each major metabolite i, at each time t as follows:

g (ψ(t), δφ)
∣∣
i,t

= (x̂t) (W) (YL)
(
Y Set1
PLS,i,σ

)
+ Ȳ Set1

PLS,i (5.21)

where x̂t is the vector containing concentrations of major metabolites over time (ψ(t)i),
minor components concentration minus the average concentration of its respective minor
component at time zero (δφj), and two-terms interactions among those major components’
concentrations and the deviations in minor components’ concentrations with respect to
their mean values (ψ(t)iψ(t)i+1, ψ(t)iδφj and δφjδφj+1), as shown in equation 5.14. Note
that x̂t is mean-centered using X̄Set1

PLS and normalized by XSet1
PLS,σ.

It should also be noticed that the empirical and mechanistic parts of the hybrid model
are coupled because common information, i.e. the current concentration of amino acids at
each time t, is used by both f and g functions. Therefore, the hybrid model parameters
including the kinetic parameters from the mechanistic part and the PLS loadings param-
eters, should be simultaneously re-calibrated to best fit the model predictions with the
experimental data. It is important to observe that the calibration of too many parame-
ters in a non-linear differential model is challenging task. Furthermore, the calibration of
too many parameters may lead to overfitting of noise with resulting poor predictions. To
address this issue only a subset of informative parameters should be selected to perform
re-calibration. The selected parameters are chosen based on a sensitivity analysis, which
consider the variation of the output response with respect to perturbations in each model
parameter [64]. The sensitivity with respect to each parameter averaged over all responses,
Syϑi , can be obtained as follows:

S
yj
ϑi

(tk) =
∂yj
∂ϑi

(ϑ, tk)
ϑi

yj(tk)
(5.22)
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Syϑi =
1

ny

ny∑
j=1

(
1

nt

nt∑
k=1

∣∣Syjϑi (tk)∣∣
)

(5.23)

where y is the predicted response of a metabolite j by the hybrid model, ϑ is the hybrid
model parameter i, tk is each time interval, nt is the total number of time intervals k, ny is
the total number of response variables. Following the sensitivity analysis, only parameters
with high sensitivity values were re-calibrated.

The hybrid modelling structure presented above (equation 5.8) is referred in the litera-
ture as parallel since information is simultaneously used in the mechanistic and empirical
parts. Also, within this hybrid modeling approach, the function g (ψ(t), δφ) that are based
on the PLS regression model can be incorporated into one or more equations of the system
of nonlinear differential equations that describe the evolution of amino acids in the cell
culture. However, it should be remembered that a key objective in any modelling exercise
is to minimize the number of model parameters required to fit the data so as to reduce
the over-fitting of noise. Since the fine tuning of the model involved a re-calibration of
the PLS response loading vector it was very important to limit the addition of empirical
corrections corresponding to the function g into the mechanistic equations.

Thus, in this study, to limit the number of model parameters, the empirical correction
by the additional function g (Equation 5.8) was implemented only in the biomass equation.
The rationale is that the biomass Xv concentration enters in all the differential equations
of the model since the kinetic expressions in the function f are defined per unit biomass.
Consequently, it was hypothesized that an improvement of the biomass prediction by the
empirical correction term g will also improve the prediction of the other major metabolites.
Therefore, less parameters would be needed into the new hybrid model as compared to
the case where empirical corrections will be added in more differential equations of the
mechanistic model.

5.4 Results

Eleven cell culture experiments in high density batch mode were used in this work for model
calibration and validation. Each batch used a different media formulation. From the 11
media formulations, 9 were used for model calibration (Media 10, 17, 19, 22, 32, 51, 56, 64,
65) and 2 for model validation (Media 11 and 16). A proportion of 80%/20% was used to
split the data for the different media into the calibration and validation sets, respectively.
As described in Section 5.3.3 all components were normalized by their standard deviation.
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Hence, Media 11 and 16 were the ones selected for the model validation because was
the only combination set which the normalization of minor components did not result in
division by zero at time=0.

Samples for each cell culture experiment were collected at days 0, 3, 4, 5 and 6. The con-
centrations for the major metabolites including viable cells, glucose, lactate, ammonia and
amino acids over time, for each medium, can be found in Tables E.1 to E.11 in Appendix
E. The concentrations are reported in normalized values from 0 to 1 for confidentiality
reasons. The normalized concentrations for the minor components (hormones, vitamins,
lipids, etc.) for each medium formulation is shown in Tables E.12 to E.14 in Appendix E.
It is also important to emphasize that minor components concentrations were only avail-
able at the initial time. Based on communications with our industrial collaborator it is
impractical to attempt to measure the concentrations of minor metabolites over time due
to their presence in small amounts in the culture supernatant. Also, for confidentiality
reasons, our industrial collaborator was only able to provide the amounts but could not
identify the minor components by name. Each of the concentration values is normalized
between 0 and 1.

5.4.1 Amino Acids Concentration measured by HPLC analysis

Figure 5.1 shows the amino acids chromatogram for the calibration standard at the highest
concentration level (20 pmol/ul) used. The chromatogram shows good separation between
the peaks except for the Asparagine peak that it is not identified in the Figure 5.1. As-
paragine cannot be clearly identified due to its relatively low concentration and to its
closeness to the Aspartate peak in the HPLC chromatogram. A calibration curve was
built using four levels of amino acids standard for each of the days 0, 3, 4, 5 and 6. The
tables showing the values of the amino acids concentration for different times as measured
by HPLC analysis can be found in Appendix E.

5.4.2 Mechanistic Model

Following the procedure presented in the previous section the cell culture experiments
chosen for model calibration (calibration set) were used to estimate the parameters of the
mechanistic model described by the system of non-linear differential equations shown in
Appendix C. The mechanistic model has a total of 83 parameters. Table D.1 in Appendix
D shows the estimated parameters values for the mechanistic model. The concentration
profiles as a function of time that are predicted by the mechanistic model exhibit significant
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errors with respect to the data, especially for viable cells, mAb and glucose concentrations
(see Figures F.1 to F.11 in Appendix F).

To assess whether the mechanistic model has structural error due to the absence of the
effect of minor components in the model the concept of autocorrelation and the correlogram
were used. The autocorrelation function presents a serial correlation (autocorrelation)
among the errors of the mechanistic model. If the errors are random and consequently
uncorrelated, the autocorrelation should be 1 at zero lag and within the noise limits for
any other lag. Figure 5.5a presents the correlogram plot for lag-1, lag-2, and lag-3 for
the errors in viable cells (vcd), glucose (glc), and monoclonal antibody (mAb) based on
the mechanistic model predictions. The correlogram was obtained using the prediction
errors at day 3, 4, 5 and 6 for all media. Assuming 95% confidence bounds, the sample
autocorrelation function analysis for lag-1 and lag-2 were considered significant for vcd,
glc, and mAb error prediction thus implying that further improvement is possible. The
addition of the empirical model correction is expected to provide such improvement.

The incorporation of the empirical model in the current model aims to describe the
influence of minor components on major metabolites concentration that is not captured
by the mechanistic approach. As mentioned in the previous section the empirical model
correction was added into the biomass (viable cells - vcd) differential equation only.

Figure 5.1: Amino acids separation peaks in plot of EU HPLC unit per minute time.
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5.4.3 Empirical Model

The empirical model correction to be added in the biomass differential equation was gen-
erated based on the PLS regression, as described in section 5.3.3. The correction described
the difference observed in the derivative 1

Xv

d(ψ(t))
dt

and f (ψ(t), φ) for biomass (viable cells
- vcd) concentration results.

To train the empirical correction term the data was interpolated hourly, e.g. each
0.04167 day, using the Matlab function makima. The input PLS matrix XPLS considered
linear terms of major and minor metabolites concentration, and possible two-way inter-
actions among them, resulting a total of 6328 input variables (as described in equations
5.9 and 5.14). Eleven principal components (latent variables) were chosen which explained
approximately 81% of the output response variability of the calibration set. With this
number of latent variables the resulting calibration and validation errors were of similar
magnitude, 0.43 and 0.58 respectively. This indicated that the calibrated model did not
significantly over-fit the calibration data.

The variable importance in projection (VIP) scores were calculated for the PLS re-
gression. The VIP scores can be used to infer the importance of each latent variable in
the PLS regression model and is generally used to identify important predictors, specially
when large multicollinearity exists among input variables [101, 31]. The equation used to
calculate the VIP scores can be found in Chong and Jun [31]; input variables presenting
a VIP score greater than 1 are considered important. The VIP scores identified 1126 im-
portant input variables out of the total 6328 original input variables. Several interactions
among glucose and amino acids and also between amino acids were found significant for
biomass profile. Also, interactions between glucose and minor components and interactions
between serine and minor components were the most common predictors affecting biomass
performance. Components 7, 23, 26, 66, and 70 are the most common minor components
found significant interacting with amino acids. Based on recent communications with our
industrial partner all components that were found to be relevant for our model they were
known to have significant impact on the cell culture.

The 6328-by-11 weight matrix W and the 1-by-11 vector of response loadings YL
obtained with the PLS regression were used to define the empirical correction of the biomass
balance in the hybrid model. The weight matrix W projects the original 6328 input
variables into a space of 11 latent variables. As mentioned in the methodology section,
the values of the vector of response loadings YL, which corresponds to the parameters
from the PLS regression, can be further re-calibrated in the final hybrid model. In this
regard, the significant advantage of using PLS is that due to the projection onto latent
variables the number of parameters that can be further re-tuned is drastically lower than
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the number that would be required if a multiple linear regression with 6328 would be used.
The current coefficient estimates values for the PLS regression, before re-calibration, and
their corresponded lower and upper confidence bounds for each coefficient, assuming 95%
confidence, are given in Table 5.2.

Table 5.2: PLS regression coefficient values (YL) estimate and confidence bounds, assum-
ing 95% confidence.

Coefficient Estimate Lower Confidence Bound Upper Confidence Bound
YL(1) 16.77 15.92 17.62
YL(2) 8.66 7.81 9.51
YL(3) 16.22 15.37 17.07
YL(4) 10.19 9.34 11.04
YL(5) 10.82 9.97 11.67
YL(6) 11.14 10.29 11.99
YL(7) 5.05 4.20 5.90
YL(8) 4.46 3.61 5.31
YL(9) 2.79 1.94 3.63
YL(10) 4.28 3.44 5.13
YL(11) 4.23 3.39 5.08

5.4.4 Hybrid Model

The empirical g (ψ(t), δφ) function based on the PLS regression was incorporated into
the biomass non-linear differential equation of the mechanistic model, as described by
equations 5.8 and 5.21. It should be remembered that the empirical PLS model was
calibrated, as described in the previous section, with the mechanistic model parameters set
at their original calibrated values. It was hypothesized that due to the coupling between the
empirical and mechanistic parts, further improvements could be obtained by simultaneous
re-calibration of the mechanistic and empirical parts of the hybrid model. Thus, the
comparisons in this section will involve 3 different models as follows: 1- mechanistic, 2-
hybrid before re-calibration and 3-hybrid after re-calibration.

Since the hybrid model involves a large number of parameters it was computationally
prohibitive to re-calibrate all the parameters. In addition, due to the limited amount of
data, re-calibrating all the parameters may have resulted in over-fitting. Therefore, a sen-
sitivity analysis was conducted to find a subset of parameters that have most impact on
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the results and which re-calibration may provide the largest improvements. The sensitiv-
ity analysis of the hybrid model was conducted with respect to parameter perturbations
varying from ±10 to 20%. A parameter that resulted in an average sensitivity larger than
50 was deemed significant. The choice of this threshold was mostly driven by the number
of parameters that we could re-calibrate within an acceptable window of time and that
improved the results in terms of the AIC (Akaike Information Criterion). However, the
threshold has been found by trial and error but may be further optimized. The sensitivity
analysis identified a total of 33 parameters to be sensitive that are directly related to the
metabolites biomass, glucose, lactate, ammonia, aspartate, alanine, glutamate and serine.
The first 10 PLS regression coefficients were also found among the parameters identified
as significant by the sensitivity analysis. Table D.2 in Appendix D shows the parameters
values for the hybrid model.

Notice that 11 new parameters were added to the hybrid approach. Therefore, a
fair comparison of the mechanistic model versus the hybrid models, before and after re-
calibration, should take into account the larger number of parameters that are present in
the models. For this purpose the estimation of prediction error relative to the number of
model parameters was evaluated for the mechanistic and hybrid models by using the AIC.
The AIC can be calculated as function of the residuals sum of squares [20] according to
the following equation:

AIC = nln
(

Σε2i
n

)
+ 2K (5.24)

where n is the number of samples, ε is the residuals, and K the number of parameters.
Smaller AIC values indicate more accurate model predictions regardless of the larger num-
ber of model parameters.

Figures F.1 to F.11 in Appendix F compares the concentration data with the predictions
obtained with the mechanistic model, the hybrid model prior to the final re-calibration, and
the hybrid model after re-calibration for all major metabolites for each medium. Figures
5.2, 5.3, and 5.4 compares data with model predictions for biomass (viable cells - vcd),
glucose (glc) and monoclonal antibodies (mAb) concentration. The plots show that the
hybrid approaches, specially the re-calibrated hybrid model, provided a most accurate fit
to the data than the mechanistic model for most of the media and major metabolites.

Although the amino acids predictions of the re-calibrated hybrid model is only slightly
better than the predictions of the mechanistic model, the predictions for biomass, glucose
and mAb given by the re-calibrated hybrid model are significantly better than the ones
given by the mechanistic approach. It should be emphasized that biomass, mab and glucose
(main nutrient) are probably the most important variables for future process optimization.
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Furthermore, re-calibration of the hybrid model improve the predictions as compared to
the hybrid model before re-calibration as shown below.
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Figure 5.2: Viable cells concentration ([vcd]) profile given by data, mechanistic model and
hybrid model. The units of [vcd] are given in 106 cells/ml/mM of Glc.
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Figure 5.3: Glucose concentration ([glc]) profile given by data, mechanistic model and
hybrid model. The units of [glc] are given in mM/mM of Glc.
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Figure 5.4: Monoclonal antibody concentration ([mAb]) profile given by data, mechanistic
model and hybrid model. The units of [mAb] are given in mg/L/mM of Glc.
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Table 5.3 compares the AIC, given by each media, for the mechanistic model, hy-
brid model prior to the re-calibration and hybrid model after re-calibration. Significantly
smaller AIC values are obtained by most of the media when the hybrid approach is used.
AIC values for the hybrid model after parameter re-calibration are even smaller, for both
calibration (Media 10,17, 19, 22, 32, 51, 56, 64 and 65) and validation (Media 11 and 16)
sets. The average AIC for all media is about 23% smaller for the re-calibrated hybrid model
compared to the original mechanistic model. The average AIC values for the calibration
and validation sets for the hybrid approach after re-calibration, 420.27 and 560.72 respec-
tively, are also smaller than the AIC average values for the mechanistic model, 562.67 for
calibration set and 671.54 for validation set, i.e. about 25% and 17% smaller respectively.

Table 5.3: AIC values given by the mechanistic and hybrid models for each media.

Mechanistic Hybrid
no recalibration

Hybrid
recalibrated

Medium 10 424.99 325.08 402.23
Medium 11 702.66 561.34 586.72
Medium 16 640.42 622.06 534.72
Medium 17 678.05 480.81 448.06
Medium 19 675.87 428.51 398.92
Medium 22 422.35 487.55 385.64
Medium 32 469.42 405.40 434.76
Medium 51 595.82 427.72 336.80
Medium 56 718.16 568.24 517.03
Medium 64 606.86 506.31 438.95
Medium 65 472.50 506.35 420.07
Sum 6407.11 5319.37 4903.92

Average Calibration 562.67 459.55 420.27
Average Validation 671.54 591.70 560.72
Average All 582.46 483.58 445.81

To further test whether the hybrid model corrects for the model structure error Figure
5.5 presents the autocorrelation error for lag-1, lag-2, and lag-3 for viable cells (VCD),
glucose (GLC), and monoclonal antibody (MAB) for the mechanistic and hybrid models
results. Notice that both hybrid models, before and after re-calibration, present better
autocorrelation results than the ones given by the mechanistic model. Comparing the
autocorrelation results for the hybrid model before and after re-calibration, it is observed
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a slightly improvement in the VCD autocorrelation after re-calibration of hybrid model
parameters, reduced from 0.5135 to 0.5012. Also, while autocorrelation for GLC become
insignificant for the re-calibrated hybrid model in comparison to the results before re-
calibration, the MAB lag-1 autocorrelation is still siginifcant for the re-calibrated hybrid
model, but observe that parameters related to MAB were not re-calibrated (were not
selected in the sensibility analysis). Although the sample autocorrelation is still present
for lag-1 in VCD and MAB results in the hibrid re-calibated model, the autocorrelation for
GLC is found insignificant and the overall autorrelation for VCD, GLC and MAB given by
the re-calibrated hybrid prediction model are about 15% to 30% smaller than the one given
by the mechanistic model. Furthermore, the autocorrelation for lag-2 and lag-3 become
insignificant for VCD, GLC and MAB when the re-calibrated hybrid approach is used.

The presence of model structure error that remains according to the lag-1 autocor-
relation error that it is still present can be explained by different reasons such as: i-the
minor components concentrations were accounted for only through their initial concentra-
tions while in reality these components may be consumed or produced along the batch;
ii- empirical corrections were only introduced in the biomass equation while correcting for
the remaining error may require adding empirical corrections in balances of other metabo-
lites, e.g. glucose; and iii- the PLS model was calibrated using derivatives obtained from
interpolated data.
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(a) Autocorrelation error for mechanistic model.
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(b) Autocorrelation error for hybrid model before re-
calibration.
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Figure 5.5: Correlogram for mechanistic and hybrid models errors for the calibration set.
The red line/dots represents the sample autocorrelation for a specific lag and the blue
lines represents the upper and lower autocorrelation confidence bounds, assuming 95%
confidence bounds.
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5.5 Conclusion

A parallel hybrid approach was proposed in order to incorporate the effect of minor compo-
nents present in cell culture media into a mechanistic model of major metabolites. Samples
at day 0, 3, 4, 5 and 6 were collected from batch experiments that used 11 different media
formulations. Amino acids concentration were measured using HPLC analysis. Minor ele-
ments concentration were only available at time zero. Experiments using 9 different media
were used for model calibration, while 2 media were used for model validation.

Following a Taylor expansion rationale the hybrid model consists of a superposition of
the mechanistic model terms and an empirical correction term that describes the effects of
minor components and possible interaction among all medium components. The empirical
correction is introduced through a polynomial function containing empirical information
based on a PLS regression. A methodology to obtain the PLS coefficients was presented.
At the moment, the PLS regression function was incorporated only at the biomass non-
linear differential equation from the mechanistic model. The biomass concentration is
present in all other differential equations of the mechanistic model, therefore, a better fit
in biomass would also improve the prediction of all other major metabolites. Although
additional correction terms could be incorporated in mass balances of metabolites other
than biomass the aim was to keep a small number of new parameters in the model. A
subset of parameters from the proposed hybrid model, selected by sensitivity analysis, was
re-calibrated to improve model predictions.

The results for the re-calibrated hybrid parallel model prediction have shown good
improvement of fitting between data and predictions compared to the original mechanistic
model, specially for the main major metabolites, biomass (viable cells), glucose and mAb.
The AIC values proved the fidelity of the hybrid model over the mechanistic model despite
the additional model parameters that were considered. Although the prediction error of
the re-calibrated hybrid model indicates the presence of autocorrelation for lag-1 in VCD
and MAB, these values were smaller than the ones presented for the mechanistic model.
On the other hand the autocorrelation for lag-1 in GLC is found insignificant when the re-
calibrated hybrid model is used, as well as the autocorrelation for lag-2 and lag-3 for VCD,
GLC and MAB, indicating that the re-calibrated hybrid model resulted in net reduction
of model structure error.

In conclusion, the re-calibrated hybrid model performed better predictions than the
original mechanistic model. The autocorrelation error for lag-1 presented by the hybrid
model may be related to two main factors: i- the potential depletion of minor medium
components over time are not accounted for and ii- the empirical correction was only added
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in the biomass equation . Thus, further reduction of the auto-correlation are expected for
the hybrid approach with the addition of other PLS regression functions into the set of
non-linear differential equations of the mechanistic model.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Since 2000 the therapeutic market for monoclonal antibodies (mAbs) has increased expo-
nentially. The pharmaceutical industry is continuously searching for more efficient methods
to supply the increasing demand for monoclonal antibodies. Several factors influence the
cellular production performance and among them the medium used for cell culture is a
crucial determinant of cell growth and mAb productivity. The cost of cellular medium
is high and the experimental procedures to develop new formulations are also costly and
time consuming. Mathematical modelling is an useful tool to understand the produc-
tion/consumption of medium components and to optimize the culture performance. Also,
empirical mathematical modelling is used this thesis, for reducing costs during optimal
medium development.

As discussed in the thesis the mathematical modelling of bioprocess systems is a chal-
lenging task. The main challenges addressed in this thesis are related to: i- the complexity
of the cell culture medium and ii- dynamic perfusion operation. These challenges are fur-
ther exacerbated by the fact that the metabolism of mammalian cells is more complex as
compared to bacteria. Hence, modelling approaches such as dynamic metabolic flux mod-
els (DMFM) that work well to describe bacterial cultures require further modifications for
their application to mammalian cultures. In view that pharmaceutical companies experi-
ment and implement highly variable media they require robust models that can correctly
describe the effect of changes in concentrations of media components. An added difficulty
is that for many of the minor components in media, i.e. elements that are present in low
concentrations, their effect on cellular metabolism is unclear. Furthermore, because of
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confidentiality, part of the media components could not be identified by name and thus
their effect on the culture could be solely inferred from data. To address these challenges
this work investigates different modelling approaches including mechanistic empirical and
hybrid models. The different models are then used in different applications as follows: i-
dynamic metabolic flux models (DMFM) are used with one single media to describe batch
and perfusion operations (Chapter 3), ii- empirical models are used for media optimization
such as productivity is maximized and for reducing the experiments needed for media de-
velopment (Chapter 4) and iii- hybrid models are used to describe dynamic responses of
metabolites for different media compositions (Chapter 5). More detailed conclusions are
provided below for each one of these three parts of the thesis.

Chapter 3 presents the DMFM model for mammalian cells in which a systematic ap-
proach was applied to identify the limiting constraints of the model. The goal was to
minimize the number of constraints needed to describe the batch and perfusion dynamic
data. The work was based on a preliminary model reported by Nikdel [114]. This model
was extended to include dynamic biomass predictions by the model, consideration of cell
death behavior in the modelling and application to both batch and perfusion system op-
erations. Active constraints in glutamine, glutamate, lactate, and ammonia were required
to describe the data during the batch operation while in the earlier model constraints
for 6 amino acids were required. The constraints in this work were expressed by kinetic
functions that follow the Hill equation. At this point, time-varying constraints in the 4
limiting amino acids were necessary during perfusion since the Hill expressions that were
found for batch did not provided good fitting for perfusion. It may be necessary to use
different constraint related expressions during perfusion from the ones during batch. A
possible reason for why different kinetic expressions may be needed during perfusion is
that the dynamic of intermediates was ignored. In view that the dynamic of intermediates
will depend on the mode of operation, batch or perfusion, different kinetic expressions
may be needed for different mode of operations to compensate for the ignored dynamics
of intermediate metabolites. A key finding in this work was that biomass flux was also
an active constraint maintaining a constant value during batch and perfusion operation.
This was an important observation that helped to improve the fitting of data. It also
implies that the biomass growth is not limited by the consumption of the measured amino
acids as assumed in Nikdel’s approach. The biomass flux constraint indicates that the
dynamic of the measured amino acids are not sufficient to describe the growth rate, which
may indicates that other metabolites such as ribose or NADPH can be limiting to biomass
growth. It was also observed that the cell death had to be considered in order to fit the
evolution of cell mass during perfusion operation. Cell death/apoptosis are known to be
significant in mammalian cells and thus it is not surprising that its inclusion improves the
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model considerably. The fact that biomass flux was an active constraint during the entire
operation required the biomass balance to be accurate in order to improve the overall fit-
ting of the model. Thus, in view that the inclusion of the cell death improved the biomass
fitting, it also indirectly improve the fitting of the other measured metabolites. In addi-
tion to the identified kinetic constraints, soft constraints were also required to limit the
flux solution space and to address the multiplicity of solutions of the LP problem. These
soft constraints consisted of upper or lower limits that are kept constant over time. In
conclusion, the DMFM approach was proved to be very satisfactory, being able to predict
the batch and perfusion data with an average error of 15%. Furthermore, the final DMFM
approach was able to provide equivalent accuracy during batch operation using a smaller
number of parameters when compared to conventional kinetic models, such as the one used
in Chapter 5. While the DMFM requires a total of 40 parameters, the differential kinetic
model requires over 80 parameters to obtain the same level of prediction error.

The focus of the study in Chapter 4 was to model the effect of changes in concentrations
of minor components in media formulations and to use the resulting models for optimizing
productivity with respect to media composition. Since part of the components were not ex-
plicitly identified due to confidentiality the problem was approached by empirical modelling
followed by robust optimization based on the identified model. The particular challenge
presented by the large number of components in the media is that the number of samples
is smaller than the number of variables (n < p problem). To avoid over-parameterization
of the model regression approaches such as Lasso and Elastic Net were investigated. How-
ever, some of these regression approaches were found inaccurate for the n < p problem. To
develop a suitable empirical modelling approach a toy example was presented to compare
different regression models. The results shown that regularization methods, such as Lasso
and Elastic net, may neglect important coefficients during model training while PCR and
PLS were found to be a better approach by considering all components. In Case Study
2 of Chapter 4, both PCR and PLS model results showed good prediction accuracy with
data. The robust optimization proposed new optimum media for both simulated and in-
dustrial scenarios. It was observed that the prediction accuracy largely depends on the
proximity of new media formulations within the input space defined by the principal com-
ponents or principal latent variables of the trained PCR and PLS models. Case Study 3
showed that a proposed D-optimal based DOE approach was able to reduce the number
of experiments required for further media optimization by selecting a smaller subset of
media that was capable to describe most of the variance in the data set. This result has
industrial importance because the experimentation required for media optimization is very
time consuming and costly. Experimental results showed that the optimization based on a
PCR model resulted in new media formulations that present equivalent Qp values to the
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highest Qp values obtained by the industrial partner within the margin of measurement
error. On the other hand the new formulations resulted in consistently higher cell density
and mAb values throughout the cell culture as compared to the existent formulations. The
inaccurate predictions of the empirical models observed in the current work are a direct
result of the inability of empirical models to extrapolate beyond the region of data used for
model training. The use of upper bounds on productivity were instrumental for avoiding
too large extrapolations beyond the range of training data.

Chapter 5 presented a parallel hybrid approach that was developed with the aim of in-
corporating the effect of minor components present in cell culture media into a mechanistic
model of major metabolites. 11 different media formulations were used for model train-
ing and validation. Amino acids concentrations through time were measured using HPLC
analysis while minor elements concentration were only made available at time zero. The
structure of the hybrid model was justified by a Taylor expansion argument. The effects
of the minor elements were incorporated into a preliminary mechanistic model of major
metabolites through an empirical correction based on PLS regression. A crucial advantage
of the hybrid structure is that by using the PLS compression the numbers of tuning param-
eters of the empirical part is reduced to the number of principal components that explain
most of the variability that cannot be explained by the mechanistic part of the model. The
PLS based correction was used to describe the effects of minor components and possible
interaction among all medium components. The PLS regression function was incorporated
only in the biomass non-linear differential equation from the mechanistic model. The aim
was to add as small number of new parameters as possible and since biomass concentra-
tion is present in all other differential equations of the mechanistic model, a better fit in
biomass would also expected to improve the prediction of all other major metabolites. The
re-calibrated hybrid model predictions showed significant improvement in predictions as
compared to the original mechanistic model, especially for biomass, mAb and glucose. The
Aikaike Information Criteria (AIC) calculations confirmed the better prediction accuracy of
the re-calibrated hybrid approach despite the larger number of parameters that were used
as compared to the original mechanistic model. It was also observed that the re-calibrated
hybrid model resulted in reduction of the autocorrelation lag-1 error thus indicating a
reduction in the dynamic model structure error. Moreover, the lag-2 and lag-3 autocorre-
lation errors became insignificant for the re-calibrated hybrid model as compared to the
original mechanistic model. Overall, the hybrid model provided more accurate predictions
than the original mechanistic model.

In conclusion, this thesis provided a comprehensive study of empirical, mechanistic and
hybrid modelling approaches to describe and understand the performance of CHO cells in
different cellular medium. The influence of different media formulations on cellular growth

122



and productivity was studied and an approach to reduce the number of experiments during
media optimization procedure was provided.

6.2 Future Work

6.2.1 Dynamic metabolic flux model approaches

i. One of the main challenges with the dynamic metabolic flux modelling approach is
the multiplicity of solutions present with this approach. Multiplicity was explicitly
observed in the current work and was a major obstacle for fitting the data. To address
multiplicity it is important to consider the addition of constraints other than kinetic
constraints that were already considered in the current work. Artificial constraints
such as the soft constraints used in the current work are helpful but are not directly
motivated by the biochemical phenomena underlying the process. Instead, biochemi-
cally motivated bounds such as thermodynamic Gibbs energy related constraints and
genetic regulatory related constraints should be investigated.

ii. If measurements for intracellular intermediates become available, e.g by isotope based
LC-MS measurements, they could also be incorporated into the model.

iii. Other objective functions can be considered for constrained optimization, such as
maximization of the entropy production rate or a weighted combination of different
single objective functions since mammalian cells may pursue different goals during
different phases of the cell culture.

iv. Hybridization of dynamic metabolic flux models should be investigated (see further
discussion below under the item of future work for hybrid models).

6.2.2 Robust medium optimization using empirical models

i. Media optimization should be further explored by the empirical approaches proposed
in this work. A key challenge found in this thesis is that the empirical model is in-
accurate far away from the region of training data. To address this problem PCR or
PLS empirical models should be developed favoring a particular region of interest,
e.g. around a pre-defined medium, by weighting more the information given by this
particular medium. This can be done by repeating this particular medium composi-
tion several times in the input variables matrix. Then, based on this enhanced local
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fitting approach, the results could be progressively improved through a run to run
optimization procedure.

ii. If the dynamic profiles of key minor components, such as citrate or pyruvate, could
be measured their transient behavior can be incorporated into the empirical model
to better describe their interactions with other medium components over time.

iii. To further improve the extrapolation accuracy the negative correlations found be-
tween cell growth and productivity could be exploited in the future to improve model
predictions with the available data.

6.2.3 Hybrid models

i. The current parallel hybrid model can be further extended by incorporating the influ-
ence of minor components in other non-linear differential equations used to described
the mechanistic behavior of major metabolites. Hybrid approach can better explore
the influence of minor elements on other medium components if dynamic information
of key minor components could be included in the model. Of course the incorporation
of additional empirical corrections will require the calibration of a larger number of
parameters. to mitigate this problem either a larger amount of data, if available,
should be used for model calibration or, alternatively, parametric sensitivity analysis
should be done to identify the parameters that have most effect on the results.

ii. Incorporation of empirical information into DMFM models presented in Chapter 3,
can be very advantageous since these type of models requires less number of pa-
rameters as compared to the mechanistic models used in Chapter 5. For instance,
empirical models can be incorporated in a serial approach into the DMFM by con-
sidering time varying stoichiometric matrix coefficients. These coefficients could be
expressed as empirical functions of measured metabolites and perfusion rates. Al-
lowing the stoichiometric coefficients to change with time can be used as a mean to
compensate for transients in unmeasured concentrations of intermediates that were
assumed in DMFM to be at quasi-steady state. This could also justify the use of
different kinetic constraints during batch and perfusion operations as discussed above
in the conclusions of Chapter 3.
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Appendix A

Metabolic Network of CHO Cells

Metabolic network according to Nikdel [114]. The symbol v represents each metabolic flux.
Biomass flux (v37) coefficients were adapted according to the cell line used in this work.

v1: Glc → G6P
v2: G6P → 2·3phosphaglycerate
v3: 3phosphoglycerate → Pyr
v4: Pyr → Lac
v5: Pyr → AcCoA + CO2
v6: AcCoA + Oxal → Cit
v7: Cit → KG + CO2
v8: KG → SucCoA + CO2
v9: SucCoA → Suc
v10: Suc → Mal
v11: Mal → Oxal
v12: Mal → Pyr + CO2
v13: Thr → Gly + AcCoA
v14: Trp → Ala + NH4 +2·AcCoA
v15: Lys → NH4 + KG
v16: Ile → Glu + AcCoA + SucCoA
v17: Leu → 2·AcCoA + 2·CO2
v18: Tyr → Mal + Oxal + CO2
v19: Ser + Met → Cys + NH4
v20: Val → SucCoA + KG
v21: Glu + Oxal → Asp + KG
v22: Glu → KG + NH4
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v23: Glu + Pyr → Ala + KG
v24: Cys → Pyr
v25: Ser → NH4 + Pyr
v26: Gly → NH4 + CO2
v27: Ser + Thr → SucCoA
v28: Glu + 3phosphoglycerate → Ser + KG
v29: Ser → Gly
v30: Phe → Tyr
v31: Asn → Asp + NH4
v32: Gln → Glu + NH4
v33: Arg → Glu
v34: Glu → Pro
v35: His → Glu + NH4
v36: Gln → Asp → Glu + Asn
v37: 0.0208·Glc + 0.0377·Gln + 0.0006·Glu + 0.007·Arg + 0.003·Hist + 0.0084·Ile +
0.0133·Leu + 0.0101·Lys + 0.005·Met + 0.0055·Phe + 0.008·Thr + 0.004·Trp + 0.0096·Val
+ 0.01·Ala + 0.026·Asp + 0.0004·Cys + 0.0165·Gly + 0.02·Pro + 0.05·Ser + 0.0077·Tyr
→ Bio
v38: 0.0104·Gln + 0.0107·Glu + 0.0050·Arg + 0.0035·Hist + 0.0050·Ile + 0.0142·Leu
+ 0.0145·Lys + 0.0028·Met + 0.0072·Phe + 0.0160·Thr + 0.0189·Val + 0.0110·Ala +
0.0082·Asp + 0.0050·Cys + 0.0145·Gly + 0.0148·Pro + 0.0267·Ser + 0.0085·Tyr + 0.0072·Asn
→ IgG
v39, v40, v41, v42, v43, v44, v45, v46 and v47 are, respectively, the reversible reactions v4, v21,
v22, v23, v29, v30, v31, v32 and v36.
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Appendix B

Soft constraint in the DMFM model
batch system
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Table B.1: Soft constraint values used in the DMFM model for the batch system. Soft
constraints bound the metabolite consumption/production rate by a constant value bL in
the lower bound (LB) or bU in the upper bound (UB).

Metabolite Bound Soft constraint value bL or bU

Alanine UB 0.01
Arginine UB -0.015
Asparagine UB -0.04
Aspartate LB & UB -0.04 & -0.02
Glucose UB -0.2
Glutamine UB 0.02
Glutamate LB -0.03
Glycine LB 0.01
Histidine UB -0.008
Isoleucine UB -0.02
Leucine UB -0.04
Lactate UB 1.00
Lysine UB -0.02
Ammonia UB 0.15
Phenylalanine UB -0.01
Serine LB -0.25
Threonine LB -0.03
Tryptophan UB -0.005
Tyrosine UB -0.015
Valine UB -0.015
Methionine UB -0.006
Cysteine UB -0.005
Proline UB -0.01
Biomass UB 0.165
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Table B.2: Soft constraint values used in the DMFM model for the perfusion system. Soft
constraints bound the metabolite consumption/production rate by a constant value bL in
the lower bound (LB) or bU in the upper bound (UB).

Metabolite Bound Soft constraint value bL or bU

Alanine LB & UB 0.013 & 0.02
Arginine UB -0.015
Asparagine UB -0.044
Aspartate UB -0.015
Glucose UB -0.26
Glutamine LB -0.00062
Glutamate LB -0.02
Glycine LB 0.013
Histidine UB -0.0044
Isoleucine UB -0.013
Leucine UB -0.023
Lactate UB 1.00
Lysine UB -0.014
Ammonia UB 0.05
Phenylalanine UB -0.007
Serine LB -0.04
Threonine LB -0.0125
Tryptophan UB -0.0038
Tyrosine UB -0.0085
Valine UB -0.015
Methionine UB -0.0044
Cysteine UB -0.0075
Proline UB -0.012
Biomass UB 0.165
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Appendix C

Dynamic Kinetic Metabolic Model
adapted from Hille (2018)

dXv

dt
= µXv
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Appendix D

Parameters used in the Mechanistic and
Hybrid Models
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D.1 Parameters used in the Mechanistic Dynamic Ki-
netic Metabolic Model adapted from Hille (2018)

Table D.1: Parameter values used in the mechanistic dynamic kinetic model.

Parameter Value Parameter Value Parameter Value
µ 1.421 K91 49.123 K144 19.673
K21 1.233 K92 138.192 K150 0.036
K23 12.501 K93 14.836 K151 0.228
K25 0.803 K101 0.358 K160 0.754
Kd 0.005 K102 41.598 K161 39.940
K22 3.622 K103 2.386 K170 0.101
K24 65.685 K104 0.802 K171 3.487
Klys 0.430 K105 66.373 K180 0.021
K41 1.047 K106 25.556 K181 0.074
K42 1.20E-05 K1001 29.186 K190 0.190
K43 112.239 K1002 19.816 K191 4.759
K51 0.850 K1003 1.257 K100 3.063
K52 2.125 K1004 5.397 K201 100.00
K53 46.769 K110 0.137 K210 1.799
K54 106.698 K111 3.381 K211 44.371
K61 0.374 K120 8.555 K220 4.216
K62 0.113 K121 60.028 K221 81.768
K63 0.054 K122 0.061 K230 0.119
K64 0.330 K123 39.450 K231 1.490
K66 0.247 K124 4.167 K240 0.091
K67 0.156 K130 0.350 K241 0.001
K68 18.491 K131 0.604 K250 1.990
K601 0.176 K132 1.465 K251 87.052
K602 0.310 K133 0.123 K270 5.046
K81 0.026 K134 0.031 K271 9.697
K82 0.386 K140 0.002 n 0.105
K83 4.293 K143 0.447
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D.2 Parameters used in the re-calibrated Hybrid Model

Table D.2: Parameter values used in the hybrid model (re-calibrated).

Parameter Value Parameter Value Parameter Value
µ 1.544 K91 49.123 K144 19.673
K21 1.153 K92 130.908 K150 0.036
K23 11.707 K93 15.207 K151 0.228
K25 0.786 K101 0.358 K160 0.754
Kd 0.005 K102 38.916 K161 39.940
K22 3.622 K103 2.258 K170 0.101
K24 65.685 K104 0.802 K171 3.487
Klys 0.430 K105 66.280 K180 0.021
K41 0.983 K106 25.556 K181 0.074
K42 1.20E-05 K1001 28.653 K190 0.190
K43 118.215 K1002 19.438 K191 4.759
K51 0.795 K1003 1.272 K100 3.063
K52 2.025 K1004 5.397 K201 100.000
K53 48.804 K110 0.137 K210 1.799
K54 109.557 K111 3.381 K211 44.371
K61 0.374 K120 8.819 K220 4.216
K62 0.113 K121 60.028 K221 81.768
K63 0.054 K122 0.061 K230 0.119
K64 0.331 K123 39.450 K231 1.490
K66 0.247 K124 4.167 K240 0.091
K67 0.156 K130 0.350 K241 0.001
K68 18.491 K131 0.604 K250 1.990
K601 0.176 K132 1.465 K251 87.052
K602 0.310 K133 0.123 K270 5.046
K81 0.026 K134 0.031 K271 9.697
K82 0.370 K140 0.002 n 0.105
K83 4.293 K143 0.447 YL10 4.529
YL1 16.419 YL4 10.040 YL7 4.917
YL2 9.166 YL5 10.146 YL8 4.550
YL3 16.101 YL6 11.770 YL9 2.879

155



Appendix E

Metabolites Concentration

Notice that each major metabolite concentration is normalized between 0 and 1 through day
0 to day 6, for each media. Tables E.1 to E.11 presents the major metabolites concentration,
unitless, over time.

Tables E.12 to E.14 presents the concentration of minor metabolites normalized between
0 and 1 in each media formulation. Minor metabolites concentration are also unitless.
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Table E.1: Major metabolites concentration for Medium 10.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.6381 0.8912 1.0000 0.9234
Dead Cells 0.0000 0.1399 0.0940 0.2913 1.0000
mAb 0.0000 0.4101 0.6022 0.7968 1.0000
Glutamine 0.5455 1.0000 0.2727 0.0000 0.8182
Glucose 0.8701 0.0000 1.0000 0.6863 0.4314
Lactate 0.0000 1.0000 0.9417 0.8641 0.7767
Ammonia 0.0000 0.7196 0.7232 0.7528 1.0000
Aspartate 1.0000 0.7016 0.2882 0.0025 0.0000
Serine 1.0000 0.1461 0.0442 0.0201 0.0000
Glutamate 1.0000 0.6542 0.4179 0.0022 0.0000
Glycine 0.0000 1.0000 0.8363 0.7634 0.5683
Histidine 1.0000 0.5289 0.2589 0.1593 0.0000
Arginine 1.0000 0.4825 0.2394 0.1228 0.0000
Threonine 1.0000 0.6232 0.2811 0.1053 0.0000
Alanine 0.0000 0.8018 0.9122 1.0000 0.6929
Proline 1.0000 0.4943 0.3037 0.1757 0.0000
Cysteine 1.0000 0.2954 0.1164 0.0000 0.0064
Tyrosine 1.0000 0.2972 0.2154 0.1034 0.0000
Valine 1.0000 0.5127 0.2945 0.1326 0.0000
Methionine 1.0000 0.4227 0.2318 0.1229 0.0000
Lysine 1.0000 0.3804 0.1747 0.0354 0.0000
Isoleucine 1.0000 0.4853 0.2708 0.1091 0.0000
Leucine 1.0000 0.4813 0.2499 0.0894 0.0000
Phenylalanine 1.0000 0.4184 0.2183 0.1064 0.0000
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Table E.2: Major metabolites concentration for Medium 11.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.4802 0.6766 0.8626 1.0000
Dead Cells 0.0000 0.0350 0.1329 0.3322 1.0000
mAb 0.0000 0.3249 0.5069 0.7026 1.0000
Glutamine 0.4773 1.0000 0.9318 0.7273 0.0000
Glucose 1.0000 0.2608 0.8427 0.4871 0.0000
Lactate 0.0000 1.0000 0.9810 0.9905 0.9238
Ammonia 0.0000 0.5636 0.8315 1.0000 0.9770
Aspartate 0.4752 0.6877 1.0000 0.6918 0.0000
Serine 1.0000 0.4353 0.2672 0.1251 0.0000
Glutamate 0.0000 0.2865 0.6971 1.0000 0.7596
Glycine 0.0000 0.4188 0.5936 0.9111 1.0000
Histidine 1.0000 0.8022 0.7587 0.7271 0.0000
Arginine 1.0000 0.2705 0.2788 0.4315 0.0000
Threonine 1.0000 0.5214 0.4333 0.3225 0.0000
Alanine 0.0000 0.2415 0.5718 0.9863 1.0000
Proline 1.0000 0.3936 0.3508 0.4102 0.0000
Cysteine 1.0000 0.3745 0.3068 0.2647 0.0000
Tyrosine 1.0000 0.0000 0.7500 0.2032 0.0339
Valine 1.0000 0.4469 0.4106 0.3365 0.0000
Methionine 1.0000 0.4041 0.3460 0.2869 0.0000
Lysine 1.0000 0.4609 0.5084 0.4170 0.0000
Isoleucine 1.0000 0.4216 0.4042 0.3531 0.0000
Leucine 1.0000 0.4547 0.4020 0.3284 0.0000
Phenylalanine 1.0000 0.4137 0.2894 0.2422 0.0000
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Table E.3: Major metabolites concentration for Medium 16.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.5739 0.7317 0.8575 1.0000
Dead Cells 0.0000 0.1010 0.2146 0.4899 1.0000
mAb 0.0000 0.3556 0.5546 0.7319 1.0000
Glutamine 1.0000 0.3750 0.7500 0.3125 0.0000
Glucose 1.0000 0.0000 0.8992 0.5756 0.1751
Lactate 0.0000 1.0000 0.9752 0.9917 0.9008
Ammonia 0.0000 0.9050 1.0000 0.9441 0.8212
Aspartate 0.7797 1.0000 0.5232 0.1392 0.0000
Serine 1.0000 0.2087 0.0553 0.0000 0.0076
Glutamate 0.0000 1.0000 0.6027 0.0682 0.0659
Glycine 0.0000 1.0000 0.9138 0.5065 0.6120
Histidine 1.0000 0.6967 0.3990 0.0000 0.0554
Arginine 1.0000 0.7901 0.5898 0.0123 0.0000
Threonine 1.0000 0.7427 0.4639 0.1022 0.0000
Alanine 0.0000 0.3648 0.4963 0.6135 1.0000
Proline 1.0000 0.6704 0.4200 0.0960 0.0000
Cysteine 1.0000 0.3628 0.1664 0.0101 0.0000
Tyrosine 1.0000 0.1007 0.3360 0.0129 0.0000
Valine 1.0000 0.6460 0.3508 0.0815 0.0000
Methionine 1.0000 0.4893 0.2813 0.0397 0.0000
Lysine 0.9947 1.0000 0.4925 0.0000 0.0089
Isoleucine 1.0000 0.6094 0.3386 0.0828 0.0000
Leucine 1.0000 0.5800 0.2915 0.0659 0.0000
Phenylalanine 1.0000 0.4275 0.2339 0.0254 0.0000
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Table E.4: Major metabolites concentration for Medium 17.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.5149 0.7319 0.8992 1.0000
Dead Cells 0.0000 0.1368 0.2393 0.5684 1.0000
mAb 0.0000 0.3530 0.6034 0.7767 1.0000
Glutamine 0.6429 1.0000 0.6071 0.5357 0.0000
Glucose 1.0000 0.2131 0.8418 0.4219 0.0000
Lactate 0.0000 1.0000 1.0000 0.9010 0.8218
Ammonia 0.0000 0.7465 0.9452 0.9615 1.0000
Aspartate 0.4077 1.0000 0.4904 0.0899 0.0000
Serine 1.0000 0.4652 0.2215 0.0350 0.0000
Glutamate 0.0000 1.0000 0.8543 0.6022 0.9842
Glycine 0.0000 0.6342 0.8422 0.7206 1.0000
Histidine 1.0000 0.8571 0.5447 0.0041 0.0000
Arginine 1.0000 0.6849 0.4879 0.0000 0.0196
Threonine 1.0000 0.7624 0.4721 0.0000 0.0881
Alanine 0.0000 0.4691 0.7599 0.7673 1.0000
Proline 1.0000 0.7768 0.5278 0.0000 0.0196
Cysteine 1.0000 0.5306 0.3651 0.0124 0.0000
Tyrosine 1.0000 0.2831 0.2871 0.0000 0.0374
Valine 1.0000 0.7728 0.4917 0.0735 0.0000
Methionine 1.0000 0.6198 0.4127 0.0150 0.0000
Lysine 0.8682 1.0000 0.4768 0.0342 0.0000
Isoleucine 1.0000 0.7482 0.4878 0.0592 0.0000
Leucine 1.0000 0.7532 0.4968 0.0840 0.0000
Phenylalanine 1.0000 0.5411 0.3966 0.0000 0.0207

160



Table E.5: Major metabolites concentration for Medium 19.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.7270 0.9380 1.0000 0.9670
Dead Cells 0.0000 0.0830 0.2380 0.3384 1.0000
mAb 0.0000 0.3305 0.4945 0.7312 1.0000
Glutamine 0.1607 0.3393 0.0000 0.3214 1.0000
Glucose 1.0000 0.0000 0.9708 0.5544 0.2944
Lactate 0.0990 1.0000 0.8614 0.3861 0.0000
Ammonia 0.0000 0.9502 0.9042 0.7778 1.0000
Aspartate 1.0000 0.8464 0.4905 0.0990 0.0000
Serine 1.0000 0.1719 0.0560 0.0278 0.0000
Glutamate 1.0000 0.8879 0.7148 0.3165 0.0000
Glycine 0.0000 1.0000 0.5474 0.0940 0.5106
Histidine 1.0000 0.6675 0.3484 0.0000 0.6259
Arginine 1.0000 0.4942 0.2795 0.0688 0.0000
Threonine 1.0000 0.8162 0.4852 0.1112 0.0000
Alanine 0.0000 0.9256 0.9206 1.0000 0.3785
Proline 1.0000 0.5673 0.3527 0.1200 0.0000
Cysteine 1.0000 0.5252 0.2889 0.0830 0.0000
Tyrosine 1.0000 0.8065 0.3040 0.0698 0.0000
Valine 1.0000 0.6061 0.3448 0.1006 0.0000
Methionine 1.0000 0.4755 0.2237 0.0411 0.0000
Lysine 1.0000 0.5313 0.2655 0.0580 0.0000
Isoleucine 1.0000 0.6082 0.3292 0.0723 0.0000
Leucine 1.0000 0.5733 0.2898 0.0561 0.0000
Phenylalanine 1.0000 0.5376 0.2674 0.0660 0.0000
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Table E.6: Major metabolites concentration for Medium 22.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.6920 1.0000 0.8084 0.7680
Dead Cells 0.0000 0.0926 0.6728 0.9198 1.0000
mAb 0.0000 0.4105 0.5625 0.7662 1.0000
Glutamine 0.5000 0.0000 0.1667 0.1667 1.0000
Glucose 0.6256 0.0000 1.0000 0.8818 0.6921
Lactate 0.0000 1.0000 0.8548 0.7097 0.4194
Ammonia 0.0000 1.0000 0.8614 0.8119 0.6832
Aspartate 1.0000 0.7689 0.0851 0.0000 0.0011
Serine 1.0000 0.0843 0.0100 0.0211 0.0000
Glutamate 1.0000 0.9829 0.3525 0.0070 0.0000
Glycine 0.0000 1.0000 0.7546 0.6447 0.4152
Histidine 1.0000 0.8815 0.4647 0.3171 0.0000
Arginine 1.0000 0.7517 0.3985 0.2962 0.0000
Threonine 1.0000 0.9460 0.4932 0.3045 0.0000
Alanine 0.0000 1.0000 0.6580 0.8859 0.2894
Proline 1.0000 0.7050 0.3612 0.2622 0.0000
Cysteine 1.0000 0.4948 0.2739 0.0691 0.0000
Tyrosine 0.5460 1.0000 0.8990 0.5163 0.0000
Valine 1.0000 0.6579 0.3470 0.1841 0.0000
Methionine 1.0000 0.6035 0.3408 0.2156 0.0000
Lysine 1.0000 0.7224 0.2270 0.2485 0.0000
Isoleucine 1.0000 0.5601 0.2719 0.1239 0.0000
Leucine 1.0000 0.4502 0.1641 0.0480 0.0000
Phenylalanine 1.0000 0.5524 0.2824 0.1473 0.0000
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Table E.7: Major metabolites concentration for Medium 32.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.8861 1.0000 0.8433 0.6408
Dead Cells 0.0000 0.1134 0.0988 0.3256 1.0000
mAb 0.0000 0.3169 0.6157 0.8594 1.0000
Glutamine 1.0000 0.1250 0.0000 0.2500 0.2500
Glucose 0.7574 0.0000 1.0000 0.8603 0.7598
Lactate 0.0000 1.0000 0.8590 0.7051 0.5641
Ammonia 0.0000 1.0000 0.9525 0.9119 0.9153
Aspartate 0.8075 1.0000 0.1913 0.0000 0.0321
Serine 1.0000 0.0902 0.0109 0.0011 0.0000
Glutamate 1.0000 0.9295 0.5180 0.0096 0.0000
Glycine 0.0000 0.8612 0.8615 0.8805 1.0000
Histidine 1.0000 0.4860 0.1034 0.0000 0.0324
Arginine 1.0000 0.3721 0.1142 0.0000 0.0047
Threonine 1.0000 0.3887 0.0725 0.0074 0.0000
Alanine 0.0000 0.8388 0.8133 1.0000 0.9529
Proline 1.0000 0.4308 0.1298 0.0282 0.0000
Cysteine 1.0000 0.2123 0.0904 0.0000 0.0007
Tyrosine 1.0000 0.3508 0.1478 0.0085 0.0000
Valine 1.0000 0.3960 0.1314 0.0311 0.0000
Methionine 1.0000 0.3043 0.0622 0.0000 0.0205
Lysine 1.0000 0.3180 0.0316 0.0133 0.0000
Isoleucine 1.0000 0.4291 0.1424 0.0344 0.0000
Leucine 1.0000 0.3056 0.0462 0.0000 0.0017
Phenylalanine 1.0000 0.3473 0.0811 0.0000 0.0080
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Table E.8: Major metabolites concentration for Medium 51.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.8393 0.8705 1.0000 0.9707
Dead Cells 0.0000 0.2179 0.3205 0.5705 1.0000
mAb 0.0000 0.3341 0.5495 0.8270 1.0000
Glutamine 0.0000 1.0000 0.6667 0.5833 0.5000
Glucose 0.5111 0.0000 1.0000 0.8606 0.7456
Lactate 0.0000 1.0000 0.8667 0.7467 0.6267
Ammonia 0.0000 1.0000 1.0000 0.9091 0.9818
Aspartate 1.0000 0.6221 0.3921 0.2031 0.0000
Serine 1.0000 0.0761 0.0062 0.0074 0.0000
Glutamate 1.0000 0.9583 0.7648 0.5372 0.0000
Glycine 0.2798 1.0000 0.4187 0.1667 0.0000
Histidine 1.0000 0.7598 0.2139 0.1798 0.0000
Arginine 1.0000 0.5442 0.2359 0.2244 0.0000
Threonine 1.0000 0.7557 0.3007 0.1716 0.0000
Alanine 0.0000 0.3412 0.5569 0.8888 1.0000
Proline 1.0000 0.5216 0.3253 0.2350 0.0000
Cysteine 1.0000 0.5018 0.2630 0.1335 0.0000
Tyrosine 0.4427 0.0400 1.0000 0.0884 0.0000
Valine 1.0000 0.5937 0.3403 0.1927 0.0000
Methionine 1.0000 0.4552 0.2384 0.1342 0.0000
Lysine 1.0000 0.5327 0.2929 0.2509 0.0000
Isoleucine 1.0000 0.5993 0.3484 0.1768 0.0000
Leucine 1.0000 0.5504 0.3079 0.1368 0.0000
Phenylalanine 1.0000 0.4656 0.2875 0.1225 0.0000
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Table E.9: Major metabolites concentration for Medium 56.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.5057 0.7495 0.9300 1.0000
Dead Cells 0.0000 0.1532 0.2339 0.4879 1.0000
mAb 0.0000 0.2929 0.4673 0.6997 1.0000
Glutamine 0.0000 1.0000 0.7838 0.6486 0.8378
Glucose 1.0000 0.1644 0.8611 0.4606 0.0000
Lactate 0.0000 1.0000 0.8992 0.6891 0.3025
Ammonia 0.0000 0.9488 1.0000 0.8841 0.7951
Aspartate 0.5781 1.0000 0.6622 0.1229 0.0000
Serine 1.0000 0.4124 0.2111 0.0363 0.0000
Glutamate 0.6415 1.0000 0.8135 0.1450 0.0000
Glycine 0.0000 0.8429 1.0000 0.5881 0.4047
Histidine 0.9671 1.0000 0.7050 0.1736 0.0000
Arginine 0.9701 1.0000 0.7441 0.1998 0.0000
Threonine 0.9468 1.0000 0.7438 0.1985 0.0000
Alanine 0.0000 0.7482 1.0000 0.4281 0.3738
Proline 1.0000 0.8365 0.6686 0.1582 0.0000
Cysteine 1.0000 0.8907 0.6583 0.1469 0.0000
Tyrosine 1.0000 0.4124 0.3723 0.2270 0.0000
Valine 1.0000 0.9578 0.7260 0.1694 0.0000
Methionine 1.0000 0.7850 0.5985 0.1617 0.0000
Lysine 0.8498 1.0000 0.7143 0.0786 0.0000
Isoleucine 0.9955 1.0000 0.7730 0.1833 0.0000
Leucine 1.0000 0.8639 0.6262 0.1535 0.0000
Phenylalanine 1.0000 0.7024 0.5550 0.2372 0.0000

165



Table E.10: Major metabolites concentration for Medium 64.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.8009 0.8871 1.0000 0.6239
Dead Cells 0.0000 0.0468 0.1047 0.5799 1.0000
mAb 0.0000 0.4135 0.7422 0.8567 1.0000
Glutamine 0.2000 0.0000 0.0000 0.4667 1.0000
Glucose 0.8579 0.0000 1.0000 0.8553 0.6711
Lactate 0.0135 1.0000 0.5676 0.1622 0.0000
Ammonia 0.0000 1.0000 0.7519 0.7218 0.8271
Aspartate 1.0000 0.7286 0.0276 0.0000 0.0064
Serine 1.0000 0.0641 0.0128 0.0000 0.0101
Glutamate 1.0000 0.7680 0.1581 0.0000 0.0034
Glycine 0.0127 1.0000 0.0962 0.0000 0.2429
Histidine 1.0000 0.5573 0.2610 0.0000 0.1010
Arginine 1.0000 0.4458 0.1119 0.0000 0.0158
Threonine 1.0000 0.4828 0.1006 0.0000 0.0108
Alanine 0.6553 0.9637 1.0000 0.4992 0.0000
Proline 1.0000 0.4826 0.1835 0.0262 0.0000
Cysteine 1.0000 0.2421 0.0550 0.0000 0.0013
Tyrosine 0.7783 1.0000 0.3377 0.0034 0.0000
Valine 1.0000 0.5391 0.2249 0.0666 0.0000
Methionine 1.0000 0.3785 0.0916 0.0000 0.0057
Lysine 1.0000 0.3477 0.1582 0.0000 0.0149
Isoleucine 1.0000 0.4118 0.1071 0.0246 0.0000
Leucine 1.0000 0.3478 0.0420 0.0000 0.0009
Phenylalanine 1.0000 0.3965 0.0697 0.0000 0.0109
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Table E.11: Major metabolites concentration for Medium 65.

Components Day 0 Day 3 Day 4 Day 5 Day 6
Viable Cells 0.0000 0.9156 1.0000 0.9307 0.6860
Dead Cells 0.0000 0.0432 0.1131 0.3408 1.0000
mAb 0.0000 0.4135 0.6399 0.7607 1.0000
Glutamine 0.4000 0.0000 0.6000 0.8000 1.0000
Glucose 0.7631 0.0000 1.0000 0.8884 0.7745
Lactate 0.0000 1.0000 0.6462 0.5385 0.3385
Ammonia 0.0000 1.0000 0.7739 0.7826 0.8174
Aspartate 1.0000 0.7186 0.0872 0.0000 0.0062
Serine 1.0000 0.0205 0.0000 0.0682 0.0623
Glutamate 1.0000 0.8640 0.3032 0.0000 0.0039
Glycine 0.4014 1.0000 0.0000 0.8267 0.9149
Histidine 1.0000 0.3884 0.0080 0.3232 0.0000
Arginine 1.0000 0.3520 0.0000 0.3494 0.2866
Threonine 1.0000 0.3835 0.0000 0.0722 0.0324
Alanine 0.0000 0.0649 0.2445 1.0000 0.8225
Proline 1.0000 0.3429 0.0000 0.1837 0.0616
Cysteine 1.0000 0.3179 0.0575 0.0131 0.0000
Tyrosine 1.0000 0.0000 0.0790 0.1741 0.1142
Valine 1.0000 0.3566 0.0703 0.0157 0.0000
Methionine 1.0000 0.2166 0.0000 0.0442 0.0685
Lysine 1.0000 0.3490 0.0000 0.2580 0.2623
Isoleucine 1.0000 0.2575 0.0221 0.0036 0.0000
Leucine 1.0000 0.1780 0.0009 0.0000 0.0015
Phenylalanine 1.0000 0.2316 0.0000 0.0613 0.0476
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Table E.12: Minor metabolites concentration in the media formulation for Media 10, 11,
16 and 17.

Minor
Metabolites

Concentration
Medium

10
Medium

11
Medium

16
Medium

17
Component 01 0.0195 0.0082 8.00E-04 0.0054
Component 02 2.02E-04 1.05E-04 1.50E-04 1.31E-04
Component 03 3.27E-04 1.70E-04 2.43E-04 2.13E-04
Component 04 2.49E-04 1.71E-04 3.03E-04 2.55E-04
Component 05 2.69E-04 1.40E-04 3.64E-04 1.75E-04
Component 06 0.0015 6.26E-04 7.14E-04 0.0010
Component 07 9.12E-04 0 4.57E-05 2.00E-05
Component 08 1.02E-04 1.80E-06 5.26E-05 2.25E-06
Component 09 0.3417 0.1565 0.2714 0.2366
Component 11 0.2761 0.1197 0.1857 0.1936
Component 12 0.0043 0.0030 0.0024 0.0023
Component 13 0.0015 9.36E-04 0.0011 9.14E-04
Component 14 0.0019 2.84E-04 0.0010 2.15E-04
Component 16 2.22E-04 7.28E-05 0 4.55E-05
Component 17 2.22E-04 5.67E-05 0 3.55E-05
Component 19 1.34E-06 7.00E-07 1.00E-06 8.75E-07
Component 21 5.87E-10 2.46E-10 2.86E-06 7.81E-06
Component 22 3.36E-06 1.30E-06 2.43E-06 1.75E-06
Component 23 3.06E-10 2.43E-10 2.56E-10 2.89E-10
Component 24 1.92E-06 1.00E-06 2.57E-06 1.25E-06
Component 25 5.36E-06 2.00E-06 2.86E-06 2.50E-06
Component 26 7.55E-06 2.00E-06 4.71E-06 2.50E-06
Component 27 5.76E-05 3.00E-05 4.29E-05 3.75E-05
Component 29 0 1.20E-06 0 7.50E-07
Component 31 0.0054 0.0013 0.0036 0.0020
Component 32 0.0869 0.0364 0 0.0228
Component 33 0.0983 0.0404 0.0086 0.0290
Component 34 0.0089 0.0125 0.0107 0.0078
Component 35 0.0236 0.0061 0.0118 0.0039
Component 36 0.0438 0.0198 0.0229 0.0219
Component 37 0.1060 0.0489 0.0530 0.0569
Component 38 0.0224 0.0109 0.0636 0.0509
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Component 39 2.60E-04 1.19E-04 2.59E-04 2.09E-04
Component 40 0.0012 3.00E-06 8.57E-04 7.52E-04
Component 41 0.0012 6.76E-04 0.0010 0.0009
Component 43 0.0029 0.0024 0.0036 0.0027
Component 44 0.0308 0.0191 0.0229 0.0191
Component 45 0.0018 0.0012 0.0020 0.0017
Component 46 0 0 0 0
Component 47 0.0055 0 0.0041 4.38E-04
Component 48 0 0 0 0
Component 49 0.0122 0.0030 0.0063 0.0022
Component 50 1.08E-04 1.02E-04 5.86E-05 7.06E-05
Component 51 0.0002 1.05E-04 1.50E-04 1.31E-04
Component 52 0.2503 0.1687 0.2214 0.2398
Component 53 0.0204 0.0096 0.0150 0.0125
Component 54 0.0087 0 0 0.0019
Component 56 3.39E-06 1.08E-06 2.36E-06 1.84E-06
Component 57 1.56E-06 0 1.86E-06 1.44E-06
Component 58 8.40E-05 2.00E-05 1.66E-04 1.10E-04
Component 59 5.22E-07 2.19E-07 1.08E-09 3.25E-07
Component 61 1.0000 1.0000 1.0000 1.0000
Component 62 3.11E-05 0 3.31E-05 2.90E-05
Component 63 2.49E-04 1.03E-04 1.50E-04 1.61E-04
Component 64 2.02E-04 1.05E-04 1.50E-04 1.31E-04
Component 65 6.72E-04 4.50E-04 0.0013 9.28E-04
Component 66 1.50E-04 5.70E-04 0.0012 5.51E-04
Component 67 0.0066 0.0049 0.0052 0.0049
Component 68 0.0025 0 0.0019 8.13E-04
Component 69 0.0031 4.90E-04 0.0031 0.0020
Component 70 0.0127 0.0031 0.0071 0.0025
Component 71 0.0019 0.0010 0.0157 0.0013
Component 72 0.0147 0.0094 0.0109 0.0111
Component 74 0.0023 0.0013 0.0033 0.0026
Component 75 5.72E-10 2.40E-10 5.67E-10 5.22E-10
Component 76 0 0 0 0
Component 77 1.25E-09 5.23E-10 1.23E-09 1.14E-09
Component 78 8.96E-10 3.75E-10 8.79E-10 8.17E-10
Component 79 0 0 0 0
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Component 80 2.64E-10 1.10E-10 2.59E-10 2.41E-10
Component 81 1.16E-09 4.88E-10 1.14E-09 1.06E-09
Component 82 0 0 0 0
Component 83 0 0 0 0
Component 84 2.33E-10 9.78E-11 0 6.11E-11
Component 85 0.0085 0 0.0043 0.0019
Component 86 2.32E-07 0 1.07E-07 4.69E-08
Component 87 1.50E-10 6.26E-11 4.34E-10 1.36E-10
Component 88 0.00E+00 0 0 0
Component 89 5.86E-11 2.45E-11 5.75E-11 5.35E-11
Component 90 8.31E-11 3.48E-11 8.16E-11 7.58E-11
Component 91 0 0 0 0
Component 92 0 0 0 0
Component 94 0 0 0 0
Component 95 5.92E-10 2.48E-10 5.81E-10 5.40E-10
Component 96 0 0 0 0
Component 97 7.48E-11 3.13E-11 7.41E-11 6.82E-11
Component 98 2.06E-09 8.61E-10 2.02E-09 1.88E-09
Component 99 0 0 4.29E-10 0
Component 100 1.17E-10 4.91E-11 1.15E-10 1.07E-10
Component 101 1.58E-09 6.60E-10 1.55E-09 1.44E-09
Component 102 2.40E-04 0 0 0
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Table E.13: Minor metabolites concentration in the media formulation for Media 19, 22,
32 and 51.

Minor
Metabolites

Concentration
Medium

19
Medium

22
Medium

32
Medium

51
Component 01 0.0004 0.0039 0.0020 0.0024
Component 02 7.55E-05 2.58E-04 1.82E-04 2.41E-04
Component 03 1.22E-04 4.18E-04 2.95E-04 3.90E-04
Component 04 3.69E-04 2.52E-04 3.67E-04 1.06E-04
Component 05 4.93E-04 3.44E-04 2.43E-04 3.24E-04
Component 06 2.48E-04 0 0 0
Component 07 3.92E-04 0.0012 6.70E-04 7.33E-05
Component 08 3.82E-05 3.85E-04 5.30E-06 2.40E-04
Component 09 0.0899 0.3272 0.2262 0.3352
Component 11 0.2032 0.2550 0.1571 0.2521
Component 12 0.0026 0.0053 0.0077 0.0016
Component 13 8.13E-04 0.0018 0.0021 6.66E-04
Component 14 0.0011 0.0062 7.22E-04 0.0036
Component 16 0 4.91E-04 2.52E-05 4.58E-04
Component 17 0 3.32E-04 1.19E-04 6.19E-04
Component 19 2.32E-05 1.72E-06 1.22E-06 1.60E-06
Component 21 0 0 2.34E-10 0
Component 22 1.08E-06 5.53E-06 2.78E-06 3.55E-05
Component 23 4.39E-09 2.46E-10 2.25E-10 2.29E-10
Component 24 1.91E-06 2.46E-06 1.74E-06 8.02E-06
Component 25 2.44E-06 1.07E-05 8.41E-06 8.44E-06
Component 26 4.35E-05 1.92E-05 6.02E-06 1.40E-05
Component 27 5.31E-05 7.37E-05 5.21E-05 6.88E-05
Component 29 7.61E-06 0 2.48E-06 0
Component 31 0.0019 0.0073 0.0027 0.0067
Component 32 0 0 0 0
Component 33 0.0187 0.0680 0.0397 0.0928
Component 34 0.0173 0.0211 0.0142 0.0215
Component 35 0.0065 0.0302 0.0183 5.27E-04
Component 36 0.0576 0.0468 0.0260 0.0444
Component 37 0.0495 0.0856 0.0654 0.0819
Component 38 0.0361 0.0337 0.0209 0.0296
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Component 39 7.49E-05 1.22E-04 9.70E-05 4.54E-04
Component 40 0 0 0 0
Component 41 1.08E-04 6.67E-04 6.95E-04 3.44E-04
Component 43 0.0010 0.0025 0.0017 0.0023
Component 44 0.0140 0.0310 0.0405 0.0205
Component 45 0.0012 0.0021 0.0027 8.54E-04
Component 46 0 0 4.34E-05 0
Component 47 5.04E-04 0.0071 0.0213 0.0016
Component 48 0 0 0.0017 0
Component 49 0.0067 0.0615 0.0079 0.0636
Component 50 7.91E-06 1.38E-04 2.70E-04 2.56E-05
Component 51 7.55E-05 2.58E-04 1.82E-04 2.41E-04
Component 52 0.2518 0.5399 0.4949 0.4097
Component 53 0.0068 0.0254 0.0161 0.0214
Component 54 0 0.0031 0 0.0086
Component 56 9.35E-07 5.35E-06 1.62E-06 5.42E-06
Component 57 1.45E-06 2.42E-06 5.78E-07 1.60E-06
Component 58 6.91E-05 7.52E-05 6.54E-05 1.54E-04
Component 59 4.17E-08 0 4.93E-10 0
Component 61 1.0000 1.0000 1.0000 1.0000
Component 62 4.45E-06 2.95E-06 4.43E-06 2.75E-06
Component 63 2.16E-05 1.43E-04 6.86E-05 1.69E-04
Component 64 7.55E-05 2.58E-04 1.82E-04 2.41E-04
Component 65 6.04E-04 8.97E-04 0.0010 5.44E-04
Component 66 0 5.70E-04 1.88E-05 6.23E-04
Component 67 0.0032 0.0083 0.0126 0.0014
Component 68 9.35E-04 0.0092 0.0044 0.0142
Component 69 4.60E-04 0.0016 0.0011 0.0015
Component 70 0.0062 0.0157 0.0150 8.72E-04
Component 71 7.19E-04 0.0025 0.0628 0.0023
Component 72 0.0120 0.0120 0.0155 0.0140
Component 74 0.0014 0.0040 0.0030 0.0024
Component 75 0 0 2.53E-10 0
Component 76 0 0 0 5.73E-04
Component 77 0 0 4.97E-10 0
Component 78 0 0 3.56E-10 0
Component 79 0 0 1.62E-10 0
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Component 80 0 0 1.05E-10 0
Component 81 0 0 4.64E-10 0
Component 82 2.09E-04 0 2.52E-04 5.73E-04
Component 83 0 1.54E-06 0 4.30E-06
Component 84 0 0 1.03E-10 0
Component 85 0.0022 0.0109 0.0052 0.0069
Component 86 5.96E-08 2.97E-07 1.30E-07 1.72E-07
Component 87 0 0 6.61E-11 0
Component 88 0 0 0 4.87E-04
Component 89 0 0 2.33E-11 0
Component 90 0 0 3.31E-11 0
Component 91 0 2.33E-06 0 2.18E-06
Component 92 0 5.53E-06 0 1.20E-05
Component 94 0 0 1.74E-05 1.15E-04
Component 95 0 0 2.36E-10 0
Component 96 0 0 3.02E-11 0
Component 97 0 0 3.31E-11 0
Component 98 0 0 8.18E-10 0
Component 99 3.26E-09 0 0 0
Component 100 0 0 4.74E-11 0
Component 101 0 0 6.27E-10 0
Component 102 0 9.22E-04 1.74E-04 0.0017

173



Table E.14: Minor metabolites concentration in the media formulation for Media 56, 64
and 65.

Minor
Metabolites

Concentration
Medium

56
Medium

64
Medium

65
Component 01 0 0.0022 0.0010
Component 02 0 2.12E-04 1.91E-04
Component 03 0 3.43E-04 3.09E-04
Component 04 3.66E-04 3.63E-04 3.74E-04
Component 05 4.40E-04 4.59E-04 5.72E-04
Component 06 4.11E-04 0 0
Component 07 2.54E-04 0.0013 6.02E-04
Component 08 0 1.59E-04 9.65E-05
Component 09 0 0.2610 0.2273
Component 11 0.2221 0.1951 0.1744
Component 12 0.0021 0.0057 0.0034
Component 13 6.36E-04 0.0017 0.0011
Component 14 0 0.0035 0.0028
Component 16 0 5.04E-05 0
Component 17 0 9.08E-05 0
Component 19 0 3.32E-05 5.85E-05
Component 21 0 0 0
Component 22 0 3.53E-06 2.73E-06
Component 23 0 6.25E-09 1.11E-08
Component 24 0 3.68E-06 4.82E-06
Component 25 1.65E-06 5.63E-06 3.64E-06
Component 26 8.25E-06 5.99E-05 9.73E-05
Component 27 5.22E-05 6.05E-05 5.45E-05
Component 29 1.26E-05 0 0
Component 31 0.0011 0.0052 0.0030
Component 32 0 0 0
Component 33 0 0.0505 0.0473
Component 34 0.0120 0.0235 0.0254
Component 35 0 0.0337 0.0165
Component 36 0.0794 0.0317 0.0243
Component 37 0.0346 0.0762 0.0721
Component 38 0.0484 0.0236 0.0173
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Component 39 5.95E-05 1.11E-04 9.84E-05
Component 40 0 0 0
Component 41 0 5.48E-04 2.73E-04
Component 43 3.93E-04 0.0020 0.0018
Component 44 0.0108 0.0311 0.0189
Component 45 0.0012 0.0021 0.0013
Component 46 0 0 0
Component 47 0 0.0058 0.0013
Component 48 0 0 0
Component 49 9.40E-04 0.0209 0.0156
Component 50 0 1.14E-04 2.00E-05
Component 51 0 2.12E-04 1.91E-04
Component 52 0.1404 0.4970 0.4218
Component 53 0.0039 0.0173 0.0114
Component 54 0 0 0
Component 56 0 2.98E-06 2.36E-06
Component 57 0 2.92E-06 3.67E-06
Component 58 6.88E-05 7.37E-05 6.96E-05
Component 59 0 5.84E-08 1.05E-07
Component 61 1.0000 1.0000 1.0000
Component 62 2.37E-06 5.45E-06 7.64E-06
Component 63 0 7.94E-05 5.45E-05
Component 64 0 2.12E-04 1.91E-04
Component 65 2.14E-04 0.0011 0.0012
Component 66 0 0 0
Component 67 0.0014 0.0094 0.0059
Component 68 0 0.0026 0.0024
Component 69 0 0.0013 0.0012
Component 70 0 0.0212 0.0157
Component 71 0 0.0020 0.0018
Component 72 0.0102 0.0167 0.0149
Component 74 0.0012 0.0027 0.0016
Component 75 0 0 0
Component 76 0 0 0
Component 77 0 0 0
Component 78 0 0 0
Component 79 0 0 0

175



Component 80 0 0 0
Component 81 0 0 0
Component 82 0 2.93E-04 5.27E-04
Component 83 0 0 0
Component 84 0 0 0
Component 85 0 0.0089 0.0055
Component 86 0 2.52E-07 1.51E-07
Component 87 0 0 0
Component 88 0 0 0
Component 89 0 0 0
Component 90 0 0 0
Component 91 0 0 0
Component 92 0 0 0
Component 94 0 0 0
Component 95 0 0 0
Component 96 0 0 0
Component 97 0 0 0
Component 98 0 0 0
Component 99 5.40E-09 0 0
Component 100 0 0 0
Component 101 0 0 0
Component 102 0 2.52E-04 0
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Appendix F

Mechanistic and Hybrid Prediction
Plots

The plots presented in this appendix are discussed in Chapter 5.

The nomenclature used in the plots are as follows: [vcd]: Biomass concentration; [mAb]:
Monoclonal antibodies concentration; [glc]: Glucose concentration; [lac]: Lactate con-
centration; [amm]: Ammonia concentration; [gln]: Glutamine concentration; [asp]: As-
partate concentration; [ser]: Serine concentration; [glu]: Glutamate concentration; [gly]:
Glycine concentration; [his]: Histidine concentration; [arg]: Arginine concentration; [thr]:
Threonine concentration; [ala]: Alanine concentration; [pro]: Proline concentration; [cys]:
Cysteine concentration; [tyr]: Tyrosine concentration; [val]: Valine concentration; [met]:
Methionine concentration; [lys]: Lysine concentration; [ile]: Isoleucine concentration; [leu]:
Leucine concentration; [phe]: Phenylalanine concentration. All concentrations are unitless
and normalized.
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Figure F.1: Data, Mechanistic Model and Hybrid Model profiles for Medium 10.
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Figure F.2: Data, Mechanistic Model and Hybrid Model profiles for Medium 11.

179



0 5

Time [d]

0

0.5

1

[v
c
d
]

0 5

Time [d]

0

0.5

1

[m
A

b
]

0 5

Time [d]

0

1

2

[g
lc

]

0 5

Time [d]

0

0.5

1

[l
a
c
]

0 5

Time [d]

0

1

2

[a
m

m
]

0 5

Time [d]

0

0.5

1

[g
ln

]

0 5

Time [d]

0

0.5

1

[a
s
p
]

0 5

Time [d]

0

0.5

1

[s
e
r]

0 5

Time [d]

0

1

2

[g
lu

]

0 5

Time [d]

0

0.5

1

[g
ly

]

0 5

Time [d]

0

0.5

1

[h
is

]

0 5

Time [d]

-0.5

0

0.5

1

[a
rg

]

0 5

Time [d]

0

0.5

1

[t
h
r]

0 5

Time [d]

0

1

2

[a
la

]

0 5

Time [d]

0

0.5

1

[p
ro

]

0 5

Time [d]

0

0.5

1

[c
y
s
]

0 5

Time [d]

0

0.5

1

[t
y
r]

0 5

Time [d]

0

0.5

1

[v
a
l]

0 5

Time [d]

0

0.5

1

[m
e
t]

0 5

Time [d]

0

0.5

1

[l
y
s
]

0 5

Time [d]

0

0.5

1

[i
le

]

0 5

Time [d]

0

0.5

1

[l
e
u
]

0 5

Time [d]

0

0.5

1

[p
h
e
] Data

Mechanistic

Hybrid - no recalibration

Hybrid - recalibrated

Figure F.3: Data, Mechanistic Model and Hybrid Model profiles for Medium 16.
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Figure F.4: Data, Mechanistic Model and Hybrid Model profiles for Medium 17.
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Figure F.5: Data, Mechanistic Model and Hybrid Model profiles for Medium 19.
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Figure F.6: Data, Mechanistic Model and Hybrid Model profiles for Medium 22.
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Figure F.7: Data, Mechanistic Model and Hybrid Model profiles for Medium 32.

184



0 5

Time [d]

0

2

4

[v
c
d
]

0 5

Time [d]

0

0.5

1
[m

A
b
]

0 5

Time [d]

0

0.5

1

[g
lc

]

0 5

Time [d]

0

0.5

1

[l
a
c
]

0 5

Time [d]

0

1

[a
m

m
]

0 5

Time [d]

0

0.5

1

[g
ln

]

0 5

Time [d]

0

0.5

1

[a
s
p
]

0 5

Time [d]

0

0.5

1

[s
e
r]

0 5

Time [d]

-1

0

1

[g
lu

]

0 5

Time [d]

0

1

2

[g
ly

]

0 5

Time [d]

-2

-1

0

1

[h
is

]

0 5

Time [d]

-2

-1

0

1

[a
rg

]
0 5

Time [d]

-1
-0.5

0
0.5

[t
h
r]

0 5

Time [d]

0

1

2

[a
la

]

0 5

Time [d]

-1

0

1

[p
ro

]

0 5

Time [d]

0

0.5

1

[c
y
s
]

0 5

Time [d]

0

0.5

1

[t
y
r]

0 5

Time [d]

0

0.5

1

[v
a
l]

0 5

Time [d]

0

0.5

1

[m
e
t]

0 5

Time [d]

0

0.5

1

[l
y
s
]

0 5

Time [d]

0

0.5

1

[i
le

]

0 5

Time [d]

0

0.5

1

[l
e
u
]

0 5

Time [d]

0

0.5

1

[p
h
e
]

Data

Mechanistic

Hybrid - no recalibration

Hybrid - recalibrated

Figure F.8: Data, Mechanistic Model and Hybrid Model profiles for Medium 51.
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Figure F.9: Data, Mechanistic Model and Hybrid Model profiles for Medium 56.
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Figure F.10: Data, Mechanistic Model and Hybrid Model profiles for Medium 64.
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Figure F.11: Data, Mechanistic Model and Hybrid Model profiles for Medium 65.
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Appendix G

Example of Multiplicity in LP Problem

Suppose you have the following LP problem:

min
j
−j3

s.t. j3 ≤ 1

j1 +
1

3
j2 − j3 ≤ 1

2j1 + j2 − 2j3 ≤ 3

(G.1)

Multiple solutions can be find for this LP problem, since the first constraint is parallel to
the objective function.

For instance, one possible solution is j1 = 1, j2 = 3 and j3 = 1. Notice that for this
solution all constraints are active, and the residuals presented by these constraints are
equal to zero.

Now, observe the Lagrange multipliers obtained at this solution. The Lagrangian is
obtained as follows:

L = −j3 + λ1 (j3 − 1) + λ2

(
j1 +

1

3
j2 − j3 − 1

)
+ λ3 (2j1 + j2 − 2j3 − 3) (G.2)

At stationary conditions, the partial Lagrangian derivatives for each constraint are as
follows:

∂L
∂j1

= λ2 + 2λ3 = 0 (G.3)
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∂L
∂j2

=
1

3
λ2 + λ3 = 0 (G.4)

∂L
∂j3

= −1 + λ1 − λ2 − 2λ3 = 0 (G.5)

Observe that when Lagrange multipliers are equal to zero they are considered inactive,
while different from zero are considered active. Notice that the solution of equations G.3,
and give λ1 = 1, λ2 = 0, and λ3 = 0, e.g. only the first constraint is found active by
Lagrange multipliers approach. Remember that it was proved before that at this solution,
all constraints are active.

The reason for λ2 = 0 and λ3 = 0 when even their respective constraints are in reality
active is that the partial Lagrange derivatives ∂L

∂j1
and ∂L

∂j2
are not dependent of λ1, which

is directly associated to j3. In conclusion, λ2 = 0 and λ3 = 0 are not find active by
Lagrangian approach because j1 and j2 are not involved in the objective function.
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