A Watermarking-Based Framework for Protecting Deep Image Classifiers Against Adversarial Attacks

by

Chen Sun

A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Master of Applied Science
in
Electrical and Computer Engineering

Waterloo, Ontario, Canada, 2021

© Chen Sun 2021
Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.
Abstract

Although deep learning-based models have achieved tremendous success in image-related tasks, they are known to be vulnerable to adversarial examples—inputs with imperceptible, but subtly crafted perturbation which fool the models to produce incorrect outputs. To distinguish adversarial examples from benign images, in this thesis, we propose a novel watermarking-based framework for protecting deep image classifiers against adversarial attacks. The proposed framework consists of a watermark encoder, a possible adversary, and a detector followed by a deep image classifier to be protected.

At the watermark encoder, an original benign image is watermarked with a secret key by embedding confidential watermark bits into selected DCT coefficients of the original image in JPEG format. The watermarked image may then go through possible adversarial attacks. Upon receiving a watermarked and possibly attacked image, the detector accepts it as a benign image and passes it to the subsequent classifier if the embedded watermark bits can be recovered with high precision, and otherwise rejects it as an adversarial example. The embedded watermark is further required to be imperceptible and robust to JPEG re-compression with a pre-defined quality threshold.

Specific methods of watermarking and detection are also presented. It is shown by experiment on a subset of ImageNet validation dataset that the proposed framework along with the presented methods of watermarking and detection is effective against a wide range of advanced attacks (static and adaptive), achieving a near zero (effective) false negative rate for FGSM and PGD attacks (static and adaptive) with the guaranteed zero false positive rate. In addition, for all tested deep image classifiers (ResNet50V2, MobileNetV2, InceptionV3), the impact of watermarking on classification accuracy is insignificant with, on average, 0.63% and 0.49% degradation in top 1 and top 5 accuracy, respectively.
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Chapter 1

Introduction

1.1 Thesis Motivations and Problem Description

In recent years, Deep Neural Networks (DNNs) have demonstrated tremendous success for many image related tasks, such as image classification and face recognition. Unfortunately, DNNs are also known to be vulnerable to adversarial examples—subtly crafted, but imperceptible modifications of benign inputs which, once fed into DNNs, can lead DNNs to produce incorrect outputs. Specifically, given an original benign image $x$, a small perturbation can be easily crafted and added to $x$ to generate a modified image $x'$. The output of a DNN in response to $x'$ will be different from that of the DNN in response to $x$. Such $x'$ is an adversarial example for $x$. The existence and easy construction of adversarial examples pose significant security risks to DNNs, especially in safety-critical applications, including face recognition and autonomous driving.

To safeguard DNNs against adversarial attacks, one approach is to build a classifier that distinguishes adversarial examples from natural images. The rationale is that although the adversarial perturbations are imperceptible to human eyes, it may be still possible to design an algorithm to detect their existence. Along this line, several detection-based methods have been proposed [34, 33, 41]. Some detection-based methods focus on finding general intrinsic properties of adversarial examples. Other detection-based methods aim to train classification networks to distinguish adversarial examples from benign images.

Although the detection-based defenses mentioned above are effective, to some extent, against some specific adversarial attacks, they in general have been proven vulnerable to more advanced adaptive adversaries, which have the full knowledge of the DNN to be
secured and the given detection strategy itself. Indeed, in their recent study, Carlini et al. examined 10 detection-based defenses proposed in recent years, and designed adaptive adversaries to defeat them all [6]. It seems that there is no general pattern or intrinsic property shared by all adversarial perturbations. The underlying reason is that adversarial examples can be generated in various of ways, and new attacking methods can be designed to avoid a specific pattern. As suggested by many studies [16], adversarial examples are widely distributed in the high-dimensional image space, indicating that finding a property that covers most cases may not be feasible. As such, a more robust and effective defense strategy is desirable. In this thesis, we are going to present such a method.

1.2 Thesis Contribution

In this thesis, we took a radically different approach to build our detector by considering another application scenario. For many real-world applications, from Quality Control cameras in manufacturing [37, 53] to cameras and sensors in self-driving cars, it is reasonable to assume that the original benign image can be processed upon acquisition before it is attacked.

In this thesis, instead of exploring general intrinsic properties of all adversarial examples, we focus on adversarial perturbation itself, which is the malicious modification being made to the benign image by the adversary. Inspired by semi-fragile watermark [11, 15], we propose a radically different approach for adversarial perturbation detection. Specifically, we propose a novel watermarking-based framework for protecting deep image classifiers against adversarial attacks.

The proposed framework consists of a watermark encoder, a possible adversary, and a detector followed by a deep image classifier to be secured. At the watermark encoder, an original benign image is watermarked with a secret key by embedding confidential watermark bits into selected DCT coefficients of the original image in JPEG format. The watermarked image may then go through possible adversarial attacks. Upon receiving a watermarked and possibly attacked image, the detector accepts it as a benign image and passes it to the subsequent classifier if the embedded watermark bits can be recovered with high precision, and otherwise rejects it as an adversarial example. The embedded watermark is further required to be robust to JPEG re-compression with a pre-defined quality threshold. We also present specific methods of watermarking and detection that are specially optimized for adversarial example detection. The proposed framework is independent of adversarial attack methods, and can be applied to protect any image task related DNN.
Our contributions in this thesis are as follows:

- We propose a novel watermarking-based framework for safeguarding image task related DNNs against adversarial attacks.
- Within our proposed framework, specific methods of watermarking and detection are presented.
- Regular adversaries such as Fast Gradient Sign Method (FGSM) [17], Projected Gradient Descent (PGD) [32] and Carlini & Wagner (CW) [7] attacks are modified to work within our proposed framework, and are further extended to attack our watermarking-based detection strategy (i.e., adaptive white-box attacks).
- We show by experiment on a subset of ImageNet validation dataset that our proposed framework along with the presented methods of watermarking and detection is effective against a wide range of advanced attacks (static and adaptive), achieving a near zero (effective) false negative rate for FGSM and PGD attacks (static and adaptive) with the guaranteed zero false positive rate.
- It is shown that for all tested deep image classifiers (ResNet50V2 [21], MobileNetV2 [42], InceptionV3 [49]), the impact of watermarking on classification accuracy is insignificant with, on average, 0.63% and 0.49% degradation in top 1 and top 5 accuracy, respectively.

1.3 Thesis Organization

The remainder of this thesis is organized as follows:

Chapter 2 reviews some core concepts and literature related to this thesis. First, we present an overview of JPEG compression standard. Then we introduce digital watermarking schemes and invoke an invariant property of DCT coefficients from [30]. We describe adversarial attack and defense methods in detail, including their categorization and several representative methods.

Chapter 3 presents the formulation, design principles, and evaluation metrics of the proposed framework.

Chapter 4 presents a specific watermarking and detection algorithm, which is optimized for adversarial perturbation detection. We present the modification to regular adversaries, which make them compatible with our pipeline, and 2 adaptive adversaries as countermeasures against our framework.
Chapter 5 explores the effectiveness of the proposed framework by presenting the experimental results of the evaluation metrics mentioned in chapter 3.

Chapter 6 summarizes the key idea of the thesis and also proposes related future work.
Chapter 2

Background and Literature Review

In this chapter, we will go through several fundamental concepts related to this thesis. Section 2.1 introduces JPEG compression standard, the most widely used standard for both human vision and machine vision. Section 2.2 introduces the concept of watermarking and invokes an invariant property of DCT coefficients. Section 2.3 presents detailed information about adversarial examples, including categorization and 3 specific generation algorithms. Section 2.4 introduces several popular directions of adversarial defenses.

2.1 JPEG Image Compression Standard

JPEG [54] is a lossy image compression standard designed for human vision system. Over the last 30 years, as the amount of image data increased exponentially, JPEG has become the most popular image compression standard. By preserving more low frequency information and discarding more high frequency information, a typical JPEG image achieves 10:1 compression ratio without introducing perceptible distortion to human eyes. JPEG standard is also widely adopted in computer vision datasets and pipelines, e.g., all the images in ImageNet dataset are in JPEG format.

A typical JPEG compression pipeline is shown in Figure 2.1. The key steps of JPEG compression are introduced below:

**Color space conversion:** A given image is first converted from RGB color space to YCbCr color space, where Y is the luminance (pixel brightness) channel and Cb and Cr are chrominance (pixel color) channels.
Chroma subsampling: As human’s vision system relies mainly on brightness information (Y channel), the other two channels (Cb and Cr channels) were down-sampled to yield greater compression ratio, i.e., each $2 \times 2$ pixels are merged into a single pixel.

Block splitting: The smallest unit of a JPEG compressed image is $8 \times 8$ block. For each channel, the image is first padded in the right and bottom side so that its size is the next multiple of $8 \times 8$, then being divided into $8 \times 8$ blocks for further processing.

Block-wise DCT: For each channel, the image is firstly divided into non-overlapping $8 \times 8$ blocks. Then, the 64 pixel values of the block are decomposed into 64 frequency components with 2-D discrete cosine transform (DCT), namely DCT coefficients. In what follows, for each $i \in \{0, 1, \ldots, 63\}$, we will use $d(i)$ to denote the DCT coefficient at the $i$-th frequency in zigzag order. Note that a lower index represents a lower frequency.

Quantization: After Block-wise DCT, 64 DCT coefficient will be further quantized to an integer multiple of their corresponding quantization step sizes as follows:

$$D_{QF}(i) = \left\lfloor \frac{d(i)}{Q_{QF}(i)} \right\rfloor, \quad (2.1)$$

where $D_{QF}(i)$ is the $i$-th quantized DCT coefficient integer, $\lfloor \cdot \rfloor$ denotes the rounding func-
Figure 2.2: An example of JPEG quantization process.

(a) DCT coefficients

\[
\begin{bmatrix}
-415 & -33 & -58 & 35 & 58 & -51 & -15 & -12 \\
5 & -34 & 49 & 18 & 27 & 1 & -5 & 3 \\
-46 & 14 & 80 & -35 & -50 & 19 & 7 & -18 \\
-53 & 21 & 34 & -20 & 2 & 34 & 36 & 12 \\
9 & -2 & 9 & -5 & -32 & -15 & 45 & 37 \\
-8 & 15 & -16 & 7 & -8 & 11 & 4 & 7 \\
19 & -28 & -2 & -26 & -2 & 7 & -44 & -21 \\
18 & 25 & -12 & -44 & 35 & 48 & -37 & -3 \\
\end{bmatrix}
\]

(b) Quantization table $Q$

\[
\begin{bmatrix}
16 & 11 & 10 & 16 & 24 & 40 & 51 & 61 \\
12 & 12 & 14 & 19 & 26 & 58 & 60 & 55 \\
14 & 13 & 16 & 24 & 40 & 57 & 69 & 56 \\
14 & 17 & 22 & 29 & 51 & 87 & 80 & 62 \\
18 & 22 & 37 & 56 & 68 & 109 & 103 & 77 \\
24 & 35 & 55 & 64 & 81 & 104 & 113 & 92 \\
49 & 64 & 78 & 87 & 103 & 121 & 120 & 101 \\
72 & 92 & 95 & 98 & 112 & 100 & 103 & 99 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
-26 & -3 & -6 & 2 & 2 & -1 & 0 & 0 \\
0 & -3 & 4 & 1 & 1 & 0 & 0 & 0 \\
-3 & 1 & 5 & -1 & -1 & 0 & 0 & 0 \\
-4 & 1 & 2 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(c) Quantized DCT coefficients

Figure 2.2: An example of JPEG quantization process.
tion which returns the nearest integer, \( Q_{QF}(i) \) is the quantization step size with respect to a certain JPEG quality factor (QF, ranges from 1 to 100), and the quantized DCT coefficient is equal to \( D_{QF}(i)Q_{QF}(i) \). A smaller QF corresponds to higher quantization step sizes, which means worse image quality. In theory, any quantization step size other than \( Q_{QF}(i) \) can also be used in Equation (2.1). An example of JPEG quantization process is shown in Figure 2.2. Figure 2.2(b) is the default JPEG quantization table for the luminance channel (Y channel). DCT coefficients with high frequency yields greater quantization step size and are compressed more to increase compression ratio while maintaining fine image quality for human vision.

Huffman coding: Finally, quantized DCT coefficients are scanned in zigzag order, producing an 1-D array starting from DC component to highest frequency component. It will go through Run-Length coding and then encoded by Huffman algorithm to produce the final JPEG archive.

2.2 Digital Watermarking

2.2.1 Robustness of Digital Watermarks

A digital watermark in an image is like a bookmark in a book. If the image is being processed, the bookmark may also be changed accordingly. Over the years, watermarks have been widely used for copyright protection and authentication. Based on their robustness, digital watermarking techniques can be classified into three categories:

- **Fragile watermark** A fragile watermark yields low robustness towards modifications, where the watermark will be destroyed after small amount of modification, indicating malicious operation is conducted. Usually, the content of a fragile watermark is not important, however, the presence of the watermark matters, which is considered as the indication of originality.

- **Robust watermark** Just in the opposite way of fragile watermark, A robust watermark should be difficult to remove or damage. Based on specific purposes, robust watermarks are designed to be resistant to a given set of image transformations. If the attacked watermarked image still has a decent quality for the user to use, the watermark should be able to be extracted from it. If the robust watermark cannot be extracted from the attacked image, very likely the attacked watermarked image is in a very bad shape and not usable. In this case, the content of the watermark is usually set to be
ownership information, which provides the host image with Intellectual Property (IP) protection.

- **Semi-fragile watermark** In practice, not all distortion are introduced by malicious operations. For example, unintentional manipulations caused by common image processing operations like JPEG compression won’t change the visual meaning of the image. Semi-fragile watermarks are designed to be robust to a set of legal operations and fragile to other operations. As a result, it is commonly used for authentication in specific pipelines.

### 2.2.2 JPEG-resistant Semi-fragile Watermarking

Attacks modify images and make them carry different visual meanings to the observer. Before the advent of DNNs, fragile or semi-fragile watermark [11], an invisible and removable component of the image that would be distorted after illegal operations, has been invented as one way to protect images from tampering. For these watermarking pipelines, typically a secret algorithm was used to embed watermark into the image before distribution. Therefore, given a copy of the image, the same algorithm was used to detect the presence of the watermark. If the watermark is seriously distorted, this copy will be considered untrustworthy.

In this research thesis, we focus on the setting that JPEG compression as the legal operation and adversarial attacks as the malicious operation. To make the watermark robust to JPEG re-compression, a practical solution is to embed the watermark into DCT domain [11, 15].

To provide theoretical proof for the robustness of these semi-fragile watermarking schemes against JPEG re-compression, we invoke an invariant property of DCT coefficients from [30][Theorem 1].

**Lemma 1 (DCT Invariant Property)** If \( d \) is an integer multiple of \( q_0 \), then for any quantization step size \( q < q_0 \), quantizing \( d \) with \( q \) is invertible. That is, \( d \) can be fully reconstructed from its quantized value \( \lfloor \frac{d}{q} \rfloor q \).

**Proof** Write \( d \) as \( d = kq_0 \), where \( k \) is an integer. It can be verified that

\[
\left| d - \lfloor \frac{d}{q} \rfloor q \right| \leq \frac{q}{2} < \frac{q_0}{2}.
\] (2.2)
Dividing both sides of (2.2) by $q_0$ yields

$$\left| k - \frac{\lfloor \frac{d}{q} \rfloor q}{q_0} \right| < \frac{1}{2}. \tag{2.3}$$

Therefore, given a DCT coefficient $d$, re-quantizing $\lfloor \frac{d}{q} \rfloor q$ with $q_0$ yields back $k$ and hence $d$.

### 2.3 Vulnerability of Deep Models: Adversarial Example

From linear classifies to Deep Neural Networks (DNNs), as the depth and complexity increase, the advancement of machine learning methods comes at the cost of worse interpretability and robustness. Since the seminal work of Szegedy et al. [50] and Biggio et al. [5] firstly suggested the existence of adversarial examples, various algorithms have been proposed to craft adversarial perturbations—a small and imperceptible noise that, once added to the original image, will change the model’s behaviour. In this section, we will introduce the definition and objectives of adversarial examples, along with several representative adversarial attack methods. In addition, this section also covers the categorization of adversarial attack methods from 4 different perspectives.

#### 2.3.1 Formulation of Adversarial Example

Mathematically, Given a trained classifier $C$ and an benign image $x$, the objective of an adversarial untargeted attack is to compute an perturbation vector $\delta$ such that $C(x + \delta) \neq C(x)$ and $D(x, x + \delta) \leq \rho$, where $D(\cdot)$ is a given distance function and $\rho > 0$. Formally, the basic optimization problem to craft adversarial perturbation can be formulated as:

$$\begin{align*}
\text{minimize} & \quad D(x, x + \delta) \\
\text{subject to} & \quad C(x + \delta) \neq C(x) \\
& \quad x + \delta \in [0, 1]^n,
\end{align*} \tag{2.4}$$

where $n$ is the dimension of the image.
2.3.2 Targeted and Untargeted Attack

Based on the purpose of an adversary, the adversarial attack methods can be divided into 2 categories: targeted attack and untargeted attack.

**Targeted attack**  In most cases, the adversary aims to arbitrarily change the DNN’s output in response to an input image. In this case, a attacker-specified targeted class \( y' \) is given, and the first constraint in Equation 2.4 is replaced as follows:

\[
C(x + \delta) = y' \quad (2.5)
\]

This type of attack is particularly harmful to practical pipelines, as the attacker would make use of the target DNN to force the target pipeline performing a specific behaviour.

**Untargeted attack**  In other cases, the adversary simply wants to damage the functionality of the target DNN, which is made by change the the prediction result in response to \( x + \delta \), or minimize the confidence of the original classification result \( C(x) \).

It is worth noting that the targeted attack is strictly harder than untargeted attack, since a successful targeted adversarial example is also a successful untargeted adversarial example. Furthermore, untargeted adversarial example has an considerable chance to make the DNN under attack to produce the second-likely prediction of the benign example because in many cases it requires less distortion so as to minimize the objective function expressed in Equation 2.4. Based on this observation, targeted attack is considered a more important research problem and was paid with more attention.

2.3.3 Adversary’s Knowledge

In addition, adversary’s knowledge is also critical to attack’s performance. There are three different commonly used threat models:

**Black-box adversary**  This type of adversary has no knowledge of either the DNN to be safeguarded or the defense strategy. As such, the choice of attack is limited to a few approaches such as transfer attacks [39] or query-based attacks [2, 9].

**Static white-box adversary**  A static white-box adversary has the full knowledge of the DNN to be secured (including its architecture and parameters), but does not know anything about the defense strategy. Adversarial examples for an image \( x \) are generated based on the DNN to be secured, the image \( x \), a targeted output, and the allowed maximum perturbation distance from \( x \).
Adaptive white-box adversary An adaptive white-box adversary is aware of both the DNN to be secured and the defense strategy. Using this perfect knowledge, it could generate the strongest adversarial examples to defeat the defense strategy and cause the DNN to produce incorrect outputs.

2.3.4 Distance Metric

An important goal of adversarial attacks is to introduce as small perturbation to the benign image $x$ as possible. This perturbation term is usually treated as a constraint or used as a penalty term in the objective function. To measure the adversarial distortion, 3 distance metrics are widely-used in the literature, which are $L_0$, $L_2$ and $L_\infty$ norms.

The definition of $L_p$ norm is formulated as follows:

$$||\delta|| = \left(\sum_{i=1}^{n} |\delta_i|^p \right)^{\frac{1}{p}}$$  \hspace{1cm} (2.6)

These $L_p$ norms are selected as the distance metric for their intuitive physical meanings. $L_0$ distance measures the number of pixels being altered by the attack. $L_2$ distance measure the Euclidean distance between $x$ and $x + \delta$. $L_\infty$ distance measures the maximum distortion introduced to any of the pixels.

Recall that adversarial examples are expected to be both imperceptible to human eyes and radically different from machine learning perspective, the distance metrics introduced here are really aimed at measuring the human perceptual similarity. Empirically, adversarial examples measured in $L_0$ distance add large distortion to a small fraction of pixels of an image, which makes the altered pixels conspicuous among its background, and a human eye can easily pick up the difference. In construct, Both $L_2$ and $L_\infty$ adds small distortion to many pixels, which is better for adversary’s purpose.

2.3.5 Gradient-based Attacks

Based on the way how attack algorithms searching for adversarial examples, attack algorithms can be roughly divided into two main categories: gradient-based attack and optimization-based attack. In this subsection, we introduce the concept and development history of gradient-based attacks, along with 3 most popular gradient-based attacks, including FGSM, BIM, and PGD. FGSM and PGD are also used to generate adversarial examples in the experiment of this thesis.
To solve the optimization problem expressed in Equation 2.4, adversarial perturbations are usually calculated based on the gradients of the target DNN with respect to the original image \(x\). In back-propagation, the loss function \(J\) is usually defined as the error between the desired output \(y\) (usually the ground truth label) and the neural network output in response to a particular input. By consider the input as a constant variable, the calculated loss value is used to determine the gradients of each model parameter \(\theta\), which are used to update these parameters in the training process.

The same concept of back-propagation is used in gradient-based attacks to produce a perturbation vector for \(x\). Contrary to the training process, it considers \(\theta\) constants and \(x\) as variables. As a result, the calculated gradients are the partial derivative of the loss function with respect to each input element, e.g., pixel values for RGB images or DCT coefficient values for JPEG images. These gradients are further processed to form different perturbation vectors.

**FGSM**  FGSM is a simple yet effective method that create the adversarial perturbation in one-step [17]. Mathematically, the computation process can be formulated as follows:

\[
x_{adv} = x + \epsilon \ast \text{sign}(\nabla_x J(\theta, x, y))
\]

(2.7)

\[
\text{sign}(x) = \begin{cases} 
 1 & x \geq 0 \\
 -1 & x < 0 
\end{cases}
\]

(2.8)

where \(\epsilon\) is the perturbation budget. As \(\text{sign}(\nabla_x J(\theta, x, y))\) is a matrix whose absolute value of all elements is 1, the distortion introduced by perturbation vector \(\epsilon \ast \text{sign}(\nabla_x J(\theta, x, y))\) is exactly \(\epsilon\) in terms of \(L_\infty\) norm. The intuitive of introducing the \(\text{sign}()\) function is to generate the adversarial perturbation with same intensity for each images, and maximize the attack performance under a given \(L_\infty\) perturbation budget.

As an untargeted attack, Equation 2.7 aims to minimize the DNN’s confidence on \(y\) for input \(x\). FGSM can also be extended to a targeted attack by maximizing the DNN’s confidence on \(y'\) for input \(x\), where \(y'\) is the target label. Mathematically, it can be formulated as follows:

\[
x_{adv} = x - \epsilon \ast \text{sign}(\nabla_x J(\theta, x, y')).
\]

(2.9)

The authors in [17] explain the reason why one-step attack is can be effective by DNN’s highly linear nature. Although the design of DNNs involves non-linearity to increase model capacity and to better fit non-linear functions, they behaves in very linear ways with respect to small perturbations. Furthermore, the non-linearity of many models are intentionally decreased to speed up the training process, e.g., implementing Rectified Linear Unit (ReLU)
or Leaky ReLU \[57\]
\[
f(x) = \max\{0.01x, x\}
\] (2.11)
instead of traditional activation functions such as Sigmoid or Tanh. This linearity suggests that this one-step attack that works for linear model should also damage DNNs.

**BIM and PGD** From the optimization point of view, FGSM can be extended in several ways. In \[27\], Iterative-FGSM (I-FGSM) was first proposed as Basic Iterative Method (BIM) to increase attack strength by applying FGSM for \(T\) iterations with perturbation budget \(\alpha\) for each step. In the \(t\) th iteration, the update rule of adversarial example is as follows:

\[
x_{adv}^0 = x,
\]
\[
x_{adv}^{t+1} = \text{Clip}_{x,\epsilon} \{ x + \alpha \times \text{sign} (\nabla_x J(\theta, x_{adv}^t, y)) \},
\] (2.13)
where \(\text{Clip}_{x,\epsilon}\) clips the intermediate result \(x_{adv}^{t+1}\) into the \(\epsilon\)-neighbourhood of the original input \(x\) so as to fit the overall perturbation budget \(\epsilon\). Note that although \(\alpha, T, \epsilon\) are user-defined hyper-parameters, \(\alpha T \geq \epsilon\) are required for the adversarial example to make full use of the perturbation budget.

Going one step further, PGD \[32\] was extended from BIM to further increase attack strength by adding random initialization. Contrary to Equation 2.12, PGD initializes \(x_{adv}^0\) to a random point inside the \(\epsilon\)-neighbourhood of the original input \(x\), and restarts the attack algorithm with new starting points until a satisfactory adversarial example is achieved. Under \(L_\infty\) constraint, the update rule for PGD is identical to Equation 2.13.

### 2.3.6 Optimization-based Attacks

The traditional way of adversarial example generation that defining an objective function and perform gradient descent is effective to some extent, however, it only works well on highly linear optimization space. Hence, much powerful optimization tools are eagerly desired to generate stronger adversarial attacks. In this section, we introduce the most representative and popular research work, Carlini and Wagner attacks \[7\], to address this problem.

**Carlini and Wagner attacks** In \[7\], Carlini and Wagner proposed a set of powerful optimization-based attacks that produces effective adversarial examples which distortion
are measured in $L_0$, $L_2$ or $L_\infty$ budget, namely C&W-L$_0$, C&W-L$_2$ and C&W-L$_\infty$ attacks. The optimization problem of these attacks are formulated as:

$$\min D(x, x + \delta) + c \cdot f(x + \delta)$$

subject to

$$x + \delta \in [0, 1]^n,$$

where $D(\cdot, \cdot)$ denotes the selected distance metric, $\delta$ is the adversarial perturbation and $f(\cdot)$ denotes a customized adversarial objective loss that satisfies $f(x + \delta) \leq 0$ if and only if $C(x + \delta) = t$, i.e., the output of the target DNN $C$ in response to input $x + \delta$ is the target label $t$. The constant $c$ is used to balance the trade-off between the distance metric and the loss function. It is worth noting that $c$ is not a user-defined parameter, but is found by binary search so as to meet a sweet point. It is mostly lower bounded by $1 \times 10^{-4}$ and upper bounded by $+\infty$.

Further, each element of $\delta$, namely $\delta_i$, is substituted by $s_i$ as follows:

$$\delta_i = \frac{1}{2}(\tanh s_i + 1) - x_i.$$  

As $-1 \leq \tanh s_i \leq 1$, the constraint $x_i + \delta_i \in [0, 1]$ always holds. This variable substitution also helps to smooth the optimization process of this attack [7].

In the paper, 7 different objective functions are analyzed and evaluated, in which the best one is given by:

$$f(x_{adv}) = \max(\max\{Z(x_{adv})_i : i \neq t\} - Z(x_{adv})_t, -\kappa),$$

where $\max\{Z(x_{adv})_i : i \neq t\}$ is the highest probability for non target class and $\kappa$ is an user-defined hyper-parameter to encourage an adversarial example that will be classified as target class $t$ with high confidence.

After the optimization problem is defined, an Adam optimizer [25] is employed to optimize over $s$ in each binary search step with different $c$. In addition, multiple random starting point, the same technique used in PGD, is used to avoid stuck in the optimization process.

C&W-l2 attack yields almost 100% attack success rate on undefended DNNs for MINIST, CIFAR-10 and ImageNet datasets, and was reported to be able to bypass several strong defenses with no or small modifications such as changing loss function [6][22][7]. However, it also has several limitations. First, the computational cost is very expansive.
and its runtime is reported to be 10 times slower compared with BIM [7], which makes C&W-l2 attack incompatible for real-time tasks and adversarial training. Second, adversarial examples generated by C&W-l2 attacks are very delicate, any additional distortion, such as random Gaussian noise and high quality JPEG compression can restore the adversarial samples to benign samples [20][12]. Finally, the transferability of C&W-l2 adversarial examples is bad, i.e., adversarial examples for one model is not likely to fool another model, which is desired for black-box attack.

2.4 Adversarial Defense Methods

The existence of adversarial examples poses a serious threat to practical deep learning. Inspired by adversarial examples, researches have been performed to hardening DNNs against adversarial attacks, either to increase the model’s robustness with respect to small perturbations, detect adversarial principles based on their intrinsic property, or set obstacles to the optimization process of adversarial example generation. In this section, we present a few representative defense directions, their effectiveness, and countermeasures.

2.4.1 Adversarial Training

Adversarial training is an intuitive and straightforward method against adversarial samples, which attempts to augment the training set with adversarial examples. The objective of adversarial training is described as a min-max problem, which the training procedure is trying to minimize the classification error on the strongest possible adversarial examples. This objective function can be formulated as follows:

$$\min_{\theta} \mathbb{E}_{(x,y) \sim D} \left[ \max_{x + \delta \in B(x,\epsilon)} L(\theta, x + \delta, y) \right],$$  \hspace{1cm} (2.18)

where $(x, y) \sim D$ represents training data sampled from distribution $D$, $L(\cdot)$ denotes the loss function and $B(x,\epsilon)$ is the set of possible examples within allowed perturbation $\epsilon$, defined as $B(x,\epsilon) = \{ x + \delta \in [0,1]^n | D(x, x + \delta) \leq \epsilon \}$. In practice, the inner maximization problem in Equation 2.18 is to find the most effective adversarial example, which is usually crafted by PGD, whereas the outer minimization problem is solved by standard DNN training strategies using Equation 2.18 as its loss function. The resultant DNN is supposed to be resistant to the adversarial attack method used in the inner maximization problem.

PGD searches for a strong adversarial example within the allowed perturbation budget from multiple random starting points and is considered as a universal $L_\infty$ attack [32]. It
is shown by experiment that model trained against PGD is also resistant to most known $L_\infty$ attacks, including FGSM, BIM, and C&W-$L_\infty$, to some degree. As a result, PGD adversarial training [32] has become the most widely acknowledged baseline for adversarial training. Based on this baseline, much research effort is also put on decreasing the computational cost [44] and enhancing adversarial robustness against other types of attacks [51].

Adversarial training is an effective method to increase model’s robustness. By augmenting the training set with adversarial examples in each training loop, the trained model behaves much better than the standard trained model when facing adversarial examples. On the MINIST dataset, state-of-art adversarial training provides a robust model with over 90% classification accuracy against 20-step PGD attack, however, this number decreases to around 50% and 40% for CIFAR-10 and ImageNet datasets, respectively. Additionally, while PGD-trained networks are resistant to a wide-range of gradient-based attacks, the trained network is still vulnerable to more advanced C&W-l2 attack. On top of that, the extended training time and decreases training time also decreases practicality.

2.4.2 Randomization-based Approach

Adversarial examples are effective yet delicate, especially for strong adversarial examples with small perturbation. Some random noise added to such adversarial examples is likely to remove their adversarial effect. That is intuitive to understand: most examples sampled around the original benign example $x$ are not adversarial, so the examples sampled around an adversarial example $x + \delta$ should be the same if $D(x, x + \delta)$ is reasonable small. For example, PGD and C&W adversarial perturbations are being constructed precisely, and there is a good chance that can be degraded to random effects under another distortion. In another hand, DNNs are not very sensitive to such random distortion in most cases. Therefore, DNNs equipped with certain randomization measures are likely to perform better on adversarial attacked images.

The first the most intuitive randomization-based approach is random input transformation presented by Xie et al.[56]. In their work, the input image $x$ is first processed by random resizing and padding, generating a modified input $x'$, which is consequently fed into the underlying DNN. The pipeline is illustrated in Figure 2.3. [56]. Both the random resizing layer and random padding layer are simple layers that transform the image but in a random manner. The input image $x$ is first resized and then zero-padded to the DNN's input size. The proposed method is tested effective in black-box settings, however, was being broke quickly by Expectation over Transformation (EoT) method [4], in which the
Figure 2.3: Illustration of random resizing and padding pipeline proposed by Xie et al. [56]. The input image is first resized then padded with zero in a random manner before feeding into the DNN under protection.

The gradient of the new pipeline is approximated by averaging over the gradients of multiple differently resized and padded images.

Apart from directly modifying the input image, randomization can also be added to the DNN architecture. Feature pruning is another seemingly promising direction of adversarial defense, in which some of the DNN’s learned features are ‘pruned’ thus do not contribute to the model’s output. In [14], a subset of features that have relatively smaller activation values are being stochastically selected and pruned for each layer to stabilize the behavior of the model with respect to adversarial examples. To compensate for the pruned features, the remaining activation values are scaled up and normalized. In other feature pruning papers, new criteria to select the features or neurons to be pruned are also proposed, and new mechanisms are used to further hardening its defense. However, an obvious limitation to this line of feature pruning is that it decreases the model capacity, hence the performance on benign examples degenerates. In addition, adversarial attacks against this specific defense have also been proposed and tested effective [4].
2.4.3 Input Transformation and Reconstruction

Different from previously mentioned defense methods that mainly focus on increasing the DNN's robustness, input reconstruction methods aim at filtering out the adversarial perturbation by transforming or reconstructing the input image.

Instead of directly feeding the suspicious input image \( x \) to the DNN, \( \hat{x} \) Given an suspicious image \( x \), these type of adversarial defense methods attempt to cleanse \( x \) by a function \( G(\cdot) \), producing a reconstructed image \( \hat{x} = G(x) \). \( \hat{x} \) is then fed into the underlying DNN instead of the original input \( x \). Previous works point out three directions to build such a function \( G(\cdot) \). The first direction attempts to apply traditional image processing techniques to either distort the adversarial perturbation or using lossy operations to filter out small perturbations [20]. The second direction construct \( G(\cdot) \) based on Generative Adversarial Networks [41][47]. Especially, a generator is trained to learn the distribution of the benign dataset, and trying to project an adversarial example to its benign form. The third direction is based on auto-encoder architectures [33] [24], which attempts to learn the manifold of benign examples. In [33], the encoder compares the input example with the learned manifold, whereas the decoder reforms the input example such that its output lies on the data manifold. In addition, the encoder alone can be used as an adversarial example detector by comparing the distance between the input example and the learned data manifold.

In general, this kind of defense does not require any modifications to the underlying DNN, thus can be introduced to existing pipelines as an additional module. However, adaptive adversaries with perfect knowledge of the defense can still easily bypass these defenses. Since these defenses are close to adding another detector, either another neural network or simple image processing layers, to the beginning of the DNN under protection, it makes sense that adversarial examples can fool the integrated model.

2.4.4 Detection-based Methods

Detection is another intuitive approach against adversarial examples by directly discarding them from the dataset. Further, we introduce a few representative defense-based methods from 3 popular directions.

The first direction of detection-based method is to train a secondary classifier that distinguishes adversarial examples from benign examples. Authors in [34] propose a simple neural network that takes an image as input and returns a binary digit as an indication
of benignity. The network is further trained on a dataset that each image is labeled as a benign example and adversarial example,

Secondly, authors in [19] proposed an adversarial re-training approach, in which a new class is introduced to the classification as the adversarial class, and the adversarial examples in the training set are labeled as this new class. Therefore, the DNN is trained to detect the adversarial examples by classifying them into the adversarial class. The authors claim that adversarial examples and benign examples are drawn from different distributions, and thus can be detected by statistical tests. The modification of the DNN is also designed based on this prior knowledge.

Lastly, another statistical detection approach aims to detect the intrinsic properties of adversarial examples. To this end, detection based on Principle Components Analysis (PCA) [23] [29] and distributional detection [19] are proposed. At a high level, these methods attempt to find a common pattern of changes in statistical properties after an image is attacked.

All of the mentioned detection methods are effective to a certain extent under static settings. Given that adversarial examples can easily fool a single DNN, it is reasonable that they are fool another detection network at the same time. For the statistical detection approaches, it is hard to find an intrinsic property that applies for all adversarial examples, given that the pattern of adversarial perturbation can be easily modified by the adversary.
Chapter 3

Watermarking-based Framework Overview and Design Principles

3.1 Overview

The key idea of our work is to use semi-fragile watermarking for adversarial perturbation detection. In this chapter, we introduce our proposed framework consists of a few components in Section 3.2. Then, we introduce our design principles and evaluation metrics for the watermarking method in Section 3.3.

3.2 Framework Design

As shown in Figure 3.1, our proposed watermarking-based adversarial defense framework consists of a watermark encoder, a possible adversary, and a detector followed by the DNN $\mathcal{C}$ to be secured. Consider an original image $x$. Instead of directly exposing $x$ to an adversarial environment, we use the watermark encoder $\phi$ to convert $x$ into $x_{wm} = \phi(x, S)$, a watermarked version of $x$, by embedding watermark bits into $x$ with a secret key, where $S$ denotes both the secret key and embedded watermark bits. Note that $S$ is kept in secret, i.e., the adversary does not have access to it. Consequently, $x_{wm}$ may undergo adversarial attacks in the adversarial environment or some allowed legal operation before being passed to the detector. Let $\varphi$ denote an adversarial attack algorithm and $g$ denote the allowed legal operation. The image received by the detector would be either $x_{wm}$, $\varphi(x_{wm})$, or $g(x_{wm})$. With the help of $S$, the detector will further distinguish the watermarked and
Figure 3.1: Illustration of the watermarking-based adversarial defense framework. Original images are first watermarked with a secret key and then possibly attacked by adversaries. Watermarked and possibly attacked images are accepted by the detector only if the embedded watermark bits are recovered with high precision.
attacked image $\varphi(x_{wm})$ from benign images $x_{wm}$ and $g(x_{wm})$. The received image will be fed into $C$ only if it is accepted as a benign image by the detector.

As one of the most commonly-used formats for images, JPEG standard is also widely adopted in computer vision datasets and pipelines, e.g., the ImageNet dataset [13]. Since high quality JPEG compression is often acceptable or even required in practical applications, we consider JPEG re-compression with $QF \geq 50$ as the legal operation $g$ in our framework hereafter.

### 3.3 Watermarking Method Design Principles and Evaluation Metrics

There are two main objectives for our framework. First, the embedded watermark should not visibly distort the original image $x$, nor degrade $C$’s performance significantly. Second, the images accepted by the detector should be harmless to $C$. Formally, the performance metrics of the proposed framework are listed below:

- **Classification accuracy on $x_{wm}$** Watermarking should not significantly degrade the classification accuracy of $C$. We evaluate the performance degradation of $C$ by comparing the Top-1 and Top-5 accuracy on the original dataset and watermarked dataset.

- **Watermarking distortion** The watermarking distortion is evaluated using PSNR between $x$ and $x_{wm}$.

- **False positive rate** If the watermarked image $x_{wm}$ is not attacked, it should be accepted by the detector as a benign image with high probability. The false positive rate is defined as the percentage of $x_{wm}$ that are rejected by the detector as attacked images. As we shall see later, for our proposed methods of watermarking and detection, the false positive rate is guaranteed to be 0.

- **Robustness to high quality JPEG re-compression** The embedded watermark should be robust to high quality JPEG re-compression with $QF \geq 50$, i.e., the detector should not reject $g(x_{wm})$ so as to produce a false positive case. The robustness against high quality JPEG re-compression is evaluated using the JPEG re-compression false positive rate (JRFPR), defined as the percentage of $g(x_{wm})$ that are rejected by the detector as attacked images.
• **Detection rate**  The detection rate is defined as the percentage of attacked images \( \varphi(x_{wm}) \) that are accepted by the detector as benign images. It reflects the watermark’s sensitivity to adversarial attacks.

• **Effective false negative rate**  The effective false negative rate is defined as the percentage of attacked images \( \varphi(x_{wm}) \) that are simultaneously accepted by the detector and also successfully cause the DNN \( \mathcal{C} \) to produce outputs different from those corresponding to \( x_{wm} \). The rationale for introducing this metric is to report harmful adversarial examples only: although the adversary may bypass occasionally the detector by decreasing the perturbation budget, the strength of the resulting adversarial example will also decrease. Thus, if \( \varphi(x_{wm}) \) and \( x_{wm} \) share the same prediction result with respect to \( \mathcal{C} \), \( \varphi(x_{wm}) \) is indeed harmless and should not be considered as an effective false negative case.
Chapter 4

Methods of Watermarking, Detection, and Adversarial Attacks

4.1 Overview

We now describe how the watermark encoder, detector, and adversaries are designed within our proposed framework. We firstly explain our motivation of choosing watermark embedding positions in Section 4.2, and then describe the specific methods of watermarking and detection in Section 4.3 and Section 4.4. Lastly, we introduce the design of adversaries that adapt to our framework in Section 4.5.

4.2 Watermark Embedding Positions

Adversarial attacks introduce different amounts of perturbation to different frequency components of an image. As suggested in \cite{46, 52}, there are in general more perturbations in low frequency bands than in high frequency bands, at least for ImageNet models. This motivates us to embed watermark bits into DCT coefficients at low frequencies since large perturbations at low frequencies will likely destroy watermark bits embedded therein once the watermarked image is attacked.

To determine possible DCT coefficients where watermark bits can be embedded into, we performed an coefficient-wise perturbation analysis for 100,000 JPEG blocks in Luminance channel with respect to FGSM with $\epsilon = 8$. We collected the values of additive adversarial
Figure 4.1: Coefficient-wise perturbation analysis for FGSM with $\epsilon = 8$ from the values of additive adversarial perturbations in 64 DCT coefficients of 100,000 JPEG blocks: (a) the standard derivation of perturbations per DCT coefficient; (b) distribution of perturbations at DC coefficient (DCT coefficient on the top-left corner). Note that the mean value of perturbations per DCT coefficient is more or less zero, and the perturbation energy is largely concentrated on low DCT frequencies.
perturbation in 64 DCT coefficients of these JPEG blocks. The standard derivation of perturbations per DCT coefficient is shown in Figure 4.1 (a). As can be seen from Figure 4.1 (a), the perturbation energy introduced by FGSM is largely concentrated on low frequencies, particularly the first 16 DCT coefficients in zigzag order. Also shown in Figure 4.1 (b) is the distribution of perturbations at DC, which is more or less a zero-centered Gaussian distribution. Based on this analysis, we shall select the first 16 DCT coefficients in zigzag order as possible embedding positions.

4.3 Watermarking Method

Our methods of watermarking, adaptive attacks, and detection applies the DCT Invariant Property Lemma 1 several rounds. Figure 4.2 (a) sketches the pipeline of our watermarking method. In our method, the secret information $S$ is divided into three parts: the secret key, the watermark bits, and a special reference switch bit. The secret key is used for DCT coefficient selector to determine the embedding positions. The reference switch bit along with the key is used to determine a reference bit. With reference to the reference bit, the watermark bits are first differentially encoded and then embedded into the Least Significant Bit (LSB) of the selected DCT coefficients after the latter is further quantized with the respective quantization step size from the quantization table corresponding to $QF = 50$. Formally, for each $8 \times 8$ JPEG block, the watermark embedding process consists of the following 4 steps:

DCT coefficient selector The first step is to randomly select 5 DCT coefficients from 16 possible embedding positions. This selector requires a key of length $\lceil \log_2 \left( \frac{16}{5} \right) \rceil$ for each block. Among the 5 selected DCT coefficients, the first one is used as a reference to determine, along with the special reference switch bit, the reference bit. The other 4 selected DCT coefficients are used for watermark embedding, namely the embedding positions. There are 4 watermarking bits per block, one for each embedding position. Therefore, the length of $S$ per $8 \times 8$ JPEG block is $\lceil \log_2 \left( \frac{16}{5} \right) \rceil + 5$.

Quantization of selected DCT coefficients Denote the DCT coefficient at the watermark embedding position $i$ as $d(i)$. As the second step, we quantize $d(i)$ with the quantization step size $Q_{50}(i)$ from the quantization table corresponding to $QF = 50$ as follows:

$$D_{50}(i) = \left\lfloor \frac{d(i)}{Q_{50}(i)} \right\rfloor.$$  \hspace{1cm} (4.1)

Watermark embedding Given a watermark bit $w$ to be embedded into the embedding position $i$, we differentially encode $w$ with respect to the reference bit to derive an
Figure 4.2: Illustration of the pipelines of watermarking and detection methods. The blue part of the original block represents the 16 possible embedding positions. The green part of the watermarked block represents the selected watermark embedding positions.
embedding value $E$. The bit $w$ is then embedded into the position $i$ by embedding $E$ into the LSB of $D_{50}(i)$ as follows:

$$D_{50}^{wm}(i) = 2\lfloor D_{50}(i)/2\rfloor + E,$$

(4.2)

where $D_{50}^{wm}(i)$ is the embedded DCT coefficient integer.

The calculation of $E$ is another important operation in our method. Let $d(j)$ be the selected reference DCT coefficient. To determine the reference bit $r$ for this block, we first quantize $d(j)$ with the quantization step size $Q_{50}(j)$ and then select $r$ to be the second or third last bit of the quantized coefficient integer, depending on whether the special reference switch bit $s$ is 0 or 1. Formally,

$$r = \left\lfloor \left\lfloor \frac{d(j)}{Q_{50}(j)} \right\rfloor /2^{s+1}\right\rfloor \mod 2.$$  

(4.3)

Finally, the embedding value $E$ for the watermark bit $w$ is determined by

$$E = r \oplus w.$$  

(4.4)

The underlying rationale for embedding $E$ rather than $w$ directly is to prevent the adversary from directly accessing the watermark bits through the LSB of $D_{50}^{wm}(i)$. Otherwise, even though the selected watermark embedding positions are not known to the adversary, the adversary can iterate over all possible embedding positions and keep the corresponding watermark bits consistent with the watermarked image so as to bypass the detector without significantly deviating from desired adversarial examples (see Section 4.5 for more details).

**Re-quantization of embedded DCT coefficient**  Finally, the embedded DCT coefficient needs to be re-quantized using the quantization table of the original image so as to keep the consistency of quantization. The watermarked and re-quantized DCT coefficient with respect to the original quantization step size $D_{ori}^{wm}(i)$ can be obtained from the following process:

$$D_{ori}^{wm}(i) = \left\lfloor D_{50}^{wm}(i) * Q_{50}(i)/Q_{ori}(i) \right\rfloor,$$

(4.5)

where $Q_{ori}(i)$ is the quantization step size at position $i$ in the quantization table of original image. Here we assume that the original quantization step size $Q_{ori}(i)$ is strictly less than $Q_{50}(i)$, which is the case in many applications.
Repeat this procedure for all JPEG blocks in the Luminance channel. The resulting image will be the watermarked image. Pseudo code of our watermarking method is shown in Algorithm 1. It took a single 4.5 GHz CPU approximately 0.3 second to compute (in Python) an watermarked image for ImageNet dataset.

**Algorithm 1:** Method of Watermarking.

**Data:** Original image; Secret key;

**Result:** Watermarked image;

Load the Luminance channel of the original image as $Y$;

Load $Q_{50}$;

for each $8 \times 8$ block in $Y$ do

Determine the 4 watermark embedding positions and 1 reference position given by the key;

Determine the reference bit $r$ from the reference position using the reference switch bit $s$;

for each watermark embedding position do

Determine the embedding value $E$ by differentially encoding its watermark bit with respect to the reference bit $r$;

Quantize the DCT coefficient using the quantization step size in the corresponding location of $Q_{50}$;

Embedding $E$ into the LSB of the quantized DCT coefficient;

Re-quantize the DCT coefficient using the quantization step size with respect to the original image;


4.4 Detection Method

Figure 4.2 (b) illustrates the pipeline of our detection method. Given a received block, which could be a watermarked block, a watermarked and attacked block, or a watermarked and JPEG re-compressed block, the detection method has three main steps:

**Quantization with $Q_{50}$** Determine the 5 selected embedding positions from the key. Quantize the DCT coefficients at those determined positions with $Q_{50}$ to compute the respective $\hat{D}_{50}(i)$, in a way similar to Eq. (4.1). If the received block is not attacked, nor re-compressed, it follows from the DCT Invariant Property that $\hat{D}_{50}(i)$ will be equal to $D_{50}^{wm}(i)$.
**Watermark bits extraction** For each watermark embedding position, take the LSB of $D_{50}(i)$ as the estimation $\hat{E}$ of $E$. Also, compute the estimation $\hat{r}$ of the reference bit $r$ from the reference position according to Eq. (4.3) with $d(j)$ replaced by $\hat{d}(j)$. The extracted watermark bit $\hat{w}$ corresponding to the watermark bit $w$ is then computed as

$$\hat{w} = \hat{E} \oplus \hat{r}. \quad (4.6)$$

**Comparator** For all the watermark embedding positions, we compare the extracted watermark bits with the original watermark bits and compute the Bit Error Rate (BER). The BER represents the percentage of embedded DCT coefficients that are significantly distorted and a larger BER means more distortion is added to the watermarked image. We empirically set a BER threshold of 0.01 to distinguish attacked images from benign images. The received image will be accepted by the detector only if it yields a $BER \leq 0.01$.

Finally, after the received image is accepted, its quantized version after the step 1 above is presented to the classification DNN.

### 4.5 Adversary Design

Regular adversaries usually work with valid RGB images with fixed image size. That is, input images to a regular adversarial attack algorithm normally take integer-valued pixel intensities and also have their size equal to the input size of the classification DNN. In order for regular adversaries to be able to work within our proposed framework, certain modifications are necessary. Below we first describe how to modify regular adversaries to their advantage so that they can work with JPEG images with various resolutions, and then further extend them to attack our detection strategy itself.

#### 4.5.1 Modifications of Regular Adversaries

A regular adversary is modified via the following key steps:

**No pixel rounding in JPEG decoding** A regular adversary is modified to take JPEG images directly as their inputs. However, in the process of decoding a JPEG image into its RGB pixel intensities, real-valued pixel values will be kept without any rounding. This avoids possible damages caused by rounding on watermark bits.
Adaptation to various resolutions In our framework, it is necessary for the adversary to provide adversarial examples with the same size as the image to be attacked. To this end, we integrate the resizing process into the classification model as the front layer, which resizes the image to the model’s input size. The adversary can then directly add adversarial perturbations into the image through either gradient-based attacks or optimization-based attacks for the integrated model. The resulting attacked images are adversarial examples for the integrated model, and after resizing, are also adversarial examples for the original model.

JPEG encoding Finally, the attacked images, after being JPEG compressed using the same quantization table as in the original image, are adversarial examples produced by the modified regular adversary.

4.5.2 Design of Type 1 Adaptive Adversary

The JPEG encoding step in a modified regular adversary may weaken its attack strength, especially for C&W-l2 adversary. To eliminate the negative impact of JPEG encoding on attack strength, we apply JPEG-resistant method proposed by Shin et al. [48] to strengthen modified regular adversaries including PGD, FGSM, and CW-l2, resulting our Type 1 adaptive adversaries.

In our pipeline, an static adversarial example is first JPEG encoded by the adversary for redistribution, then JPEG decoded to RGB image for inference. To avoid the alleviation of adversarial effect, the adversarial constraint expressed in Equation 2.4 needs to be updated as follows:

\[ C(\text{Decoding}(\text{Encoding}(x + \delta))) \neq C(\text{Decoding}(\text{Encoding}(x))). \]  
(4.7)

Given the original trained network \( C \), we define \( C'(x) = C'(\text{Decoding}(\text{Encoding}(x))) \). \( C' \) is constructed by adding JPEG encoding and decoding process as 2 layers to the beginning of \( C \). The encoding layer takes the original RGB image as input and output blocks of DCT coefficients, whereas the decoding layer takes the DCT coefficients as input and outputs the reconstructed RGB image. The task of Type 1 adaptive adversary is then defined as generating adversarial perturbation \( \delta \) such that \( x + \delta \) is an successful adversarial example for the integrated network \( C' \).

The JPEG compression as adversarial defense can be interpreted as an obfuscated gradient method [3]. Most of adversarial attacks rely on calculating the gradient, which is the partial derivative of the loss function with respect to each input elements. However, the
quantization process in JPEG encoding is a non-differentiable operation, which restricts
the feasibility of these attacks. To address this problem, a common solution is Backward
Pass Differentiable Approximation (BPDA) [3], which attempts to calculate the gradi-
ent by computing the forward pass normally and computing the backward pass using a
differentiable approximation of \( C' \).

To build such approximation, each step in JPEG encoding and decoding process should
be re-formulated to a form that is suitable for neural networks and optimization. In addi-
tion, the JPEG encoding and decoding process should be implemented as two TensorFlow
layers which only involves differentiable operations defined by TensorFlow itself. As a re-
result, the differentiation process when computing the backward pass will be automatically
handled by TensorFlow. We referred to the method proposed by Shin et al. [48] to create
these two customized layers, as the key steps of JPEG formulated as follows:

- **Color space conversion**  The color space conversion from RGB to YCbCr is expressed
  as matrix multiplication as follows:

\[
\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix} = \begin{bmatrix}
0.299 & 0.587 & 0.114 \\
-0.168736 & -0.331264 & 0.5 \\
0.5 & -0.418688 & -0.081312
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix} + \begin{bmatrix}
0 \\
128 \\
128
\end{bmatrix}
\]

- **Chroma subsampling**  Observe that down-sampling Cb and Cr channels by merging
every \( 2 \times 2 \) region on the image is the same as performing a \( 2 \times 2 \) average pooling with
a stride of 2. This step is implemented by calling the pooling function pre-defined by
TensorFlow.

- **Block splitting**  Block splitting is involves 2 parts: padding the channels to the next
  multiple of the block size and dividing JPEG blocks. The first part is implemented by
  the padding function in TensorFlow by padding zeros to the bottom side and right side
  of the image, whereas the second part is implemented by matrix reshaping.

- **Block DCT**  DCT itself is an differentiable transformation. It is then implemented by
  matrix operation and re-arranged to \( 8 \times 8 \) JPEG blocks by zigzag scanning [48].

- **Block quantization**  The quantization step expressed in Equation 2.1 involves 2 steps:
  perform an element-wise division over the DCT coefficients and rounding of these quan-
tized coefficients. As a function of DCT coefficient \( d(i) \), \( D_{QR}(i) = \lfloor \frac{d(i)}{Q_{QR}(i)} \rfloor \) has derivative
0 nearly everywhere, which is not suitable for generating adversarial examples. Authors
in [48] proposed to use an approximation \([\cdot]_{\text{approx}}\) instead of the standard rounding function \([\cdot]\). The approximation is defined as follows:

\[
[x]_{\text{approx}} = [x] + (x - [x])^3
\]  

(4.9)

As illustrated in Figure 4.3, the difference between \([\cdot]_{\text{approx}}\) and \([\cdot]\) is compared. \([\cdot]_{\text{approx}}\) is increasing monotonically, and has positive derivatives nearly everywhere, which is helpful for the gradient descent used in adversarial attack methods.

It is worth noting that the lossless compression part, including Run-Length coding and Huffman coding, are not implemented in this approximated JPEG because they do not change the content of the image. After the encoding layer is finished, the decoding layer is constructed by reversing all these operations and their order.

### 4.5.3 Design of Type 2 Adaptive Adversary

Our watermark detection method only takes care of the embedded watermark bits and the reference bits of the received watermarked image, which are lower binary digits of
Figure 4.4: Illustration of the last step in a Type 2 adaptive adversary, which is a replacement of the JPEG encoding step in a modified regular adversary.
embedded DCT coefficients. As a result, there is still possible for an adaptive adversary to produce adversarial examples that only modifies the higher binary bits, while maintaining the lower ones. Thus, the watermark in the adversarial example is still retained, and the adversarial example will be passed to the DNN under protection.

Taking the advantage of the complete knowledge of our watermarking and detection methods, we define the Type 2 Adaptive Adversary, who is able to completely bypass the detector. It replaces the last JPEG encoding step in a modified regular adversary by the pipeline shown in Figure 4.4. The DCT Invariant Property guarantees that after both the watermarked image and the adaptive attacked image are quantized with quantization table $Q_{50}$, the quantized DCT coefficient integer of the DCT coefficient in the adaptive attacked image and its counterpart in the watermarked image have the same last three bits at each possible embedded position. As we shall see later, although this type of adaptive adversary completely bypasses the detector, it does not necessarily cause harm to the DNN to be secured.
Chapter 5

Experiment Result

5.1 Overview

In this chapter, we demonstrate the effectiveness of our watermarking-based framework against both static and adaptive adversarial attacks. The detailed experiment setup is introduced in Section 5.2.

We firstly show the effect of watermarking on classification accuracy and image quality in Section 5.3, followed by its robustness to JPEG re-compression 5.4. Then, we evaluate the effectiveness of our defense against a wide range of adversaries in the rest of this chapter.

5.2 Experiment Setup

We evaluated our proposed defense against adversarial examples on a subset of ImageNet ILSVRC 2012 validation dataset, which was formed by randomly choosing 1,000 images from the whole validation dataset. All selected images are classified correctly before and after watermarking by ResNet50V2 [21]. (Otherwise, a new image would be selected and tested until this condition was satisfied.) Our adversarial images were produced by attacking ResNet50V2, a pre-trained DNN obtained from Keras [10]. Three representative targeted adversarial attack methods FGSM, PGD and C&W-l2 were selected. They were implemented with the reference implementations from the CleverHans package [38], which were slightly modified to accommodate the modifications mentioned in Section 4.5. The
targets for targeted attacks were randomly selected. The parameters selected for these attacks are described below:

- For FGSM and PGD, the adversarial perturbations are computed subject to an $L_\infty$ constraint and the parameter $\epsilon$ controls the magnitude of maximum perturbation per pixel. To evaluate our framework under different perturbation levels, we employed targeted FGSM attacks with $\epsilon = 2, 4$ and $8$, as well as targeted PGD attacks with $\epsilon = 8$. The selected parameters are commonly used values in other studies [12].

- For C&W-l2, the adversarial perturbations are optimized under $L_2$ constraint. Its hyperparameter $\kappa$ specifies the confidence that the adversarial image is misclassified by the target DNN, and also controls the amount of perturbations. The smaller $\kappa$, the smaller perturbations. Since small perturbations are difficult to be detected, we employed targeted C&W-l2 attacks with $\kappa = 0$ to evaluate our proposed defense strategy in the worst case scenario. It is worth noting that this is the worst case scenario for C&W-l2 attack in terms of parameter $\kappa$.

### 5.3 Classification Accuracy and PSNR

Table 5.1 shows the top-1 and top-5 accuracy before and after watermarking of ResNet50V2, MobileNetV2, InceptionV3 over the entire ImageNet ILSVRC 2012 validation dataset. The impact of watermarking on classification accuracy is indeed insignificant with, on average, 0.63% and 0.49% degradation in top 1 and top 5 accuracy, respectively. The PSNR between the original and watermarked images is found to be $39.34 \pm 1.13$ dB. As shown in Figure 5.1, the watermark distortion is imperceptible, and significantly less than the adversarial perturbation.
Figure 5.1: An example of watermarking and adversarial perturbation: (a) the original image; (b) watermark distortion (amplified 10 times); (c) the watermarked image; (d) the adversarial perturbation generated by FGSM with $\epsilon = 8$; and (e) the FGSM attacked image.
### Table 5.2: Average BER for different rounds of JPEG re-compression with random QF.

<table>
<thead>
<tr>
<th>Rounds of JPEG Re-compression</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average BER</td>
<td>0.00067</td>
<td>0.0082</td>
<td>0.021</td>
<td>0.038</td>
</tr>
</tbody>
</table>

### Table 5.3: Average BER for different rounds of JPEG re-compression with descending QF.

<table>
<thead>
<tr>
<th>Rounds of JPEG Re-compression</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average BER</td>
<td>0</td>
<td>0</td>
<td>0.009</td>
<td>0.040</td>
<td>0.044</td>
</tr>
</tbody>
</table>

## 5.4 Robustness to JPEG Re-compression

In our framework, the watermarking and detecting method are designed to be robust to JPEG re-compression. With multiple rounds of re-compression, the error will gradually accumulate and eventually endanger the classification of benign examples. To evaluate the watermarking robustness to JPEG re-compression and justify our choice of BER threshold, two sets of experiments are conducted.

In the first set of experiment, we simulated the situation in daily use, where watermarked images are compressed by multiple rounds of JPEG re-compression with each QF randomly selected from [50, 100) before feeding to the detector. Table 5.2 reports the respective average BER of the detector in each case. It is clear from Table 5.2 that our watermarking method is indeed very robust to one or two rounds of high quality JPEG re-compression. The results in Table 5.2 also justify empirically our choice of BER threshold 0.01.

As proved in 1, if the secondary JPEG re-compression uses a greater QF than the previous one, the quantized DCT coefficient can be precisely reconstructed. As a result, in the second set of experiments, the choice of QFs used in different rounds of JPEG re-compression are changed to be descending order. The QF for the first round is fixed to be 90, and the QF used in the following round is decreased by 10 compared with the previous round. As a result, a maximum of 5 additional JPEG re-compression are performed, where the corresponding QFs are 90, 80, 70, 60 and 50, respectively. The average BER results are shown in Table 5.3. As shown in Table 5.3, the BER is almost zero with QFs greater than 70, indicating strong robustness. As the number of rounds increases and QF decreases, the error quickly accumulates and results in a near 0.044 BER after

Overall, the selected BER threshold 0.01 is good for 2 rounds of JPEG re-compression.
Table 5.4: Detection rate and effective false negative rate in the case of static white-box FGSM and PGD attacks.

<table>
<thead>
<tr>
<th>Metric</th>
<th>FGSM $\epsilon = 2$</th>
<th>FGSM $\epsilon = 4$</th>
<th>FGSM $\epsilon = 8$</th>
<th>PGD $\epsilon = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate</td>
<td>99.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>EFNR</td>
<td>0.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 5.5: Detection rate and effective false negative rate in the case of adaptive white-box FGSM and PGD attacks: top for type 1 adaptive adversary; bottom for type 2 adaptive adversary.

<table>
<thead>
<tr>
<th>Metric</th>
<th>FGSM $\epsilon = 2$</th>
<th>FGSM $\epsilon = 4$</th>
<th>FGSM $\epsilon = 8$</th>
<th>PGD $\epsilon = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate</td>
<td>99.8%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>EFNR</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Detection rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>EFNR</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

5.5 Combating FGSM and PGD Attacks

Table 5.4 and Table 5.5 show the detection rate and effective false negative rate in the case of static FGSM and PGD attacks, and in the case of adaptive FGSM and PGD attacks, respectively. Clearly, the detector can effectively detect adversarial perturbations introduced by static and type 1 adaptive FGSM and PGD attacks. Although type 2 adaptive FGSM and PGD can bypass the detector completely by design, they are nonetheless harmless to the subsequent classification DNN with near zero EFNR. The quantization process with $Q_{50}$ along with forcing the last three bits at each possible embedding position to be the same as those of the counterpart in the watermarked image essentially undoes the adversarial perturbation.

For type 2 adaptive, we also conducted a case study using PGD, in which $\epsilon = 64$. The increased perturbation does help to construct a successful adversarial example, however,
### Combating C&W-l2 Attack

C&W-l2 attack [7] provides strong adversarial examples with high confidence under a tight perturbation budget. The light perturbation increased the difficulty of detecting it. However, as suggested in [20, 12], adversarial perturbation generated by C&W-l2 method is fragile to JPEG compression. That is, JPEG compression can effectively filter out the adversarial perturbation and recover the original classification result. The results for both static and adaptive white-box C&W-l2 attacks are shown in Table 5.6. The relatively low detection rate of static C&W-l2 attack suggests that the watermarked coefficients are barely distorted after quantization. On the other hand, converting adversarial examples to JPEG format also significantly decreases the effectiveness of the static attack, resulting in a low effective false negative rate.

With the JPEG-resistant feature, type 1 adaptive C&W-l2 yielded a higher effective false negative rate at 25.3%. It also increased the distortion required and resulted in a higher detection rate. A comparison of C&W-l2 adversarial perturbation generated static and type 1 adaptive adversaries are shown in Figure 5.2. In Figure 5.2(b), it is clear that the adversarial perturbation is mostly distributed to some DCT coefficients of each blocks, showing a apparent division of blocks. This helps the adversarial perturbation to be preserved after DCT quantization process. In addition, both adversarial perturbation shown in Figure 5.2 concentrates on similar regions. The type 1 adaptive adversary introduces more distortion measure in $L_2$norm to the benign example, resulting in a slightly increased detection rate, however, the improvement of its attack success rate also increased the EFNR to 25.3%. In terms of type 2 adaptive adversary, both detection rate and EFNR

<table>
<thead>
<tr>
<th>Detection rate</th>
<th>Static</th>
<th>Type 1</th>
<th>Type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFNR</td>
<td>34.1%</td>
<td>38.4%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>4.7%</td>
<td>25.3%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 5.6: Detection rate and EFNR in the case of static, type 1 adaptive, and type 2 adaptive C&W-l2 attacks.

This amount of perturbation is way too large to be imperceptible to human eyes and severely damaged the visual content of the image. Hence, in this case, our defense makes generation of adversarial examples much harder and significantly increased the desired perturbation budget.
are 0% for the same reason described in Section 5.5.

To combat C&W-l2 attack, an effective way is to decrease the BER threshold of the detector. Table 5.7 shows the detection rate and effective false negative rate in the case of type 1 adaptive C&W-l2 attacks for different BER thresholds. When the BER threshold is set to 0.0025, the detection rate increases significantly from 38.4% to 85.1%, whereas the effective false negative rate decreases significantly from 25.3% to 5.8%. The improved performance is at the cost of watermarking robustness to multiple rounds of high quality JPEG re-compression. With the BER threshold at 0.0025, our watermarking method is

<table>
<thead>
<tr>
<th>BER threshold</th>
<th>0.0025</th>
<th>0.005</th>
<th>0.0075</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate</td>
<td>85.1%</td>
<td>67.5%</td>
<td>54.6%</td>
<td>38.4%</td>
</tr>
<tr>
<td>EFNR</td>
<td>5.8%</td>
<td>12.3%</td>
<td>16.7%</td>
<td>25.3%</td>
</tr>
</tbody>
</table>

Table 5.7: Detection rate and effective false negative rate in the case of type 1 adaptive C&W-l2 attacks for different BER thresholds.
very robust to only one round of JPEG re-compression.
Chapter 6

Conclusion and Future work

6.1 Conclusion

This research thesis presents a watermarking-based framework for adversarial example detection. Most previous detection-based methods are dedicated to finding general intrinsic properties of the adversarial sample compared to benign examples, so as to classify the input image, however, most of them cannot resist adaptive adversarial attacks if their defense method is known to the adversary. In this thesis, we focus on the adversarial perturbation itself and present a semi-fragile watermarking scheme, in which a watermark is embedded to the benign image upon acquisition, then released to an adversarial environment. Before the watermarked image is fed into the DNN under protection, a detector will check the watermarking bits of the watermarked image, and pass the image to the DNN only if the watermarking bits can be recovered with high precision. As a result, we can effectively monitor possible adversarial attacks during image re-distribution.

Specific methods of semi-fragile watermarking and detection are also presented. When designing the watermarking method, four design principles are considered:

- Watermark should be invisible to human eyes;
- Watermark should not introduce too much distortion or degrade classification accuracy of the neural network;
- Watermark should be robust to pre-defined legal operations, which is defined as high-quality JPEG compression in our study;
• Watermark should be severely distorted after adversarial attacks.

Based on statistical properties of both adversarial perturbation and JPEG compression, we determined the first 16 DCT coefficients of each JPEG block as possible embedding positions. Among them, 4 positions are randomly selected and embedded with a image-independent watermark bit. Both the selection of embedding position and the value of watermark bit is determined by a secret key, which is blind to the adversary.

The proposed method is evaluated on a subset of ImageNet validation dataset against a wide range of advanced attacks (FGSM, PGD and C&W-l2 attacks). Two types of adaptive adversaries are also introduced and evaluated. It has been shown by experiment that the framework is effective against a wide range of advanced attacks (static and adaptive), achieving a near zero (effective) false negative rate with the guaranteed zero false positive rate. At the same time, the impact of watermarking on classification accuracy of DNNs is insignificant.

6.2 Future Work

This work can be further proved in several ways. In the following subsections, we discuss some of these possible improvements.

6.2.1 Reconstruct Adversarial Examples to Benign Images using Watermarking Information

Once the watermark is extracted from the received image, not only we can calculate the BER, but also the regions where the watermark is distorted can be determined. Adversarial perturbation generally focus on edges and textures of the image for the reason that these regions contributes the most to the model’s output. If we can eliminate the adversarial perturbations in these regions or make better use of the rest of the image, we can partially restore the value of the image. With the help of the watermark, we can localize such regions with adversarial perturbations. therefore, we can mask or reconstruct these regions so as to make use of the images again. For example, for each JPEG blocks, we determine this block as perturbed block if any one of the four watermark bits is distorted. Afterwards, these perturbed blocks can be reconstruct by several possible ways, e.g. low quality JPEG compression or GAN-based image completion [8] [58].
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6.2.2 Reduce the Amount of Blocks That Need To Be Watermarked

In our proposed the method, each JPEG blocks are treated equally with 4 watermarking bits embedded. In this case, all the blocks contribute equally to the BER. This is consistent with JPEG compression, however, can be optimized for adversarial attacks.

Given a perturbation budget, most adversarial attack methods tend to put more perturbation in the important regions, which normally are edges and textures of the main objects. In addition, with the same amount of perturbation, these blocks make more difference to the model’s output. Thus, if we only deploy our watermark in these regions, the sensitivity of the watermark can be increased, whereas the watermarking distortion can be decreased. There are quite a few possible ways to determine such important regions as a saliency map or producing regions of interest (ROI), including Grad-CAM [43] and bounding boxes used in Faster R-CNN [40].

6.2.3 Justify the Selection of Hyper-Parameters

In this thesis, several empirical choices were made in the methodology, including possible embedding positions, the number of watermark bits per block, and the acceptable BER threshold. Although their influence on the overall performance against different adversarial attacks is partially examined and discussed, it is important to justify the basis of these choices by conducting comparative experiments.
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