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Abstract

Aeroacoustics is a key focus in the design of propulsion, energy, and transportation
systems. Noise generation in these systems is caused by the unsteadiness of the 
ow and
simpli�ed acoustic models are used to approximate the noise emission. Although the phys-
ical mechanisms of 
ow-generated noise remain plagued with a lot of uncertainty, we know
that coherent structures play a signi�cant role in this process. To understand the noise
generation mechanisms, �rst, a thorough study of the physics of coherent structures and
their self- and mutual interactions, as the dominant acoustic sources, is critical. Thus far,
despite many experimental and numerical studies, there has not been consensus on the im-
portance of vortex interactions; while, dominant acoustic sources (in jet noise) have been
often attributed to vortex pairing. In this thesis, for the �rst time, the role of vortex re-
connection, which leads to a violent topological change and rapid repulsion of vortex lines,
in aeroacoustic noise generation is explored. For this, using direct numerical simulation
(DNS) of the compressible Navier-Stokes equations, the sound generation mechanism of
initially subsonic viscous vortex reconnection at the vortex Reynolds numberRe(� circu-
lation/kinematic viscosity)= 1500 is studied through decomposition of Lighthill's acoustic
source term. The Laplacian of the kinetic energy, 
exion product, enstrophy, and the de-
viation from the isentropic condition provide the dominant contributions to the acoustic
source term. The overall (all time) extrema of the total source term and its dominant
hydrodynamic components scale linearly with the reference Mach number,M o; the devia-
tion from the isentropic condition shows a quadratic scaling. The signi�cant sound arising
from the 
exion product occurs due to the coiling and uncoiling of the twisted vortex
�laments wrapping around the bridges when a rapid strain is induced on the �laments
by the repulsion of the bridges. The spatial distributions of the various acoustic source
terms reveal the importance of mutual cancellations among most of the terms; this also
highlights the importance of symmetry breaking in the sound generation during reconnec-
tion. Compressibility acts to delay the start of the sequence of reconnection events, as long
as shocklets, if formed, are su�ciently weak to not a�ect the reconnection. The delayed
onset has direct rami�cations on the sound generation by enhancing the velocity of the en-
trained jet between the vortices and increasing the spatial gradients of the acoustic source
terms. Despite a subsonic reference Mach number ofM o = 0:9, reconnection could lead to
shocklet formation where acoustic sources containing the Laplacian of the kinetic energy,
density gradient, dilatation, and their interactions become dominant. Compressibility also
intensi�es the spatial distribution and sharp rise of the near-�eld low pressure which fades
away in time. Consistent with the near-�eld pressure, the overall maximum instantaneous
sound pressure level (SPL) in the far �eld has a quadratic dependence onM o. At low M o,
the time-averaged sound directivity takes a quadrupole-like pattern. By increase ofM o,
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not only the sound level intensi�es, but the directivity pattern becomes elongated in the
advection direction. Therefore, vortex reconnection, particularly at high reference Mach
number, is recognized as a dominant sound-generating event.
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Chapter 1

Introduction

1.1 Overview

Aeroacoustics is the study of noise caused by temporal and spatial variations in an unsteady

ow. Flow-generated noise is a central consideration to engineering design in a variety of
�elds such as propulsion, energy, and transportation. In many of these systems, engineers
seek to mitigate noise propagated to the surrounding. In order to predicatively model the
aeroacoustic noise in a 
uidic system, we must �rst identify the acoustic sources and model
the wave propagation to the far-�eld.

The numerical prediction of aeroacoustic noise helps inform the design for many 
uidic
systems. For wind turbines, propulsion, and engine test cells, the noise emission is an
integral part of the engineering process and will constraint the design space. Many of
these systems must meet strict standards on noise emission. Furthermore, aeroacoustics
is important in the design of con�ned 
ows as the acoustic energy can accumulate into
resonant modes leading to whistling and self-sustained oscillations [21]. This procedure
can highly decrease the productivity and durability of the system. The origin of noise in
these cases could be speci�c phenomena like cavity noise or intense 
ow as it appears in
engine test cells.

Since acoustic waves convey only a minute fraction of the energy in the 
ow, the
exact determination of sound sources by experiment is very challenging. Also, DNS of
the acoustic �eld of real industrial problems is computationally expensive. Approximate
methods which reduce the number of the acoustic sources to facilitate computations, i.e.
aeroacoustic analogies, are bene�cial but not exact. Therefore, to understand the physics
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of sound generation mechanisms, it is better to focus on canonical 
ows which in turn
enables us to mitigate the noise level.

The mechanism of aeroacoustic noise production and its relation to the far-�eld sound
propagation remains poorly understood, in spite of decades of dedicated theoretical, nu-
merical, and experimental studies. Intuitively, we know that coherent vortical structures
and their self- and mutual interactions are signi�cant aeroacoustic noise sources as they
are the sinews and muscles of turbulence. In fact, coherent structures and their interac-
tions have been often implicated as the main hydrodynamic source of jet noise [36, 30, 13];
however, the extent to which coherent structures are important in sound generation [4]
and the types of vortical interactions that generate noise are poorly understood.

The idea that aeroacoustic noise can be modulated through the control of vortical
structures has inspired many studies. Extending his earlier work [113] on jet turbulence
suppression, Zaman [114] investigated noise suppression and enhancement of a subsonic
jet through controlled excitation of the vortical structures (see also [37]). A higher level of
organization and mutual interaction among the vortical structures in a laminar jet results
in higher noise. However, controlled excitation of a transitional low-speed jet can sup-
press growth rate of the near-exit shear layer's Kelvin-Helmholtz instability and produce
weaker coherent structures downstream, thus less noise. These experiments implied that
not only the type, but the intensity of the vortical interaction is in
uential in sound gen-
eration. Eldredge [24] used DNS to investigate the sound generation of two-dimensional
(2D) leapfrogging vortices. He showed that the primary acoustic pulse does not originate
from the elastic deformation of the inner vortex cores but from the �lamentary structures
at the outer edges which rotate about the cores{based on M•ohring's analogy [74], vorticity
stretching and acceleration emerge as an intense noise source. Eldredge deduced that the
sound is not necessarily caused by the explicit collision of the vortex cores.

A consensus on the dominant jet noise generation mechanism emerged in early studies
[108, 53, 15, 63], where acoustic sources were attributed to vortex pairing. Hussain and
Zaman [39] studied the coherent structures in the near �eld of an axisymmetric free jet and
argued however that pairing is completed within four diameters from the jet exit, while
most noise originates farther downstream. They proposed that reconnection of the toroidal
rings through the evolution of azimuthal lobe structures produces most of the jet noise.
Starting with the �rst suggestion by Melander and Hussain [70], vortical reconnection,
which results in a violent topological change of the vortex tubes, has long been hypothesized
as a signi�cant contributor to aeroacoustic noise generation in broader classes of turbulent

ows.
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Figure 1.1: Schematic diagram of two anti-parallel vortex �laments before and after re-
connection. Red and blue arrows show the vorticity directions. Black arrows show the
convective directions.

1.2 Vortex Reconnection

One of the most important vortical interactions is vortex reconnection (cross-linking, cut-
and-connect). When two vortex �laments with opposite vorticity directions approach each
other, the induced velocity of each vortex a�ects the motion of the other one (based on the
Biot-Savart law which will be discussed later) and two vortices join together and interact
with each other through reconnection. Although vortex �laments prefer to keep their topo-
logical structures [69], their topology is altered during reconnection. As depicted in Figure
1.1, the topology of the two anti-parallel vortices is changed during reconnection. Each
vortex �lament is cut from the original �lament and connects to the initially neighboring
vortex. After exchanging of �lament parts, two newly generated vortices recoil from each
other in a perpendicular direction to the initial approaching.

Vortex reconnection studies started from the Crow's work on the instability of wingtip
vortices [17]. Afterwards, researchers focused on the systematic experimental study of
two circular vortex rings which was recognized as the simplest experimental case of the
reconnection at that time [26, 89, 79]. Oshima and Asaka [78] captured two successive
reconnections in their experiments. They observed that the reconnection of two vortex
rings leads to an elongated single ring. After self-induction, this single ring experiences
self-collision; the second reconnection takes place and the result is two vortex rings. They
concluded that the repetition of such interactions depends on the initial speed and the
di�usion. By that time, the experimental data involved averaging and was provided on 2D
planes which was not su�cient to analyze the reconnection process [70]. In addition, in
most of these experiments the evolution of a passive scalar, like dye or smoke, was captured
to determine the behavior of vortex tubes. However, the evolution of vorticity �eld could
be completely di�erent [55] (discussed later).
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Considering the experimental limitations in this special phenomenon and the rapid
development of supercomputers, several numerical studies have been conducted to provide
three-dimensional (3D) evolution of the reconnection process. First numerical simulations
conducted at the late of 1980s. Ashurst and Meiron [3] simulated the reconnection of
two vortex rings. They showed that at low Reynolds number (Re), which is de�ned by
the ratio of the initial circulation of a single vortex tube over the kinematic viscosity,
because of high level of di�usion, vortices disappear before reconnection. They emphasized
that reconnection dynamics is highly sensitive to the con�guration of vortex tubes; if the
tube sections that are far from the reconnection region intensify the induced velocity near
this region, the time scale of reconnection will be minimized. They also concluded that
high velocity and low pressure between the two anti-parallel vortices cause the squeezing
of tubes, which leads to the reduction of the vorticity in the original orientation and
rotation to a new direction. Pumir and Kerr [86] provided numerical solution for 500<
Re < 5000 and reported high level of stretching before reconnection. They stated that by
increasingRe, the pairing process remains unchanged; however, the stretching intensi�es.
In addition, because the reconnection is impossible for inviscid and incompressible 
uid

ow (based on the Helmholtz's theorem which will be discussed later), some irregularities
before reconnection are expected at highRe. Kida and Takaoka [54] simulated the evolution
of the knotted vortex tube for Re = 1200 and introduced the bridging process. As they
claimed, velocity induction produces high velocity gradients which cause that high-vorticity
regions to be pulled out of the main vortex tube and join to the other one in a way that
the thickness of these bundles (bridges) increases in time. They compared the bridging
and vorticity cancellation mechanisms [3, 26, 78] and found that the topological change of
two thin vortex �laments through cancellation is much faster than the bridging process for
vortex tubes.

1.2.1 Reconnection Process

So far, numerical simulation of vortex reconnection has been conducted on three canonical
con�gurations: vortex rings [3, 57, 56, 12], orthogonal vortices [73, 111, 9, 112, 5], and anti-
parallel vortices with a perturbation [70, 5, 86, 52, 95, 106, 40, 102, 51]. Other studied cases
contain trefoil knot [54, 58] and the interaction of two elliptical vortex rings [2]. An inter-
esting aspect noted by Siggia [98], and also others [54, 55], is that as two vortex �laments
with arbitrary orientations come close together, twist and become locally anti-parallel.
Previously, the same procedure was observed in other studies [56, 73, 9, 79, 87]. Therefore,
it is reasonable to focus on the con�guration of two anti-parallel vortex tubes which allows
high-resolution simulation and thus provides detailed data of reconnection [106]. As men-
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tioned before, in experimental studies of the reconnection phenomenon, the evolution of a
passive scalar is captured. On the other hand, in most of numerical simulations the enstro-
phy isosurface is visualized. Enstrophy isosurface could be theoretically di�erent from the
vorticity surface which contains vortex lines and constructs vortex tubes. Mathematically,
evolution equation of the passive scalar follows an advection-di�usion equation. On the
other hand, in the enstrophy equation, in addition to the di�usion term, the projected
magnitude of vorticity in the direction of stretching term is modi�ed. However, based on
the vorticity equation (discussed later) both the magnitude and direction of vorticity are
modi�ed by the stretching term. Therefore, di�erent evolution is expected for the passive
scalar, enstrophy and vorticity. Accordingly, there should be a distinction between scalar,
iso-enstrophy, and vortex tube reconnection [55, 109]. More speci�cally, in an inviscid and
incompressible 
uid 
ow, vortex tube reconnection is impossible, however, it may take
place for two other �elds.

Reconnection process consists of three characteristic stages:

1. Inviscid induction

At the �rst stage, two anti-parallel vortex tubes approach each other by self- and
mutual induction; see Figure 1.2(a). This process is almost inviscid [55, 42] and is
described by the Biot-Savart law. As the vortex tubes get closer, the initial circular
cross section shape of the vortex cores deforms, 
attens, stretches, and takes a dipole
head-tail structure; see the middle portion of Figure 1.2(a) where outer edges of the
vortices are touching each other.

2. Bridging

In the interaction region, viscous dissipation cancels the vorticity of closest anti-
parallel vortex lines (this process is called viscous cross-di�usion in [42]). Simulta-
neously, these vortex lines with cancelled (reduced) vorticity in the original (axial)
direction join to their counterparts in the other tube. Thus far, this process can be
considered as the vorticity viscous cancellation mechanism mentioned in [3, 26, 78].
The reconnection process is not limited to viscous cancellation. New vortex lines
(which have been cut from their original vortex lines and connected to the counter-
parts on the opposite tube), accumulate in the lateral direction (orthogonal to the
axial direction) and construct the bridges; see Figure 1.2(b). The reason of this or-
thogonality could be the induced velocities in the interacting region which generate
vorticity in the lateral direction [3]. For the �rst time, in 1987, Kida and Takaoka [54]
introduced bridging procedure; however, their explanation of bridges (high-vorticity
regions that are pulled out of the main vortex tube and join to the other one) is
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not the same as here. For a better analysis, two symmetric,XY , and collision,XZ ,
planes are introduced in Figure 1.3(a). In the bridging stage, circulation on the
symmetric plane begins to transfer to the collision plane. In addition, the head-tail
structure which has been initiated in the previous stage intensi�es and the tail expe-
riences stretching. The head-tail structure at the bridging stage has been shown on
the symmetric plane in Figure 1.3(b).

3. Threading

Because of the self-induction, the bridges retreat (pull apart). The 
ow induced
by the bridges is similar to a doublet on the collision plane [109] which leads to a
downwash 
ow [42]; see Figure 1.3(c). As more vortex lines reconnect and gather in
the bridges, the induced 
ow of the bridges becomes stronger and the velocity in the
opposite direction of the initial dipole's motion increases. Figure 1.3(d) represents the
dipole 
ow on the symmetric plane. The downward velocity induced by the bridges
(downwash) opposes the pumping upward motion of the dipole at the contact zone
which �nally leads to two stagnation points at the front and the rear of the dipole. It
has been claimed that bridges' upward motion (in the positiveX direction) continues
until they reach to the stagnation point in front of the dipole [70, 42]. As time goes
forward and bridges become thicker, the downwash 
ow intensi�es and �nally reverses
the curvature of the non-reconnected vortex lines of the initial two vortices (the initial
curvature in the kink area is reversed). As a result of this reversal, the self-inductions
of the non-reconnected vortex lines pull them apart. Simultaneously, because of the

ow induced by the bridges, these non-reconnected vortex lines are wrapped around
the bridges and are stretched as the bridges recoil from each other. Curvature reversal
of the initial vortices halts further reconnection. Non-reconnected vortex lines are
called threads [42] and survive from the reconnection; see Figure 1.2(d). Because of
the stretching nature of the threads, so far, threading stage has not been captured
in the experimental studies.

Previously Hussain and Melander [42, 72] claimed that the threads are the heads of the
head-tail structure of the initial dipole. It has been assumed that as 
ow evolves and heads
are separated from the tails, tails like heads experience viscous cross-di�usion. However,
because of their low circulation, they di�use and decay, and �nally heads remain as the
threads. The high-resolution simulation of the current study in a small domain reveals that
even at low Re tails are not annihilated completely; see Appendix C. As the downwash
forces heads to reverse their curvature and slows their motion, separated tails approach the
heads and construct new dipole structures. It has been predicted that after a long time
as two bridges recede from each other and the downwash e�ects reduce, threads as a new
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Figure 1.2: Reconnection process of two anti-parallel vortices including (a) inviscid induc-
tion, (b) bridging, (c) repulsion of bridges, and (d) threading. Blue, green, and red colors
show negative, zero, and positive axial vorticity, respectively.

dipole can again reverse their curvature by mutual induction, approach each other, 
atten,
stretch, and cause the second reconnection [42, 72]. This long time can be justi�ed by the
stretching, which intensi�es vorticity and postpones the cross-di�usion [70], and the initial
gap between the threads.

1.2.2 Compressible Reconnection

In spite of the recent advances in characterizing incompressible reconnection [40, 110],
relatively little is known about the compressible case, which involves a more complicated
evolution owing to the strong dependence on the initial thermodynamic conditions [107]
and additional vorticity generation mechanisms through dilatation and baroclinicity [106].
The strong dependence of the compressible vortex reconnection on initial thermodynamic
conditions has been examined by Virk and Hussain [107]. They compared three initial
conditions for pressure and density: 1) Constant density initial condition (CDIC), where
density is considered constant and pressure is calculated from the Poisson equation. 2)
Constant initial condition (CIC), where both density and pressure are constant. 3) Poly-
tropic initial condition (PIC), where pressure is substituted by density using a polytropic
relation and the Poisson equation is solved for the density. It has been showed that for
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Figure 1.3: Schematic diagrams of (a) symmetric and collision planes, (b) head-tail struc-
ture, (c) downwash 
ow, and (d) stagnation points. Diagrams (a), (c), and (d) are modi�ed
�gures from [70].
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CDIC, two dominant e�ects of compressibility, namely baroclinic vorticity generation and
shocklet formation (dilatation e�ect), cancel out during early evolution of compressible
reconnection and arti�cial incompressible behavior occurs. Although CIC with uniform
thermodynamics captures the salient features of compressible reconnection, the initially
unbalanced centrifugal force generates a strong acoustic wave which negatively a�ects the
subsequent reconnection dynamics. On the other hand, by balancing centrifugal force with
the radial pressure gradient, PIC cancels acoustic transients and the results are consis-
tent with the experimental observations [33, 22, 68] and theoretical analysis [25, 115] of
compressible vortices. Therefore, PIC is selected as the most appropriate choice for the
initial distribution of density and pressure in the compressible reconnection. Polytropic
relation between pressure and density itself is not enough and the Poisson equation should
be satis�ed; otherwise, although general evolution trend remains the same, there will be
perturbation and acoustic waves which could in
uence the reconnection dynamics espe-
cially at high Mach number (M ). One may assume completely incompressible 
ow with
unit density at the initial step, and after calculation of pressure by the Poisson equation,
apply polytropic relation to �nd density. In the original PIC proposed in [107], polytropic
relation is applied �rst and then, by assuming an inviscid 
ow, Poisson equation is solved
for density directly.

Only a few works have considered compressible reconnection [50, 106, 91, 96, 82]{
all of which are limited to low Re. In the transonic and supersonic regimes, incipient
shocklet-induced reconnection alters the vorticity �eld causing earlier bridging but sub-
sequent slowdown of the circulation transfer. More precisely, shocklet formation leads to
an earlier circulation transfer from the symmetric to the collision plane. This early cir-
culation transfer creates early bridges which oppose the mutual induction, initial vortices'
curvature growth, vorticity gradient, and viscous cross di�usion. After shocklet di�usion,
viscous cross di�usion becomes the main mechanism of circulation transfer and any fac-
tor that decreases viscous cross di�usion will weaken the rate of the circulation transfer.
Therefore, at later times there is a reduction in the the rate of the circulation transfer and
the peak vorticity on both of the symmetric and collision planes. Thus, at the sameRe,
the timescale of the compressible reconnection increases compared to the incompressible
case [106]. It is known that compressibility also a�ects the domain of in
uence of vortical
structures impacting the level of turbulence anisotropy in canonical 
ows [80, 32]. In addi-
tion to the hydrodynamic e�ects, shocklet formation during reconnection could represent
an additional aeroacoustic sound source.

Virk et al [106] found that at high M , because of the undeveloped perturbation in the
kink section and the reduction in the strain rate, the head-tail structure is not observed.
They also captured early peaks in the circulation transfer rate and vorticity which are
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associated to the early appearance of shocks. In addition, it has been seen that at higherRe
the contribution of the baroclinic term in the circulation transfer is more than the viscous
term. They claimed that at higher Re baroclinic vorticity generation could lead to a new
topology, a closed vortex line, at the interaction region. Such topology requires at least
two reconnections along a vortex line. Another feature of the baroclinic term mentioned
in [106] is that it makes reconnection possible for the inviscid 
ows. However, considering
PIC and knowing that D (p� � 
 )

Dt = 0 for inviscid (and zero heat conduction{isentropic) 
ows,
reconnection is impossible without viscous terms, which clearly highlights the role of the
initial conditions and the fact that reconnection is a viscous phenomenon with PIC.

Two factors, namely axial 
ow inside the vortex tube [88] and the downwash 
ow in-
duced by the bridges [106], are considered to analyze the vortex stretching on the symmetric
plane. For enough highRe, pressure drop inside of the vortex tube is directly related to the
square of the circulation. During reconnection, circulation on the symmetric plane reduces
and is transferred to the collision plane, while circulations on the cross sections near the
legs do not experience a large reduction. In other words, pressure drop on the symmetric
plane will be lower than the cross sections near the legs which leads to the axial velocity
gradient and vortex stretching along the vortex line. By increasingM , circulation transfer
and strength of the bridges diminish which all cause less vortex stretching. The e�ect
of the compressibility on the bridges has not been thoroughly explored yet. Preliminary
observations suggest that by increasing the compressibility the threads become stronger
and the vortex stretching in the bridges intensi�es. On the other hand, the dilatation
vorticity generation also becomes signi�cant and reduces the peak vorticity on the collision
plane. The ultimate e�ect of these two factors is weaker bridges. In comparison to the
incompressible case with the same simulation time, bridges are father from the symmetric
plane. In addition, compared to the vortex legs, bridges have less elevation in the direction
of the initial vortices' movement which is expected as the strength and self-induction of
the bridges decrease.

Virk et al [106] also stated that if the viscous di�usion is considered as a destruction
mechanism of the shocklets, then shocklets can exist for a longer time at higherRe{note
that the author of the current thesis does not believe that viscous e�ects play a signi�cant
role in the shocklet disappearance. Virket al claimed that if shocklets exist for a longer
time, the early circulation transfer could be large enough to complete the compressible
reconnection at much shorter timescale; this behavior is only predicted and has not been
investigated yet.
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1.2.3 High-Re Reconnection

Previously, it has been claimed that coherent structures' repeated interactions, especially
repeated reconnections which cause topological changes, are crucial in �ne-scale mixing
and energy cascade in turbulent 
ows, aerodynamic drag, destruction of aircraft wakes,
and jet noise generation [70, 34, 36, 17, 92]. Thanks to recent progress in experimental fa-
cilities and computational resources, it has become possible to have a detailed investigation
of such claims. In this regard, reconnection regains a renewed attention and becomes an
active research �eld. Experiments of Lee and Fu [65] showed that reconnection of near-wall
vortices plays an essential role in the creation of a chain of ring-like vortices in transitional
and turbulent boundary layers. In 2011, Hussain and Duraisamy [40] conducted high res-
olution incompressible Navier-Stokes DNS of two anti-parallel vortex tubes reconnection
for the range ofRe = (250; 9000) and provided some important scaling relations. Result of
the highestRe is limited to the �rst collision; however, intense stretching of the threads is
captured. It has been proposed that at highRe �ne-scale reconnection cascade (repeating
reconnection of threads) could take place. Unlike the super
uid and magnetic reconnec-
tions, vortex cores experience extreme deformation before viscous reconnection and bridges
are formed gradually by gathering the reconnected vortex �laments. Because of the irreg-
ular vorticity distribution, they used vorticity centroid (only vorticity with more than
75% of the maximum vorticity is considered) to de�ne vortex separation. Scaling analysis
clearly showed that the repulsion of the bridges takes less time than the collision of the
initial vortex tubes which could be justi�ed by more intense curvature and self-induction
of the bridges. More interestingly, scaling analysis showed that di�erent initial conditions
a�ect scale factor of the vortex separation before reconnection; however, scale factor after
reconnection remains the same. In other words, repulsion of the bridges is independent
of the initial conditions and is dominated by the local curvature and self-induction. As
expected, increase ofRe reduces the viscous cross-di�usion and postpones the formation of
the bridges. In addition, results showed that asRe increases, the curvature and the abrupt
repulsion of the bridges intensi�es. These two factors lead to a smaller reconnection time
(de�ned based on the circulation transfer) which has been veri�ed by the scaling analysis.
It has been mentioned that such acceleration during repulsion could be considered as a
source of the noise generation.

Reeset al [102] studied anti-parallel vortex reconnection of higherRe, at Re = 10000.
To explore the behavior of the vortices after the �rst reconnection, they continued the
simulation for a longer time and captured the second collision of the elliptical ring which
was generated as a result of the �rst reconnection. Their simulations demonstrated that
reconnection of vortices without axial 
ow generates vortical structures containing axial
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ow. This axial 
ow originates from the reconnection region towards the vortex legs. To
investigate the e�ect of such axial 
ow in the secondary vortical structures, they simulated
the reconnection of anti-parallel vortices which initially contain axial 
ow. Results showed
that the general features and the main stages of the process remain unchanged; however,
axial 
ow leads to an increase in the maximum circulation transfer rate and therefore
a reduction in the reconnection time. It is worth mentioning that although high initial
Re was used, reconnection cascade (reconnection of threads) was not captured. This
observation challenges the idea of reconnection cascade even at higher initialRe. Due to
the low circulation and Re (in comparison to the circulation andRe of the initial vortices),
threads' interaction is dominated by the viscous di�usion. In addition, threads are highly
sensitive to the instabilities which generate multiple dipoles and facilitate viscous di�usion
of small-scale vortices (threads). Such instabilities are acknowledged in [40] as asymmetries
on the symmetric plane with regard to the collision plane at highRe.

By using the vortex sub-tube method, Beardsellet al [5] decomposed the vorticity �eld
into the reconnected and non-reconnected sections. In the anti-parallel con�guration, they
detected the regions which are not located in these two sections. It was shown that such
regions cover the ring structures. They associated these ring structures to the instability
arising at high Re at jet-like 
ow. Generated dipoles have a leap-frog interaction with
each other at parallel planes to the symmetric plane. Such interactions lead to o�-centered
viscous di�usion extrema and accordingly reconnection at both sides of the symmetric
plane. At high Re such structures cause discrepancies between the integral and instan-
taneous reconnection level estimators. Note that the integral estimator is based on an
integral quantity, i.e. circulation on the half of the symmetric plane. On the other hand,
instantaneous estimator tracks the vortex lines and �nds the points where they touch the
boundaries of the domain; this way, it can determine the percentage of the reconnected
vortex lines. Generally, integral estimators cannot capture such looping structures and
underestimates reconnection level. Such looping structures at high Reynolds number have
not been captured in the orthogonal con�guration. However, both con�gurations followed
the same stages, which supports the idea that physics of the reconnection is independent
of the initial con�gurations [70, 9, 72]. Beardsellet al [5] also investigated the e�ect of
the domain size on the 
ow evolution of the orthogonal con�guration. They found that
the global physics (trend of the instantaneous estimator of the reconnection level) remains
unchanged. However, the in
uence of the neighboring vortices on the evolution of the
maximum vorticity magnitude in the whole domain can be visualized by slight di�erences.

Because of high computational cost and asymmetries on the symmetric plane at high
Re, so far, the second reconnection (reconnection of threads) has not been captured by
the periodic boundary conditions. By imposing symmetric boundary conditions on the
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symmetric and collision planes, Yao and Hussain [110] reported the incompressible second
vortex reconnection atRe = 9000 which causes the generation of other small-scale struc-
tures, e.g. vortex rings, smaller-scale vortex wrap around threads, and hairpin-like vortices
packets. At Re = 40000, they also captured the third reconnection.

1.2.4 Sound Generation Through Reconnection

Sound generation has been noted in the oblique collisions of vortex rings; the primary
acoustic source originates from reconnection regions of vortex lines [49, 1, 46]. Further-
more, Nakashima [77] showed that as the collision angle decreases, reconnection and its
contribution to the far-�eld sound intensify. On the other hand, using Lighthill's analogy
[66], Scheidegger [91] failed to �nd a distinct far-�eld sound signal during the reconnec-
tion of orthogonal vortices. He noted that many source points in the reconnection region
contribute to sound generation and the sound radiation is sporadic. In another attempt,
Paredeset al [81] used M•ohring's analogy [74] and large-eddy simulation (LES) to study
the reconnection sound of anti-parallel vortices at highRe; however, no clear conclusion
backed up by data was presented. Recently, it has been shown that the reconnection of
two anti-parallel vortices produces signi�cant far-�eld sound which is deterministic in the
sound directivity pattern [18]. The analysis demonstrates that the main acoustic sources
are located at the contact region of the vortices at the start of the reconnection and then
migrate towards the bridges. In addition to viscous 
ow cases, sound generation during
quantum vortex reconnection becomes an appealing topic, recently identi�ed as an energy
exchange and irreversibility mechanism [85, 103].

1.3 Motivation and Objectives

Many features of turbulent 
ows such as turbulence production, dissipation, �ne-scale mix-
ing, and noise generation are rooted in the behavior of the coherent structures and, more
speci�cally, in their self- and mutual-interactions. In this regard, being the only known
mechanism of topological change in 
uid 
ows, vortex reconnection has emerged as an
important process to understand the myriad complexities of turbulent 
ows and their con-
trol [110]. There are still many outstanding questions on the dynamics of reconnection.
Although vorticity evolution is qualitatively the same for all subsonic reconnections [20],
many aspects of compressible reconnection including the detailed roles of the supplemen-
tary vorticity generation terms, sound production mechanism, recognition and evolution
of the dominant components of the acoustic source term, the near-�eld pressure evolution,
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and far-�eld noise level and its directivity during the reconnection process still remain
unexplored. Also, very little is known about the formation and features of shocklets near
the sonic threshold and their dependence onRe.

The main objectives of this thesis are as follow:

ˆ Characterize the sound generation mechanism of initially subsonic viscous vortex
reconnection through decomposition of Lighthill's acoustic source term [66].

ˆ Recognize the dominant components of the acoustic source term, their physical rep-
resentation, and the role of compressibility on their evolution.

ˆ Explore the features of shocklets and their importance in the sound generation.

ˆ Study the near �eld pressure evolution (which is closely tied to the sound production
and propagation mechanisms [13, 67]), far-�eld SPL and directivity pattern, and its
dependence on compressibility.

Theoretical framework and numerical setup are described in Chapter 2. Chapters 3
and 4 are dedicated to the investigation of above objectives. Conclusions are drawn in
Chapter 5.
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Chapter 2

Theoretical Framework and
Numerical Setup

This chapter consists of two sections: theoretical framework and numerical setup. In the
�rst section, governing equations of 
uid dynamics, the most useful relations of vortex
dynamics, and Lighthill's inhomogeneous wave equation [66] and the decomposition of the
source term are presented. In the second section, nondimensionalization, the numerical
method, the problem setup, and mesh independency are discussed.

2.1 Theoretical Framework

2.1.1 Governing Equations

The conservative form of the governing equations for compressible, Newtonian 
uid 
ow
in an inertial frame of reference with zero external forces can be written as (detailed
derivations including the non-conservative forms can be found in [60]):

ˆ Conservation of mass
@�
@t

+
@

@xj
(�v j ) = 0 : (2.1)

ˆ Conservation of momentum

@�vi
@t

+
@

@xj
(�v i vj ) =

@�ij
@xj

: (2.2)
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ˆ Conservation of energy

@�eT
@t

+
@

@xj
(�e T vj ) =

@vi � ij

@xj
�

@qj
@xj

: (2.3)

� is density, t is time, and vj is the velocity component inx j direction. � ij is the stress
tensor and is given as below:

� ij = � P � ij + � ij = � P � ij + 2�S ij + �S mm � ij ; (2.4)

whereP is the static pressure and� ij is the Kronecker delta tensor.� ij = 2�S ij + �S mm � ij

is the 
uid-dynamic contribution to the stress tensor and is called the deviatoric stress
tensor. � is the shear viscosity coe�cient, Sij = 1

2( @vi
@xj

+ @vj
@xi

) is the strain rate tensor,
� = � � � 2�= 3 is the second viscosity coe�cient, and� � is the bulk viscosity coe�cient
which is often assumed to be zero,� � = 0, based on the Stokes assumption.
In the conservation of energy, equation 2.3,eT = e + 1

2vi vi is the total energy per unit
mass,e is the internal energy per unit mass, andqj is the heat 
ux component in the
x j direction. It is often assumed that the heat transfer is caused by thermal conduction
alone (without radiation) and it follows Fourier's law of heat conduction,q = � kr T,
where q is the heat 
ux, k is the 
uid's thermal conductivity, and T is temperature.
Considering a calorically perfect gas relation,e = CvT and P = �RT , where Cv is the
speci�c heat capacity at constant volume andR is the gas constant, above conservation
equations become a solvable equation set.

By using Gibbs relation,Tds = de+ Pd( 1
� ), one may derive the governing equation for

the evolution of entropy, s (details can be found in [100] and [28]). Isentropic relation for
a calorically perfect gas can be derived directly from the Gibbs relation asP = a� 
 , where
a is a constant and
 is the ratio of the speci�c heats.

2.1.2 Vortex Dynamics

The velocity gradient tensor, @vi
@xj

, like any other tensor can be decomposed into symmetric,
Sij , and antisymmetric, Rij , tensors:

@vi
@xj

= Sij +
1
2

Rij ; Sij =
1
2

(
@vi
@xj

+
@vj
@xi

); Rij =
@vi
@xj

�
@vj
@xi

; (2.5)

where Sij , as introduced before, is the strain rate tensor and embodies the 
uid element
deformation. Rij is the rotation tensor and embodies 
uid element rotation. The rotation
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tensor is an antisymmetric tensor and has only three independent elements which can be
expressed by a vector. This vector is the vorticity vector,! = r � v , and is related to
the rotation tensor as follows:

Rij = � � ijk (r � v)k = � � ijk ! k =

2

4
0 � ! 3 ! 2

! 3 0 � ! 1

� ! 2 ! 1 0

3

5 ; (2.6)

where � ijk is the alternating tensor or permutation symbol, and! i are the components of
vorticity vector:

! 1 =
@v3
@x2

�
@v2
@x3

; ! 2 =
@v1
@x3

�
@v3
@x1

; ! 3 =
@v2
@x1

�
@v1
@x2

: (2.7)

Fluid motion is called irrotational if ! = 0 or equivalently Rij = 0. In this case,
the 
uid velocity can be written as the gradient of a scalar function which satis�es the
condition of irrotationality. Generally, based on Helmholtz decomposition, any continuous
vector �eld f can be globally decomposed as:

f = r � + r �  ; (2.8)

where scalar �eld � and solenoidal vector �eld  are known as the scalar and vector
Helmholtz potentials of f , respectively. Utilizing the vector identity of r 2f = r (r :f ) �
r� (r � f ), one may determine� and  by solving the Poisson equation for a given
vector �eld f :

r 2� = r :f ; r 2 = � r � f : (2.9)

By applying Helmholtz decomposition to the velocity vector �eld, we can obtain the irro-
tational and non-solenoidal velocity,vC , and rotational and solenoidal velocity,v I :

r :vC = r :v = �; r � vC = 0;

r :v I = 0; r � v I = r � v = ! ;
(2.10)

wherev = vC + v I , and � is the dilatation. Clearly, vC is associated with the dilatation
and compression in the compressible 
ows; thus, it is important near strong acoustic waves
and shocklets. On the other hand,v I represents the solenoidal and rotational part of the
velocity �eld. More speci�cally, the solenoidal rotational velocity, v I , which is induced by
a known concentrated distribution of vorticity (a vortex) with arbitrary orientation, can
be calculated by solving the following Poisson equation:

r 2v I = � r � ! : (2.11)
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Figure 2.1: Geometry used in the description of Biot-Savart law [60].

The Biot-Savart vortex induction law expresses the vorticity-induced velocity as follows:

v I (x ; t) =
1

4�

Z

V 0

! (x 0; t) � (x � x 0)
jx � x 0j3

d3x0; (2.12)

where x is the observation location (location of the vortex-induced velocity vector),x 0

is the vortex (vorticity concentration) location, and V 0 encloses the vorticity of interest
with perpendicular ends to the vorticity and lateral sides outside the vortex as depicted in
Figure 2.1. The derivation details of the Biot-Savart law can be found in [60].

An equation for the vorticity, can be obtained from the curl of the momentum con-
servation equation. By assuming that the body forces are conservative,g = r � , and the
Stokes assumption,� � = 0, is valid, the equation governing vorticity in a compressible

uid 
ow is obtained as below [11]:

D!
Dt

= ( !: r )v
| {z }

I

� ! (r :v )
| {z }

II

+
r � � r P

� 2
| {z }

III

�
�

r 2!
| {z }

IV

+
�
� 2

r � � (r � ! )
| {z }

V

+
4
3

�
� 2

r (r :v ) �r �
| {z }

VI

r � � [
4
3

(r :v )
� 2

r � �
1
�

(r � ! )] + r� (
1
�

� )
| {z }

VII

;

(2.13)
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where� = 2S � r � � 2=3(r :v )r � and S is the strain rate tensor. Term I on the right-
hand side (RHS) represents the rate of change of vorticity caused by the stretching and
tilting of vortex lines; it can be written as (!: r )v = !:S . Term II shows the rate of
change of vorticity caused by dilatation and is expected to be large near the shocks. Term
III represents baroclinic vorticity generation rate. Finally, four remaining terms show the
viscous e�ects; speci�cally, term IV denotes the rate of change of vorticity through di�usion
of vorticity. Also, term VII shows the e�ect of the viscosity variation and is expected to
play an important role in the dynamics of any 
ow with signi�cant heat transfer {some
relations of � are expanded in appendix A. Enstrophy (vorticity magnitude) equation can
be determined by the dot product of! and equation 2.13.

Circulation, the amount of 
uid rotation within a closed contour (or circuit) C, is
de�ned by:

� =
I

C
v:ds =

Z

A
!:n dA; (2.14)

whereds is an element ofC. Using the momentum equation 2.2 and the same assumptions
mentioned above, total time derivative of the circulation becomes:

D�
Dt

=
D
Dt

I

C
v:ds =

I

C

Dv
Dt

:ds

= �
I

C

1
�

r P:ds +
I

C

1
�

(r :� ):ds

= �
I

C

1
�

r P:ds
| {z }

Term 1

�
I

C

�
�

(r � ! ):ds
| {z }

Term 2

+
I

C

4
3

�
�

r (r :v ):ds
| {z }

Term 3

+
I

C

1
�

�:ds
| {z }

Term 4

:

(2.15)

Term 1 represents the baroclinic e�ect; Term 2 is the usual viscous term appeared in the
incompressible 
ow; the last two terms are the viscous e�ect due to the dilatation and
viscosity variation, respectively. Based on equation 2.15 and as Kelvin's theorem states, in
a barotropic 
ow with conservative body forces, when the 
uid is inviscid (� = � � = 0) or
the integrated viscous force (r :� ) is zero around a closed curve, the circulation around that
curve moving with the 
uid remains constant with time if the motion is observed from an
inertial frame of reference. Therefore, there are three ways to generate or destroy vorticity
in a 
ow: nonconservative body forces, a nonbarotropic pressure-density relationship, and
nonzero net viscous torques. In this regard, Helmholtz proved that vortex lines become
material lines under the same conditions of the Kelvin's theorem. More details of this
theorem are provided in [60].

To model the behavior of a real vortex 
ow, �rst two ideal steady vortex 
ows are
introduced:
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1. Solid-body rotation. This 
ow is generated by a uniform distribution of plane-normal
vorticity with magnitude ! . The velocity components in the (r; � )-polar coordinates
are given by:

vr = 0; v� = !r= 2: (2.16)

The circulation around an arbitrary circuit of radius r in the (r; � )-plane can be
determined as:

� =
I

C
v:ds =

Z 2�

0
v� rd� = 2�rv � = �r 2!: (2.17)

The strain rate tensor for this 
ow is zero,S = 0, and 
uid elements do not deform.

2. Irrotational vortex. This 
ow is generated by an ideal plane-normal vortex line
located at the origin and produces circulation � around any circuit including the
origin. The velocity components in the (r; � )-polar coordinates are given by:

vr = 0; v� = � =2�r: (2.18)

The strain rate tensor for this 
ow is nonzero, however, the vorticity at any point
away from the origin is zero. It means that 
uid elements only deform and do not
spin.

The behavior of real vortices is a combination of the 
ows generated by these two ideal
vortices. The 
ow near the core of a real vortex is approximately a solid-body rotation,
but 
ow away from the core is almost irrotational. Two common models which are used to
describe the behavior of real vortex 
ows are the Rankine and the Gaussian vortex 
ows.
In the Rankine model, the transition from the solid-body rotation to irrotational vortex

ow is abrupt; however, in the Gaussian model, this transition happens gradually. The
details of these two models are available in [60]. In the current study, a compact Gaussian
vorticity distribution (presented later in equation 2.33) with the Gaussian distribution of
vorticity inside and zero outside the initial vortex tubes has been used{note that vorticity
variation at the edge of the vortex tubes remains smooth.

2.1.3 Acoustic Source

Combining the time derivative of the continuity equation and divergence of the momentum
equation, Lighthill's inhomogeneous wave equation is derived [66]. The homogeneous part
of this partial di�erential equation describes acoustic wave propagation within an inviscid,
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stationary 
uid whereas the inhomogeneous contribution represents the summation of all
source terms driving the wave. The equation can be written as follows:

@2�
@t2

� c2
0r 2� = r :

�
� (v: r )v � v

@�
@t

+ ( r P � c2
0r � ) � r :�

�

| {z }
S

; (2.19)

where the left-hand side (LHS) is the wave operator witht as time,c0 as the constant speed
of sound of the stationary medium, and� , density, as the dependent variable. The RHS is
the source term, S, wherev is the velocity vector, P is the pressure, and� is the viscous
stress tensor. Using vector identity and the continuity equation, the non-linear term and
the time derivative in S can be respectively substituted as follow:

� (v: r )v = � (! � v) + �
r jv j2

2
; (2.20)

� v
@�
@t

= ( r :(� v))v; (2.21)

where ! � v is the Lamb vector,L . Using above equations, the acoustic source term can
be reformulated to delineate the physical interpretation of the mechanisms causing the
sound generation as:

@2�
@t2

� c2
0r 2� = r : [� (! � v)]

| {z }
A

+ r :
�
�

r jv j2

2

�

| {z }
B

+ r : [(r :(� v))v]
| {z }

C

+ ( r 2P � c2
0r 2� )

| {z }
D

� r :[r :� ]
| {z }

E

:
(2.22)

This reformulation of the Navier-Stokes equations, equation 2.22, is exact and, unlike
standard aeroacoustic analogies, all acoustic source terms are preserved. The wave operator
can also be written in terms of pressure as the dependent variable; however, since it is
computationally ine�cient, we proceed with the above form of Lighthill's equation. The
decomposed terms in equation 2.22 are tractable and amenable to a physical interpretation.
Term A denotes the role of the divergence of the Lamb vector, term B is related to the
spatial variation of the kinetic energy, term C contains interactions involving the gradient
of density and the dilatation �eld, term D is the deviation from the isentropic condition,
and term E contains the viscous e�ects. Through a further expansion of each of these
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terms, the individual contribution of the velocity, vorticity, dilatation, and density, and
their mutual interactions can be delineated even more:

r :[� (! � v)]
| {z }

A

= ( � v):(r � ! )
| {z }

A1

+ v:(r � � ! )
| {z }

A2

� � (!:! )
| {z }

A3

; (2.23)

r :
�
�

r jv j2

2

�

| {z }
B

= � r 2

�
jv j2

2

�

| {z }
B1

+ r � :r
jv j2

2| {z }
B2

; (2.24)

r :[(r :(� v))v]
| {z }

C

= � v: r (r :v )
| {z }

C1

+ � (r :v )2

| {z }
C2

+ 2( r :v )v: r �
| {z }

C3

+ v:(v: rr � )
| {z }

C4

+ v:(r � :r v)
| {z }

C5

;
(2.25)

(r 2P � c2
0r 2� )

| {z }
D

= r 2P| {z }
D1

� c2
0r 2�

| {z }
D2

; (2.26)

� r :[r :� ]
| {z }

E

= �
4
3

� r 2(r :v )
| {z }

E1

� r � :
�

4
3

r (r :v ) � r � !
�

� r :�
| {z }

E2

: (2.27)

Let us consider the terms in the above reformulation. If the 
ow is assumed to be
inviscid, incompressible, and isentropic, only terms A1, A3, and B1 remain{some part of
term E2 due to viscosity variation, if any, also remains. Term A1 is the 
exion product
and is primarily positive since it represents a dissipative mechanism with a minus sign in
the kinetic energy transport equation of incompressible 
ow [31]:

1
2

@jvj2

@t
= � v: r � � � v: (r � ! ); (2.28)

where � = P=� + jv j2=2 and � are the Bernoulli function and kinematic viscosity, respec-
tively. The 
exion product has been also considered as an unwinding term, converting the
angular momentum in a vortex into linear momentum, thus attenuating the low pressure
in the vortex core [31]. Further, it can be related to the Laplacian of the solenoidal velocity
vector by v: (r � ! ) = � v: r 2v; see Figure 2.2 for a qualitative orientation of the velocity
and 
exion (curl of vorticity) vectors at the edge of a vortex tube with Gaussian vorticity
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Figure 2.2: Qualitative orientation of the velocity and 
exion vectors (a) at the edge of a
vortex tube with Gaussian vorticity distribution and (b) in the core of a twisted vortex
tube, resulting in an unwinding of the vortex line.

distribution and in the core of a twisted vortex tube.
Term A3 is enstrophy and its contribution to the source term is always negative. Term B1
is the Laplacian of the kinetic energy highlighting the role of the kinetic energy deviation
from its local average in the sound production. Given the satisfactory results of the low-M
approximation in sound predictions [29], it is natural to conjecture that terms A1, A3,
and B1 are the dominant hydrodynamic sources of sound. In this regard, Cabanaet al
[10] solved a one-dimensional (1D) wave equation for each of the decomposed source terms
(except the viscous terms) and showed that terms A2 and B2 are also important in sound
production in a mixing-layer. They categorized terms A and B as production terms, and
term C{involving interactions of density, velocity, and dilatation �elds{as the acoustic term
responsible for the sound propagation. Furthermore, vortex sound analogies consider only
terms A and B providing suitable sound predictions [83]{in high-Re, low-M 
ows, while
term B is often neglected.

Although the aeroacoustic analogies (e.g. Lighthill's [66], Powell's [83], or M•ohring's
[74]) hinge on anad hoc simpli�cation of the acoustic source term and the decoupling of
the sound production and propagation mechanisms, elimination of any physical subtleties
in the acoustic-hydrodynamic interactions could a�ect accurate assessment of the propa-
gated sound [13]. For instance, in Powell's low-M analogy (without external force �eld
and neglecting viscous-thermal e�ects) [83], only term A (r :[� (! � v)]) is kept and all
other source terms in equation 2.22 are eliminated (note that in Powell's analogy pressure
is considered as the dependent variable). Then, using the Green's function, an integral
solution for the far-�eld pressure perturbation is found:

P0(x ; t) = �
� 1

4�c 2
1 jx j3

@2

@t2

Z Z Z

V
(x:y )x: (! � v)t � d3y ; (2.29)
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wherex is the probing position vector,t is time, � 1 and c1 are respectively the density
and speed of sound at far �eld,y is the source position vector, andV is the 3D domain.
Note that the Lamb vector (! � v) is calculated at the retarded time,t � = t � x =c1 .
Computation of this integral is still very expensive. To facilitate the computations, the
second time derivative of the Lamb vector is recognized as the dominant term in the above
equation and its magnitude isosurface (isosurface ofj@2(! � v)=@t2j) is visualized to locate
the approximate sound sources [104, 105, 18].

In this thesis, �rst, the evolution of the entire source term and its dominant components
are analyzed, and then, approximate sound sources during reconnection are visualized.

2.2 Numerical Setup

2.2.1 Nondimensionalization

Density-Temperature-Velocity (DTV) scheme [75] is used to nondimensionalize the gov-
erning equations. First, a reference point is selected and is shown by subscripto. Then,
reference parameters are set as follow:

� ref = � o; Tref = To; Vref = vo; (2.30)

where� o, To, and vo are the density, temperature, and velocity magnitude at the reference
point. Other reference parameters can be set as:

Pref = � ref V 2
ref ; Rref = V 2

ref =Tref ; eref = V 2
ref ; (2.31)

wherePref , Rref , and eref are the reference pressure, gas constant, and internal energy, re-
spectively. Considering above parameters, dimensionless variables (depicted by star sign,� )
at the reference point are given by:

� �
o = 1; T �

o = 1; v�
o = 1; P �

o =
1


M 2
o

;

R�
o =

1

M 2

o
; � �

o =
1

Re
; k�

o =
C �

P � �
o

Pr

(2.32)

whereM o = v�
o

c�
o

is the reference Mach number,c�
o =

p

R �

oT �
o =

p

P �

o =� �
o is the reference

speed of sound,C �
P = 
R �

o

 � 1 is the speci�c heat capacity at constant pressure, andPr is

the Prandtl number{note that, hereafter, all variables are dimensionless and will be used
without sign � . More details of the nondimensionalization of the compressible Navier-Stokes
equations can be found in [75].
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2.2.2 Numerical Method

In the current research, high-�delity DNS of the compressible Navier-Stokes equations is
conducted using a highly scalable C++ MPI solver named Hybrid [62, 47, 6]. Considering
zero external forces and zero bulk viscosity, the Hybrid code solves the conservative form of
the compressible Navier-Stokes equations presented in Section 2.1.1. Note that a power-law
relation is used for the dynamic viscosity, i.e.� = � o(T=To)3=4, where � o and To are the
reference dynamic viscosity and temperature, respectively. Also, thermodynamic variables
follow the ideal gas equation,P = �RT .

In addition to the domain size, grid data, and time step, the Hybrid code requires the
ratio of the speci�c heats, gas constant, Prandtl number, reference dynamic viscosity, and
reference temperature as inputs. The solver uses a fourth-order Runge-Kutta scheme for
time integration and a sixth-order �nite di�erence scheme for spatial derivatives combined
with a high-order �ltering [23]. This high-order numerical scheme with �ltering has been
validated for problems with acoustic wave propagation. The Hybrid code uses structured
grids and is only applicable for problems with simple boundaries, which could be considered
as its main drawback.

The accuracy and validation of the Hybrid code is thoroughly addressed in [47]. The
code is e�ciently parallelized and hyperthreading is also available through MPI. By using
almost two million cores on the Blue Gene/Q systems, weak and strong scaling and the
e�ciency of the hyperthreading of the code were investigated in [6]; it was showed that
the code scales extremely well. The strong scalability is de�ned as the variation of the
simulation speed (completed steps per time) while increasing the number of processors
for a constant size of a problem. An ideal strong scalability refers to the situation which
as the number of the processors is doubled, the simulation speed increases by a factor of
two. The strong scaling e�ciency is determined asE = N0

N
t0
t , whereN is the number of

the processors andt is the required time for completion of one step. Subscript 0 refers to
the case with the smallest number of the processors. For the current research, the strong
scalability of the Hybrid code was examined on the Compute Canada clusters at Niagara
SciNet. For this purpose, isotropic turbulence case with periodic boundary conditions is
simulated. Strong scalability of the code in the absence of multithreading is implemented
for four grids and the results are shown in Figure 2.3. As expected, the minimum e�ciency
66% is for the coarsest grid (2563); by using �ner grids e�ciency highly improves, namely
95%, 95%, and 98% for 5123, 10243, 20483 grids, respectively.
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Figure 2.3: Parallel scalability analysis of the Hybrid code on Niagara SciNet cluster with
Intel Skylake cores at 2.4GHz (CPU), EDR In�niband network in a so-called `Dragon
y+'
topology (interconnection), Intel v2018.2 (compiler), and openmpi v3.1.0 (MPI library).

2.2.3 Problem Setup

As stated in Section 1.2, thus far, reconnection has been studied on di�erent con�gura-
tions, e.g. vortex rings [56] and orthogonal vortices [9], and anti-parallel vortices with a
localized perturbation [70]. It has been shown that mutual induction between two ap-
proaching vortex �laments leads to the local anti-parallel orientation [98, 54, 55], and as
a result, the anti-parallel con�guration could be considered as the representative canoni-
cal 
ow of reconnection revealing the underlying physics of this phenomenon. Also, this
simple setup, which can be thought of as an abstraction of a Crow instability [17], isolates
the reconnection enabling high-resolution simulations and emergence of the fundamental
features.

Using the same numerical setup as [18], initial anti-parallel vortex tubes with a sinu-
soidal perturbation are simulated in a large computational domain. Initial vorticity �eld
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Figure 2.4: (a) Initial con�guration. (b) Bridge plane.

follows the compact Gaussian vorticity distribution [106, 70] given by:

! (x ) = ! (r )( � A sin(� ) sin(z)i + A cos(� ) sin(z)j + k )

! (r ) =

(
10[1� f (r=r c)]; r < r c

0; r> r c

r 2 = ( x � xc � A sin(� ) cos(z))2 + ( y � yc + A cos(� ) cos(z))2

f (� ) = exp[ � K� � 1 exp(1=(� � 1))]; K =
1
2

exp(2) log(2);

(2.33)

where A is the sinusoidal perturbation amplitude, � is the inclination angle, r c is the
radius, and (xc + A sin(� ) cos(z); yc � A cos(� ) cos(z); z) is the center of the vortex tube.
In the current study these parameters are set as:A = 0:2, � 1 = �= 3, � 2 = 2�= 3, r c = 0:65,
xc1 = xc2 = 0, yc1 = 0:75, andyc2 = � 0:75, leading to two anti-parallel perturbed vortices
at the middle of a large computational domain; see Figure 2.4(a). The perturbation without
a gap between the compact vortex cores in the kink section localizes the reconnection event.
Figure 2.4(a) also shows characteristic planes, i.e. symmetric plane (z = 0), boundary plane
(z = � � ), and collision plane (y = 0). The bridge plane is de�ned asz = zb, where zb

locates the maximum! y on the collision plane and� � < z b < 0; see Figure 2.4(b). Top
and side views of the initial axial vorticity are shown in Figure 2.5(a) and (b), respectively.
The initial vorticity distribution for each vortex tube versus the radial distance from the
core axis is depicted in Figure 2.5(c); note the Gaussian distribution of vorticity inside and
zero outside the vortex tube.
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Figure 2.5: (a) Top and (b) side view of initial axial vorticity distribution. Red and blue
colors respectively show positive and negative axial vorticity. Core axis is depicted with
dash line. (c) Initial vorticity distribution versus the radial distance from the core axis.

To analyze the far-�eld sound, two sets of 192 equidistant probing points with circular
layout are considered on symmetric and boundary planes; the centers of the circles are
respectively at (xs; 0; 0) and (xs; 0; � � ), where xs = 1:38 is the x with the maximum
absolute value of the source term at the beginning of the circulation transfer atM o = 0:5{
the location is the same for allM o under consideration. Note that post-processing of case
M o = 0:5 consists of two steps; �rst,xs is found and then, probing points are set and
far-�eld sound is analyzed. There is not a clear interface between the near �eld and far
�eld. To be far enough from the vortices and prevent e�ects of the re
ected acoustic waves
on the data collected at the probing points (discussed in the next paragraph) at the lowest
M o, the probing points are located on a circle of radiusR = 4:8d, where d = 2r c is the
diameter of the initial vortex tubes; see Figure 2.6.

Periodic boundary conditions are implemented in all three directions. To avoid polluting
the data collected at the probing points by information across the periodic boundaries, the
computational domain is well extended in the advection (x) and lateral (y) directions.
Considering the higher relative speed of sound at lowerM o, the domain size is set to
66� � 66� � 2� for M o = 0:1 and 28� � 28� � 2� for all other M o. The mesh size of the
inner (2� )3 domain is 3843, which is consistent with the mesh independence atRe = 1500
[18]. By applying expansiongrowth ratio = 1:01 for the surrounding domain (note that
this is a small growth ratio in order to minimize dispersion/dissipation of the acoustic
waves in the far �eld), the �nal resolution becomes 1212� 1212� 384 for M o = 0:1 and
1036� 1036� 384 for all otherM o.

To minimize the initial acoustic transients and capture the salient features at early

28



Figure 2.6: Probing points on the symmetric and boundary planes. This �gure is a modi�ed
version of �gure 1 of [18].

stages of compressible reconnection, we use PIC proposed by [107]. Using the initial
vorticity distribution (equation 2.33), the velocity �eld is determined by solving the Poisson
equation:

r 2v = � r � ! : (2.34)

The velocity �eld is then normalized by the maximum velocity (the point with the max-
imum velocity is considered as the reference point and is denoted by the subscripto).
Imposing incompressible and inviscid 
ow assumptions, the Poisson equation for the pres-
sure term can be derived by taking the divergence of the momentum equation, i.e.:

r :(r P=� ) = � r :[(v: r )v]: (2.35)

Then, density is substituted by a polytropic relation:

� = ( P=Po)1=
 : (2.36)

Recall that Po = 1=
M 2
o is the pressure at the reference point,
 = 1:4 is the ratio

of the speci�c heats, andM o is the Mach number at the reference point. The Poisson
equation 2.35 provides the pressure di�erence; the pressure �eld is updated such that
pressure at the reference point becomesPo. Finally, density is calculated by the polytropic
relation (equation 2.36) satisfying� o = 1. Thermodynamic variables follow the ideal
gas equation,P = �RT , where R = Po is the gas constant, implyingTo = 1. The
initial velocity �eld is the same for all cases studied in this thesis; to get di�erentM o

we changePo leading to the modi�cation of the speed of sound at the reference point
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(recall that co = vo=Mo =
p


P o=� o, wherevo = 1 is the velocity at the reference point).
In the current study, we consider �ve di�erent subsonic reference Mach numbers:M o =
0:1; 0:3; 0:5; 0:7; and 0:9. Time step used in the Hybrid code for each case respectively
equalsdt = 0:00125; 0:0025; 0:005; 0:005; and 0:005.

The vortex Reynolds number is de�ned asRe = � 0=� o, with � 0 the initial circulation of
either vortex and � o the kinematic viscosity at the reference point. The dynamic viscosity
obeys the power-law relation,� = � o(T=To)3=4, where � o = � o� o. In the current research,
the sound generation of the vortex reconnection is studied atRe = 1500.

The reference length and time are taken to be unity. Timet0 represents the time just
before the beginning of the circulation transfer. Start time,tS, and end time, tE , are
de�ned as the times when the circulation on half of the symmetric plane (z = 0; y > 0)
becomes � = 0:95� 0 and � = 0 :05� 0, respectively. The reconnection time,tR , is the time
required for the reduction of the circulation on half of the symmetric plane from � = 0:95� 0

to � = 0 :50� 0. Furthermore, the maximum time, tM , is de�ned as the moment when the
absolute value of the acoustic source term becomes maximal (after the start of reconnection
tM > t S) within the computational domain.

2.2.4 Mesh Independency

Before any discussion about the results, mesh independency of the problem is investigated.
For this purpose, reconnection of two anti-parallel vortices is simulated in a small, 2� 3,
domain for M o = 0:5 and Re = 1500 and 6000, on four di�erent grids.

For Re = 1500, four grids, 1283, 2563, 3843, and 5123 are used. Figure 2.7(a) shows
the evolution of the maximum pressure versus time for the mentioned grids. Considering
the �nest grid as the exact solution,L2 error (1=n

p
� n

i =1 e2
i , wheren is the total number

of discrete data andei is the di�erence between the simulated and exact values at point
i ) takes the value of 3:7 � 10� 4, 2:6 � 10� 4, and 8:6 � 10� 5, on grids 1283, 2563, and 3843,
respectively. The same analysis is applied for the maximum local Mach number (Mmax ).
Figure 2.7(b) shows the evolution of theMmax versus time. L2 error takes the value of
6:1� 10� 4, 1:4� 10� 4, and 4:4� 10� 5, on grids 1283, 2563, and 3843, respectively. L2 error
data for this case is summarized in Table 2.1. Both of these analyses clearly con�rm the
mesh independency atRe = 1500.

For Re = 6000, four grids, 5123, 6403, 7683, and 10243 are used and the same analysis
is implemented. Figure 2.8(a) shows the evolution of the maximum pressure versus time
for the mentioned grids.L2 error takes the value of 8:9� 10� 6, 4:5� 10� 6, and 2:1� 10� 6,
on grids 5123, 6403, and 7683, respectively. Figure 2.8(b) shows the evolution of theMmax
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Figure 2.7: Mesh independency for the case withRe = 1500 and M o = 0:5 through
evolution of the (a) maximum pressure and (b)Mmax .

1283 2563 3843

L2 error of Pmax 3:7 � 10� 4 2:6 � 10� 4 8:6 � 10� 5

L2 error of Mmax 6:1 � 10� 4 1:4 � 10� 4 4:4 � 10� 5

Table 2.1: L2 error data on di�erent grids for the case withRe = 1500 and M o = 0:5.

31


	List of Figures
	List of Tables
	Abbreviations
	Introduction
	Overview
	Vortex Reconnection
	Reconnection Process
	Compressible Reconnection
	High-Re Reconnection
	Sound Generation Through Reconnection

	Motivation and Objectives

	Theoretical Framework and Numerical Setup
	Theoretical Framework
	Governing Equations
	Vortex Dynamics
	Acoustic Source

	Numerical Setup
	Nondimensionalization
	Numerical Method
	Problem Setup
	Mesh Independency


	Sound Generation Mechanism
	Characteristic Times and Local Mach Number
	Acoustic Source Term
	Flexion Product
	Mutual Cancellation and Spatial Distribution
	Approximate Sound Source
	Shocklets Features

	Near-Field Pressure and Far-Field Sound
	Near-Field Pressure Evolution
	Far-Field Sound Evolution

	Summary
	Concluding Remarks
	Future Work

	References
	APPENDICES
	Expanded Mathematical Relations
	Contours and Isosurfaces
	Reconnection Repetition

