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Abstract

The continued scaling of �eld-e�ect transistors (FETs) requires that nearly every aspect of these devices be

optimized to ensure that they can continue to meet practical performance requirements. However, scaling

the channel lengths of FETs naturally enhances electrostatic and quantum mechanical short-channel e�ects,

thereby increasing leakage currents in the OFF-state, reducing driving currents in the ON-state, and making it

di�cult for FETs attain optimal switching behaviours. To mitigate these detrimental e�ects, it is imperative

to (i) thoroughly understand the electrostatic operation of nanoscale FETs and (ii) establish novel design

strategies to mitigate short-channel e�ects.

In this thesis, I address these two challenges by studying the electrostatic operation of nanoscale FETs using

simulation techniques. In particular, I use the non-equilibrium Green’s function method, an atomistic

quantum transport simulation technique, to study the electrostatic operation of MOSFETs and to assess

the utility of novel electrostatic design strategies for nanoscale FETs.

The body of this thesis is divided into three main works. In the �rst, I study how individual elements of

a metal-oxide-semiconductor FET’s (MOSFET’s) semiconductor’s anisotropic permittivity a�ect device

performance, and I establish electrostatic-based guidelines for selecting optimal semiconductors for future

MOSFETs. Next, I study how replacing an FET’s conventional isotropic insulators (i.e. gate insulator

and spacers) with anisotropic insulators can improve the performance of both conventional MOSFETs

and tunnel FETs, and I propose novel insulator architectures to further optimize the performance of

these devices. Finally, in my third study, I examine how fringe-induced barrier lowering, an electrostatic

short-channel e�ect created by implementing high-κ gate insulators, can be exploited to suppress quantum

mechanical short-channel e�ects (source-to-drain tunneling) to improve the overall performance of

nanoscale MOSFETs. The operating principles and design rules established in these three works extend the

current picture of the electrostatic operation and design rules for nanoscale FETs to help device designers

continue to scale FETs while meeting essential performance benchmarks.
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1 Introduction

1.1 Scaling of Field-Effect Transistors

The advancement of modern computational technologies has been driven largely by the continued

miniaturization, or scaling, of the metal-oxide-semiconductor �eld-e�ect transistor (MOSFET). The

motivation behind miniturization is straightforward: the smaller MOSFETs are, the more we can put on

a single computer chip. Over the last 60 years, the lengths of MOSFETs have decreased exponentially, with

modern computer processors achieving billions of transistors on a single 1 cm
2

chip. However, MOSFETs

that comprise modern computer chips have channel lengths of around 10 nm, and scaling devices beyond

these lengths poses immense challenges, both in terms of device design and fabrication. Consequently, the

scaling of silicon-based MOSFETs over the last decade has been achieved mostly by decreasing the e�ective

footprint of their interconnects rather than by continuing to decrease their physical channel lengths.

Despite these challenges, the continued scaling of FETs’ channels remains a topic of great interest in both

academia and industry. FETs need to be extremely well optimized from nearly every perspective to scale

them into the sub-10 nm regime, requiring researchers to derive models that capture the unique behaviors of

nanoscale FETs (which often di�erent signi�cantly compared to the behaviors of their µm scale counterparts)

and to engineer novel design strategies to optimize sub-10 nm FETs. In particular, the electrostatic integrity of

devices tends to become compromised as devices are scaled to short channel lengths, making the electrostatic

engineering of nanoscale FETs an essential step in realizing the sub-10 nm regime.

Therefore, the goals of the work presented in this thesis are (i) to provide a deeper understanding of

the electrostatic operation of nanoscale FETs and (ii) to present novel design strategies for enhancing

nanoscale FETs’ electrostatic integrity. This thesis is organized as follows: �rstly, I discuss why electrostatic

integrity is essential for any high-performing FET and explain why scaling devices to extremely short channel

lengths compromises their electrostatic integrity. Next, I review previous literature to present the current

state-of-the-art in electrostatic engineering to contextualize the work of this thesis. Finally, I describe the

methodology I used to explore the electrostatic operation of nanoscale FETs before presenting three new

advances in electrostatic engineering in the body of this thesis.

1.2 Electrostatic andQuantumMechanical Short-Channel

Effects

The characteristic behaviours of MOSFETs can be understood using a capacitance network where the source,

drain, and gate electrodes are coupled to a point in MOSFET’s channel through three capacitors:C(‖)
S ,C(‖)

D ,

1



1 Introduction

and C(⊥)
G . Here, I use a superscripted parallel (‖) or perpendicular (⊥) sign to denote that the the capacitor

acts in the in-plane or out-of-plane direction, respectively. C(‖)
S and C(‖)

D couple the channel to the source

and drain, respectively, and arise due to lateral charge separation within an FET’s semiconductor. The gate

capacitance,C(⊥)
G , couples the channel to the gate electrode through the semiconductor and insulator. The

capacitances o�ered by the semiconductor and insulator in the out-of-plane direction are denoted by C(⊥)
SC

andC(⊥)
ox

, respectively, and the overallC(⊥)
G is the series capacitance ofC(⊥)

ox
andC(⊥)

SC . The locations of these

capacitors in an FET are shown schematically in Fig. 1.1(a), where VS , VD, VG, and ψch are the potentials of

the source, drain, gate, and a point in the channel, respectively. While we could assignψch to be the potential

at any point in the channel, it is most useful to de�ne ψch at the point in which the potential in the channel

is greatest. Consequently, we assignψch to be located in the center of the channel so that it is identical to the

height of the potential barrier, as illustrated schematically in Fig. 1.1(b).

We can already begin to understand the operating principles of a MOSFET using this simpli�ed model. If we

increaseVG by some amount ∆VG thenψch will likewise change by some amount ∆ψch, thereby inducing a

change in the drain current, ID. Ideally, a MOSFET’s ID should be as responsive to changes inVG as possible.

In other words, we generally wish to maximize ∂ID/∂VG, as this allows us to maximize the strength of our

signal, which is practical for several reasons: it allows us to maximize the frequency at which we can switch

MOSFETs o� and on [2], it minimizes MOSFETs’ power consumptions [3], and it boosts the sensitivity of

MOSFET-based sensors [4].

In the most ideal case, the potential of the channel will respond perfectly to a change in the gate electrode,

i.e. ∆ψch = ∆VG. However, from the top-of-the-barrier capacitor model shown in Fig. 1.1, we may note that

CG
(⊥)

CD
(∥)CS

(∥)
(a) (b)

VS VD

VG

CS
(∥) CD

(∥)

Cox
(⊥)

CSC
(⊥)

CG
(⊥)

VS VD

VG

Ψch

Ψch

Figure 1.1: (a)A diagram showing how key potentials in an FET are coupled through various capacitors. Adapted from

[1], © 2020 IEEE. (b) A top-of-the-barrier model where the conduction band edge is qualitatively plotted

as a function of the lateral position in the device. Here, the capacitors from (a) are used to illustrate that the

top of the barrier is taken asψch, which is in turn coupled to the source, drain, and gate electrodes. Adapted

from [2].

2



1 Introduction

VS and VD also in�uenceψch. By applying a capacitive voltage divider, we can estimate the in�uence of each

electrode on ψch:

ψch(C(‖)
S + C(‖)

D + C(⊥)
G ) = C(‖)

S VS + C(‖)
D VD + VGC

(⊥)
G (1.1)

ψch =
C(‖)

S VS + C(‖)
D VD + VGC

(⊥)
G

C(‖)
S + C(‖)

D + C(⊥)
G

(1.2)

∂ψch
∂VG

=
C(⊥)

G

C(‖)
S + C(‖)

D + C(⊥)
G

(1.3)

∂ψch
∂VS

=
C(‖)

S

C(‖)
S + C(‖)

D + C(⊥)
G

(1.4)

∂ψch
∂VD

=
C(‖)

D

C(‖)
S + C(‖)

D + C(⊥)
G

(1.5)

From Equation (1.3), ∂ψch/∂VG achieves its maximum value of 1 (corresponding to the ideal case of

∆VG = ∆ψch) when C(⊥)
G >> (C(‖)

S + C(‖)
D ). In this case, ∂ψch/∂VS ≈ 0 and ∂ψch/∂VD ≈ 0 from

Equation (1.4) and Equation (1.5), indicating that a change in the source/drain voltage will have little e�ect

on the channel’s potential. In this case, the gate has perfect control over the channel’s potential, whereas the

channel’s potential is entirely unresponsive to changes in the potentials of the source and drain. Such a device

is said to have good gate control. However, ifC(‖)
S and/orC(‖)

D are on the same order (or greater than)C(⊥)
G ,

then ∂ψch/∂VG will be considerably less than 1 and ∂ψch/∂VS and ∂ψch/∂VD will both be non-zero. Such

a device is said to have weak gate control and will generally o�er poor performance for practical applications.

Consequently, device engineers typically seek to maximizeC(⊥)
G while minimizingC(‖)

S andC(‖)
D to maximize

an FET’s performance. At the same time, however, we also wish to minimize the physical dimensions of

MOSFETs to �t as many devices as possible on a single computer chip. These two design considerations

con�ict: sinceC(‖)
S andC(‖)

D are geometric capacitances, they are inversely proportional to the channel length

Lch and become larger as the length of MOSFETs are scaled down. In other words, the drain and source

electrodes naturally exert greater in�uence on the channel’s potential as the lengths of devices decreases,

worsening device performance [2].

The in�uence of the source and drain’s electric �elds on the channel’s potential gives rise to a number of

short-channel e�ects that burden nanoscale FETs. These e�ects are pervasive among scaled devices and can

cause FETs to have reduced ON currents, slower switching speeds, and in extreme cases can lead to leakage

currents that prevent FETs from ever entering the OFF state. Therefore, it is extremely important for device

engineers to take electrostatic integrity into account when designing nanoscale FETs to ensure that FETs

remain able to meet key performance metrics even at the short channel lengths required for practical device

applications.
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A device’s electrostatic integrity is often quanti�ed by the scaling length λ. λ represents the distance that

electric �eld lines penetrate laterally from a device’s drain into its channel and is given by Equation (1.6) [5],

λ =

√
ε(SC)

εox
toxtch, (1.6)

where εox is the permittivity of the MOSFET’s gate insulator, ε(SC)
is the permittivity of the semiconductor,

tox is the thickness of the gate insulator, and tch is the thickness of the semiconductor. A device with

C(⊥)
G /C(‖)

D ≥ 10 typically exhibits strong electrostatic control, whereas devices tend to su�er from short

channel e�ects whenC(⊥)
G /C(‖)

D < 10. It should be noted, however, that Equation (1.6) is only an estimate for

λ, and that λ is di�cult to quantify precisely, especially for short-channel devices. However, Equation (1.6)

still o�ers a reasonable estimate for λ and is still regularly applied to describe the electrostatic integrity of

modern FETs [6].

Thermionic emission

Source-to-drain tunneling

Figure 1.2: A schematic illustration showing the di�erence between thermionic emission (where high-energy electrons

contribute to ID by traveling over the potential barrier) and source-to-drain tunneling (where lower-energy

electrons tunnel through the potential barrier).

Alongside electrostatic short-channel e�ects, quantum mechanical short-channel e�ects can severely degrade

the performance of ultra-scaled FETs. In particular, MOSFETs with sub-10 nm channel lengths tend to su�er

from source-to-drain tunneling, a quantum mechanical short-channel e�ect where electrons with energies

below the height of the potential barrier tunnel through the barrier to contribute to the total drain current, as

illustrated in Fig. 1.2. A MOSFET’s source-to-drain tunneling current grows exponentially as the MOSFET’s

channel length decreases, and in severe cases these tunneling currents can prevent MOSFETs from entering

the OFF-state, even at extremely negative gate biases [7].
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1.3 Recent Advances in the Electrostatic Engineering of

Field-Effect Transistors

1.3.1 Electrostatics of Semiconductors

Decreasing the physical thickness of a MOSFET’s semiconductor is one of the most common approaches for

increasing an FET’s electrostatic integrity. Thick semiconductors exhibit relatively poor electrostatic control

because the physical thickness of the semiconductor itself acts as a capacitor that weakens the coupling

between the bottom of the semiconductor (i.e., the portion of the semiconductor opposite to the gate

electrode). This behavior is re�ected in Equation (1.3), as C(⊥)
G is the series capacitance of C(⊥)

ox
and C(⊥)

SC ,

whereC(⊥)
SC ∝ 1

tSC
. This behavior is also re�ected in Equation (1.6), whereλdecreases as tch decreases, thereby

decreasingC(⊥)
G /C(‖)

D and improving the device’s electrostatic integrity. However, mobilities of electrons and

holes of common semiconductors (e.g., silicon, gallium arsenide) decrease rapidly as the semiconductor’s

thickness approaches nanometer length scales, posing a practical limit for further decreasing tch. This

limitation has one of the main reasons why commercial silicon-based MOSFETs have not been scaled to

channel lengths less than 10 nm.

New possibilities in scaled devices emerged in 2010 when two-dimensional (2-D) MoS2 was found

to be a direct band gap semiconductor that exhibits reasonable electron and hole mobilities even at

monolayer thicknesses [8]. This generated a surge of research interest within the �eld of two-dimensional

semiconductors and has since lead to the discovery of over 100 2-D semiconductors have been studied for

use in FETs in either a theoretical (e.g., using density functional theory coupled with quantum transport

simulations) or experimental capacity [9]. While two-dimensional semiconductors still face signi�cant

challenges before they can be implemented in practical FETs, such as improving their ambient stability,

improving their contact resistances, and doping them without introducing unacceptable levels of strain, they

remain the most promising class of materials for enabling scaled FETs with strong electrostatic integrities.

Aside from engineering the thickness of semiconductors, several recent works have focused instead on the

semiconductor’s permittivity, which is another key parameter for determining the capacitances contained

within an FET’s semiconductor (labelled in Fig. 1.1). Generally speaking, the electrostatic coupling o�ered

by the semiconductor tends to deteriorate device performance by increasing the drain’s in�uence over the

channel. This is also re�ected in Equation (1.6), where λ increases as the semiconductor’s permittivity

increases. Recently, reports have emerged that suggest that due to a phenomenon termed permittivity
reduction, the permittivity of some semiconductors may not be constant throughout the material. For

example, polarized bonds in thin slabs silicon cause the material’s local permittivity to decrease, leading to

a non-uniform permittivity that is small at the surface and that increases towards the bulk value of silicon

(12ε0) in the center of the slab. In 2019, Chen et al. [10] investigated how permittivity reduction could

impact the performance of ultra-scaled MOSFETs by using non-equilibrium Green’s function simulations to

simulate the performance of MOSFETs with di�ering dielectric pro�les. As a test case, they �rst investigated

silicon-based MOSFETs where the dielectric constant of silicon was varied from 4 to 12. As shown in

5



1 Introduction

(g) (h) (i)

(e) (f)(a) (b)

(c) (d)

% strain % strain % strain

Figure 1.3: (a) Simulated transfer characteristics for MOSFETs where the semiconductor’s dielectric constant was

varied between 4 and 4, and whose channel lengths/semiconductor thicknesses are 20/3 nm (group A),

10/3 nm (group B), and 10/4 nm (group C). (b) Threshold voltage and subthreshold swing as a function of

channel length for MOSFETs whose semiconductor’s dielectric constant is varied from 4 to 12 and whose

semiconductor’s thickness is �xed at 3 nm. (c) Various semiconductor dielectric constant pro�les used for

subsequent simulations. (d) Simulated transfer characteristics for MOSFETs with the pro�les shown in (c)

(dashed red and black lines) and for MOSFETs with constant semiconductor dielectric constants of 16 (solid

red line), 12 (solid black line) and 4 (solid gray line). (e) and logarithmic (f ) transfer characteristics for 3-layer

MoS2-based MOSFETs with a base dielectric constant of 10 and an arti�cial dielectric constant of 20. In

plane (g,h) and out-of-plane (i) permittivities of MoS2 as a function of strain, where black, blue, red, and

green lines correspond to isotropic, shear (xy), uniaxial (x), and uniaxial (y) strains, respectively.

(a – d) are taken from ref. [10] and are © 2019 IEEE.
a

(e) and (f) are taken from ref. [11] and are © 2017 AIP publishing.
b

(g – i) are taken from ref. [12] and are © 2016 Elsevier.
c

a

See copyright letter provided at the end of this thesis.

b

Reprinted from Journal of Applied Physics, 121, A. Lu et al., On the electrostatic control achieved in transistors based on

multilayered MoS2: A �rst-principles study, 044505, 2017, with the permission of AIP Publishing.

c

Reprinted from Solid State Communications, 227, A. Maniadaki et al., Strain engineering of electronic properties of transition

metal dichalcogenide monolayers, 33 – 39, 2016, Copyright 2016, with permission from Elsevier.

Fig. 1.3(a) and Fig. 1.3(b), the MOSFETs’ OFF-currents and subthreshold swings were both minimized

when the semicondutor’s permittivity was set to small values, whereas the threshold voltage increased as

the dielectric constant increased as a result of drain-induced barrier lowering. Next, they simulated the
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performance of MOSFETs where the permittivity of silicon followed the functions shown in Fig. 1.3(c),

where the y direction corresponds to the out-of-plane direction (i.e., perpendicular to the direction in which

current is carried). As shown in Fig. 1.3(d), MOSFETs whose semiconductors followed these dielectric

pro�les had lower subthreshold swings and OFF-currents compared to MOSFETs whose semiconductors’

permittivities were set to the peak values in the pro�les (i.e. 16 for the solid red line, 12 for the solid black

line), but could not outperform a semiconductor whose permittivity was set to the minimum value in the

dielectric pro�le (i.e. 4 for the grey line).

Similarly, two-dimensional layered semiconductors, such as MoS2 and black phosphorus, exhibit

thickness-dependent permittivities where both their in-plane and out-of-plane permittivities decrease from

their bulk value as the semiconductor’s thickness decreases. This in turn a�ects source/channel and

drain/channel couplings and modi�es electrostatic shielding e�ects between subsequent layers. In 2017, Lu

et al. demonstrated that electrostatic shielding between layers of two-dimensional semiconductors could

greatly impact the performance of two-dimensional semiconductors by simulating the transfer characteristics

of MoS2-based MOSFETs with varying numbers of layers. Interestingly, they observed that the ON

current increased and subthreshold swing decreased when the semiconductor’s permittivity increased from

∼10 to 20 [Figs. 1.3(e,f)], which is in disagreement with scaling trends for the semiconductor’s permittivity

predicted by Equation (1.6). However, the reason for this discrepancy was not commented on in the original

publication, but will be investigated in greater detail in Chapter 3 of this thesis.

Although a material’s permittivity is typically thought of as a �xed constant, in 2016 Maniadaki et al. [12]

demonstrated that a semiconductor’s in-plane and out-of-plane permittivities could be tuned by straining the

material’s atomic lattice. For example, the in-plane permittivity of MoS2 could be tuned between∼5.5 and

8 by applying compressive/tensile strains [Figs. 1.3(g),(h)], whereas the out-of-plane permittivity of MoS2

could be tuned between ≈ 3.2 and 4.5 [Fig. 1.3(i)]. As strain engineering is regularly employed to tune

other essential electronic properties of semiconductors, such as mobility and band gap [13], the ability to

simultaneously tune dielectric constants through strain engineering could allow promising semiconductors

to be further optimized post-fabrication.

1.3.2 Electrostatics of Insulators

The most straightforward approach to enhance a MOSFET’s electrostatic integrity is by increasing the

capacitance o�ered by its gate insulator. AsC(⊥)
ox
∝ εox/tox, this may be achieved by decreasing the insulator’s

physical thickness and/or by using insulators with higher permittivities, called high-κ insulators. To facilitate

the comparisons of various gate oxides, device designers often discuss gate insulators in terms of their

equivalent oxide thicknesses (EOTs), calculated as:

EOT =
ε(SiO2)

εox
tox (1.7)
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where ε(SiO2)

is the permittivity of silicon dioxide (3.9). The EOT quanti�es the capacitance of an insulator

by describing how thick a layer of silicon dioxide would have to be to provide an equivalent gate capacitance.

For instance, a hypothetical insulator with a permittivity of 39 and a physical thickness of 10 nm has an EOT

of 1 nm, which means it o�ers the same gate capacitance as 1 nm of silicon dioxide. To quantify how EOT

a�ects a MOSFET’s electrostatic integrity, we can substitute Equation (1.7) into Equation (1.6) to obtain

λ =

√
ε(SC)

ε(SiO2)

tchEOT. (1.8)

Let us consider a hypothetical MOSFET made with a semiconductor with ε(SC)
= 10 (a typical value for

semiconductors), tch = 1 nm, and with a target Lch = 10 nm. To achieve strong electrostatic control, we

require that λ ≈ 1 nm, which in turn requires the gate insulator to o�er an EOT of 0.39 nm. Although

silicon dioxide can indeed be grown at physical thicknesses of < 1 nm, such a small EOT cannot practically

be obtained using silicon dioxide (or other insulators with low permittivities) because electrons and holes

can readily tunnel from the gate electrode to the semiconductor when the insulator is made too thin, which

would prevent MOSFETs from ever entering the OFF-state. Consequently, researchers have instead turned

towards implementing high-κ insulators in MOSFETs to achieve small EOTs while still maintaining large

physical thicknesses to suppress gate leakage.

However, implementing high-κ insulators into FETs creates several drawbacks. Firstly, the interfaces

between semiconductors and high-κ insulators tend to contain large numbers of interfacial defects, such

as trapped charges and recombination sites, which negatively impact device performance. This is particularly

problematic for 2-D semiconductors, as their crystal structures do not align well with those of conventional

insulators. Consequently, the search for high-κ insulators compatible with 2-D semiconductors has been

identi�ed as a key step that must be ful�lled before 2-D semiconductor-based FETs can be realized for most

practical applications [14].

Another notable problem with high-κ insulators is that while their high permittivities couple the channel

more strongly to the gate, they also tend to enhance lateral fringing �elds that run horizontally through

FETs. These fringing �elds negatively contribute to circuit-level performance metrics of MOSFETs (e.g.

by increasing FETs’ intrinsic delays) and also deteriorate their ideal source-to-drain transfer characteristics

by relinquishing some of the gate’s control over the center of the channel. Consequently, while high-κ

insulators outperform low-κ insulators at a given physical thickness, they tend to o�er worse performance

than low-κ insulators at the same EOTs by increasing both SS and OFF-currents, as shown in Fig. 1.4(a).

This phenomenon, referred to as fringe induced barrier lowering (FIBL), is well known and has been studied

since the early 2000s.

To circumvent FIBL while still ensuring that oxides could retain physical thicknesses large enough to prevent

gate leakage, Salmani-Jelodar et al. proposed using the MOSFET structure in Fig. 1.4(b), where a thin

(< 1 nm) layer of SiO2 served as a bu�ering layer and a larger layer composed of a targeted high-κ gate
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(a) (b) (c) 

(d) (e) (f) 

Figure 1.4: (a) Transfer characteristics of a MOSFET with various gate insulators, each of whose EOTs are �xed at

0.83 nm. Insulators are listed in the legend in order of decreasing permittivity. (b) MOSFET structure to

reduce FIBL while maintaining a large physical thickness to prevent source-to-drain tunneling. (c) Transfer

characteristics of an La2O3-based MOSFET with bu�er layers of varying thickness, where the EOT of each

gate stack is held constant at 0.86 nm. (d) SS as a function of bu�er layer thickness for 3 high-κ insulators.

(e) Hetero-gate-dielectric MOSFET architecture used to enhance TFETs. (f ) I
on

and SS as functions of

geometric parameters as labeled in (e).

(a) – (d) were taken from ref. [15] and are © 2016 IEEE.

(e) – (f) were taken from ref. [16] and are © 2010 IEEE.

dielectric served as the principal gate insulator. For example, Fig. 1.4 (c) shows the transfer characteristics of

the architecture in Fig. 1.4(b) with an La2O3 gate insulator (εox = 30) for bu�er layers of varying thickness,

where EOT was held constant at 0.86 nm for every con�guration. The MOSFET with no bu�ering layer [i.e.

the thickness of SiO2 (tSiO2) = 0] exhibited an OFF-state current of 10−2 µA/µm at VG = -0.4 V, whereas

the OFF current decreased when tSiO2 was set to 3 or 5 Å. However, at 7 Å, the insulator’s physical thickness

became too small to prevent gate leakage, leading to an extremely high SS in the OFF-state. Similarly, the

authors found that the SS’s of MOSFETs using other gate insulators could be improved using this bu�ering

layer strategy [Fig. 1.4(d), also at a �xed EOT of 0.86 nm], thus presenting a unique way to maintain large

physical oxide thicknesses while still mitigating FIBL.

Finally, recent works have sought to optimize the electrostatics of tunnel �eld-e�ect transistors (TFETs, a

type of FET whose current is driven by source-to-drain tunneling rather than thermionic emission) using

hetero-gate-dielectrics, which are gate insulators that are composed of two or more distinct lateral regions

with di�ering permittivities. Hetero-gate-dielectrics were �rst proposed by Choi and Lee in 2010 [16], who

demonstrated that the hetero-gate-dielectric architecture in Fig. 1.4(e) could improve both the SS’s and

ON-currents and TFETs. In this architecture, a low-κ insulator, such as SiO2, spans most of the device, and

a small high-κ insulator, such as HfO
2
, is inserted between the source/channel interface and the center of the

channel. The abrupt transition in the lateral dielectric constant induces a dip in both the valence band and
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conduction band edges near the source side of the channel. Consequently, the tunneling distance is decreased

when the device is in the ON-state, whereas the tunneling distance remains relatively unchanged when the

device is in the OFF-state, leading to an improved current in the ON-state without compromising the SS, as

shown in Fig. 1.4(f). Using this optimized architecture, the authors demonstrated that the TFET’s ON-state

current improved by 30% while SS decreased by 60%.
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2 Methodology

2.1 Motivation for SimulatingNanoscale Field-Effect

Transistors

In this thesis, I exclusively use computational methods to study the electrostatics of nanoscale FETs and to

explore new strategies for engineering FETs’ electrostatics. While an FETs’ electrostatics can also be studied

experimentally, simulation studies carry several distinct advantages that make them especially useful for

this task. In particular, much of the work presented in the body of this thesis studies how varying the

dielectric constants of various regions in FETs a�ects devices’ transfer characteristics. This type of study

is di�cult to carry out experimentally because varying a region’s dielectric constant by using di�erent

materials can result in experimental di�erences (e.g., processing conditions, interfacial defects), which may

introduce confounding factors. Furthermore, intermediate results, such as an FET’s electrostatic pro�le,

conduction/valence band edge pro�les, current spectra, and charge carrier densities, can be di�cult to

measure experimentally, though they are readily extracted from device simulations. Consequently, many

innovations in electrostatic engineering reported in previous literature were initially studied through

simulation methods before their subsequent experimental demonstration.

2.2 Non-EquilibriumGreen’s Function Simulations

The non-equilibrium Green’s function (NEGF) method is a simulation method frequently used to model

quantum transport in nanoscale materials and devices. The NEGF method is extremely popular because it is

quantum mechanical and atomisticly rigorous and hence can accurately model devices with arbitrarily small

dimensions. Other popular modeling techniques for semiconductor devices, such as the semi-classical drift

di�usion model, fail to capture the quantum mechanical phenomena (e.g., electron wave interference and

quantum mechanical tunneling) that in�uence nanoscale devices.

The NEGF method models quantum transport using Green’s functions and the electrostatic potential using

Poisson’s equation. Green’s functions calculate the spatial distribution of charge carriers as a function of

the device’s electrostatic potential, whereas Poisson’s equation calculates the device’s electrostatic potential

as a function of the spatial distribution of charge carriers. The NEGF method therefore aims to �nd a

self-consistent electrostatic potential and charge carrier distribution which simultaneously satisfy both sets

of equations. Finally, once the density of charge carriers is known, the current �owing through the device

may be easily calculated, as shown schematically in Fig. 2.1.
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Self-consistent loop

START

Guess initial 
electrostatic potential

Use previous electrostatic potential to 
calculate new charge carrier density

Use new charge carrier density to 
calculate new electrostatic potential

Calculate error
Is the 

solution self-
consistent?

Calculate driving current based on 
final charge carrier distribution

Output final 
electrostatic 
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carrier density, and 

current

END

No

Yes

Figure 2.1: A �ow chart illustrating the NEGF simulation method.

The work presented in this thesis focuses speci�cally on engineering the electrostatics of devices, which are

modeled exclusively through Poisson’s equation. Therefore, this chapter will brie�y present the transport

equations used in the NEGF method before discussing the modeling of Poisson’s equation in detail.

2.2.1 Transport Equations

The basis for the NEGF formalism lies in the Green’s function for Schrodinger’s equation, given as:

G(E) = [(E + δi)I −H − qψ − ΣS − ΣD]−1, (2.1)

where E is energy, i =
√
−1, δ is an in�nitesimally small positive number, H is a tight-binding (or

tight-binding-like) Hamiltonian matrix that describes the electronic properties of the semiconductor, q is

the elementary charge, ψ is the electrostatic potential, and ΣS and ΣD are the self-energies of the source

and drain, respectively. We use Equation (2.1) to �nd the quantum mechanical electron and hole densities,

Gn(E) andGp(E), as follows:
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Gn(E) = G(E)Σin
α G

†(E), (2.2)

Gp(E) = G(E)Σout
α G†(E), (2.3)

where a superscripted dagger denotes the complex conjugate, and where Σin
α and Σout

α are referred to as the

in-scattering and out-scattering functions, respectively. These functions are calculated using the self-energies

of the source and drain as follows:

Σin
α = i[ΣS(E)− Σ†S(E)]f(E), (2.4)

Σout
α = i[ΣD(E)− Σ†D(E)][1− f(E)]. (2.5)

Here, f(E) is the Fermi function, which describes the probably of an electron existing at a particular energy

level:

f(E) = [1 + exp(
E − Ef
kBT

)]−1, (2.6)

where Ef is the fermi energy, kB is the Boltzmann constant, and T is the temperature. Once the solutions

to the above equations are known, we can �nd the density of electrons and holes (ρn and ρp) simply by

integrating across all available energies:

ρn(r) = 2

∫ ∞
−∞

dE

2π
Gn(E), (2.7)

ρp(r) = 2

∫ ∞
−∞

dE

2π
Gp(E). (2.8)

And �nally, we calculate the density of current �owing through the device as:

Jα =
2e

h̄

∫
dE

2π
Tr

[
Σs(E)[Gn(E) +Gp(E)]− ΓαG

n(E)
]
, (2.9)

where Tr is the trace operator.
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Equation (2.9) is the end-result of an NEGF simulation and only needs to be computed once we are certain

that the charge carrier densities are properly satis�ed. To obtain this self-consistent solution, we feed ρn(r)

and ρp(r) into Poisson’s equation to calculate the device’s electrostatic potential, allowing us to resolve

Equation (2.1). When these variables do not change signi�cantly between successive iterations then we

consider the equations to be satis�ed self-consistently, and only then can we correctly calculate the device’s

current.

2.2.2 Poisson’s Equation

Poisson’s equation of electrostatics, or simply Poisson’s Equation, is a cornerstone of electrostatics and

is an essential component for our NEGF device simulations. The derivation of Poisson’s equation is

straightforward. We begin with the divergence form of Gauss’s law in two dimensions:

∇ ·D(x, z) = ρ(x, z) (2.10)

where∇ is the gradient operator,D is the displacement �eld, ρ is the electric charge density, and x and z are

spatial coordinates. The displacement �eld is given by:

D(x, y, z) = ¯̄ε(x, z)E(x, z) (2.11)

where ¯̄ε is the dielectric tensor andE(x, y, z) is the electric �eld. Note that I have written the dielectric tensor

as a functional of spatial position to ensure that Equation (2.11) remains valid in heterogenuous media.

We substitute Equation (2.11) into Equation (2.10) to obtain:

∇ · ¯̄ε(x, z)E(x, z) = ρ(x, z) (2.12)

Finally, we substitute E(x, z) = −∇ψ(x, z) (where ψ is the potential) into Equation (2.12) to obtain

Poisson’s equation:

∇ · [¯̄ε(x, z)∇ψ(x, z)] = −ρ(x, z) (2.13)

Numerical schemes for solving Equation (2.13) have been presented in previous literature. However, to

my knowledge, derivations for these schemes are only presented for the isotropic Poisson’s equation, where

¯̄ε(x, z) is replaced by a scalar permittivity. To derive a numerical scheme to solve the anisotropic Poisson’s
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equation [i.e. as it is written in Equation (2.13)], I will follow a derivation presented in previous literature for

the isotropic Poisson’s equation but without making the simpli�cation that ¯̄ε(x, z) is a scalar. The original

derivation that I will be following was presented by Nagel in 2012 [17].

We use the �ve-point star method to obtain a numerical scheme with which we may solve Poisson’s equation.

In this approach,ψ is discretized in a rectangular grid in the x and z dimensions, as illustrated in Fig. 2.2(a).

In the most general case, we consider the central point, ψ(i,j)
, at an interface between four materials whose

permittivities are labeled in Fig. 2.2(a). We wish to �nd a numerical scheme to solve for ψi,j in terms of the

potentials of the neighbouring points along the grid, which will allow us to build a system of equations to

solve for ψ(x, z) across the device using standard linear algebra techniques.

To work Equation (2.13) into a form which we may solve numerically, we note that integrating ρ across the

di�erential area dxdz will yield the di�erential charge of that area, Q. We integrate both sides and apply

divergence theorem to the left hand side of Equation (2.13) to obtain:

∫∫
∇ · [¯̄ε(x, z)∇ψ(x, z)]dΩ = −

∫∫
ρdΩ = −Q(x, z) (2.14)

∮
[¯̄ε∇ψ] · dn = −Q(x, z) (2.15)

∮ ([
ε‖(x, z) 0

0 ε⊥(x, z)

]
·
[
∂/∂x

∂/∂z

]
ψ(x, z)

)
· dn = −Q(x, z) (2.16)

∮ (
ε‖(x, z)

∂ψ(x, z)

∂x
+ ε⊥(x, z)

∂ψ(x, z)

∂z

)
· dn = −Q(x, z) (2.17)

We expand the left side of Equation (2.17) by treating it as a series of smaller integrals around the exterior

of the square. Following the notation of [17], we refer to the edges of the square as S1, S2, S3, and S4 [as

labelled in Fig. 2.2)(b)], and use

∫
Sn

to denote the integral along side Sn. We wish to integrate clockwise

around the square, so we write:

∮ (
ε‖(x, z)

∂ψ(x, z)

∂x
x̂+ ε⊥(x, z)

∂ψ(x, z)

∂z
ẑ

)
· dn =

∫
S1

+

∫
S2

+

∫
S3

+

∫
S4

= −ρ∆x∆z (2.18)

where we noted that Q ≈ ρ∆x∆z, where ∆x and ∆z are the spacings between consecutive grid points

along the x and z dimensions, as labeled in Fig. 2.2. Next, we write out and solve the integrals, with a sample
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𝜓 𝑥, 𝑧 = 𝜓!,#

𝜓 𝑥, 𝑧 = 𝜓!,#$%

𝜓 𝑥, 𝑧 = 𝜓!,#&%

𝜓 𝑥, 𝑧 = 𝜓!&%,#𝜓 𝑥, 𝑧 = 𝜓!$%,#

𝜖∥(𝑥, 𝑧) = Ω∥
𝜖((𝑥, 𝑧) = Ω(

𝜖∥(𝑥, 𝑧) = Γ∥
𝜖((𝑥, 𝑧) = Γ(

𝜖∥(𝑥, 𝑧) = Λ∥
𝜖((𝑥, 𝑧) = Λ(

𝜖∥(𝑥, 𝑧) = Ξ∥
𝜖((𝑥, 𝑧) = Ξ(

𝜓 𝑥, 𝑧 = 𝜓!,#

(a)

(b)

𝑆-

𝑆.

𝑆/

𝑆0

Δ𝑥

Δz

Figure 2.2: (a) The �ve-point star grid used when solving Poisson’s equation numerically. Each region in the grid has

its own unique permittivities, as labeled. (b)The same, showing the square with di�erential area dxdz used

to set up the integrals shown in Equations (2.20) – (2.23). Adapted from [17].
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integration for S1 shown below. Similar integrals for S2 - S4 are obtained by updating both the limits of

integration and carrying out the dot products with the correct vectors.

∫
S1

=

∫ − dz
2

dz
2

(
ε‖(x, z)

∂ψ(x, z)

∂x
x̂+ ε⊥(x, z)

∂ψ(x, z)

∂z
ẑ

)
· (−x̂)dz =

∫ dz
2

− dz
2

ε‖(x, z)
∂ψ(x, z)

∂x
dz

(2.19)

And we apply a central di�erence scheme to obtain:

∫
S1

≈ ∆z

(
Γ‖ + Ξ‖

2

)(
V (i+1,j) − V (i,j)

∆x

)
=

∆z

∆x

(
Γ‖ + Ξ‖

2

)
(V (i+1,j) − V (i,j)) (2.20)

This procedure, when carried out on the remaining sides of the square, yields:

∫
S2

≈ ∆z

∆x

(
Γ⊥ + Ω⊥

2

)
(V (i,j+1) − V (i,j)) (2.21)

∫
S3

≈ ∆x

∆z

(
Ω‖ + Λ‖

2

)
(V (i−1,j) − V (i,j)) (2.22)

∫
S4

≈ ∆z

∆x

(
Λ⊥ + Ξ⊥

2

)
(V (i,j−1) − V (i,j)) (2.23)

We then substitute these results back into Equation (2.18) and rearrange to obtain:

A1V
(i−1,j) +A2V

(i,j−1) +A3V
(i+1,j) +A4V

(i,j+1) +A5V
(i,j) = −ρ(i,j) (2.24)

where:
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A1 =
Ω‖ + Λ⊥

2(∆z)2
(2.25)

A2 =
Λ⊥ + Ξ⊥
2(∆z)2

(2.26)

A3 =
Γ‖ + Ξ‖

2(∆x)2
(2.27)

A4 =
Γ‖ + Ω‖

2(∆x)2
(2.28)

A5 =
Ω‖ + Γ‖ + Λ‖ + Ξ‖

2(∆x)2
+

Ω⊥ + Γ⊥ + Λ⊥ + Ξ⊥
2(∆z)2

(2.29)

Next, we need to consider our boundary conditions. The simplest boundary condition we consider is used

to model the applied gate voltage. In this case, we simply assign:

ψ(i,j) = VG (2.30)

where VG is the applied gate voltage.

Next, we consider the boundary conditions around the simulation domain which do not correspond to

a �xed voltage. A simple and e�ective way to handle these boundaries is to apply Neumann boundary

conditions:

∂ψ

∂n
=
ψb − ψi

∆n
(2.31)

where n is the direction normal to the surface (i.e. x for the left edge, −x for the right edge, z for the top

edge, and−z for the bottom edge),ψb is the potential at a point along the boundary we are considering, and

ψi is the potential at the nearest grid point adjacent to ψn such that ψi does not itself fall on the edge of the

device. Here, we assume that
∂ψ
∂n = 0 along the boundary, allowing us to write:

ψ(i,j) − ψ(i+1,j) = 0 for the leftmost boundary (2.32)
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ψ(i,j) − ψ(i−1,j) = 0 for the rightmost boundary (2.33)

ψ(i,j) − ψ(i,j−1) = 0 for the topmost boundary (2.34)

ψ(i,j) − ψ(i,j+1) = 0 for the bottommost boundary (2.35)

This allows us to adapt our previous coe�cients from each case to ensure consistency across our solution.

For example, for the leftmost boundary condition, we would assign A1 = A2 = A4 = 0, A3 = −1, and

A5 = 1 so that Equation (2.24) is identical to Equation (2.31) (where ρ(i,j) = 0 in this case).

Our �nal boundary conditions correspond to the corners of the device. In this case, we apply the boundary

condition expressed in Equation (2.31) once in each direction and then add the results to obtain:

∂ψ

∂n1
= 0 =

ψc − ψe1
∆n1

(2.36)

∂ψ

∂n2
= 0 =

ψc − ψe2
∆n2

(2.37)

0 = 2ψc − ψe1 − ψe2 (2.38)

where ψc is the potential at the corner we are considering, n1 and n2 are the two directions normal to the

corner, and ψe1 and ψe2 are the potentials of the grid points next to the corner we are considering in the

directions n1 and n2, respectively. We follow this procedure for each corner and obtain:

2ψ(i,j) − ψ(i+1,j) − ψ(i,j+1) = 0 for the bottom left corner (2.39)

2ψ(i,j) − ψ(i−1,j) − ψ(i,j+1) = 0 for the bottom right corner (2.40)

2ψ(i,j) − ψ(i+1,j) − ψ(i,j−1) = 0 for the top left corner (2.41)

2ψ(i,j) − ψ(i−1,j) − ψ(i,j−1) = 0 for the top right corner (2.42)

This result once again allows us to adapt our previous coe�cients from each case to ensure consistency across

our solution. For example, for the bottom left corner, we would assignA1 = A2 = 0,A3 = A4 = −1, and

A5 = 2, so that Equation (2.24) matches Equation (2.38).
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After following the above procedures for boundary conditions, we will have established equations to describe

the potential at every point in our simulation domain, giving usN equations that correspond toN unknown

variables. If the length of the device is Lx and the thickness of the device is Lz , then we will have Nx =

Lx/∆x discretization points in the x direction and Nz = Lz/∆z discretization points in the z direction,

giving us a total of N = NxNz equations. To �nally solve for the potential across the device, we build a

system of equations in the form of:

¯̄Aψ̄ = ρ̄ (2.43)

where
¯̄A is a sparse NxNz × NxNz matrix built using the coe�cients A1 - A5 along the entire device and

ψ̄ and ρ̄ are vectors of length NxNz which contain the charge densities and potentials at every point in the

device. We �ll in
¯̄A using Equations (2.25) – (2.29) for points inside of the device and by using the boundary

conditions outlined above for the points along the exterior of the simulation boundary, yielding a closed

system of linear equations. For small devices, Equation (2.43) may be solved directly through inverting
¯̄A.

For larger devices, inverting an NxNz × NxNz sized matrix directly may be computationally ine�cient

and/or lead to numerical instability, so we may instead employ an iterative Newton-Raphson method, as

described in Chapter 3.2 of [18], to solve Equation (2.43) more e�ciently.
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3 Dielectric Anisotropy in

Semiconductors

The work documented in this chapter was published in June 2020 and is © 2020 IEEE

(R. K. A. Bennett, D. Yin, and Y. Yoon, “Assessing the Role of a Semiconductor’s Anisotropic

Permittivity in Hafnium Disul�de Monolayer Field-E�ect Transistors,” IEEE Transactions on
Electron Devices, vol. 67, pp. 2607–2613, June 2020, doi: 10.1109/TED.2020.2985023) [1].

3.1 Introduction

2-D FETs are widely studied using computational methods, such as the non-equilibrium Green’s function

(NEGF) formalism, where the device’s charge density is solved self-consistently with its electrostatic

potential. The potential is modelled using Poisson’s equation, which is a function of the permittivity

throughout the device. The permittivities of many 2-D semiconductors are represented by diagonal tensors

whose components are the permittivity along the in-plane directions, ε(SC)

‖ , and the permittivity in the

out-of-plane (stacking) direction, ε(SC)

⊥ [19]. Many recent studies that used computational methods to study

2-D FETs with semiconductors whose permittivities are anisotropic have taken this anisotropy into account

[11, 20, 21, 22, 23, 24]. Many similar works instead represent the permittivity as a scalar [25, 26, 27, 28, 29],

thereby assuming the permittivity of the semiconductor is isotropic, thereby making an approximation that

I shall refer to as the isotropic approximation.
1

The inconsistent use of the isotropic approximation makes

comparing otherwise similar studies di�cult, as there have been no investigations on the consequences of

using the isotropic approximation when modelling materials with anisotropic permittivities. Furthermore,

many studies report di�erent values of ε(SC)

‖ and ε(SC)

⊥ for TMD monolayers. To illustrate this, I have plotted

ε(SC)

‖ and ε(SC)

⊥ for TMD monolayers from di�erent sources in Fig. 3.1(a).

Because there have been no works that systematically studied the role of a semiconductor’s anisotropic

permittivity on the performance of 2-D-material-based MOSFETs, it is impossible to anticipate the

di�erences in device performance that could arise from implementing the isotropic approximation or from

using the full anisotropic case with an “incorrect" ε(SC)

‖ and/or ε(SC)

⊥ when simulating the performance of

these devices. In this chapter, I address this gap in knowledge by simulating quantum transport in 2-D

FETs. In Chapter 3.3.1, I compare results obtained using the full anisotropic case to results obtained using

two di�erent isotropic approximations. I also investigate how the isotropic approximation a�ects results

for devices with di�erent gate oxides and channel lengths. In Chapter 3.3.2, I study the role of ε(SC)

‖ and

1

Note that I have assumed a work used the anisotropic case if it explicitly said it was doing so or if the authors reported ε(SC)

‖ and

ε(SC)

⊥ separately (or cited a source for their permittivity that did so, if the work did not report the permittivity directly), while I

assumed that a study used the isotropic approximation if the authors reported the dielectric constant as a scalar.
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(a) (b) (c)

Figure 3.1: (a) Various reported values in literature for ε(SC)

‖ and ε(SC)

⊥ for TMDs. The black dashed line corresponds

to ε(SC)

‖ = ε(SC)

⊥ . We wish to highlight the anisotropic permittivies of these TMDs and show that there is a

discrepancy in the reported ε(SC)

‖ and ε(SC)

⊥ for these materials (values taken from [11, 19, 20, 21, 26, 30]).

(b) the lattice structure of 1T HfS
2

from a top-down view (top) and from a side view (bottom). The red box

in the top view shows the rectangular supercell used for DFT calculations. The directions of anisotropic

permittivities ε(SC)

‖ and ε(SC)

⊥ are labelled to the left of each diagram [1]. © 2020 IEEE.

ε(SC)

⊥ directly, and explain how they in�uence device performance by considering a capacitor model of FETs.

My analysis shows that increasing ε(SC)

‖ worsens device performance by providing capacitance between the

source/channel and channel/drain, and increasing ε(SC)

⊥ improves device performance by increasing the gate

capacitance, functioning similarly to the gate oxide.

3.2 Methodology

Devices were simulated using the NEGF method whereby the electrostatic potential was solved

self-consistently with the charge density, as described in Chapter 2. In order to study the e�ect of varying

a semiconductor’s anisotropic permittivity, I varied ε(SC)

‖ and ε(SC)

⊥ when solving the anisotropic form of

Poisson’s equation [see Equation (2.13)] in the semiconductor.

I simulated 2-D FETs that were comprised of a monolayer of 1T-phase hafnium disul�de (HfS
2
), shown in

Fig. 3.1(b), with electron transport in the Γ→ X direction. The tight-binding-like Hamiltonian used in [1]

was used in the NEGF solver in order to describe the electronic structure of the 1T HfS
2

monolayer. In all

cases, I assumed ballistic transport due to the short channel lengths discussed in this work. I used HfS
2

as a

model semiconductor because its permittivity is highly anisotropic, with ε(SC)

‖ = 53.6 and ε(SC)

⊥ = 6.6 [19] (note

that here and for the remainder of this chapter, all permittivities discussed shall refer to the permittivity of the

material relative to the vacuum permittivity constant, ε0). The extreme di�erence in ε(SC)

‖ and ε(SC)

⊥ of HfS
2

was

bene�cial because I wished to highlight the role of ε(SC)

‖ and ε(SC)

⊥ separately, and using a TMD with a highly

anisotropic permittivity helped to distinguish roles from each element of the permittivity individually.
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The structure of MOSFETs used in all simulations is shown in Fig. 3.2(a), where a monolayer of HfS
2
,

which served as the source, channel, and drain, was placed upon a 10 nm thick layer of silicon dioxide (SiO2)

with isotropic permittivity ε(SiO2)

= 3.9. The source and drain were both 10 nm long and were n-doped to a

concentration of 10
14

cm
-2

. The channel was undoped. In this chapter, the gate oxide is discussed in terms of

its equivalent oxide thickness (EOT), which indicates how thick a layer of SiO2 would have to be to provide

an equivalent capacitance. EOT was calculated as EOT = toxSiO2/ε(ox)

, where tox is the thickness of the oxide

and ε(ox)

is the (isotropic) permittivity of the oxide. In this chapter, I studied how varying EOT a�ected device

performance by holding tox constant at 2.92 nm and varying ε(ox)

. I chose this method of varying EOT based

on scaling limits for the gate oxide thickness and trends in research towards high-κ oxides, though it should

be noted that this approach does not capture some of the changes in fringing �elds that could arise if EOT

were varied through changing tox instead. Unless speci�ed otherwise, all simulations discussed in this chapter

were performed at VD - VS = 0.5 V, where VD and VS are the applied voltages at the drain and source.

In scaling studies, I considered devices with channel lengths (Lch’s) of 6 nm ≤ Lch ≤ 20 nm. This range

was selected because Lch = 6 nm represents aggressively scaled devices with noticeable short-channel e�ects

(SCEs), whereas SCEs become much less noticeable around Lch = 20 nm. For similar reasons, I also

considered devices with EOTs in the range of 0.2 nm≤ EOT≤ 1.0 nm. The Lch and EOT of the nominal

device were 12 nm and 0.5 nm, respectively. These nominal values were chosen because they are both close

to the center of these ranges, and hence o�ered a useful intermediate between these two extremes.

3.3 Results

3.3.1 Assessment of the Isotropic Approximation

We begin by examining the transfer characteristics of the nominal device using the full anisotropic case with

ε(SC)

‖ = 53.6 and ε(SC)

⊥ = 6.6. I also investigated the same device under an isotropic approximation where the

permittivity was set to the in-plane dielectric constant of HfS
2

in what I shall refer to as the isotropic in-plane
case (i.e. setting ε(SC)

‖ = ε(SC)

⊥ = 53.6), and under an isotropic approximation where the permittivity was set to the

out-of-plane dielectric constant of HfS
2

in what I shall refer to as the isotropic out-of-plane case (i.e. setting

ε(SC)

‖ = ε(SC)

⊥ = 6.6). I considered these two isotropic cases separately to determine how each element of the

anisotropic permittivity in�uenced the transfer characteristics of each device, and to assess which element of

the permittivity (if either) could be used in an isotropic approximation that accurately reproduced the results

of the full anisotropic case.

Drain current (ID) as a function of gate voltage (VG) is plotted in Fig. 3.2(b). At VG = -0.1 V, ID for the

anisotropic case was 3.5 times greater than that of the isotropic in-plane case and 120 times greater than that

of the isotropic out-of-plane case, though these ID’s became similar asVG increased. The subthreshold swing

[SS = ∂VG/∂(log10 ID)] was highest for the anisotropic case at 75 mV/dec, lower for the isotropic in-plane

case at 71 mV/dec, and lowest for the isotropic out-of-plane case at 66 mV/dec. Since a smaller SS indicates the
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(a) (b) (c)

Figure 3.2: (a) A diagram of the FET structure used for simulations (not to scale). (b) Transfer characteristics of

the nominal device (Lch = 12 nm, EOT = 0.5 nm) under three con�gurations of ε(SC)

‖ and ε(SC)

⊥ : the full

anisotropic case with ε(SC)

‖ = 53.6 and ε(SC)

⊥ = 6.6 (SS = 75 mV/dec, DIBL = 110 mV/V), the isotropic case

with ε(SC)

‖ = ε(SC)

⊥ = 53.6 (SS = 71 mV/dec, DIBL = 80 mV/V), and the isotropic case with ε(SC)

‖ = ε(SC)

⊥ = 6.6

(SS = 66 mV/dec, DIBL = 50 mV/V). (c) I
on
/I

o�
curves for each con�guration of ε(SC)

‖ and ε(SC)

⊥ [1]. © 2020

IEEE.

device transitions to the on-state more quickly, we observe that using either isotropic approximation results in

an arti�cial increase to the I
on
/I

o�
ratio [Fig. 3.2(c)]. For example, at I

on
= 500µA/µm, I

on
/I

o�
of the isotropic

in-plane case was 2.4 times greater than that of the anisotropic case, and I
on
/I

o�
of the isotropic out-of-plane

case was 7.9 times greater than that of the anisotropic case. I
on
/I

o�
was measured across a voltage window of

0.5 V. For example, if I
on

was measured atVG = 1.0 V, then I
o�

was measured atVG = 0.5 V. The drain-induced

barrier lowering [DIBL = ∆VTH/∆VD, where VTH is the threshold voltage] followed a similar trend as SS,

with DIBLs of 110, 80, and 50 mV/V for the anisotropic, isotropic in-plane, and isotropic out-of-plane

cases, respectively. Clearly, implementing the isotropic approximation overestimated device performance and

underestimated SCEs.

Next, I simulated a series of devices with varying EOTs and Lch’s under the anisotropic case and both

isotropic approximations. I investigated EOT scaling by holdingLch = 12 nm and varying EOT from 0.2 to

1 nm. At EOT = 0.2 nm, SS = 66 mV/dec for the anisotropic case, 63 mV/dec for the isotropic in-plane case,

and 62 mV/dec for the isotropic out-of-plane case [Fig. 3.3(a)]. As EOT increased, the SS of the anisotropic

and the isotropic in-plane cases increased at similar rates, while the SS of the isotropic out-of-plane case

increased more gradually, causing the isotropic out-of-plane approximation to underestimate the SS at higher

EOTs. Next, I considered Lch scaling by holding EOT = 0.5 nm and varying Lch from 6 to 20 nm. At

Lch = 6 nm, SS = 130 mV/dec for the anisotropic case, 117 mV/dec for the isotropic in-plane case, and

95 mV/dec for the isotropic out-of-plane case [Fig. 3.3(b)]. This di�erence became smaller as channel length

increased; at Lch = 20 nm, the SS’s of the three arrangements were within 3 mV/dec of one another. DIBL

plotted as functions of EOT [Fig. 3.3(c)] andLch [Fig. 3.3(d)] followed similar trends as those for SS.

To understand these di�erent scaling behaviours, we can consider the characteristic length commonly used

to estimate the prominence of SCEs in transistors [5]:
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λ =

√
ε(SC)

ε(ox)

tchtox =

√
ε(SC)

SiO2
tchEOT (3.1)

where tch is the thickness of the channel, tox is the thickness of the oxide, and ε(SC)
is the isotropic permittivity

of the semiconductor. Devices withLch/λ≥ 5 – 10 have been shown to have good immunity to SCEs, and

SCEs become more prominent asLch/λ decreases [31].

To my knowledge, while there exist more complicated expressions for λ [32], there have been no studies that

report scaling equations that account for anisotropy in the permittivity of the semiconductor. However,

Equation (3.1) was derived by considering how electric �elds penetrate through the device in the in-plane

direction, which is determined by ε(SC)

‖ . Furthermore, in all cases in Fig. 3.2(b) and Fig. 3.3, SS and DIBL

increased when ε(SC)

‖ increased and ε(SC)

⊥ decreased. Since a largeLch/λ is characteristic of devices with minimal

SCEs, it is apparent that we should use ε(SC)

‖ in place of ε(SC)
in (1.6) for semiconductors with anisotropic

permittivities to obtain:

λ =

√
ε(SC)

‖

SiO2
tchEOT (3.2)

Using Equation (3.2), we consider our scaling results. At EOT = 0.2 nm,Lch/λ> 9 for all three cases. Each

device therefore had good electrostatic control, resulting in similar values of SS and DIBL. As EOT increased,

λ increased with a slope proportional to

√
ε(SC)

‖ . Since SS and DIBL increase as λ increases, SS and DIBL

increased quickly in Figs. 3.3(a,c) for the anisotropic case and the isotropic in-plane case (where ε(SC)

‖ = 53.6),

and more gradually for the isotropic out-of-plane case (where ε(SC)

‖ = 6.6). We can use similar reasoning to

understand the e�ects of scaling Lch in Figs. 3.3(b,d). In this case, however, λ remained constant for each

con�guration, and the ratio Lch/λ increased as Lch increased. λwas larger for the anisotropic and isotropic

in-plane cases than for the isotropic out-of-plane case, and hence the values of SS and DIBL we observed were

(a) (b) (c) (d)

Figure 3.3: SS as a function of (a) EOT and (b)Lch. DIBL as a function of (c) EOT and (d)Lch [1]. © 2020 IEEE.
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larger for the anisotropic and isotropic in-plane cases as well. As Lch increased, Lch/λ increased for all three

cases, causing SS and DIBL to approach ∼60 mV/dec and ∼24 mV/V, respectively, for each con�guration.

While this discussion explains some trends observed for EOT andLch scaling, Equation (3.2) cannot explain

the di�erence between the anisotropic and isotropic in-plane case because λ is not a function of ε(SC)

⊥ . To

understand these di�erences, we must investigate the role of ε(SC)

‖ and ε(SC)

⊥ directly.

3.3.2 Investigating the Role of In-Plane andOut-of-Plane Permittivities

To better understand the role of ε(SC)

‖ and ε(SC)

⊥ , I measured the SS’s of a series of devices while varying both

elements of the anisotropic permittivity individually. The results from Fig. 3.3(b) and Fig. 3.3(d) showed

that di�erences in ε(SC)

‖ and ε(SC)

⊥ more signi�cantly impacted devices with small channel lengths. These more

aggressively scaled devices are currently a topic of intense research, and thus it is especially important to

understand how ε(SC)

‖ and ε(SC)

⊥ a�ect devices with very small channel lengths. Therefore, I performed these

simulations using devices with Lch = 6 nm. As shown in Fig. 3.4(a), SS increased as ε(SC)

‖ increased (holding

ε(SC)

⊥ constant), and SS decreased as ε(SC)

⊥ increased (holding ε(SC)

‖ constant) when EOT = 0.5 nm.

Consider starting in the bottom left corner of Fig. 3.4(a) and moving along the diagonal ε(SC)

‖ = ε(SC)

⊥ (shown by

the dashed arrow). This corresponds to increasing the isotropic permittivity of HfS
2
, which has competing

e�ects: SS increases as ε(SC)

‖ increases and decreases as ε(SC)

⊥ increases. Increasing ε(SC)

⊥ has a greater e�ect, causing

the overall SS to decrease along the diagonal. This is interesting because it contradicts the conventional

wisdom that increasing isotropic permittivity should enhance SCEs [as re�ected in (1.6) and demonstrated

in a recent simulation study [10]]. To further investigate this phenomenon, I repeated these simulations for

devices with an EOT of 1 nm. As shown in Fig. 3.4(b), the trends are similar; increasing ε(SC)

‖ increases SS, and

increasing ε(SC)

⊥ decreases SS. However, the e�ect of increasing ε(SC)

⊥ was smaller when the EOT was larger. As

a result, SS increases as isotropic permittivity increases along the diagonal ε(SC)

‖ = ε(SC)

⊥ .

It is well established in literature that SS can be minimized by maximizing a device’s gate control. A device

is said to have good gate control when the potential barrier in the channel is a�ected strongly by VG and

minimally by VD. This is achieved by maximizing gate capacitance, C(⊥)
G , while minimizing the capacitance

between the source and channel,C(‖)
S , and capacitance between the channel and drain,C(‖)

D [2]. Therefore,

to understand these results, consider a capacitance network model for a MOSFET, as shown in Fig. 3.4(c). To

emphasize which direction a capacitor acts in, I use a superscripted parallel symbol (‖) when charge separation

occurs in the in-plane direction, and a superscripted perpendicular symbol (⊥) when charge separation

occurs in the out-of-plane direction.

C(⊥)
G is given by the series capacitance C(⊥)

G
−1 = C(⊥)

ox

−1 + C(⊥)
HfS2

−1
, where C(⊥)

ox
is the capacitance of

the oxide and C(⊥)
HfS2

is the capacitance of the HfS
2

monolayer, i.e. C(⊥)
HfS2

= −∂Q
HfS2/∂ψch, where Q

HfS2 is

the charge of the HfS
2

monolayer and ψch is the potential of the HfS
2

monolayer. As discussed in [2],C(⊥)
HfS2
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3 Dielectric Anisotropy in Semiconductors

Figure 3.4: Heatmaps showing SS as a function of ε(SC)

‖ and ε(SC)

⊥ for a device with (a) with EOT = 0.5 nm and (b)
EOT = 1.0 nm. SS increases as ε(SC)

‖ increases or ε(SC)

⊥ decreases in both (a) and (b). However, SS decreases

along the diagonal (shown by the black dashed arrow) in (a), and increases along the diagonal in (b). (c) A

schematic of the capacitor model of a MOSFET.ψch is the potential used in the top-of-the-barrier capacitor

model to derive an expression for C(⊥)

G /C(‖)
D . (d) C(⊥)

G /C(‖)
D plotted as a function of ε(SC)

‖ . (e) C(⊥)

G /C(‖)
D

plotted as a function of ε(SC)

⊥ . (f ) Electric �eld lines that begin at the drain and terminate on the gate oxide

for a device with ε(SC)

‖ = 5.0 and ε(SC)

⊥ = 5.0 (top), ε(SC)

‖ = 5.0 and ε(SC)

⊥ = 10.0 (middle), and ε(SC)

‖ = 10.0 and

ε(SC)

⊥ = 10.0 (bottom). Increasing ε(SC)

‖ or decreasing ε(SC)

⊥ causes these electric �eld lines to penetrate farther

into the channel. Note that these diagrams show a zoomed-in region around the channel/drain interface

rather than the entire channel [1]. © 2020 IEEE.

(referred to as the “capacitance of the semiconductor" for a generic semiconductor), is always positive because

the amount of negative charge carriers increases as the channel’s potential increases.

Analytical expressions forC(⊥)
ox

,C(⊥)
HfS2

,C(‖)
S , andC(‖)

D are quite complicated, so we instead consider how these

quantities vary with relevant device parameters:

ε(ox)

increases or tox decreases → C(⊥)
ox

increases

ε(SC)

⊥ increases → C(⊥)
HfS2

increases

ε(SC)

‖ increases → C(‖)
D ,C(‖)

S increase

Thus, gate control improves as ε(ox)

and ε(SC)

⊥ increase, and worsens as ε(SC)

‖ and EOT increase. This explains the

trends in Figs. 3.4(a,b). As ε(SC)

‖ increased, C(‖)
D and C(‖)

S increased, causing SS to increase. As ε(SC)

⊥ increased,

C(⊥)
G increased, causing SS to decrease. However, when capacitors are in series, the series capacitance is

in�uenced mostly by the smallest of the individual capacitors. Therefore, when C(⊥)
ox

was made small by

using a large EOT, increasing ε(SC)

⊥ only marginally increased C(⊥)
G , whereas increasing ε(SC)

⊥ had a greater
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3 Dielectric Anisotropy in Semiconductors

impact on C(⊥)
G when the EOT was small. This explains why SS decreased along the diagonal in Fig. 3.4(a)

(EOT = 0.5 nm) and increased along the diagonal in Fig. 3.4(b) (EOT = 1 nm). Increasing ε(SC)

‖ and ε(SC)

⊥ at

the same rate (i.e. moving along the diagonal starting in the bottom-left hand corner) increased C(⊥)
G more

quickly thanC(‖)
S andC(‖)

D only whenC(⊥)
ox

was large.

To verify this discussion, I used a top-of-the-barrier capacitor model to measure the ratio C(⊥)
G /C(‖)

D as a

function of ε(SC)

‖ and ε(SC)

⊥ in simulated devices with Lch = 6 nm and EOTs of 0.5, 0.75, 1.0, and 2.0 nm at

VG = 0 V. In this model, the top of the potential barrier in the channel is given by ψch. Using the capacitor

diagram in Fig. 3.4(c) and following Equation (10.24) in [2] while assuming that charge is negligible in the

subthreshold region and neglecting the buried oxide, ψch is written as:

ψch =
C(⊥)

G VG + C(‖)
D VD + C(‖)

S VS

C(⊥)
G + C(‖)

D + C(‖)
S

(3.3)

If VS = VD, the top of the potential barrier will be in the center of the channel, andC(‖)
D =C(‖)

S . This allows

us to rewrite Equation (3.3) as:

C(⊥)
G

C(‖)
D

= 2
VD − ψch

ψch − VG

(3.4)

I extracted VG, VD, and ψch from the NEGF simulation results and then Equation (3.4) to calculate

C(⊥)
G /C(‖)

D . These simulations were performed at VS = VD, which ensured that the top of the potential

barrier would be in the center of the channel, and consequently C(‖)
D = C(‖)

S (otherwise, C(⊥)
G /C(‖)

D would

fail to capture e�ects from both the source and drain). This also ensured that no tunnelling current would

be present, which is necessary when using a top-of-the-barrier model [33].

As shown in Fig. 3.4(d), increasing ε(SC)

‖ caused C(⊥)
G /C(‖)

D to decrease, which occurred because increasing

ε(SC)

‖ increasedC(‖)
D .C(‖)

D is not a function of EOT, soC(‖)
D increased at the same rate regardless of the EOT.

As shown in Fig. 3.4(e), increasing ε(SC)

⊥ caused C(⊥)
G /C(‖)

D to increase, which occurred because increasing

ε(SC)

⊥ increased C(⊥)
HfS2

, which in turn increased C(⊥)
G . This e�ect was much more signi�cant at low EOTs

because C(⊥)
HfS2

had a greater in�uence on C(⊥)
G when C(⊥)

ox
was large, and hence variations in ε(SC)

⊥ more

noticeably a�ected C(⊥)
G . These trends are consistent with those observed in Fig. 3.4(a,b) and validate the

above discussion that changes in gate control can be understood on the basis of changes in C(‖)
D and C(‖)

S

from ε(SC)

‖ and changes inC(⊥)
G from ε(SC)

⊥ .

The physical reason why increasing C(⊥)
G /C(‖)

D causes SS to decrease is because the electric �eld emanating

from the drain cannot penetrate as far into the channel when a device has good gate control [2, 34]. To

verify that increasing ε(SC)

‖ increased SS and increasing ε(SC)

⊥ decreased SS due to changes in gate control, I have

plotted the electric �eld lines that emanate from the drain into the gate for ε(SC)

‖ /ε(SC)

⊥ = 5/5, 5/10, and 10/10

in Fig. 3.4(f). These simulations were performed with VG = 0.2 V and EOT = 0.5 nm. The electric �eld lines
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extended 0.150 nm into the channel for ε(SC)

‖ /ε(SC)

⊥ = 5/5, 0.120 nm into the channel for ε(SC)

‖ /ε(SC)

⊥ = 5/10, and

0.141 nm into the channel for ε(SC)

‖ /ε(SC)

⊥ = 10/10. These trends are consistent with the earlier results of Fig. 3.4.

Furthermore, just as was the case with Fig. 3.4(a) (where EOT was also 0.5 nm), increasing ε(SC)

‖ and ε(SC)

⊥ at

the same rate (i.e. going from ε(SC)

‖ /ε(SC)

⊥ = 5/5 to 10/10) improved gate control because the increase in C(⊥)
G

overpowered the increase inC(‖)
S andC(‖)

D .

EOT is a useful metric because it allows one to assess a gate oxide by indicating how thick a layer of SiO2

would have to be to give the equivalent C(⊥)
ox

. However, the results from Fig. 3.4 indicate that EOT alone

cannot be used to assess C(⊥)
G (the actual physical quantity of interest) in devices with aggressively scaled

oxides. Therefore, as researchers continue to scale devices, it will become increasingly necessary to report the

capacitance from the semiconductor alongside the EOT so that devices can be meaningfully compared.

3.4 Conclusions

The isotropic approximation (i.e. assuming that the permittivity of the semiconductor material is isotropic)

becomes inaccurate as the channel lengths of FETs are scaled down. At large EOTs, the isotropic

approximation is fairly accurate when the isotropic permittivity is set to the in-plane permittivity, but

becomes inaccurate when the isotropic permittivity is set to the out-of-plane permittivity. Therefore, given

the trajectory of semiconductor devices, implementing models which account for the full anisotropic

permittivity of devices will be essential.

Furthermore, my results show that SCEs are minimized when the semiconductor’s in-plane permittivity

is small and the out-of-plane permittivity is large. At small EOTs, an equivalent increase in ε(SC)

‖ and ε(SC)

⊥

will reduce SCEs because the change in gate capacitance is enough to o�set the change in the capacitance

between the source and channel as well as the channel and drain. This contradicts predictions made by

commonly-cited scaling equations that anticipate lowering the isotropic permittivity should reduce SCEs.

Therefore, as researchers continue to develop FETs with aggressively scaled gate oxides, it will become

necessary for future works to also report the capacitance of the semiconductor material to properly assess

gate control. Finally, due to discrepancies in reported simulated values of the anisotropic permittivity for

up-and-coming semiconducting materials, it may be necessary to obtain reliable experimental data for ε(SC)

‖

and ε(SC)

⊥ for these materials to ensure that future simulation works accurately re�ect reality.
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4 Dielectric Anisotropy in Insulators

The work documented in this chapter was published in February 2021 and is © 2021 IEEE

(R. K. A. Bennett and Y. Yoon, "Using Anisotropic Insulators to Engineer the Electrostatics of

Conventional and Tunnel Field-E�ect Transistors," IEEE Transactions on Electron Devices, vol.

68, no. 2, pp. 865-872, Feb. 2021, doi: 10.1109/TED.2020.3044559) [35].

Many previous works on engineering �eld-e�ects transistors’ (FETs’) electrostatics have sought to optimize

capacitances and electric �elds that act in both the lateral (in-plane/current-carrying) and perpendicular

(out-of-plane/stacking) directions of these devices [41]. Meanwhile, experimental works in the materials

sciences have explored insulators whose permittivities are directionally dependent. Throughout this chapter,

I refer to these materials as “anisotropic insulators" and have tabulated the in-plane and out-of-plane

permittivities (ε‖ and ε⊥) of some of these materials, including homogenous chemical compounds and

composites with tailorable dielectric anisotropy, in Table 4.1 (note that the composite materials listed have

µm-scale �llers that would need to be scaled down before they could be used in FETs). In principle, these

insulators could be used in FETs to separately control directional capacitances and electric �elds to engineer

devices more precisely. However, to date, the only dielectric material with an anisotropic permittivity

that has been studied in FETs is hexagonal boron nitride (hBN). To the best of my knowledge, other

anisotropic insulators have not yet been fabricated using CMOS-compatible technologies, which makes it

di�cult to study their utility in FETs experimentally. Consequently, while the e�ects of varying the isotropic

permittivity of an FET’s gate insulator and spacers have been thoroughly studied in literature, the e�ect of

separately varying elements of these insulators’ anisotropic permittivities has never been studied before, and

the degree to which devices can be improved by implementing anisotropic insulators is unknown.

In this chapter, I address these gaps in knowledge by using NEGF simulations to systematically study

metal-oxide-semiconductor FETs (MOSFETs) and tunnel FETs (TFETs) that use anisotropic materials as

Table 4.1: Reported permittivities of sample anisotropic insulators [35]. © 2021 IEEE.

Material ε‖ ε⊥
hBN (bulk) 6.9 3.8 [19]

Rutile TiO2 80 170 [36]

Tetragonal ZrO2 41.6 14.9 [37]

CaZrO3
a

34.25 62.4 [38]

TiO2 composite 9.6 90 [39]

Polyvinylidene �uoride composite
b

16 27 [40]

a ε‖ was taken as the average value of the dielectric constant in the two

in-plane directions (34.8 and 33.7)

b

At 8% volume fraction of Bi2S3 nanorod �ller
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4 Dielectric Anisotropy in Insulators

these devices’ gate insulators and spacers. Here, I �nd that for MOSFETs, the in-plane permittivities of the

gate insulator and spacers (ε(ox)

‖ and ε
(sp)

‖ ) should be minimized to reduce fringing e�ects, while the out-of-plane

permittivities of the gate insulator and spacers (ε(ox)

⊥ and ε
(sp)

⊥ ) should be maximized to improve gate control.

I take advantage of this to show how anisotropic insulators that span the source, channel, and drain could

obviate the need for low-κ spacers. I also demonstrate that the subthreshold performance and ON current

(I
on

) of TFETs can be dramatically improved by using anisotropic gate insulators, and introduce a new

hetero-gate dielectric for TFETs based on changing the gate insulator’s in-plane permittivity.

4.1 Methodology

Devices were simulated using the NEGF method, where transport equations were solved self-consistently

with the electrostatic potential, as discussed in Chapter 2. Here, I study the e�ect of dielectric anisotropy in

an FET’s insulators by varying elements of the spatially-dependent permittivity tensor while solving Poisson’s

equation [Equation (2.13)] in the FET’s gate insulator and/or spacers.

MOSFETs followed the single-gated design shown in Fig. 4.1(a), where a monolayer of black phosphorous

(BP) served as the semiconductor. TFETs followed the double-gated design shown in Fig. 4.1(b), as stronger

electrostatic control is essential for high-performing TFETs. Monolayer BP is suboptimal for TFETs due

to its large band gap (Eg = 1.52 eV) [42], so I instead used bilayer BP (Eg = 1.12 eV [43]) as the

semiconductor in TFETs. In all simulations, transport occurred along the armchair direction of BP. In

this chapter, I chose to use a 2-D material for the channel of FETs because 2-D materials can o�er

smaller computational burdens compared to conventional bulk semiconductors due to their relatively small

tight-binding Hamiltonian matrices. In particular, I used BP as a model 2-D semiconductor because it not

only o�ers a high computational e�ciency but also exhibits excellent performance when used in FETs.

The electronic structure of BP was described using a tight-binding approximation where interactions

between neighbouring atoms were described in terms of previously reported hopping parameters [44]. The

semiconductor’s in-plane and out-of-plane permittivities were set to 4.56 and 1.36 for monolayer BP and

7.41 and 1.52 for bilayer BP based on a previous study [24]. Note that here and for the remainder of this

chapter, all permittivities have been scaled by ε0.

The channels for MOSFETs and TFETs were 15 and 20 nm long, respectively, and the sources and drains

of both were 20 nm long. The sources and drains of MOSFETs and the drains of TFETs were n-doped,

while the sources of TFETs were p-doped. The concentrations of dopants in the source and drain were 1.5

× 10
13

cm
−2

for MOSFETs and 2 × 10
13

cm
−2

for TFETs, and the channels were intrinsic. The buried

oxide for MOSFETs was 20 nm thick, and all gate insulators were 6.55 nm thick. VD - VS = 0.5 and 0.7 V for

MOSFETs and TFETs, respectively, where VD and VS are the potentials of the drain and source.

For simplicity, I assumed all transport was ballistic. As the mean free path in thin BP is λ≈ 14 nm [45, 46],

there might be slight scattering at channel lengths considered in this chapter. Nevertheless, a simulation
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Figure 4.1: Device structures for (a) MOSFETs and (b) TFETs. The overlain capacitors and potentials in (a) will be

referenced in Chapter 4.2.1 to understand the role of an insulator’s anisotropic permittivity [35]. © 2021

IEEE.

study has shown that neglecting scattering does not signi�cantly a�ect the performance of BP FETs at

Lch = 20 nm[47], and other NEGF studies have also used the ballistic approximation to study BP FETs

with the same channel length [48]. Therefore, this approximation should not signi�cantly a�ect the results

reported in this chapter.

Except for where otherwise noted, MOSFETs and TFETs used spacers made of silicon dioxide

(SiO2). Gate insulators are discussed in terms of their equivalent oxide thickness (EOT), calculated as

EOT = tox(ε(SiO2)/ε(ox)

⊥ ), where tox is the thickness of the insulator and ε(SiO2)

is the permittivity of SiO2.

An FET’s OFF-state voltage VOFF is the gate voltage VG at which the drain current ID is equal to the OFF

current I
o�

= 10
−6

µA/µm. Subthreshold swing (SS) is measured atVOFF , and I
on

is measured at an ON-state

voltage VON = VOFF + VDD, where the power supply voltage VDD = 0.5 V for MOSFETs and 0.7 V for

TFETs. Intrinsic delay is calculated as τ = (QON - QOFF )/I
on

, where QON and QOFF are the charges in

the channel region at VG = VON and VG = VOFF [49].

4.2 Results andDiscussion

4.2.1 MOSFETs

I begin by simulating the ID-VG characteristics of MOSFETs while varying elements of the gate insulator’s

permittivity. Fig. 4.2(a) shows the ID-VG characteristics of devices with ε(ox)

‖ /ε(ox)

⊥ = 25/10 (SS = 96.6 mV/dec),

25/25 (SS = 75.2 mV/dec), and 2/25 (SS = 70.8 mV/dec). Increasing ε(ox)

⊥ from 10 to 25 strongly reduces I
o�
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VG = 0 V

VG = 1 V

(a) (b) (c) 

Figure 4.2: (a) ID-VG characteristics for MOSFETs with varied ε(ox)

‖ /ε(ox)

⊥ . Solid lines/�lled markers and dashed lines/open

markers correspond to the left (log scale) and right (linear scale) y axes, respectively. (b) Conduction band

(EC ) pro�les of devices at VG = 0 and 1 V while varying ε(ox)

‖ (ε(ox)

⊥ = 10 and VD = VS = 0 V). (c) Heatmap of

SS as a function of ε(ox)

⊥ and ε(ox)

‖ [35]. © 2021 IEEE.

and increases I
on

, thus decreasing SS. Decreasing ε(ox)

‖ from 25 to 2 decreases I
o�

noticeably while only slightly

decreasing I
on

, causing SS to decrease moderately when ε(ox)

‖ decreases. Drain-induced barrier lowering (DIBL)

follows the same trend as SS for these three con�gurations of ε(ox)

‖ /ε(ox)

⊥ , which have DIBL values of 299, 129,

and 98 mV/V, respectively. Gate capacitance CG is proportional to ε(ox)

⊥ , which is why increasing ε(ox)

⊥ from

10 to 25 improves device performance. As this has been studied extensively in past works [2], I instead focus

more on ε(ox)

‖ , whose role is less understood.

Fig. 4.2(b) shows that at VD = VS = 0 V, increasing ε(ox)

‖ decreases the height of the potential energy barrier

at VG = 0 V (OFF-state), while the barrier’s height is nearly independent of ε(ox)

‖ at VG = 1 V (ON-state).

This is why I
o�

increases and I
on

is mostly unchanged as ε(ox)

‖ increases. The reasons for these trends in barrier

heights can be understood on the basis of the inner fringing capacitances, which act within the insulator

in the in-plane direction and are hence associated with ε(ox)

‖ . Increasing fringing capacitances reduces gate

control [50], which is why we observe a reduction in barrier height at VG = 0 V. These fringing capacitances

are screened out as the device enters the ON-state [41], which is why the barriers are almost independent of

ε(ox)

‖ at VG = 1 V.

The role of ε(ox)

⊥ and ε(ox)

‖ can be better understood by considering the capacitor network in Fig. 4.1(a). ψch
is the potential in the channel, while ψox, ψsp

S
, and ψsp

D
are the potentials of generic points in the gate

insulator, source-side spacer, and drain-side spacer. Two points in the capacitance network are highly coupled

(i.e. mutually in�uence each other) when the capacitance between them is large. Increasing ε(ox)

⊥ increases

C(ox)′
⊥ and C(ox)′′

⊥ , which in turn couple ψch more strongly to ψox and ψox more strongly to VG, resulting

in enhanced gate control. However, increasing ε(ox)

‖ increases C(S−ox)

‖ and C(D−ox)

‖ . These capacitors couple

ψox to ψsp
S

and ψsp
D

, which are coupled to the source and drain. Therefore, increasing ε(ox)

‖ increases the

in�uence of the source and the drain on the channel, thereby decreasing gate control.

C(S−ox)

‖ andC(D−ox)

‖ can be changed in isotropic insulators by varying the gate oxide’s isotropic permittivity

ε(ox)

iso, which also changes C(ox)′
⊥ and C(ox)′′

⊥ . This overpowers the changes in the inner fringing capacitances,

causing device performance to improve as ε(ox)

iso increases. Consequently, previous works have not been able to

quantify how varying ε(ox)

‖ impacts device performance. To address this, we may consider SS as a function of

ε(ox)

⊥ and ε(ox)

‖ in Fig. 4.2(c). Regardless of the ε(ox)

⊥ used, decreasing ε(ox)

‖ decreases SS, thereby improving device
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performance. This e�ect is stronger when ε(ox)

⊥ is small, though it is still quite noticeable even at higher ε(ox)

⊥ ’s.

For example, at ε(ox)

⊥ = 25 (EOT = 1 nm), SS decreases by 4.4 mV/dec when ε(ox)

‖ decreases from 25 to 2.

To further understand the physical mechanisms by which changing ε(ox)

‖ a�ects MOSFETs, we consider the

fundamental electrostatics of FETs with anisotropic gate oxides. Previous works have studied the e�ects of

electrostatic screening of charges in anisotropic media and showed that potential contour lines penetrate

farther into the dielectric �lm when the in-plane permittivity is smaller than the out-of-plane permittivity,

and become �at when the in-plane permittivity is larger than the out-of-plane permitttivity [51, 52].

Figs. 4.3(a,b) show the contour plots of potential energy in the gate oxide for devices with ε(ox)

‖ = 2 and

ε(ox)

‖ = 50 (with ε(ox)

⊥ = 10, VG = 0 V, and VD = VS for both) and show that they follow the same behaviour: at

ε(ox)

‖ = 2, the contour lines stretch vertically into the gate oxide, whereas the contour lines are much �atter at

ε(ox)

‖ = 50. Since the shapes of these contour lines are already understood, I focus on analysing how they a�ect

device performance. The plots to the right of Figs. 4.3(a,b) show close-ups of the potentials in the regions

enclosed in the red dashed lines around the channel/drain interface. When ε(ox)

‖ =2, the contour lines above

the channel/drain interface quickly drop to the channel, whereas when ε(ox)

‖ = 50, the contour lines extend

farther into the channel. Therefore, when ε(ox)

‖ is large, the drain exerts greater control at regions closer to

the center of the channel, which is the fundamental reason why gate control decreases as ε(ox)

‖ increases. For

example, consider the contour line that begins 1 nm above the channel/drain interface, highlighted with a red

Potential energy (eV)

(a)

(b)

0.44 nm

2.44 nm

Source Drain

Gate

Gate

Source Drain

Figure 4.3: Contour plots showing the potential energy in devices with anisotropic gate oxides for (a) ε(ox)

‖ = 2 and (b) ε(ox)

‖

= 50. The plots on the right show the potential energy contour lines of the region around the channel/drain

interface enclosed in the red dashed box.
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Figure 4.4: (a) Heat map showing SS as a function of the permittivities of the spacer, ε(sp)

⊥ and ε(sp)

‖ (with ε(ox)

‖ = ε(ox)

⊥ = 10).

Conduction band pro�les of devices at VG = -0.5 and 0.5 V (VD = VS = 0 V) (b) for various ε(sp)

‖ (with

ε(sp)

⊥ = ε(ox)

‖ = ε(ox)

⊥ = 10) and (c) for various ε(sp)

⊥ (with ε(sp)

‖ = ε(ox)

‖ = ε(ox)

⊥ = 10). The inset shows a close-up of the

region towards the top of the barriers enclosed by a red dashed rectangle [35]. © 2021 IEEE.

dashed line. This contour line extends 0.44 nm into the channel when ε(ox)

‖ = 2, and 2.44 nm into the channel

when ε(ox)

‖ = 50.

Next, I investigate how the anisotropic permittivities of the spacers a�ect the subthreshold performance of

MOSFETs. SS is shown as a function of ε
(sp)

‖ and ε
(sp)

⊥ for MOSFETs with ε(ox)

‖ = ε(ox)

⊥ = 10 in Fig. 4.4(a), which

shows that SS decreases as ε
(sp)

‖ decreases. This is consistent with the previous discussion, asψox is coupled to

ψsp
S

and ψsp
D

through C(S−sp)

‖ and C(D−sp)

‖ , so decreasing ε
(sp)

‖ provides a similar e�ect to decreasing ε(ox)

‖ .

However, SS is non-monotonic with respect to ε
(sp)

⊥ , initially increasing and then decreasing as ε
(sp)

⊥ increases.

These trends are re�ected in the conduction band pro�les, where the barrier at VG = -0.5 V constantly

decreases and the barrier at VG = 0.5 V is mostly unchanged as ε
(sp)

‖ increases [Fig. 4.4(b)]. Meanwhile, the

height of the barrier at VG = -0.5 V is non-monotonic with respect to ε
(sp)

⊥ , converging again to similar values

at VG = 0.5 V [Fig. 4.4(c)].

From the capacitance network shown in Fig. 4.1(a), ψsp
S

is coupled to the source through C(S−sp)
⊥ , which

increases as ε
(sp)

⊥ increases. Since ψsp
S

is coupled laterally to ψox, which is in turn coupled to ψch, increasing

ε
(sp)

⊥ increases the in�uence of the source on the channel’s potential, thereby decreasing gate control. However,

ψsp
S

is also coupled to the gate through C(S−sp)

‖+⊥ , which increases as ε
(sp)

⊥ increases. Increasing ε
(sp)

⊥ thus

increases the in�uence of the gate on ψsp
S

, which increases the in�uence of the gate on ψch through the

same coupling path as before. The same e�ect occurs on the drain side using the analogous capacitors and

potentials. Therefore, increasing ε
(sp)

⊥ increases both the in�uence of the source/drain and the gate on ψch,

which creates competing e�ects that lead to the non-monotonic behaviour observed in Figs. 4.4(a,c).

To con�rm the above discussion, I have plotted the potential energy contours around the channel/drain

interfaces in Fig. 4.4(d) (this is the same region enclosed in the red dashed lines in Fig. 4.3, where the top has

been extended to the gate) for devices with ε
(sp)

⊥ /ε
(sp)

‖ = 10/2, 25/2, and 25/10. As ε
(sp)

⊥ decreased from 25 to

10 (comparing the �rst and second plots in Fig. 4.4(d) with ε
(sp)

‖ = 10), the potential emanating from the gate

became tighter, which indicates that gate control increased [53]. For example, the contour line located 1.7 nm

below the gate at the channel/drain interface (highlighted with a dashed red line) extended 1.2 and 0.62 nm

into the spacer when ε
(sp)

⊥ was 10 and 25, respectively. However, the potential at the drain/channel interface
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1 nm above the channel (marked with red crosses in the plots in Fig. 4.4(d)) also decreased from -0.646 to

-0.805 eV, indicating that the drain exerted greater control along the channel/drain interface. This con�rms

that these two competing e�ects are the origin of the non-monotonic trends of Figs. 4.4(a,c) As ε
(sp)

‖ increased

from 2 to 25 (comparing the �rst and third plots in Fig. 4.4(d) with ε
(sp)

⊥ = 2), however, the fringing �elds

became broader (the same highlighted contour line extended farther to 2.2 nm laterally) and the potential 1

nm above the channel/drain interface further decreased to -0.866 eV. These work co-operatively to decrease

gate control, which is why monotonic trends were observed for ε
(sp)

‖ .

While these simulations assumed that gates were 2-D by neglecting their heights, realistic devices will usually

have three-dimensional (3-D) gates. As the height of the gate can a�ect fringing �elds in the spacers, the role of

the anisotropic permittivities of the spacers may also change depending on the gate’s height. Therefore, while

changing the height of the gate will not signi�cantly change the qualitative nature of the trends observed

when varying the spacers’ anisotropic permittivities, future works may bene�t from a quantitative analysis

of spacers with anisotropic permittivities in MOSFETs with 3-D gates.

Fringing e�ects are often minimized in MOSFETs by using spacers with low isotropic permittivities. Air

spacers are ideal for this but add complexity to fabrication and have not been successfully implemented at

the 3 nm node [54]. However, the previous results show high out-of-plane permittivities and low in-plane

permittivities are desirable in both the gate insulators and the spacers. Therefore, anisotropic insulators could

obviate the need for low-κ spacers, since a single anisotropic insulator could provide the universally required

low in-plane and high out-of-plane permittivities.

To explore this, I simulated FETs following the architecture shown in Fig. 4.5(a), where the gate insulator and

spacers are replaced with a single anisotropic insulator. The insulator’s out-of-plane permittivity was �xed at

ε
(ox+sp)

⊥ = 25, and I measured the SS as a function of the insulator’s in-plane permittivity ε
(ox+sp)

‖ . As shown in

Fig. 4.5(b), SS improves from 81 to 71 as ε
(ox+sp)

‖ decreases from 25 [equivalent to hafnium dioxide (HfO2)] to

2. For comparison, devices with HfO2 gate insulators (ε(ox)

‖ = ε(ox)

⊥ = 25) with SiO2 and air spacers have SS’s of

75.6 and 73.8 mV/dec, respectively [marked by the green and red dashed lines in Fig. 4.5(b)]. The device with

a single anisotropic insulator has these SS values when ε
(sp)

‖ is 13 and 9. Furthermore, this structure can o�er an

improved intrinsic delay τ , which decreases from 4.53 to 1.26 ps as ε
(ox+sp)

‖ decreases from 25 to 2 [Fig. 4.5(c)].

I attribute this decrease in τ to a reduction in lateral fringing parasitic capacitances, which decrease as ε
(ox+sp)

‖

HfO2 gate oxide + SiO2 spacers 

HfO2 gate oxide + air spacers 

Equivalent to HfO2 gate oxide + HfO2 spacers Equivalent to HfO2 gate oxide + HfO2 spacers

HfO2 gate oxide + SiO2 spacers 
HfO2 gate oxide + air spacers 

(a) (b) (c)
Gate

Source

Anisotropic insulator

Buried oxide

Substrate

DrainChannel

Figure 4.5: (a) Revised MOSFET architecture where the gate insulator and spacers are replaced by a single anisotropic

insulator. (b) SS and (c) τ as a function of ε(ox+sp)

‖ (with ε(ox+sp)

⊥ = 25) for the device architecture shown in (a)

[35]. © 2021 IEEE.
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decreases. Devices with HfO2 gate insulators with SiO2 and air spacers have τ = 2.56 and 2.06 ps, whereas

the device with a single anisotropic insulator obtains these values of τ at ε
(sp)

‖ = 13 and 10 [marked by the green

and red dashed lines in Fig. 4.5(c)]. These results suggest that this new architecture could provide enhanced

ID-VG characteristics while simultaneously o�ering an improved circuit-level performance.

4.2.2 Tunnel FETs

Fig. 4.6(a) shows ID-VG characteristics of TFETs with various values of ε(ox)

‖ with ε(ox)

⊥ = 10. SS is minimized

and I
on

is maximized when ε(ox)

‖ = 2, though the trends for SS and I
on

are non-monotonic, with SS and I
on

initially worsening and then improving as ε(ox)

‖ increases from 2 to 50. The values of SS and I
on

for TFETs with

various values of ε(ox)

‖ and ε(ox)

⊥ are summarized in the heat maps shown in Figs. 4.6(b,c), which demonstrate

that the performance of TFETs can be improved drastically by implementing anisotropic insulators. For

example, an isotropic gate insulator with ε(ox)

⊥ = ε(ox)

‖ = 10 (EOT = 2.5 nm) provides an SS of 43.4 mV/dec and an

I
on

of 6.6µA/µm. The SS can be reduced by 34% and I
on

can be more than tripled by instead using an insulator

with the same EOT (i.e. ε(ox)

⊥ = 10) and ε(ox)

‖ = 2, which o�ers an SS of 28.7 mV/dec and an I
on

of 20.2 µA/µm.

To understand these non-monotonic trends, we may consider the band pro�les plotted in Fig. 4.6(d) for

devices with ε(ox)

⊥ = 10 and ε(ox)

‖ = 2, 10, and 50 at a common VG such that VG ≈ VON for each device.

The source/channel and channel/drain interfaces are marked with vertical lines, and the energy at which

maximum tunnelling occurs is marked with a horizontal dashed line. As ε(ox)

‖ increases, the valence band edge

(EV ) to the left of the source/channel interface is pushed downwards. DecreasingEV in this region increases

the width of the tunnelling barrier, assuming the conduction band edge (EC ) to the right of this interface

is unchanged. However, increasing ε(ox)

‖ also decreases EC to the immediate right of the source/channel

interface, which decreases the width of the tunnelling barrier. This suggests that these competing e�ects

could be the origin of the non-monotonic trends observed throughout Fig. 4.6.

To better understand how changing ε(ox)

‖ a�ects the band pro�les, we may consider how relevant points in the

channel are coupled together. Electrons tunnel from the left of the source/channel interface to the right edge

(a) (b) (c) (d)

EV

EC

Figure 4.6: (a) ID-VG characteristics of TFETs while varying ε(ox)

‖ (with ε(ox)

⊥ = 10). Inset: a close-up of the area enclosed

by the red dashed rectangle. Heat maps showing (b) SS and (c) I
on

as a function of ε(ox)

⊥ and ε(ox)

‖ for TFETs.

(d) Band pro�les for TFETs with various ε(ox)

‖ (with ε(ox)

⊥ = 10) at VG ≈ VON . The source/channel and

channel/drain interfaces are marked with vertical lines, and the horizontal dashed line shows the energy

at which maximum tunnelling occurs [35]. © 2021 IEEE.
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of the tunnel barrier. Let us consider the potential at the source/channel interface,ψS/C , the potential slightly

to the right of the tunnel barrier, ψTB−R, and the potential of channel/drain interface, ψC/D. ψS/C and

ψTB−R are coupled together laterally through both the semiconductor and gate insulator. To simplify the

analysis, I lump these lateral capacitances into a single capacitor,CL
‖ .ψTB−R andψC/D are coupled together

laterally through similar capacitors, which I lump intoCR
‖ . This allows us to establish the simpli�ed capacitor

model based on the device architecture shown in Fig. 4.7(a) and overlain with the band pro�les in Fig. 4.7(b),

which shows the physical locations of relevant potentials and capacitors in these devices (I discuss this new

architecture and the plotted band pro�les in detail later). In this model, C(‖)
S is the capacitance between

the source and the source/channel interface, C(‖)
D is the capacitance between the drain and drain/channel

interface, andCTB−R

⊥ is the capacitance between the point to the right of the tunnelling barrier and the gate.

Applying a capacitive voltage divider to this model, we �nd:

ψS/C =
C(‖)

S VS + CL
‖ ψTB−R

C(‖)
S + CL

‖

, (4.1)

ψTB−R =
CL
‖ ψS/C + CTB−R

⊥ VG + CR
‖ ψC/D

CL
‖ + CTB−R

⊥ + CR
‖

. (4.2)

From these equations:

(i) ψS/C approaches VS asCL
‖ decreases,

(ii) ψS/C and ψTB−R approach one another asCL
‖ increases,

(iii) ψTB−R approaches ψC/D asCR
‖ increases.

To minimize the width of the tunnelling barrier, ψS/C and ψTB−R should di�er as much as possible. This

will create a sharp drop in the potential energy near the tunnelling barrier that causes the conduction band to

approach the valence band, thus minimizing the width of the tunnelling barrier [20]. This can be achieved

by having ψS/C approach VS and having ψTB−R approach ψC/D. Therefore, using this design principle

and the limits noted in (i) – (iii), CL
‖ should be minimized and CR

‖ should be maximized to minimize the

width of the tunnelling barrier. However,CL
‖ andCR

‖ both contain capacitors which act laterally within the

insulator, and will hence both increase as ε(ox)

‖ increases. This suggests that a competition betweenCL
‖ andCR

‖

could be the origin of the non-monotonic behaviour with respect to ε(ox)

‖ throughout Fig. 4.6. This would

imply that the non-monotonic trends described above can be decomposed into two opposing monotonic

trends: From (i) and (ii), decreasing CL
‖ by decreasing ε(ox)

‖ on the left side of the device should cause ψS/C
to approach VS while increasing the di�erence between ψS/C and ψTB−R, thereby decreasing tunnelling

distance and increasing I
on

. Increasing CR
‖ by increasing ε(ox)

‖ on the right side of the device should cause

ψTB−R to approach ψC/D, which would decrease tunnelling distance and increase I
on

.

To verify this discussion, I used a hetero-gate dielectric architecture where the gate insulator was broken

into two portions so that ε(ox-L)

‖ and ε(ox-R)

‖ could be varied individually, as illustrated in Fig. 4.7(a). The left

portion had length L = 5 nm [as labelled in Fig. 4.7(a)] and in-plane/out-of-plane permittivities of ε(ox-L)

‖
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and ε(ox-L)

⊥ . The right portion had length Lch − L = 15 nm and in-plane/out-of-plane permittivities of ε(ox-R)

‖

and ε(ox-R)

⊥ . As shown in Fig. 4.7(b), decreasing ε(ox-L)

‖ (while holding ε(ox-L)

⊥ = ε(ox-R)

‖ = ε(ox-R)

⊥ = 10) causes the

potential energy at the source/channel interface to approach the potential energy of the source [as predicted

in (i)], while the potential energy to the right of the tunnel barrier is pushed farther away from that of the

source/channel interface [as predicted in (ii)]. Both of these e�ects cause the width of the tunnelling barrier

to decrease monotonically asCL
‖ decreases. Increasing ε(ox-R)

‖ (while holding ε(ox-L)

⊥ = ε(ox-L)

‖ = ε(ox-R)

⊥ = 10) does not

a�ect the potential energy of the source/channel interface but causes the potential energy to the right of this

interface to approach the potential energy of the drain [as predicted in (iii)], making the overall length of the

tunnelling barrier decrease monotonically, as shown in Fig. 4.7(c) [note that the band pro�les in Fig. 4.7(b)

and Fig. 4.7(c) were measured at a common VG such that VG ≈ VON ]. This further suggests that the overall

non-monotonic of varying ε(ox)

‖ can be decomposed into two opposite monotonic trends that arise due to

competitions between lateral capacitances in the left and right sides of the gate insulator.

IfL is very large, then the left portion of the gate insulator (with ε(ox)

‖ = ε(ox-L)

‖ ) will extend far laterally into the

channel pastψTB−R. Since ε(ox-L)

‖ < ε(ox-R)

‖ , this will reduceCR
‖ , thereby reducing I

on
for the reasons discussed

above [see point (iii)]. Similarly, ifL is very small, then the right portion of the gate insulator (with ε(ox)

‖ = ε(ox-R)

‖ )

will impinge upon the region of the channel to the left of ψTB−R. This will increase CL
‖ , which will also

decrease I
on

for the reasons discussed above [see points (i) and (ii)]. Consequently, the ideal value of L that

maximizes I
on

should lie between these two extremes. I found this value ofL for a model device with ε(ox-L)

‖ = 2,

ε(ox-R)

‖ = 10, and ε(ox-L)

⊥ = ε(ox-R)

⊥ = 10 by plotting I
on

as a function of L, as shown in Fig. 4.7(d). Based on these

results, the optimal value is L = 2.2 nm, while using a longer or shorter value of L decreases I
on

for the

reasons just discussed. However, note that I
on

once again begins to increase as L increases beyond 10.4 nm.

To understand why this is the case, I have also plottedVOFF as a function ofL on the same axis in Fig. 4.7(d).

VOFF decreases continuously until this same value ofL= 10.4 nm, after whichVOFF increases asL increases.

This increase inVOFF is important to note because I
on

is measured atVG =VON =VOFF + 0.7 V. Therefore,

this increased VOFF meant that the corresponding I
on

values were measured at higher values of VG, which is

why I
on

increases beyond L = 10.4 nm. Nevertheless, I
on

is still clearly maximized at L = 2.2 nm, indicating

that this is the idealL to use for this device.

The trend for VOFF in Fig. 4.7(d) can be understood on a similar basis as the trend for I
on

. A high VOFF
implies that there is a small leakage current in the OFF-state, as this indicates that a higher VG is needed to

achieve a speci�ed I
o�

. Just as before, whenL is very large, thenCR
‖ is lowered. This leads to a smaller leakage

current and hence a higher VOFF . Likewise, if L is very small then CL
‖ will increase. This also decreases

leakage current and leads to a higher VOFF .L = 10.4 nm therefore represents the point at which the leakage

current is maximized in the OFF-state, which is why VOFF is minimized. Note that because the TFET is

in the OFF-state, the right edge of the tunnel barrier extends farther into the channel laterally, and hence

ψTB−R is pushed closer to the drain (as ψTB−R is de�ned to be slightly to the right of the tunnel barrier).

This is why this minimum VOFF occurs at a relatively large value ofL.

Using the optimized device with L = 2.2 nm, I then varied ε(ox-L)

‖ (with ε(ox-L)

⊥ = ε(ox-R)

‖ = ε(ox-R)

⊥ = 10) and ε(ox-R)

‖

(with ε(ox-R)

⊥ = ε(ox-L)

‖ = ε(ox-L)

⊥ = 10), with ID-VG characteristics plotted in Fig. 4.7(e) and Fig. 4.7(f). These results

con�rm that I
on

indeed becomes monotonic with respect to ε(ox-L)

‖ and ε(ox-R)

‖ for this optimized device, which
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Figure 4.7: (a) Hetero-gate dielectric architecture that allows for the permittivities of the left and right portions of the

gate insulator to be varied separately. (b)Conduction and valence band pro�les for various ε(ox-L)

‖ (VG≈VON ,

ε(ox-L)

⊥ = ε(ox-R)

‖ = ε(ox-R)

⊥ = 10). The simpli�ed capacitor model used in the discussion to analyse the potential

energy pro�les is shown at the top of the plot to illustrate the physical locations of relevant potentials and

capacitors. The black vertical lines mark the locations of the source/channel and channel/drain interfaces,

and the red vertical line marks the location in the insulator where the permittivities changes from ε(ox-L)

⊥ /ε(ox-L)

‖

to ε(ox-R)

⊥ /ε(ox-R)

‖ . For simplicity, we assume here that ψTB−R is located near the interface between the left and

right portions of the gate insulator, though this is not true in general for all values of L. (c) The same,

for various ε(ox-R)

‖ (while holding ε(ox-R)

⊥ = ε(ox-L)

‖ = ε(ox-L)

⊥ = 10). (d) I
on

(black circles/solid lines) and VOFF (red

squares/dashed lines) as functions of L for a device with ε(ox-L)

‖ = 2, ε(ox-R)

‖ = 10, and ε(ox-L)

⊥ = ε(ox-R)

⊥ = 10. ID-VG

characteristics for devices withL = 2.2 nm for (e) various ε(ox-L)

‖ (while holding ε(ox-L)

⊥ = ε(ox-R)

‖ = ε(ox-R)

⊥ = 10) and

(f ) various ε(ox-R)

‖ (while holding ε(ox-R)

⊥ = ε(ox-L)

‖ = ε(ox-L)

⊥ = 10). The insets in (e) and (f) show close-ups of the areas

enclosed by the red dashed rectangles [35]. © 2021 IEEE.

o�ers additional evidence that the non-monotonic trends observed when varying ε(ox)

‖ can be decomposed

into two competing monotonic trends. I measured the intrinsic delay of a TFET that used an isotropic gate

insulator with ε(ox)

‖ = ε(ox)

⊥ = 10 to be τ = 307.1 fs, which improves to 89.8 fs for the optimized structure in

Fig. 4.7(e) with ε(ox-L)

‖ = 2, and 83.3 fs for the optimized structure in Fig. 4.7(f) with ε(ox-R)

‖ = 50. These results

indicate that implementing the hetero-gate dielectric architecture proposed in Fig. 4.7(a) with either a low

ε(ox-L)

‖ or a high ε(ox-R)

‖ could also enhance the circuit-level performance of TFETs compared to a TFET with

a uniform isotropic gate insulator. Future works may bene�t from a thorough circuit-level analysis on this

hetero-gate dielectric architecture, including studies to see how this architecture can be optimized in terms

of circuit-level metrics.

Past reports on TFETs with hetero-gate dielectics have used high-κ and low-κ dielectrics near the

source/channel and channel/drain interfaces, respectively, to induce high electric �elds that enhance

tunnelling [16, 55]. Meanwhile, the hetero-gate dielectric used in this chapter used insulators with low

in-plane and high in-plane permittivities, respectively, at these same interfaces, while considering a �xed

out-of-plane permittivity. This comparison suggests that while the gate insulator’s in-plane permittivity plays
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an important role in hetero-gate dielectric-based TFETs, it is overshadowed by the role of the out-of-plane

permittivity when using isotropic insulators. Further work on engineering TFETs with hetero-gate dielectrics

could focus on studying how the in-plane and out-of-plane permittivities can be manipulated separately to

achieve devices with truly optimized electrostatics.

Finally, while the work documented in this chapter studied how dielectric anisotropy within a TFET’s gate

insulator a�ects device performance, other works have also investigated how the electrostatics of TFETs can

be optimized by engineering their spacers, and have introduced unique architectures featuring symmetric

dual-κ [56] and asymmetric dual-κ spacers [57] to accomplish this. While a detailed analysis of how the

spacers’ anisotropic permittivities a�ect TFET performance is beyond the scope of this thesis, such an analysis

may be an interesting topic for future works. In particular, given the asymmetric nature of TFETs highlighted

in previous articles as well as this one, it may be necessary for such studies to examine the role of anisotropic

permittivities in the source-side and drain-side spacers separately.

4.3 Conclusions

MOSFETs can be improved by using anisotropic insulators. Both the gate insulator and spacers should have

low in-plane permittivities to minimize fringing e�ects and high out-of-plane permittivities to maximize gate

control. A single global insulator can be used as both the gate insulator and spacers to provide the bene�ts of

a high-κ gate oxide with low-κ spacers, while simultaneously reducing the number of features that need to

be patterned.

A TFET’s SS and I
on

are non-monotonic with respect to the insulator’s in-plane permittivity, with

best performance obtained when the in-plane permittivity is very small. A TFET’s performance can be

optimized by using a hetero-gate dielectric where the left portion of the gate dielectric has a low in-plane

permittivity and the right portion has a high in-plane permittivity. This could be combined with other recent

developments in oxide engineering to further increase the performance of TFETs by allowing the position of

the conduction/valence band edges throughout the device to be engineered more precisely and in new ways.

As FETs with anisotropic insulators have never before been fabricated (with the exception of hBN), a crucial

next step will be to establish experimental protocols to develop FETs with anisotropic insulators. As the study

reported in this Chapter was the �rst of its kind, I explored FETs with ideal anisotropic insulators whose

dielectric constants were perfectly uniform in each direction. When implemented in real devices, anisotropic

insulators may not have perfect crystal structures and anisotropic nanocomposites could contain defects,

both of which could a�ect their permittivities. Further research that analyses the extent to which these defects

may impact device performance would therefore bene�t future works on engineering the electrostatics of

FETs.

Finally, while the work presented in this chapter considered FETs with 2-D semiconductors, devices that

use thicker semiconductors will have more signi�cant coupling through the semiconductor, which may
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de-emphasize the e�ects of lateral coupling through the insulators. As fringing �elds through MOSFETs’

gate insulators have been shown to a�ect the performance of 50 nm-thick silicon-based MOSFETs with

EOTs of 1 nm [58], the trends reported in this Chapter will likely be qualitatively similar in FETs with

thicker semiconductors. Nevertheless, quantitative studies on the degree to which anisotropic insulators can

improve FETs with thicker semiconductors will be an important step towards understanding the utility of

anisotropic insulators.
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5 Exploiting Fringing Fields Created by

High-κGate Insulators

The work documented in this chapter was published in July 2021 and is © 2021 IEEE

(R. K. A. Bennett and Y. Yoon, "Exploiting Fringing Fields Created by High-κGate Insulators

to Enhance the Performance of Ultrascaled 2-D-Material-Based Transistors," IEEE Transactions
on Electron Devices, July 2021, doi: 10.1109/TED.2021.3096178).

5.1 Introduction

As metal-oxide-semiconductor �eld-e�ect transistors’ (MOSFETs’) channel lengths are scaled down, their

gate capacitances must be increased to ensure that the gate electrode maintains its electrostatic control over

the channel. Although gate capacitance may be increased by decreasing the gate insulator’s thickness, gate

leakage will drastically interfere with device performance if the gate insulator is made too thin. Instead,

device designers often use high-κ gate insulators to achieve high gate capacitances while maintaining insulator

thicknesses su�cient to prevent gate leakage [59]. Unfortunately, replacing low-κ gate insulators with

thicker high-κ insulators at identical equivalent oxide thicknesses (EOTs) strengthens lateral electric �elds

throughout MOSFETs. These lateral electric �elds (also known as fringing fields) couple the source and

drain more strongly to the center of the channel, thereby weakening the gate’s control over the channel’s

electrostatic potential. This phenomenon, known as fringe-induced barrier lowering (FIBL), has been

studied thoroughly over the last two decades and is a well-known drawback of using high-κ insulators [50, 60,

61, 62]. Consequently, when implementing high-κ insulators, device designers are forced to make a trade-o�

where a device’s ideal source-to-drain transfer characteristics are sacri�ced to suppress gate leakage [15].

In this Chapter, I will demonstrate that FIBL caused by implementing high-κ gate insulators does not need

to be suppressed in ultra-scaled MOSFETs based on two-dimensional (2D) materials and can actually be

exploited to improve the performance of devices that su�er from source-to-drain tunneling leakage in the

OFF state. Speci�cally, I �nd that at extremely short channel lengths, FIBL caused by implementing high-κ

gate insulators improves, rather than deteriorates, a MOSFET’s ideal source-to-drain transfer characteristics

by (a) reducing the ratio of the source-to-drain tunneling current to the total driving current and (b) making

the source-to-drain tunneling current more responsive to changes in the applied gate bias. Both of these

e�ects cooperatively decrease the device’s overall subthreshold swing (SS) and boost ON currents (I
on

’s) at

�xed OFF currents (I
o�

’s) targeted by the IEEE International Roadmap for Devices and Systems (IRDS) for

logic-core applications [63]. I investigate the physics behind the observed performance boost by studying

the electrostatics of FIBL in ultra-scaled MOSFETs, and I conclude this Chapter by studying how FIBL

impacts the performance of ultra-scaled MOSFETs based on three di�erent 2D semiconductors. The results
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presented in this Chapter demonstrate bene�ts of implementing high-κ gate insulators in MOSFETs that I

anticipate will help device designers scale MOSFETs into the sub-10 nm regime by overcoming limitations

presented by source-to-drain tunneling currents.

5.2 Methodology

MOSFETs were simulated using the non-equilibrium Green’s function method as previously described in

Chapter 2. MOSFETs followed the double-gated architecture shown in Fig. 5.1(a), where a monolayer of

black phosphorous (BP) served as the semiconductor. The electronic structure of BP was described using

previously reported tight-binding parameters [44]. BP’s in-plane and out-of-plane permittivities were set to

4.56ε0 and 1.36ε0 (where ε0 is the permittivity of free space) based on a previous study [24]. All transport

was assumed to be ballistic and occurred along the armchair direction of BP. BP-based MOSFETs’ sources

and drains were 15 nm long and were n-doped to concentrations of 1.5× 10
13

cm
−2

.

Here, I considered the following gate insulators: SiO2 (εox = 3.9ε0), Al2O3 (εox = 10ε0), HfO
2
(εox = 25ε0),

and TiO2 (εox = 85ε0). I considered only the electrostatic e�ects of using di�erent gate insulators by

neglecting gate leakage in my simulations, which allowed me to directly measure a MOSFET’s ideal

source-to-drain transfer characteristics.

Simulations were performed atVD−VS = 0.7 V, whereVD andVS are the drain and source voltages. The OFF

state voltage VOFF is the gate voltage VG that yields a drain current ID equal to a speci�ed I
o�

. I measured

a MOSFET’s I
on

at the ON state voltage VON = VOFF + VDD, where VDD = 0.7 V is the power supply

voltage.

Unless stated otherwise, all MOSFET simulations performed in this Chapter use monolayer BP as the

semiconductor. However, at the end of this chapter, I also study MOSFETs that use GeSe-, HfS
2
-, and GeH

as the semiconductor. For these simulations, I used tight-binding-like Hamiltonians to capture the electronic

structure of each semiconductor. To ensure numerical convergence for each semiconductor, I n-doped

the sources and drains of GeSe-, HfS
2
-, and GeH-based devices with donor concentrations of 1.25×10

13
,

5×10
13

, and 5×10
12

cm
−2

, respectively. Transport occurred along the zigzag direction for GeSe (as de�ned

in [64]) and the Γ→X and Γ→M directions for HfS
2

and GeH, respectively. Permittivities of GeSe, HfS
2
,

and GeH were taken from [9], [19], and [65], respectively. Except for where otherwise noted, computational

details for MOSFETs based on these semiconductors are identical to those of MOSFETs based on monolayer

BP.

The tight-binding-like Hamiltonians for GeH and HfS2 were identical to those reported in previous

works [66, 1]. The tight-binding-like Hamiltonian for GeSe was computed based on the plane-wave

approximation using density functional theory (DFT) with QUANTUM ESPRESSO software [67] using

a rectangular supercell containing 4 Ge and 4 Se atoms. I used projector augmented wave pseudopotentials

with a wave function cuto� of 50 Ry and a charge density cuto� of 400 Ry, and I inserted a vacuum layer
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Figure 5.1: (a) Structure of MOSFETs. (b) Band structure of the GeSe supercell as computed by DFT and after

conversion to an MLWF basis. Here,Em is the mid-gap energy [69]. © 2021 IEEE.

of 20 Å to avoid interactions with periodic replicas. Afterwards, I used Wannier90 to transform the results

from QUANTUM ESPRESSO into a maximally localized Wannier function (MLWF) basis [68]. I used a

21× 21× 1 k-point grid for all computations with QUANTUM ESPRESSO and Wannier90. As shown in

Fig. 5.1(b), the band structures from DFT and from the MLWF basis match one another well.

5.3 Results andDiscussion

5.3.1 Performance Boost from FIBL

We begin by examining how the gate insulator’s dielectric constant in�uences a MOSFET’s I
on

when the

gate insulator’s EOT is held constant by varying tox. I
on

is plotted as a function of Lch in Fig. Fig. 5.2 for

both SiO2- and HfO
2
-based MOSFETs, where I

o�
is �xed at 10

−4
µA/µm, which is the I

o�
targeted by the

IRDS for low-power logic applications [63]. Here, the EOT is 1.25 nm for MOSFETs with both SiO2 and

HfO
2
gate insulators at Lch = 15 nm; as Lch decreases, the EOT decreases such that the ratio Lch/EOT

remains constant, which ensures that MOSFETs have similar levels of electrostatic control acrossLch’s [70].

45



5 Exploiting Fringing Fields Created by High-κGate Insulators

ION < 10-2 μA/μm for 
SiO2 at Lch = 5 nm

Figure 5.2: I
on

at I
o�

= 10
−4

µA/µm for MOSFETs with SiO2 and HfO
2

gate oxides at various Lch’s, where EOT is

varied such that the ratio Lch/EOT is held constant to ensure similar levels of electrostatic control across

Lch’s [69]. © 2021 IEEE.

At Lch ≥ 8 nm, I
on

’s for MOSFETs with SiO2 gate insulators exceed those of MOSFETs with HfO
2
gate

insulators. This result can be attributed to an increased SS for HfO
2
-based devices resulting from FIBL

and is consistent with previous works [15]. However, the performance boost o�ered by thin SiO2 (relative

to thick HfO
2
at the same EOT) reverses at Lch = 7 nm, at which point the I

on
of a MOSFET with an

HfO
2
gate insulator is slightly greater than that of a MOSFET with an SiO2 gate insulator. This disparity

in I
on

grows signi�cantly at Lch = 6 nm, with the HfO
2
-based device o�ering an I

on
more than an order of

magnitude greater than that of the SiO2-based device. AtLch = 5 nm, the leakage current of the SiO2-based

MOSFET grows substantially and requires an extremely negative gate bias to enter the OFF state, resulting

in an extremely low I
on
< 10

−2
µA/µm, whereas the HfO

2
-based device is still able to achieve I

on
/I

o�
> 106 at

thisLch. Note that the EOT is the same for SiO2- and HfO
2
-based devices at eachLch in Fig. 1(b). Therefore,

the improved performance o�ered by high-κ insulators atLch≤ 7 nm cannot be explained based on changes

to gate capacitance. Additionally, because these simulations neglect tunneling from the gate electrode, this

result also cannot be attributed to changes in gate leakage.

ID-VG characteristics at I
o�

= 10
−4

µA/µm for MOSFETs withLch = 6 nm and various gate insulators (where

EOT is held constant at 0.5 nm by varying tox) are plotted in Fig. 5.3(a), which shows that I
on

is maximized

and SS is minimized when HfO
2
and TiO2 are used as gate insulators. I

on
is plotted as a function of I

o�
in

Fig. 5.3(b), which shows that the improvement to I
on

is most noticeable at low I
o�

’s, with HfO
2
and TiO2

o�ering an increase of nearly �ve orders of magnitude to I
on

compared to SiO2 at I
o�

= 10
−5

µA/µm. As I
o�

increases to 10
−2

µA/µm, devices with di�erent gate insulators converge to similar I
on

’s, with TiO2 o�ering

the lowest I
on

. At I
o�

= 10
−4

µA/µm, I
on

is more than an order of magnitude greater for devices that use

HfO
2
gate insulators compared to devices that use SiO2. At this I

o�
, the IRDS targets I

on
’s ranging from

861 to 1336 µA/µm for logic-core applications between 2020 and 2030 [63], which is within the range of

I
on

’s o�ered by devices with HfO
2
gate insulators atLch = 6 nm.

As previously noted, the use of high-κ insulators appears to suppress leakage currents in the OFF state (I will

examine this reduction of leakage current in greater detail in Chapter 5.3.2). This observation is also re�ected
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in Fig. 2(c), which showsVOFF plotted as a function ofLch for HfO
2
-and SiO2-based devices.VOFF decays

quickly as Lch decreases for SiO2-based devices, whereas it decreases more gradually when HfO
2
is used as

the gate insulator instead. This result suggests that using high-κ gate insulators may also reduce OFF state

voltage variations in short-channel devices caused by fabrication errors resulting in non-uniform channel

lengths, even at channel lengths where FIBL still deteriorates the source-to-drain transfer characteristics (e.g.

atLch = 8 nm).

5.3.2 Underlying Physics

Next, I investigate the physical reasons behind the bene�ts of FIBL for ultra-scaled devices by decomposing

the ID-VG curves in Fig. 5.3(a) into their source-to-drain tunneling currents Itunnel [Fig. 5.4(a)] and

thermionic currents Itherm [Fig. 5.4(b)] following the approach used in [71]. These results show that the SS

of the tunneling component [SStunnel = ∂VG/∂(log10Itunnel)] decreases when high-κ insulators are used,

whereas the SS of the thermionic component [SStherm = ∂VG/∂(log10Itherm)] increases. This increase to

SStherm agrees with previous studies on FIBL [60, 15]. However, at Lch = 6 nm, Itunnel > Itherm for VG’s

around VOFF . When ID is composed of both Itherm and Itunnel, the total SS is given by [72]

SS =
( rt

SStunnel
+

1− rt
SStherm

)−1
, (5.1)

where rt is the ratio of tunneling current to total drain current, i.e. rt = Itunnel/ID. From (5.1), SS decreases

when rt decreases (as SStunnel > SStherm) and/or SStunnel decreases. As shown in Fig. 5.4(c), rt is smaller

for devices with high-κ gate insulators. Consequently, the decrease to both SStunnel and rt [Figs. 5.4(a,c)]

Von = VOFF + VDD

(a) (b) (c)

Figure 5.3: (a) ID-VG curves at I
o�

= 10
−4

µA/µm and (b) I
on

vs. I
o�

curves for MOSFETs withLch = 6 nm and various

gate oxides, where oxide thickness is varied to maintain EOT = 0.5 nm. Inset: a close-up of the region encased

in the dashed rectangle. (c) VOFF as a function of Lch for SiO2-and HfO
2
-based MOSFETs [69]. © 2021

IEEE.
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120 mV/dec

60 mV/dec

(a) (b) (c)

SStherm (mV/dec):
68.9
63.8
60.9
60.2

Figure 5.4: (a) Tunneling and (b) thermionic components of the ID-VG curves plotted in Fig. 5.3(a). (c) The ratio of

tunneling current to total drain current rt as a function of VG − VOFF for MOSFETs with various gate

oxides [69]. © 2021 IEEE.

o�sets the slight increase to SStherm [Fig. 5.4(b)], causing the overall SS of ultra-scaled MOSFETs to decrease

when using high-κ gate insulators. Because I consider a �xed I
o�

= 10
−4

µA/µm, this decrease in SS translates

directly to an increased I
on

.

To understand why rt decreases when using high-κ insulators, I have plotted the conduction band (EC )

pro�les and current spectra of MOSFETs with SiO2 and HfO
2
gate insulators (Lch = 6 nm, EOT = 0.5 nm)

at VG − VOFF = 0.25 V in Fig. 5.5(a). ID is composed entirely of Itunnel for the device with an SiO2 gate

insulator, whereas there is a noticeable Itherm component when an HfO
2
gate insulator is used because the

barrier height hB is reduced due to FIBL [73]. However, note that the width of the potential energy barrier

wB (i.e. the lateral distance across the barrier, which I measure atEC = 0 eV for consistency) is slightly greater

for the device with an HfO
2
gate insulator. Itunnel∝ exp(−wB

√
hB) [71], whereas Itherm∝ exp(-hB) [2].

Based on these proportionalities, decreasinghB while maintaining or increasingwB causes Itherm to increase

more quickly than Itunnel, which is why rt decreases as εox increases at a �xed EOT.

Next, I consider the reason why using high-κ gate insulators decreases SStunnel. As

Itunnel ∝ exp(−wB
√
hB), a decrease to SStunnel implies that (i) |∂hB/∂VG| increases (i.e. hB becomes

more responsive to VG) and/or (ii) |∂wB/∂VG| increases (i.e. wB becomes more responsive to VG). To

investigate these possibilities, I have plotted EC pro�les for MOSFETs with SiO2 and HfO
2
gate insulators

at VG − VOFF = 0.25 V (solid lines) and VG − VOFF = 0.35 V (dotted lines) in Fig. 5.5(b). hB decreases

by 0.1 and 0.09 eV across this ∆VG for devices with SiO2 and HfO
2
gate insulators, respectively, indicating

that hB is slightly less responsive to changes in VG when high-κ insulators are used, ruling out possibility

(i). However, wB changes by 0.245 nm and 0.424 nm across this same ∆VG for MOSFETs with SiO2 and

HfO
2
gate insulators, respectively [see also Fig. 5.5(b) inset], con�rming that (ii) is the reason why using

high-κ insulators decreases SStunnel.

To understand why increasing εox increases wB , I have plotted the potential energy contours around

the channel/drain interface plotted in Fig. 5.5(c) for SiO2 and HfO
2
-based MOSFETs (Lch = 6 nm,
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HfO2 gate insulator
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Source Channel Drain
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Figure 5.5: (a)EC pro�les (solid lines, bottom x axis) and current spectra I(E) (dashed lines, top x axis) for MOSFETs

with SiO2 and HfO
2
gate oxides at VG − VOFF = 0.25 V. (b)EC for MOSFETs with SiO2 and HfO

2
gate

oxides (Lch = 6 nm, EOT = 0.5 nm) atVG−VOFF = 0.25 V (solid lines) andVG−VOFF = 0.35 V (dotted

lines). Inset: a close-up of the region in the dashed rectangle. (c) Contour plots of the potential energy near

the channel/drain interface for an SiO2-based MOSFET (top) and an HfO
2
-based MOSFET (bottom),

where Lch = 6 nm, EOT = 0.5 nm, and VG − VOFF = 0.25 V. Note that the reference potential energy

in (c) is shifted so that the potential energy in the semiconductor aligns with with EC , which facilitates

comparisons between (b) and (c) [69]. © 2021 IEEE.

EOT = 0.5 nm) at VG−VOFF = 0.25 V. Here, the potential energy contour lines near the channel/drain

interface have a more signi�cant horizontal component when HfO
2
is used as a gate insulator compared

to when SiO2 is used as a gate insulator, which allows these contour lines to penetrate far laterally into

both the channel and drain. This in turn lowers the potential energy in the semiconductor to the left

of the channel/drain interface and raises the potential energy in the semiconductor to the right of the

channel/drain interface. Both of these e�ects cooperatively increase wB . These elongated potential energy

contour lines in the HfO
2
-based device are the origin of FIBL and are known to arise because of the

strengthened lateral electrostatic coupling when using high-κ gate insulators at the same EOTs as their

lower-κ counterparts [60, 15].

Next, to understand why |∂wB/∂VG| increases as εox increases, consider the slope of EC , i.e. |∂EC/∂x|,
near the source/channel and channel/drain interfaces. From Fig. 4(b), the slope of EC is steep near the

source/channel and channel/drain interfaces for the SiO2-based MOSFET, whereas this slope is much gentler

for the HfO
2
-based MOSFET. Note that when the slope of EC is large at these interfaces, |∂wB/∂VG|

will naturally decrease, whereas |∂wB/∂VG| increases when the slope ofEC near these interfaces decreases.

Consequently, this di�erence in |∂EC/∂x| in these regions is directly responsible for the increase in

|∂wB/∂VG| observed when using high-κ insulators.

The physical reason why |∂EC/∂x| is larger near the source/channel and channel/drain interfaces when

SiO2 is used as a gate insulator can also be explained by the potential energy contours shown in Fig. 5.5(c).

As the potential energy contour lines near the channel/drain interface do not extend far laterally into the SiO2

gate insulator before reaching the gate insulator/channel interface, the potential energy in the channel even

a short distance away from the channel/drain interface is strongly in�uenced by the gate electrode. Similarly,
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because the potential energy contour lines near the channel/drain interface do not extend far laterally into the

drain, the potential energy in the drain is minimally in�uenced by the gate electrode, allowing the potential

energy in the drain to drop to its minimum value a short distance away from the channel/drain interface.

As a result, EC changes rapidly near the channel/drain interface for the SiO2-based MOSFET, resulting in

a large |∂EC/∂x|. However, as these contour lines extend far laterally into both the channel and drain for

the HfO
2
-based MOSFET, EC changes gradually in this region, thereby lowering |∂EC/∂x|. Here, note

that ∂EC/∂x is directly proportional to the lateral component of the electric �eld in the semiconductor

[E
(SC)
x = (1/q)(∂EC/∂x), where q is the elementary charge]. The above discussion is therefore consistent

with previous works that have observed a decrease in E
(SC)
x at the channel/drain interface as a by-product

of FIBL when using MOSFETs with high-κ gate insulators (compared to MOSFETs with low-κ insulators

at the same EOTs) [74, 75, 76].

Finally, lateral capacitances and electric �elds are screened out as the number of charge carriers in the channel

increases [41]. Therefore, the aforementioned e�ects that in�uence both wB and |∂wB/∂VG| become less

important at higher I
o�

’s, which is why the performance boost from FIBL is most noticeable at low I
o�

’s

[Fig. 5.3(b)].

5.3.3 Applicability to Other 2D-Material-BasedMOSFETs

While the qualitative nature of the trends described at the end of Chapter 5.3.2 are not unique to BP-based

MOSFETs, the quantitative nature of source-to-drain tunneling can vary drastically between di�erent

semiconductors and MOSFET con�gurations. Therefore, I conclude this Chapter by studying the degree to

which FIBL caused by implementing high-κ gate insulators can enhance the performance of MOSFETs based

upon three di�erent monolayer semiconductors: germanium selenide (GeSe), hafnium disul�de (HfS
2
), and

germanane (GeH). I selected these three semiconductors for two main reasons: �rst, like BP, each of these

materials o�er strong performance when used as the semiconductor in MOSFETs [9, 66]. Second, as I shall

verify shortly, each of these materials exhibit di�erent degrees of source-to-drain tunneling when used in

ultra-scaled �eld-e�ect transistors, making the results of this Chapter more applicable to the wide range

of 2D semiconductors currently available. Because of GeSe’s smaller band gap (Eg = 1.1 eV), I performed

these simulations at a slightly reduced VD = VDD = 0.6 V. Additional computational details for simulating

MOSFETs made from these semiconductors are described in the Appendix.

ID-VG curves for GeSe-, HfS
2
-, and GeH-based MOSFETs with SiO2 and HfO

2
gate insulators are plotted in

Figs. 5.6(a–c), where I
o�

is �xed at 10
−4

µA/µm. Here, I setLch = 6 nm for GeSe and HfS
2
-based MOSFETs.

However, I found that atLch = 6 nm, extensive source-to-drain tunneling prevented GeH-based MOSFETs

with SiO2 gate insulators from achieving I
o�

= 10
−4

µA/µm, making it impossible to compare I
on

’s at a �xed

I
o�

. Therefore, I instead used Lch = 7 nm for GeH-based MOSFETs in Fig. 5.6(c). The EOTs of GeSe- and

HfS
2
- based MOSFETs were �xed at 0.5 nm, whereas GeH-based MOSFETs had EOTs of 0.583 nm to ensure

that the ratio ofLch/EOT was constant for every con�guration in Fig. 5.6.
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(a) (b) (c) (d)
SiO2 ION = 2.3 μA/μm
HfO2 ION = 658 μA/μm

SiO2 ION = 657 μA/μm
HfO2 ION = 448 μA/μm

SiO2 ION = 6.4 μA/μm
HfO2 ION = 1169 μA/μm

Von = VOFF + VDD Von = VOFF + VDD Von = VOFF + VDD

Figure 5.6: ID-VG curves for MOSFETs that use SiO2 and HfO
2
gate insulators and (a) GeSe, (b) HfS

2
, and (c) GeH

as the semiconductor. Lch = 6 nm for (a) and (b) and 7 nm for (c), and EOT = 0.5 nm in (a) and (b) and

0.583 nm in (c). (d) rt as a function of VG − VOFF for MOSFETs where SiO2 serves as the gate insulator

and GeSe, HfS
2
, and GeH serve as semiconductors.Lch’s and EOTs are the same as in (a) – (c) for MOSFETs

based upon each semiconductor [69]. © 2021 IEEE.

From these results, replacing an SiO2 gate insulator with an HfO
2
gate insulator at the same EOT boosts

the I
on

’s of GeSe- and GeH-based MOSFETs by more than 2 orders of magnitude, but slightly degrades

the I
on

of HfS
2
-based MOSFETs. To understand these behaviors, I have plotted rt for each semiconductor

with SiO2 gate insulators in Fig. 5.6(d). Here, rt ≈ 1 for GeSe- and GeH-based MOSFETs for much of

the VG window considered, indicating that tunneling dominates the total current when SiO2 is used as a

gate insulator. Consequently, FIBL improves the performance of these GeSe- and GeH-based MOSFETs for

the same reasons that FIBL bene�ts monolayer BP-based devices with Lch ≤ 7 nm [as previously observed

in Fig. 5.1(b)]. However, rt is much lower for HfS
2
-based devices with SiO2 gate insulators, indicating that

Itunnel is less signi�cant for the HfS
2
-based MOSFETs considered here [relative to Itunnel for the GeSe- and

GeH-based MOSFETs in Figs. 5.6(a,c)]. As a result, the e�ect of decreasing SStunnel and Itunnel becomes

less signi�cant [see the discussion surrounding (1)], which is why FIBL deteriorates, rather than improves,

the performance of the HfS
2
-based MOSFETs shown in Fig. 5(b).

The results presented in Fig. 5.6 con�rm that FIBL can be exploited to improve the performance of

MOSFETs made from a variety of semiconductors. However, the degree to which FIBL may improve an

ultra-scaled MOSFET’s performance depends strongly on the con�guration and transfer characteristics of

a nominal device. Therefore, while device designers should consider inducing FIBL to improve the ideal

source-to-drain transfer characteristics of ultra-scaled MOSFETs, they should do so with caution to ensure

that the performance enhancement from decreasing rt and SStunnel is able to overcome the detrimental e�ect

of increasing SStherm.

5.4 Conclusions

FIBL enhances the performance of ultra-scaled MOSFETs by increasing the potential energy barrier’s width

while decreasing its height (which increases the ratio of thermionic current to total current) and by making

the barrier’s width more responsive to changes in gate voltages (which decreases the SS of the source-to-drain
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tunneling current). Therefore, as 2D-material-based MOSFETs are scaled into the sub-10 nm regime, I

anticipate that device designers will be able to implement high-κ gate insulators while enhancing, rather

than deteriorating, a MOSFET’s ideal source-to-drain transfer characteristics even before considering the

e�ect of gate leakage. However, I have also observed instances where FIBL deteriorates the performance of

sub-10 nm devices. Therefore, device designers should be cautious when intentionally introducing FIBL to

short-channel devices to determine whether or not they are operating in the regime where FIBL will improve,

rather than deteriorate, their nominal device’s performance.

In this Chapter, I considered only MOSFETs based upon monolayer semiconductors, although MOSFETs

based upon few-layer semiconductors are also a topic of interest in current research. As FIBL has been

observed in MOSFETs based on bulk semiconductors [58], I anticipate that the performance boost o�ered by

FIBL reported in this Chapter could likewise be used to improve the performance of ultra-scaled MOSFETs

based on few-layer semiconductors. However, FIBL becomes less signi�cant as the semiconductor’s thickness

increases [77], which in turn may also diminish the performance boost reported in this Chapter. I therefore

recommend that future works investigate how the performance boost o�ered by FIBL in ultra-scaled

MOSFETs may change with the number of layers in a MOSFET’s 2D semiconductor.

Recent studies have used hexagonal boron nitride or other low-κ insulators as intermediate “bu�er layers"

between 2D semiconductors and high-κ insulators. These bu�er layers improve gate control by weakening

the lateral electric �eld near the semiconductor/gate insulator interface (thereby reducing FIBL), while the

high-κ layer ensures that the entire gate insulator is su�ciently thick in order to prevent gate leakage [58, 15].

However, the results of this Chapter suggest that implementing these “gate-stack architectures" may worsen

source-to-drain tunneling currents in ultra-scaled MOSFETs. Consequently, future studies may focus upon

optimizing gate-stack architectures in ultra-scaled MOSFETs by simultaneously considering source-to-drain

tunneling, gate leakage, and thermionic emission. Additionally, these low-κ bu�er layers have also previously

been used to reduce the number of interfacial defects between 2D semiconductors and high-κ insulators [78,

79]. As this approach may be unideal for ultra-scaled devices, I anticipate that the results presented in this

Chapter may further motivate work on developing high-κ insulators that are natively compatible with 2D

semiconductors, a topic that has been receiving increased attention in recent years [80, 81, 82].
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6 Conclusions and FutureWork

In this thesis, I carried out three studies which provide new insights towards the electrostatic operation

of nanoscale FETs and o�er novel design strategies for optimizing these devices. In my �rst study, I

demonstrated that device designers should generally avoid implementing the isotropic approximation in

their simulations, especially at short channel lengths and/or when the MOSFET’s EOT is extremely thin,

as the role of the out-of-plane permittivity becomes more important under these conditions. In my second

study, I demonstrated that replacing MOSFETs’ isotropic gate insulators with anisotropic insulators with

small in-plane and large out-of-plane permittivities can improve devices’ ON-currents and lower their

SS’s, and used this to demonstrate a novel device architecture that uses a singular anisotropic insulator to

span the entirety of the source, channel, and drain. I also demonstrated that the performance of TFETs

responds non-monotonically to the gate insulator’s in-plane permittivity, with highest ON-currents/smallest

SS’s obtained when the insulator’s in-plane permittivity is either extremely small or extremely large. This

non-monotonic behaviour arose because of competitions between coupling on the source and drain side of

the device, which I took advantage of to propose a novel hetero-gate dielectric for TFETs. Finally, in my third

study, I demonstrated that FIBL can be exploited to improve the performance of MOSFETs with extremely

short channel lengths by lowering the subthreshold swing and quantity of tunneling current around the

OFF-state, resulting in a dramatic improvement to the ON-currents of ultra-scaled devices.

Future work may continue along this direction to develop a deeper understanding of the electrostatic

principles and design strategies I have presented in this work. Below, I propose several speci�c research topics

to further develop the research topics explored in this thesis.

• Developing a natural length scale to estimate the electrostatic integrity of MOSFETs that considers a

semiconductor’s and/or insulator’s anisotropic permittivities

• Exploring the role of the semiconductor’s out-of-plane permittivity in few-layer devices, where vertical

coupling may become more signi�cant

• Experimentally developing MOSFETs and/or TFETs that take advantage of the novel architectures

proposed in Chapter 4

• Exploring how dielectric anisotropy in the semiconductor and/or insulator a�ects the performance

of nanoscale FETs whose electrostatic operation di�ers from that of conventional MOSFETs/TFETs,

e.g. ferroelectric and negative capacitance FETs

• Optimizing gate insulators of ultra-scaled devices based on source-to-drain from FIBL and gate leakage

currents simultaneously
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