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Abstract

In the era of autonomous vehicles, the advanced technologies of connected vehicle lead to
the development of driving-related applications to meet the stringent safety requirements
and the infotainment applications to improve passenger experience. Newly developed ve-
hicular applications require high-volume data transmission, accurate sensing data collec-
tion, and reliable interaction, imposing substantial constrains on vehicular networks that
solely rely on cellular networks to fetch data from the Internet and on-board processors
to make driving decisions. To enhance multifarious vehicular applications, Heterogeneous
Vehicular Networks (HVNets) have been proposed, in which edge nodes, including base
stations and roadside units, can provide network connections, resulting in significantly
reduced vehicular communication cost. In addition, caching servers are equipped at the
edge nodes, to further alleviate the communication load for backhaul links and reduce data
downloading delay. Hence, we aim to orchestrate the multi-dimensional resources, includ-
ing communication, caching, and sensing resources, in the complex and dynamic vehicular
environment to enhance vehicular edge network performance. The main technical issues
are: 1) to accommodate the delivery services for both location-based and popular contents,
the scheme of caching contents at edge servers should be devised, considering the coopera-
tion of caching servers at different edge nodes, the mobility of vehicles, and the differential
requirements of content downloading services; 2) to support the safety message exchange
and collective perception services for vehicles, communication and sensing resources are
jointly allocated, the decisions of which are coupled due to the resource sharing among
different services and neighboring vehicles; and 3) for interaction-intensive service provi-
sioning, e.g., trajectory design, the forwarding resources in core networks are allocated to
achieve delay-sensitive packet transmissions between vehicles and management controllers,
ensuring the high-quality interactivity. In this thesis, we design the multi-dimensional re-
source orchestration schemes in the edge assisted HVNets to address the three technical
issues.

Firstly, we design a cooperative edge caching scheme to support various vehicular con-
tent downloading services, which allows vehicles to fetch one content from multiple caching
servers cooperatively. In particular, we consider two types of vehicular content requests,
i.e., location-based and popular contents, with different delay requirements. Both types
of contents are encoded according to fountain code and cooperatively cached at multiple
servers. The proposed scheme can be optimized by finding an optimal cooperative content
placement that determines the placing locations and proportions for all contents. To this
end, we analyze the upper bound proportion of content caching at a single server and
provide the respective theoretical analysis of transmission delay and service cost (including
content caching and transmission cost) for both types of contents. We then formulate an op-
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timization problem of cooperative content placement to minimize the overall transmission
delay and service cost. As the problem is a multi-objective multi-dimensional multi-choice
knapsack one, which is proved to be NP-hard, we devise an ant colony optimization-based
scheme to solve the problem and achieve a near-optimal solution. Simulation results are
provided to validate the performance of the proposed scheme, including its convergence
and optimality of caching, while guaranteeing low transmission delay and service cost.

Secondly, to support the vehicular safety message transmissions, we propose a two-level
adaptive resource allocation (TARA) framework. In particular, three types of safety mes-
sage are considered in urban vehicular networks, i.e., the event-triggered message for urgent
condition warning, the periodic message for vehicular status notification, and the message
for environmental perception. Roadside units are deployed for network management, and
thus messages can be transmitted through either vehicle-to-infrastructure or vehicle-to-
vehicle connections. To satisfy the requirements of different message transmissions, the
proposed TARA framework consists of a group-level resource reservation module and a
vehicle-level resource allocation module. Particularly, the resource reservation module is
designed to allocate resources to support different types of message transmission for each
vehicle group at the first level, and the group is formed by a set of neighboring vehicles.
To learn the implicit relation between the resource demand and message transmission re-
quests, a supervised learning model is devised in the resource reservation module, where to
obtain the training data we further propose a sequential resource allocation (SRA) scheme.
Based on historical network information, the SRA scheme offline optimizes the allocation
of sensing resources (i.e., choosing vehicles to provide perception data) and communication
resources. With the resource reservation result for each group, the vehicle-level resource
allocation module is then devised to distribute specific resources for each vehicle to sat-
isfy the differential requirements in real time. Extensive simulation results are provided
to demonstrate the effectiveness of the proposed TARA framework in terms of the high
successful reception ratio and low latency for message transmissions, and the high quality
of collective environmental perception.

Thirdly, we investigate forwarding resource sharing scheme to support interaction in-
tensive services in HVNets, especially for the delay-sensitive packet transmission between
vehicles and management controllers. A learning-based proactive resource sharing scheme
is proposed for core communication networks, where the available forwarding resources at
a switch are proactively allocated to the traffic flows in order to maximize the efficiency
of resource utilization with delay satisfaction. The resource sharing scheme consists of
two joint modules: estimation of resource demands and allocation of available resources.
For service provisioning, resource demand of each traffic flow is estimated based on the
predicted packet arrival rate. Considering the distinct features of each traffic flow, a lin-
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ear regression scheme is developed for resource demand estimation, utilizing the mapping
relation between traffic flow status and required resources, upon which a network switch
makes decision on allocating available resources for delay satisfaction and efficient resource
utilization. To learn the implicit relation between the allocated resources and delay, a
multi-armed bandit learning-based resource sharing scheme is proposed, which enables fast
resource sharing adjustment to traffic arrival dynamics. The proposed scheme is proved
to be asymptotically approaching the optimal strategy, with polynomial time complexity.
Extensive simulation results are presented to demonstrate the effectiveness of the proposed
resource sharing scheme in terms of delay satisfaction, traffic adaptiveness, and resource
sharing gain.

In summary, we have investigated the cooperative caching placement for content down-
loading services, joint communication and sensing resource allocation for safety message
transmissions, and forwarding resource sharing scheme in core networks for interaction in-
tensive services. The schemes developed in the thesis should provide practical and efficient
solutions to manage the multi-dimensional resources in vehicular networks.
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Chapter 1

Introduction

1.1 Overview of Vehicular Networks

Recent technical development of vehicular applications has led to the age of automated ve-
hicles. According to new survey results by the World Economic Forum, not only consumers
are willing to travel in automated vehicles, nearly 60% of 5,500 respondents in ten coun-
tries around the world, but also most city authorities are looking forward to automated
[1]. They believe that the public can benefit from automated, applications such as vehicle
sharing will be a potential last-mile solution of daily urban transit. Thus, automated ve-
hicles should be introduced by city planners and governments toward smart mobility cities
such as Gothenburg and Singapore.

It is challenging to meet the stringent requirements of automated vehicles solely based
on the on-board sensors. A large amount of external information exchange is also necessary[2].
If an emergency event is detected by a roadside infrastructure or another automated vehicle,
e.g., a vulnerable road user or an accident, the automated vehicle should be notified of this
event. To support automated, high-quality maps are necessary, including high definition
and fine-grained contextual information, that can be collected and distributed by vehicles
or connected infrastructures, such as cellular base station (BS) and roadside unit (RSU).
In the case of that, the required information is unavailable locally, the vehicle can fetch this
information from remote information server through access to connected infrastructures.

In addition to automated, passengers also have strong demand on vehicular appli-
cations based on connected vehicles [3]. Telematics applications and Vehicle-to-Vehicle
(V2V)/Vehicle-to-Infrastructure (V2I) applications are developed to accommodate this
need. Telematics applications combine telecommunications and informatics together to
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enable information exchange between vehicles and the world. Most of the popular appli-
cations are related to driving safety, such as automatic collision notification and remote
diagnostic, where the data are collected locally to inform remotely-run algorithms. In
terms of V2V/V2I applications, a broad group of applications are included, ranging from
safety related vehicle tracking to driver experience enhancement, which are operated upon
network consisting of connected vehicles and infrastructures. These applications are di-
vided into four types, information services, safety services, individual motion control, and
group motion control [3]. Various requirements are raised by these applications, such as
low data processing and transmission latency for safety services and broader connectivity
for group motion control.

In order to make automated and well designed connected vehicles applications possible,
rapid data transmission and processing need to be guaranteed even for the “big data”,
which are not only of huge amount, but also of enormous types. Traditionally, vehicles are
using cellular networks to fetch data from Internet and cloud computing server. However,
through cellular network, the prohibitive cost and network capacity constraint of delivering
such massive data have driven the exploration of other network spectrum (e.g., WiFi) to
provide alternative V2I communication data pipes. In addition, the long transmission
distance and unpredicted delay motivate the paradigm shift from mobile cloud computing
to mobile edge computing.

1.2 Edge Assisted Vehicular Networks

1.2.1 Introduction of Edge Assisted Vehicular Networks

To overcome the “big data” challenge of vehicular network, infrastructures are introduced
to enhance quality of service (QoS) for vehicles. Firstly, infrastructures can be used as relay
nodes for connections between vehicles, which significantly improves the communication
quality. Data transmission capacity is demonstrated to be improved with the increase
of infrastructure network. In particular, RSUs can greatly reduce the data transmission
time in sparse scenarios, such as highway vehicular networking [4]. One motivation of
using RSUs as relay nodes is that it is easier for vehicles to receive/send packets from/to a
stationary node, and therefore RSUs are proposed to act as gateway in vehicular networks
[5].

Infrastructures are also used for providing Internet access to vehicles in [6], which is
possible because there are only a few hops between vehicles and the infrastructure (e.g.,
WiFi, cellular). Instead of relying on single access network, Zheng et al. elaborated both
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the wide coverage and real-time services, which can be guaranteed via cooperation among
the heterogeneous wireless access networks including V2V and V2I communications [7]. It
is proved that in Heterogeneous Vehicular Networks (HVNets), the communication cost of
vehicles can be greatly reduced while the network throughput can be improved [8].

In terms of selection of infrastructure, a widely adopted solution is to employ publicly
available infrastructure, such as WiFi Access Points (APs) and cellular BSs. Traditionally,
vehicles get connected to Internet via BSs. Due to the prohibitive cost and constrained ca-
pacity of cellular network, WiFi APs are utilized to provide additional V2I communication.
It is measured that a roadside WiFi AP can provide significant UDP and TCP throughput
for drive-through vehicles [9]. Cheng et al. utilized the opportunistic connection between
vehicles and roadside hotspots to offload part of the vehicular traffic from cellular network
to WiFi networks and showed that the communication cost can be greatly reduced [10].
For fast-moving vehicles, to meet the requirements of safe driving environment, an adaptive
dynamic scheduling policy is designed for RSUs [11]. In addition, the practical feasibility is
also verified, for instance, WiFi signals over the city are measured in [12] and the handover
between different access networks (e.g., 4G cellular and WiFi) are studied in [13].

1.2.2 Testbeds and Practical Deployments

Some testbeds and practical deployments of edge assisted vehicular network are established
around the world. The first smart highway in Europe is the Cooperative Intelligent Trans-
port System Corridor, which enables communications between vehicles and infrastructures
[14]. It introduces two applications, i.e., roadworks warning and improved traffic man-
agement. Roadworks warning aims at improving local road safety by applying a position-
ing/communication system on roadworks safety trailers. In contrast, traffic management
service requires cooperation between RSUs and cellular networks, in which vehicles send
information to RSU, and after preprocessing the data, it will be transmitted to highway
operators through cellular network. Road safety and traffic management are also studied
and tested in Japan. Measurements show that infrastructures can effectively reduce path
vulnerability in critical areas [15]. In the US, Connected Vehicle Safety Pilot Model De-
ployment was launched in 2012, where both V2V and V2I connections are enabled. Based
on the project, researchers can test connected vehicle operations for applications such as
traffic efficiency, energy efficiency, and environmental benefits [16].

Recently, some new use cases and applications are introduced to test advanced Cellular-
based Vehicle-to-Everything (V2X), including safety, traffic efficiency as well as comfort
for the driver, where V2X communication is the transmission of information exchange
between a vehicle and any entity that may affect the vehicle. The applications rely on
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low latency and high throughput. For instance, “see through” between two connected
vehicles on road requires high-resolution visual data transmission [17]. In addition to
connected vehicular applications, automated vehicles have been tested as well. A project
called Connected Intelligent Transport Environment creates an environment, where various
V2X technologies are applied on urban roads, dual-carriageways, and motorways. The
project proves that these technologies can improve the on-road experience, reduce traffic
congestion, and provide entertainment and safety services through better connectivity [18].

Furthermore, new service requirements are specified to promote the development of ve-
hicular applications. The 3GPP standard group defines service requirements for Cellular-
V2X in three areas: nonsafety V2X services, safety-related V2X services, and support for
V2X services in multiple 3GPP radio access technologies [19]. To accommodate these ap-
plications, new levels of connectivity and intelligence are required. Since improved network
performance of throughput, latency, reliability, connectivity, and mobility will be provided
by fifth generation (5G), it becomes a potential access solution of vehicle networks.

1.3 Motivations and Contributions

1.3.1 Challenges of Edge-Assisted Vehicular Networks

Newly developed vehicular applications (e.g., augmented reality (AR), automated, HD
map, trajectory management, etc.) require high-volume data transmission and reliable in-
teractions among vehicles and traffic management controllers, which can only be achieved
with the high-level capability of data communication and storage. Since conventional ve-
hicular networks have difficulties in satisfying these requirements, edge nodes with commu-
nication and storage capabilities are introduced to assist vehicular networks. Connected in-
frastructures including BSs and RSUs can provide stable Internet access for vehicles. They
are also equipped with edge caching capabilities to support data-intensive and interaction-
intensive applications.

Although edge-assisted vehicular networks are introduced to support vehicular content
downloading services (e.g., HD map and entertainment content downloading), safety mes-
sage transmissions, and interaction-intensive applications (e.g., trajectory management),
the service provisioning still faces following challenges:

1. Large backhaul link overhead – Considering the data-intensive applications, it requires
high-volume data transmission, imposing substantial pressure on backhaul links if
vehicles download data from the Internet;
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2. High mobility of vehicles – Due to the high mobility of vehicles, both the connection
among vehicles and the connection between vehicles and edge nodes are intermit-
tent. For data-intensive applications, the vehicle needs to download content through
varying access infrastructures. To support the safety message transmissions among
vehicles, the reliable message exchange is required, which is challenging due to inter-
mittent connections;

3. Congestion in core networks – For the interaction-intensive applications (i.e., inter-
actions between vehicles and management controllers are required), packet trans-
missions with low latency and high reliability requirements are essential to ensure
interactivity. To meet these requirements, the utilization of buffer spaces at each
network switch needs to be properly controlled. Specifically, the dominant contribut-
ing factor for end-to-end (E2E) packet transmission delay is the delay for packet
queuing at network switches, and the packet loss is mainly caused by buffer overflow
during network congestion.

1.3.2 Approaches and Contributions

To overcome the challenges faced by vehicular service provisioning, we have investigated
the cooperative caching placement for content downloading services, joint communication
and sensing resource allocation for safety message transmissions, and forwarding resource
sharing scheme in core networks for interaction-intensive applications. In specific, we focus
on the following three research topics and address each topic in one chapter.

1. In chapter 3, a cooperative edge caching scheme is developed to support various ve-
hicular content downloading services, which allows vehicles to fetch one content from
multiple caching servers cooperatively. In specific, we consider two types of vehicu-
lar content requests, i.e., location-based and popular contents, with different delay
requirements. Both types of contents are encoded according to fountain code and
cooperatively cached at multiple servers. The proposed scheme can be optimized
by finding an optimal cooperative content placement that determines the placing
locations and proportions for all contents. To this end, we first analyze the upper
bound proportion of content caching at a single server and provide the respective
theoretical analysis of transmission delay and service cost (including content caching
and transmission cost) for both types of contents. We then formulate an optimiza-
tion problem of cooperative content placement to minimize the overall transmission
delay and service cost. As the problem is a multi-objective multi-dimensional multi-
choice knapsack problem, which is proved to be NP-hard, we devise an ant colony
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optimization-based scheme to solve the problem and achieve a near-optimal solution.
Extensive simulation results validate the performance of the proposed scheme, includ-
ing its convergence and optimality of caching, while guaranteeing low transmission
delay and service cost;

2. In chapter 4, a two-level adaptive resource allocation (TARA) framework is proposed
to support vehicular safety message transmissions. In particular, three types of safety
message are considered in urban vehicular networks, i.e., the event-triggered message
for urgent condition warning, the periodic message for vehicular status notification,
and the message for environmental perception. Roadside units are deployed for net-
work management, and thus messages can be transmitted through either vehicle-to-
infrastructure or vehicle-to-vehicle connections. To satisfy the requirements of differ-
ent message transmissions, the proposed TARA framework consists of a group-level
resource reservation module and a vehicle-level resource allocation module. Partic-
ularly, the resource reservation module is designed to allocate resources to support
different types of message transmission for each vehicle group at the first level, and
the group is formed by a set of neighboring vehicles. To learn the implicit relation
between the resource demand and message transmission requests, a supervised learn-
ing model is devised in the resource reservation module, where to obtain the training
data we further propose a sequential resource allocation (SRA) scheme. Based on
historical network information, the SRA scheme offline optimizes the allocation of
sensing resources (i.e., choosing vehicles to provide perception data) and communica-
tion resources. With the resource reservation result for each group, the vehicle-level
resource allocation module is then devised to distribute specific resources for each ve-
hicle to satisfy the differential requirements in real time. Extensive simulation results
are provided to demonstrate the effectiveness of the proposed TARA framework in
terms of the high successful reception ratio and low latency for message transmissions,
and the high quality of collective environmental perception;

3. In chapter 5, a forwarding resource sharing scheme is devised to support interaction-
intensive applications in HVNets, especially for delay-sensitive packet transmissions
between vehicles and management controllers. A learning-based proactive resource
sharing scheme is proposed for the core communication networks, where the available
forwarding resources at a switch are proactively allocated to the traffic flows in order
to maximize the efficiency of resource utilization with delay satisfaction. The re-
source sharing scheme consists of two joint modules, estimation of resource demands
and allocation of available resources. For service provisioning, resource demand of
each traffic flow is estimated based on the predicted packet arrival rate. Consider-
ing the distinct features of each traffic flow, a linear regression scheme is developed
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for resource demand estimation, utilizing the mapping relation between traffic flow
status and required resources, upon which a network switch makes decision on al-
locating available resources for delay satisfaction and efficient resource utilization.
To learn the implicit relation between the allocated resources and delay, a multi-
armed bandit learning-based resource allocation scheme is proposed, which enables
fast resource allocation adjustment to traffic arrival dynamics. The proposed scheme
is proved to be asymptotically approaching the optimal strategy, with polynomial
time complexity. Extensive simulation results demonstrate the effectiveness of the
proposed resource sharing scheme in terms of delay satisfaction, traffic adaptiveness,
and resource allocation gain.

1.4 Thesis Outline

The remainder of the thesis is organized as follows: In Chapter 2, we present a compre-
hensive review of related works in terms of edge caching technology, resource allocation in
HVNets, and resource sharing scheme in core networks. In Chapter 3, a cooperative edge
caching scheme is proposed to support various vehicular content downloading services, in
which vehicles are allowed to fetch one content from multiple caching servers cooperatively.
In Chapter 4, we propose a two-level adaptive resource allocation framework to support the
vehicular safety message transmissions, considering three types of safety messages. Chapter
5 presents a learning-based proactive resource sharing scheme for the core communication
networks, aiming at supporting interaction-intensive services in HVNets. We conclude the
thesis and give future research directions in Chapter 6.
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Chapter 2

Literature Review

This chapter aims to present a review of related works, including edge caching technology,
resource allocation in HVNets, and resource sharing scheme in core networks.

2.1 Edge Caching for HVNets

2.1.1 Cooperative Caching for Vehicular Network

Yao et al. predicted the probability of vehicles arriving at different hotspots, and selected
the vehicles with longer sojourn time as caching nodes [20]. Then, the decision of content
replacement is made, considering the file popularity. Zhao et al. proposed to cache content
at RSUs instead of on the vehicles, and a mobility prediction based content prefetching
mechanism was proposed to improve content hit rate and reduce content delivery latency
[21]. The frequent disconnection between vehicles and edge nodes makes it difficult to
download the complete file during one connection. Thus, coded caching strategies (e.g.,
maximum distance separable code and fountain code [22, 23]) are widely used, since they
can improve the delivery reliability/flexibility and cache utilization by dividing the files
into small fragments.

2.1.2 Cross-Tier Cooperation in Edge Caching

The cooperative caching in vehicular networks mainly focuses on the cooperation between
vehicular cloud and RSU cloud [24], while the cooperative caching in mobile user networks
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takes advantage of multi-tier cellular networks (i.e., macro-cell and small-cell) [25, 26].
The caching strategy was proposed by leveraging the cross-tier cooperation, including the
vertical cooperation between a macro base station (MBS) and a small base station (SBS),
and the horizontal cooperation between SBSs [27]. Then, the mobile user can download
its requested content from one or several BSs that have cached the content. To reduce the
content provisioning cost and delivery delay, a cooperative caching strategy was designed,
which considers content placement at the centralized MBSs and distributed SBSs [28].

2.1.3 Discussion

In spite of the aforementioned works, the following issues, which are essential for caching
placement design in vehicular networks, are insufficiently studied in literatures.

1. Most existing works on edge caching in HVNets consider the cooperation between
edge caching servers (e.g., RSUs or BSs) and vehicular caching nodes, instead of the
cross-tier cooperation between multi-tier servers (e.g., between RSUs and BSs). The
cooperation between MBSs and SBSs has been widely investigated for mobile users
in low-speed scenarios, in which intermittent connection rarely happens within the
course of downloading one content. However, for vehicular users, the high mobil-
ity poses challenges to the cooperation, considering the frequent handover between
different caching servers. Thus, to guarantee delay requirements and save costs for
vehicular content delivery service, we focus on placing contents on cross-tier caching
servers cooperatively;

2. In existing works, caching schemes are designed to support the content delivery ser-
vice with a single QoS metric, e.g., the delivery deadline or the downloading rate.
In reality, the QoS metrics for downloading different types of contents are diverse,
e.g., the low latency required by safety-related vehicular applications and the high
throughput required by entertainment services. Hence, different QoS metrics for
different content delivery services are considered in our work.
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2.2 Resource Allocation for Vehicular Safety Message

Dissemination

2.2.1 Reliable Safety Message Dissemination

To support the periodic safety message dissemination, a mobility-aware time division mul-
tiple address (TDMA) MAC protocol was proposed in [29] to avoid slot-assignment col-
lisions, where vehicles on different lanes of road segments are assigned with disjoint time
slot sets. With the assigned slot set, each vehicle selects its own slot in a distributed way,
and the selection is updated if slot collision or lane change happens. Furthermore, a novel
capture-aware MAC protocol was developed to improve the channel resource utilization
efficiency by setting the optimal frame length [30]. In addition to periodic messages, such
as the beacon message and the map data message [31], event-triggered safety messages are
generated and transmitted by vehicles as well, which is essential for cooperative driving
among vehicles. In [32], the beacon rate was optimized to meet the reliability requirements
of event-triggered safety messages and maintain the accuracy of neighborhood information
collected by beacons. Considering the urban intersection scenario, infrastructures (e.g., the
RSUs) deployed at intersections have been widely leveraged to enhance the packet trans-
mission [33, 34], where V2I connections are implemented to complement V2V connections
among vehicles.

2.2.2 Adaptive Resource Allocation for Vehicular Networks

To support diversified vehicular applications, slicing schemes are developed to reserve re-
sources for various services [35, 36]. In [37], a service-dependent resource slicing scheme
was developed to satisfy the differentiated requirements of content downloading services,
through making decisions on the RSU transmission rate and content caching. In [38],
resource slicing was adopted to establish slices for two sets of applications, the rate con-
strained and the delay constrained applications, and resources allocated to each individual
slice were adapted to the user population. An online network slicing strategy was developed
in [39], aiming to maximize the long-term time-averaged system capacity while satisfying
the strict requirements of vehicle communication links.

To further allocate the required resources to each vehicle, C-V2X mode-3 resource
scheduling schemes are investigated for V2V connections [40]. In [41], vehicles were grouped
into non-overlapping clusters, then the mode-3 resource scheduling was designed for each
cluster to perform sub-channel assignment. Not only the prevention of allocation conflicts
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Table 2.1: Comparison for three types of safety messages.

Message
type

Generation interval Priority Requirement Transmission
mode

DENM Event-triggered High High reliability,
low latency

V2V / V2I

CAM Periodic (fixed CAM
period, e.g., 100 ms)

Medium High reliability,
low latency

V2V / V2I

CPM Periodic (adjustable
CPM period)

Low Sensing coverage
and accuracy

V2I

but also the fulfillment of QoS should be considered when allocating sub-channels to the
vehicles [42]. To deal with the NLOS issue, an RSU relaying system named relay assisted
enhanced V2V was proposed in [43], where the RSU and vehicular users operate on the
same frequency band during the assigned separate time slots. Specifically, the distributed
decisions on resource scheduling and the V2I/V2V resource separate ratio are made by
vehicles and the RSU, respectively.

2.2.3 Discussion

In spite of the aforementioned works related to resource allocation in vehicular networks,
the following issues are insufficiently studied.

1. In existing works, vehicular services are divided into different types, e.g., safety-
related and non-safety services. However, the safety-related services can present
different traffic patterns and service requirements, as given in Table 2.1 [44–46],
which is rarely considered;

2. Resource allocation schemes with different levels, which were studied separately in
most existing works, are jointly investigated in this work. Through joint optimization
of the group-level resource reservation and the vehicle-level resource allocation, the
overall performance can be further improved. For instance, the vehicle-level resource
allocation can provide feedback about resource utilization and QoS satisfaction for
potential resource reservation adjustment in the future;

3. Safety messages are transmitted via V2V or V2I connections on the same frequency
band, which calls for a resource allocation scheme design considering V2I and V2V
connections simultaneously. However, most of the existing resource reservation/slicing
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schemes only consider V2I links, while most of the vehicle-level resource allocation
schemes are developed for V2V links. To close the gap, the TARA framework is
proposed in this chapter, considering both V2V and V2I transmissions and specific
performance metrics of multifarious types of message.

2.3 Forwarding Resource Sharing for Delay-Sensitive

Packet Transmissions

To support interaction-intensive vehicular applications, packet transmission delay in core
networks should be minimized, in order to meet the delay requirement. The delivery
delay of each service flow in core networks is determined by the routing path and the
allocated forwarding resources at each switch on route. To satisfy the decomposed per-
hop delay requirement with efficient resource utilization, each switch makes decision on
resource sharing among traffic flows. Delay requirements for per-hop packet transmission
are taken into account by wait time priority (WTP) [47] and earliest due date (EDD) [48]
algorithms. In using the algorithms, the switch makes decision each time that a packet
is forwarded. Considering the high forwarding rate of core network switches, flow-level
resource sharing schemes with lower computational complexity are investigated for fairness
and delay requirements, such as weighted fair queuing (WFQ) [49] and deficit round robin
(DRR) [50, 51]. To adapt to varying traffic and network conditions, dynamic WFQ updates
the allocation of resources at the beginning of each resource sharing interval [52], where the
resource sharing decisions are made based on the estimation of average packet queuing delay
in the upcoming interval. For supporting applications with stringent delay requirements,
resource sharing is expected to be conducted for delay satisfaction of individual packets.
Furthermore, if the resource sharing is conducted in line with packet arrival instants, the
QoS can be degraded due to burst of traffic in the upcoming resource sharing interval.
Hence, a proactive resource sharing and packet scheduling solution potentially can help
timely QoS enhancement based on traffic prediction [53, 54].

To support delay-sensitive applications in a dynamic networking environment, learning-
based scheduling algorithms are investigated [55, 56]. To be adaptive to traffic dynamics,
the resource scheduler applies machine learning techniques to categorize traffic flows with
different characteristics [57]. Based on instantaneous system states (e.g., number of arrived
packets and resource occupancy), different decisions on allocating resources are made by
the learning module, such as reinforcement learning (RL) [58], deep Q network (DQN) [59],
and stacked auto-encoder deep learning [60], through which the implicit relation between
the allocated resources and the achieved QoS satisfaction can be learned.
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2.3.1 Discussion

In spite of the aforementioned resource sharing schemes developed for core networks, the
following issues are insufficiently studied.

1. In existing flow-level resource sharing schemes, the switch estimates the average queu-
ing delay for each flow, based on the packet arrival rate and queue length state. Tak-
ing into account the delay requirements of different flows, the decisions on allocating
resources are made to guarantee the average delay requirements. However, for real-
time applications, the packet will be dropped if its delay is larger than the required
threshold. Thus, the allocation of resources should be determined based on the delay
for each packet rather than the average delay;

2. According to existing resource sharing schemes, forwarding resources are always fully
allocated to the traversing flows by the switch. It may lead to low resource utilization
efficiency, especially when available resources at the switch are over-provisioning.
Hence, to improve resource utilization efficiency, we allocate the resources to each
flow that matching its resource demand, i.e., the resources required by one flow to
satisfy its delay requirement.
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Chapter 3

Cooperative Edge Caching for
Location-based and Popular Content
Delivery

In this chapter, we propose a cooperative edge caching scheme, which allows vehicles to
fetch one content from multiple caching servers cooperatively. In particular, we consider
two typical types of vehicular content requests, i.e., location-based and popular contents,
with different delay requirements. The proposed scheme can be optimized by finding an
optimal cooperative content placement that determines the placing locations and propor-
tions for all contents. To this end, we first analyze the upper bound proportion of content
caching at a single server. Then, the respective theoretical analysis of transmission delay
and the service cost (including content caching and transmission cost) are provided. Based
on the theoretical analysis, we then formulate an optimization problem of cooperative
content placement to minimize the overall transmission delay and service cost. Since the
problem is a multi-objective multi-dimensional multi-choice knapsack one, which is proved
to be NP-hard, we finally devise an ant colony optimization-based scheme to solve the
problem and achieve a near-optimal solution. Simulation results validate the performance
of the proposed scheme, including its convergence and optimality of caching, where low
transmission delay and service cost are guaranteed.
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3.1 Background and Motivations

Recent development of vehicular technologies has led to the era of autonomous vehicles,
and both consumers and government authorities are looking forward to autonomous vehi-
cles. Yet, it is challenging to meet the stringent requirements of autonomous vehicles solely
based on the on-board sensors in hazardous conditions, e.g., collision avoidance with poor
visibility [1]. Information exchange with external entities is also necessary, such as hazard
broadcasting and high-quality maps downloading [2]. In addition to driving-related appli-
cations, passengers also have strong demands for mobile applications in connected vehicles
[61]. Newly developed vehicular applications (e.g., in-car entertainment and mobile adver-
tising) require high-volume data transmission, imposing substantial pressure on vehicular
networks that solely rely on cellular networks to fetch data from the remote server. To im-
prove the network capacity, HVNets have been proposed, in which both BSs and RSUs can
provide network connections, resulting in significantly reduced vehicular communication
cost [5].

Edge caching is proposed to reduce both the backhaul traffic and the transmission time
for high-volume data delivery. To facilitate content delivery, it is essential to develop a
content placement scheme for edge caching servers [62], considering the intermittent con-
nection of moving vehicles. In particular, to satisfy the service delay requirements of the
vehicles driving through different edge nodes (e.g., RSUs), edge cooperation has been intro-
duced and the cooperative content placing scheme has been proposed [63, 64]. However, as
edge resources are constrained, to adapt to the high mobility of vehicles, caching on both
vehicles and RSUs should be considered [65], [24]. Both the cooperation among RSUs and
the cooperation between RSUs and vehicles have been investigated. However, as vehicular
connections are intermittent due to the limited coverage range of edge servers, content
downloading time can be unacceptable. Within the interlaced coverage of multi-tier edge
caching servers (e.g., BSs and RSUs) in HVNets, the cross-tier cooperation among differ-
ent servers can provide seamless connections to facilitate content downloading. Meanwhile,
within the overlapping coverage, differential communication features and caching capacities
of multiple servers are considered in content caching. Hence, compared with cooperation
between RSUs, a more fine-grained content placement scheme is required, e.g., determining
the proportions of cached contents on multi-tier edge servers. In addition, vehicle’s high
mobility renders the design further intractable, as it constrains the vehicular connection
duration. A precise vehicle mobility model is thus required for the connection duration
analysis.

Besides, most existing works consider vehicular downloading applications with a single
QoS metric, such as the delivery deadline or the downloading rate. However, the QoS
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metrics for different applications are diverse [66]. For instance, the safety-related vehicu-
lar applications call for low latency, while entertainment services desire high throughput.
Therefore, different QoS metrics for two content services need to be considered: 1) the
location-based contents (e.g., HD map downloaded for driving assistance applications),
which require a stringent downloading time, and 2) popular contents (e.g., multimedia
data for infotainment applications), which require to be delivered before a less stringent
service deadline. Moreover, through placing the contents on edge servers equipped with
low-cost wireless resources (e.g., WiFi), the cost of data transmission can be saved as well.
Due to the differential QoS metrics, the objective functions for diverse services should
be derived separately, and both cost and QoS should be considered in the content place-
ment problem formulation. This lead to the high complexity of problem formulation and
difficulty of multi-objective solution.

In this chapter, based on the HVNets with multi-tier edge caching servers (i.e., BS and
RSU), a cooperative edge caching scheme is proposed to accommodate the delivery services
for both location-based and popular contents. In particular, one content can be cached at
multiple servers cooperatively. Considering the cross-tier cooperation and vehicle mobility,
the duration of vehicles driving through the coverage of RSU and BS is first analyzed,
which determines the upper bound of vehicular downloading time from a single server. To
meet differentiated QoS requirements, the content placement schemes of the two services
are designed respectively. For a location-based content requiring minimal downloading
time, the delay and service cost for each possible content placement scheme are derived.
For popular content delivery with a service deadline, we analyze the delay guaranteed
minimum content placing requirement for all possible caching modes, i.e., placing one
content at both BS and RSU, only at BS, or only at RSU. Accordingly, the service cost is
also derived for each mode.

Based on the theoretical analysis, a cooperative content placement problem is then
formulated to jointly minimize the transmission delay of the location-based contents and
the service cost of both types of contents. The formulated problem turns out to be an
NP-hard multi-objective multi-dimensional multi-choice knapsack problem (MMKP), and
we propose an ant colony optimization (ACO) based scheme to solve it. Then, the fine-
grained cooperative content placement is obtained, including the caching proportions of
each content at different caching servers, which can achieve a near-optimal performance in
terms of delay and service cost.

The contributions in this chapter are as follows:

1. Cooperative edge caching scheme – We propose a cooperative caching scheme, in
which a vehicle in HVNet can fetch a content from multiple edge servers while driving
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along the road. This cooperation among edge servers can not only reduce transmis-
sion delay through seamless content delivery, but also save service cost by caching
contents in low-cost servers.

2. Theoretical analysis of delay and cost – We analyze and derive the content trans-
mission delay for two types of contents. For location-based contents, given a content
placement scheme, we derive the delay under the vehicle mobility and communication
models, which can be optimized by determining an optimal content placement from
the available set. For popular contents with a specified delay requirement, we analyze
the delay guaranteed minimum content placing requirement for all possible caching
modes. Thus, the placement scheme of each popular content can be optimized by
selecting an optimal caching mode. Likewise, the service cost is also derived.

3. Cooperative content placement scheme design – Based on the delay and cost analysis,
we formulate an optimization problem of cooperative content placement to jointly
minimize the delay and the cost, which turns out to be a multi-objective MMKP.
To solve the optimization problem with low complexity, we devise an ACO-based
scheme, which can achieve a fine-grained cooperative content placement with near-
optimal performance.

The remainder of this chapter is organized as follows. We describe the system model in
Section 3.2. The delay and cost of cooperative content caching are theoretically analyzed in
Section 3.3, followed by the cooperative content placement problem formulation in Section
3.4. In Section 3.5, we devise the ACO-based scheme to solve the optimization problem.
Simulation results are presented in Section 3.6 to demonstrate the performance of the
proposed scheme. Finally, conclusions are drawn in Section 3.7. Important mathematical
symbols of this chapter are listed in Table 3.1.

Table 3.1: Summary of mathematical symbols.

Symbols Definition
a Amount of speed variation during each speed update interval
f File index
l Size of a coded content packet
n Possible content placement scheme index
q0 Exploitation probability of caching mode selection in Algorithm 2
s Skewness parameter of Zipf-like popularity distribution for contents

sfB (sfRw) Number of precached encoded packets of file f at BS (RSU Ww)
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tfB (tfRw , tfBL ) Transmission delay for each packet of file f from BS (RSU Ww, the
remote server)

vi (t) Speed of V Ui at time t
xf,n Binary variable representing the selection of n-th possible content

placement scheme for file f
Bi (t) Allocated BS bandwidth for V Ui at time t
DB (DR) Communication ranges of BS (RSU)

D
f

(n) (C
f

(n),
T fRw (n))

Required service delay (cost, access resources) for file f under the
n-th possible content placement scheme

F (M) Total number of files (Number of popular content files)
N (W ) Number of vehicles (RSUs) within the coverage of the BS

N f
C Number of possible content placement schemes for file f

Pf (P f
V 2I) Probability of file f being requested (downloaded through V2I con-

nection)

RL
B (RW ) Average transmission rate from the BS (remote server)

Ri (t) Distance between V Ui and BS at time t
SMBS (SRSU ,
SVU )

Storage capacity at each BS (RSU, vehicle)

Sf Required number of encoded packets for file f recovery

TN f
B (TN f

Rw
,

TN f
BL)

Number of packets downloaded from BS (RSU Ww, the remote
server) of file f

V Ui (Ww) The i-th vehicle (w-th RSU) of the vehicle (RSU) set
Vmin (Vmax) Minimal (Maximal) speed of vehicles
WD (WC) Weight for delay (service cost) as performance metric
XA (XI) Number of ants (iterations) in Algorithm 1
λ Arrival rate of vehicles
σ2 Additive Gaussian noise power density of link between vehicle and

BS
τmax (τmin) Upper (Lower) bound of pheromone value in Algorithm 1
τf,n (ηf,n, pf,n) Pheromone value (Heuristic information, Probability) of choosing

mode n for file f
Aji Amount of data transmitted from V Uj to V Ui
LFw (PF) Set of location-based content files under RSU Ww (popular content

files)
ND Non-dominated content placement scheme set in Algorithm 1
TR Amount of downloading data provided by RSU
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Figure 3.1: HVNet system model.

3.2 System Model

3.2.1 System Overview

As shown in Fig. 3.1, we consider a multi-tier HVNet, including vehicular, RSU, and
cellular tiers. For cellular tier, it includes MBS and the backhaul link that connects to the
core network and the remote server. To support the content delivery services for vehicles,
we develop a cooperative edge caching scheme for the HVNets with multi-tier edge caching
servers (i.e., at MBS and RSUs), in which one content can be cached at multiple servers
cooperatively. If the requested content has been cached at the MBS and/or RSUs, it can
be delivered to the vehicle by the MBS and/or RSUs, depending on the trajectory of the
vehicle and the locations of cached contents. Compared with fetching content from the
remote server, downloading content from edge servers can effectively reduce both delivery
delay and cost. Due to the mobility of vehicles, cooperatively caching one content at
multiple servers can further improve the caching efficiency, where vehicles can download
content when they drive through the coverage area of edge nodes.

Without loss of generality, we focus on the coverage area of one MBS, within which
W RSUs are deployed along the road using WiFi access technology. The coverage areas
of different RSUs are assumed to be nonoverlapping, and the communication ranges of
RSU and MBS are denoted by DR and DB, respectively. Let W be the set of RSUs, i.e.,
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Figure 3.2: State transition model of vehicle’s speed variations.

W = {W1,W2, ...,WW }. Let V be the set of N vehicles within the coverage of the MBS, i.e.,
V = {V U1, V U2, ..., V UN}. MBS, RSUs, and vehicles are equipped with caching capability,
with the storage capacity denoted by SMBS , SRSU , and SVU , respectively. A network
management controller is deployed at MBS, which collects information from vehicles and
edge servers and makes decisions on content caching. To proceed, the vehicle mobility
model and the communication model of HVNet will be introduced, followed by the content
request and caching mechanism.

3.2.2 Vehicle Mobility Model

We consider HVNet with N moving vehicles requesting file downloading services. We as-
sume the arrival of vehicles follows Poisson distribution with arrival rate λ, and the arriving
time interval between two adjacent vehicles, ∆T , follows an exponential distribution, i.e.,
∆T ∼ exp (1/λ) [67].

In our model, N vehicles are moving towards the same direction. To characterize the
real vehicular environment, free driving vehicles with speed constrained in [Vmin, Vmax] are
considered [68], and the speed is updated periodically. In particular, consider the time
span is slotted with equal slot duration ∆t, the speed is updated at the beginning of each
slot, and remains invariant subsequently. The speed update of V Ui is

vi (t+ ∆t) = vi (t) + αi (t) · a ·∆t, (3.1)

where vi (t) is the speed of V Ui at time t, αi (t) ∈ {1, 0,−1} is a uniformly distributed
random parameter that represents the adjustment of acceleration or deceleration, and a is
a constant representing the amount of speed variation [68].

This update process can be described as the state transition, using a Markov model
shown in Fig. 3.2. All available speed levels of VU are extracted as a set of ordered states
{V1, V2, ..., Vj, ..., Vn}, in which V1 = Vmin, Vn = Vmax, and Vj+1 = Vj + a. Since αi (t) is
uniformly distributed, the transfer probabilities for Vj to its next state are equalized. In
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particular, for j = 2, 3, ..., n− 1, Vj may tranfer to Vj, Vj+1 or Vj−1 with the probability of
pj,j = pj,j+1 = pj,j−1 = 1

3
. However, for V1 and Vn, they only have two available transition

states according to the speed constraint, and the state transition probabilities are equalized,
p1,1 = p1,2 = pn,n−1 = pn,n = 1

2
. Thus, we have the state transition probability matrix

P = {pi,j}

P =


1
2

1
2

0 0 0 · · · 0 0 0
1
3

1
3

1
3

0 0 · · · 0 0 0
0 1

3
1
3

1
3

0 · · · 0 0 0
· · ·

0 0 0 0 0 · · · 0 1
2

1
2


n×n

(3.2)

In addition, let πj = limt→∞ Pr {vi (t) = Vj} be the steady state probability of the
Markov chain, and π = [π1, π2, ..., πn] be the probability vector. Considering the transition
probability matrix P, π can be calculated by solving the following balance equations,{

π ·P = π∑n
j=1 πj = 1.

(3.3)

Then, we get the steady state probability matrix,{
πj = 3

3n−2
j = 2, 3, ..., n− 1

πj = 2
3n−2

j = 1, n.
(3.4)

To describe the statistical characteristics of vehicle mobility, we obtain the expectation
(E [v]) and the variance (V ar [v]) of vi (t) based on (3.4).

E [v] =
Vmin + Vmax

2
= Vmin +

n− 1

2
a. (3.5)

V ar [v] = E
[
v2
]
− E [v]2 =

n∑
j=1

V 2
j · πj −

(
Vmin + Vmax

2

)2

=
n3 − 2n2 + 3n− 2

12n− 8
a2. (3.6)

Vehicular Headway Distance Model

We consider the headway distance from V Ui to V Uj as a directional variable D (t), which
is positive if V Ui behind V Uj in the moving direction. A G/G/1 queue model is built
to predict headway distance [67], which is given in Fig. 3.3, in which the queue length
represents the distance. The movement of vehicles determines the arrival and departure
of queue element. Thus, E [vj] and V ar [vj] represent the expectation and variance of
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Figure 3.3: The queue model of vehicle’s headway.

the queue arrival rate, while E [vi] and V ar [vi] are used to describe the queue service
rate. Applying G/G/1 queue model, the headway distance D (t) can be modeled as a
one-dimensional Wiener process under the simplified scenario, with the assumption that
E [vi] and V ar [vi] are stable over time. In addition, we assume all VUs follow the same
mobility model, i.e. E [vi] = E [v] and V ar [vi] = V ar [v]. Then, we get the drift µ =
E [vj] − E [vi] = 0 and variance σD = V ar [vj] + V ar [vi] = 2V ar [v] of D (t). Given the
initial headway distance, d0, the probability density function of D (t) at time t is

fD (x; d0, t) = Pr {x ≤ D (t) ≤ x+ ∆x|D (0) = d0}

=
1√

2πσDt
exp

{
−(x− d0 − µt)2

2σDt

}
.

(3.7)

3.2.3 V2I Communication Model

V2B Communication Model

If V Ui is served by the MBS, the wireless transmission rate at t, denoted by RB,i(t), is

RB,i(t) = Bi (t) · log2

(
1 +

PT · L (Ri (t))

σ2

)
, (3.8)

where Bi (t) is the allocated bandwidth for V Ui at time t, PT is the transmit power density
of the MBS, σ2 is the additive Gaussian noise power density, Ri (t) is the distance between
V Ui and MBS in kilometers at time t, and L (Ri (t)) is the path loss between V Ui and
MBS [69] given by

L (Ri (t)) = 40(1− 4 · 10−3 ·Dhb) log10(Ri (t))

−18 log10(Dhb) + 21 log10(f) + 80dB +X,
(3.9)
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Table 3.2: Adaptive transmission rate of WiFi access point.

Zone 1 2 3 4 5 6 7

dk (m) 25 30 40 60 40 30 25

Rk (Mbps) 1 2 5.5 11 5.5 2 1

where f is the carrier frequency in MHz, Dhb is the antenna height of infrastructure in
meters that measured from the average rooftop level, and X in dB represents shadowing
channel fading, which follows Log-normal distribution. Note that, vehicles download con-
tent through orthogonal channels and the coverage area of different MBSs along the street
are non-overlapping, so the interference is negligible in vehicle-to-MBS (V2B) communica-
tion model.

We assume the number of vehicles that enter and leave the MBS are equalized, so
we use N = DB

1
λ
·E[v]
· NL to denote the number of vehicles in MBS coverage, where DB is

the MBS coverage range and NL is the number of lanes of the street. Considering the
worst case that all the vehicles in the MBS coverage request MBS access, we can get the
lower bound of RB,i(t) as RL

B,i(t), where Bi (t) = B/N and B is the available bandwidth
of MBS. We use this lower bound to estimate the average transmission rate of MBS as
RL
B. Considering the fixed relative location of MBS and the midpoint of street, we replace

L (Ri (t)) by Ľ (x), where x is the distance from vehicle to the midpoint, x ∈ [0, DB/2], it
holds that

RL
B =

2

DB

∫ DB/2

0

B

N
· log2

(
1 +

PT · Ľ (x)

σ2

)
dx. (3.10)

If the vehicle is connected to the remote server through MBS and its wired backhaul
link, the transmission rate is determined by the backhaul link RW .

V2R Communication Model

The communication model between vehicles and RSUs with WiFi access technology is
investigated in [70] as an adaptive vehicle to RSU (V2R) transmission model, in which
the coverage area is divided into K zones as shown in Fig. 3.1, and the transmission
rate achieved within the k-th zone is denoted as Rk. According to the IEEE 802.11b
standard [71], K = 7 and the rates through the RSU coverage is symmetric, which is
given in Table 3.2 with the range of each zone (dk) [70]. To simplify the analysis, we
consider a MAC protocol that the connection time for all the vehicles within the coverage
is equally allocated, which means the transmission rate of the k-th zone is equally allocated
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to the associated vehicles. Therefore, the bit rate of V Ui at instant t is expressed as
RR,i(t) = Rk

Nk(t)
, where V Ui is driving through the k-th zone at time t and Nk(t) is the

number of vehicles in the k-th zone at time t. Similar to MBS, the number of vehicles
that enter and leave the k-th zone are considered to be equivalent, so we use Nk to replace
Nk(t) in the following analysis.

Each RSU provides download service to all the vehicles within its coverage, and the
amount of data it can provide is

TR =
7∑

k=1

Nk ·
dk
E [v]

· Rk

Nk

=
7∑

k=1

dk ·Rk

E [v]
, (3.11)

where the duration of V Ui staying in the k-th zone is estimated by dk/E [v].

Assume that there is an admission control buffer with a size of TR in each RSU, which
stores the content that will be downloaded by vehicles in its coverage. If a new request
of a vehicle is accepted, the requested content will be added to the buffer. Then, during
the content transmission, downloaded data will be removed from the buffer. Thus, the
admission decision of each vehicle to the RSU can be determined by this buffer. When a
new request arrives, it will be accepted if there is enough buffer space for the requested
content. A vehicle can always download the content within the RSU coverage as long as
the buffer is not overflowed.

3.2.4 V2V Communication Model

When a vehicle requests for content download, it firstly estimates the probability of success-
ful transmission through V2V communication, and then makes the decision on downloading
the content either from other vehicles or from edge servers, e.g., the MBS or RSUs.

We consider the V2V communication on the DSRC spectrum from 5.850 to 5.925 GHz.
In particular, the physical layer operation is specified by the IEEE 802.11p standard, while
for the MAC layer, the IEEE 802.11b DCF scheme is applied for channel contention model.
Given that the file size of requested content by V Ui is Fi, the data amount, Aji, transmitted
from V Uj to V Ui during the time period of Td (Td > 0), can be evaluated following [67].
Then, the successful probability of transmitting at least Fi bits of data from V Uj to V Ui
with the time constraint Td is bounded by

Pr {Aji ≥ Fi} ≥
[E (Aji)− Fi]2

V ar (Aji) + [E (Aji)− Fi]2
, (3.12)
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where E (Aji) is the mean of Aji, and V ar (Aji) is an upper bound of the variance of
Aji. Both mean and variance are dependent on the headway distance in (3.7). This
successful probability indicates whether the content can be downloaded from neighboring
vehicles within Td. For location-based content, Td is set to be proportional to the file size,
representing the average transmission delay through V2I connections. For popular content,
Td is set as the delivery delay requirement.

3.2.5 Content Request and Caching Model

Content Popularity Model

We consider two types of contents that are requested by vehicles: popular contents (e.g.,
news and music service) and location-based contents (e.g., HD map and local commercial
information), denoted by PF and LF, respectively. The location-based contents provide
local information, which is always needed by the vehicles around the location. For example,
if an RSU is deployed near a shopping center, the advertisements are very likely to be
requested by the vehicles driving into the RSU coverage. Thus, we assume a vehicle
may request for location-based content when it enters the coverage of an RSU, which
is dependent on the location. Within the coverage of RSU Ww, there are Nw location-
based content files, and the sets of these files and the corresponding sizes are denoted by
LFw = {LFw

1 , LF
w
2 , ..., LF

w
Nw
} and SLw = {SLw1 , SLw2 , ..., SLwNw}, respectively. However, the

request for popular content may be generated within MBS coverage, and the sets of all
the M popular files and the corresponding sizes are denoted by PF = {PF1, PF2, ..., PFM}
and SPF = {SPF1 , SPF2 , ..., SPFM }, respectively.

Due to the features of LF contents, the file set for a vehicle is dependent on location.
If a vehicle sends a content request within the coverage of RSU Ww, an integrated file
set Fw = {1, ..., Fw} is established as its overall content set, consisting of LFw and PF.
The number of files in Fw is denoted by Fw = M + Nw. If a vehicle sends a request
at a location not covered by any RSUs, which means the vehicle is not going to request
for a location-based content, the file set F0 = PF = {1, ..., F0} is established for the
vehicle, where F0 = M . All the file sets are constantly updated by adding new files. For
Fj, j = 0, 1, ...,W , the corresponding file request probability is Pj = {Pj,1, ..., Pj,Fj}, which
follows Zipf-like distribution [72]. The request probability of the k-th popular content file
can be calculated as

Pj,k = Prj ·
1
ks∑Fj
n=1

1
ns

, (3.13)

where Prj is the probability of vehicles sending the request within RSU Wj if j = 1, ...,W
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or out of RSU if j = 0, Fj is the number of files, k is the rank of popularity, s is the
parameter characterizing the skewness of the Zipf distribution.

Fountain Coded Caching

Due to the limited transmission range of each edge caching server, it is difficult for the
vehicles to download the whole file within the coverage of one single server, especially when
the vehicles are with high speed or the size of file is large. By employing coded caching,
which divides one content into separated coded packets, it has a higher probability to
successfully deliver a coded packet with smaller size within one contact duration between
the vehicles and the edge servers. In our coded caching scheme, through random linear
fountain coding [23], each content is encoded into independent packets with a size of l bits,
which is fixed and equivalent for all contents. If a content has a size of Kl bits, it can be
recovered from any set of K ′ encoded packets, where K ′ = K ·

∑K
d=1 z (d) is no less than

K, and z (d) can be calculated as follows

z (d) =


1
K

+ S
K·d d = 1

1
d(d−1)

+ S
K·d d = 2, 3, ..., (K/S)− 1

1
d(d−1)

+ S
K

ln
(
S
δ

)
d = K/S

1
d(d−1)

d = (K/S) + 1, ..., K

(3.14)

where S = c · ln (K/δ) ·
√
K, and δ is the bound on decoding failure probability after

receiving K ′ packets. We set c = 0.2 and δ = 0.05 for the fountain code scheme [23].

3.3 Delay and Cost Analysis for Cooperative Edge

Caching

In this section, we perform the theoretical analysis of content delivery delay and service
cost under the cooperative caching scheme. Particularly, we first elaborate on the workflow
of cooperative content caching and content delivery. Then, we present the analysis of both
location-based and popular contents, considering the differential delivery requirements.

3.3.1 Cooperative Content Caching

Denoted by F = {1, 2, ..., f, ..., F}, the ground content set consists of LFw and PF. The
size of F is given by F = M +

∑W
w=1 Nw. The data size of each file is represented by
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the required number of encoded packets for data recovery, S = {S1, S2, ..., Sf , ..., SF}. The
caching capacities for each MBS, RSU, and vehicle, SMBS , SRSU , SVU , are divided by packet
size (l bits) to make packet as the unit. Similarly, the size of admission control buffer, TR,
for RSU is modified to packets.

Let the MBS and RSU Ww precache sfB(≤ Sf ) and sfRw(≤ Sf ) independent encoded
packets of file f , respectively. Considering the limited caching capacities of the MBS and
RSUs, the total number of packets cached by each server has to satisfy the constraint,
i.e.,

∑F
f=1 s

f
B ≤ SMBS and

∑F
f=1 s

f
Rw
≤ SRSU , w = 1, 2, ...,W . In addition to capacity

overhead, caching content also leads to a management cost. We define the price of caching
one packet at MBS as CPB, and CPR for the RSU.

3.3.2 Content Delivery

If a target vehicle sends a content request, the request will be processed by the controller.
Based on content placement and network access states, the controller makes the decision on
association and content downloading for the vehicle. Then, the vehicle fetches the content
following the instruction, including how many packets should be downloaded from other
vehicles or edge caching servers.

PF content request can be raised by the vehicle at any locations within the coverage
area of MBS. However, due to the dependency between location-based popularity of LF
content and RSU coverage, the LF request can be raised by the vehicles entering the
coverage of RSU Ww. The request is processed by the controller with the following steps:

1. Availability of V2V transmission – Check whether it is possible to transmit the
content through V2V connections. Find the nearest vehicle holding the requested
content and calculate the successful V2V transmission probability based on (3.12).

2. Availability of edge cached content – Obtain the list of MBS or RSUs that simulta-
neously cache the requested content and are available to the vehicle. Based on the
moving speed and the duration of request, the edge caching servers (MBS and/or
RSUs) that the vehicle will drive through can be determined. For an RSU, if serving
the newly requested content makes its admission buffer overflow, the RSU should not
be included in the list.

3. Access to the remote server – Make the decision on whether the target vehicle needs to
fetch content from the remote server. Based on the total available cached content in
the list, if the vehicle does not get sufficient packets for decoding by the transmission
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deadline, it will download the content from the remote server regardless of which
connection is being utilized currently.

Next, we analyze the average download delay and cost for the request, which are taken
as performance metrics for content placement scheme. Note that, content delivery through
V2V connection is not considered when designing the content placement scheme, because
V2V transmission performance is not affected by the content placement.

We assume contents held in the vehicles follow the file popularity distribution. If the
content is available from neighboring vehicles, the successful V2V transmission probabil-
ity is given by the lower bound in (3.12). Accordingly, the probability that the vehicle
downloads file f through V2I communication (P f

V 2I) can be calculated. If the lower bound
is higher than a threshold ξ, the vehicle is arranged to download from the other vehicles,
P f
V 2I = 1 − Pr {Aji ≥ Sf}. Otherwise, the target vehicle needs to fetch content through

V2I connections, i.e., P f
V 2I = 1.

3.3.3 Delay Analysis of Content Delivery
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Figure 3.4: Flowchart of downloading content through V2I connection.

For a vehicle served by V2I connections, the transmission process of file f can be
divided into several segments depending on the handover of data providers. N f

t denotes
the number of segments that the vehicle can get connected, which is determined by the size
and delay requirement of file f , and the list of edge servers caching the file f . In addition,
the duration of each segment is defined as T fn , n = 1, 2, ..., N f

t and the downloaded data
volume in packets during T fn is denoted as Sfn , n = 1, 2, ..., N f

t .

Based on the analysis of V2R communication, a vehicle can download the requested
content from RSU Ww within the coverage, once it successfully accesses to the RSU. Thus,
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if the vehicle accesses to RSU Ww during the n-th segment, the amount of downloaded
data of the n-th segment is Sfn = sfRw and the transmission delay for each packet can be

defined as tfRw = T fn /s
f
Rw

. If the vehicle accesses to MBS during the n-th segment, the

transmission delay for each packet can be defined as tfB = l/RL
B, and the downloaded data

volume Sfn =
⌊
T fn /t

f
B

⌋
, where b·c is the floor function.

If the remaining required data, s (packets), is less than Sfn , which means the trans-
mission will terminate during segment T fn , the transmission delay for remaining s can be
calculated as s·tfB or s·tfRw , depending on the n-th vehicle access server. Otherwise, if s > 0

after the vehicle goes through all N f
t segments, the vehicle will download remaining data

from the remote server, and the transmission delay is T fn+1 = s · tfBL, where tfBL = l/RW

is the backhaul link transmission delay for each packet. The delay D can be derived by
the process shown in Fig. 3.4. Considering the coverage ranges of RSU and MBS [68], we
deploy two RSUs along the street as an example, but the analysis method and the content
placement scheme design can be extended to scenarios with more RSUs.

For LF content downloading, the vehicle is expected to fetch the content as soon as
possible, so we evaluate the average download delay and design the caching scheme to
minimize the delay. In order to evaluate the delay performance, we calculate the mean
of total content download delay for LF files (D), the details are given in Appendix A.1.
However, for PF content downloading, the vehicle always prefers to download the content
within a latency requirement. We define three caching modes for PF content: Mode 1 -
only caching at MBS, Mode 2 - caching at both MBS and RSUs, and Mode 3 - no packet
cached at MBS or RSUs. In Appendix A.2, for each mode, we evaluate the volume of
downloaded data before the deadline of data delivery, and a content placement scheme is
designed to ensure it is sufficient for data recovery.

3.3.4 Cost Analysis of Content Delivery

The cost of content service can be divided into two parts, the cost of caching the content
and the cost of transmitting the data to vehicles.

In terms of caching cost, the prices for MBS, RSU Ww caching one packet are denoted
as CPB, CPR, and CPB > CPR. Thus, the caching cost for file f , Cf

C , is given by

Cf
C = CPB · sfB + CPR ·

W∑
w=1

sfRw . (3.15)

The total caching cost is denoted as CC =
∑F

f=1C
f
C , where F is the total number of files.
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In terms of data transmission cost, the prices for MBS, RSU Ww and the remote
server transmitting one packet are denoted as TPB, TPRw , TPBL, and TPBL > TPB >
TPRw . In order to calculate the total transmission cost, numbers of packets downloaded
by vehicle through these three methods need to be evaluated, which are denoted as
TN f

B, TN
f
Rw
, TN f

BL, f = 1, 2, ..., F . In addition, the number of vehicles requesting file
f is N · Pf , where Pf is the probability of file f requested by vehicle.

For the vehicle requesting file f ∈ LFw, it firstly downloads the cached packets, then
from the remote server if necessary, thus we have TN f

B = sfB, TN
f
Rw

= sfRw , TN
f
BL =

Sf − sfB −
∑W

w=1 s
f
Rw
, f ∈ LFw.

For vehicle requesting file f ∈ PF, we first evaluate the average download duration of

each method, Hf
i , i ∈ {B,Rw, BL}, w = 1, 2, · · · ,W , which can be determined by Df

R and
handover duration sequences. Then, we can obtain its average number of downloading

packets, TN f
i = min

(⌊
Hf
i /t

f
i

⌋
, sfi

)
, i ∈ {B,Rw, BL}, w = 1, 2, · · · ,W .

Thus, the average transmission cost for file f , Cf
T , is given by

Cf
T = N · Pf ·

∑
i∈{B,Rw,BL}

TPi · TN f
i . (3.16)

Then, the total transmission cost, CT , is CT =
∑F

f=1 C
f
T , where F is the total number of

files.

Based on (3.15) and (3.16), the service cost, including both the caching and transmission
cost, of all the files can be obtained. To reduce the total service cost, popular contents
need to be cached at and transmitted from low-cost servers. In what follows, we achieve a
low-cost content placement scheme via solving an optimization problem.

3.4 Cooperative Content Placement Problem

3.4.1 Multi-objective Cooperative Content Placement Problem

For each file, its content placement is denoted as sf =
(
sfB, s

f
Rw

)
, w = 1, 2, ...,W . With the

objective of jointly minimizing service cost and delay requirement of content service, the
cooperative content placement problem can be formulated as P1. Since the objective of
popular content service is downloading before the deadline, mode-based content placement
schemes are designed for popular contents based on the delay analysis in Section 3.3.3.
In P1, the solution set for each popular content consists of its mode-based placements,
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(P1) : min
{sf}

(
D,CC + CT

)

s.t.



sfB ≤ Sf , f = 1, 2, ..., F (3.17a)

sfRw ≤ Sf , w = 1, ...,W, f = 1, 2, ..., F (3.17b)
F∑
f=1

sfB ≤ SMBS, (3.17c)

F∑
f=1

sfRw ≤ SRSU , w = 1, ...,W (3.17d)

F∑
f=1

N · Pf · TN f
Rw
≤ TR, w = 1, ...,W (3.17e)

which guarantee the delay requirements. For location-based contents, to achieve minimal
downloading delay, we consider D obtained from delay analysis in the objective function.
Meanwhile, the service costs for both types of contents are considered, and jointly min-
imized with the delay for location-based contents. In P1, (5.2a) and (5.2b) are set to
avoid redundant content caching for the MBS and RSUs, (3.17c) and (3.17d) reflect the
caching capacity constraints of the MBS and RSUs, respectively, while (3.17e) is based on
the admission capacity discussed in (3.11).

In order to solve the problem, content placement design should consider the tradeoff
between content diversity, service cost, and download delay. For the RSUs, if more packets
for one file (sfRw) are cached, the vehicle can download each packet with lower delay (tfRw).

Thus, larger sfRw contributes to faster download rate for the vehicle, but it reduces the
content diversity of the RSU, resulting in a low cache hit rate. For the MBS, it guarantees
a high hit rate by providing a large access coverage whereby vehicles can fetch the content
anywhere, but the transmission cost of the MBS is higher than that of the RSU.

In addition, the intermittent connection during transmission should be considered. For
RSU transmission, the caching resource would be wasted if excessive packets of one file
are cached but only part of these packets can be downloaded for vehicles within the RSU’s
coverage.

To achieve the objective of PF and LF content delivery services, we design content
placement for these two types of content in different ways. For LF content, the objective
is a joint minimization of delay and service cost. To minimize the transmission cost, the
LF file f ∈ LFw, w = 1, 2, ...,W should be cached at RSU Ww, because RSU has a lower
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transmission cost price than the MBS. However, the transmission delay of RSU may be
larger than that of the MBS for files with small Sf . For PF content, the objective is to
minimize the service cost within the download latency constraint. Based on the analysis in
Section 3.3, given a delay constraint, the required caching data placement is deterministic
for each case. Then, the service cost can be determined accordingly. Thus, the content
placement for PF content is simplified to a selection of caching mode.

Although the content placement principle is different for PF and LF content, they share
both the caching capacity and access resources. Thus, a joint design of PF and LF content
placement is a requisite. Another challenge of this problem is the cooperation, as the MBS
and RSUs may cooperatively cache different packets of one file. Therefore, the placement
problem has an unacceptable solution set, which causes the curse of dimensionality.

LF Content Cooperative Placement Subproblem

The objective of LF content caching is to jointly minimize the transmission delay and
service cost, considering the limited caching capacity of both MBS and RSUs, and ad-
mission limitation of RSUs. For f ∈ LFw, w = 1, 2, ...,W , since the delay, service cost,
required caching capacity, and access resources are determined by the content placement(
sfB, s

f
Rw

)
, w = 1, 2, ...,W , we build a matrix for each file to record the delay, service cost,

and required access resources. Note that, for f ∈ LFw, w = 2, ...,W , content transmission
start under RSU Ww, so sfRw = 0, w = 1, ..., w − 1. To reduce the size of this matrix, the
following principles are applied to build the matrix elements:

1. Avoid redundant content caching, sfB +
∑W

w=1 s
f
Rw
≤ Sf ;

2. Satisfy the caching capacity constraint, sfRw ≤ SRSU and sfB ≤ SMBS;

3. Satisfy the admission capacity, N · Pf · sfRw ≤ TR.

Based on the principles, we get the matrix for file f ∈ LFw, in which each column
represents a possible placement scheme. We use N f

C to denote the number of possible
content placement schemes for file f . Then, we calculate the average delay, service cost,

and access resources for each scheme. Given a placement scheme
(
sfB (n) , sfRw (n)

)
, w =

1, 2, ...,W, n = 1, 2, ..., N f
C , the corresponding average delay D

f
(n) is calculated according

to Section 3.3.3. The average service cost C
f

(n) = Cf
C+Cf

T , where Cf
C and Cf

T are discussed
in Section 3.3.4. The required access resources T fRw (n) = N ·Pf ·TN f

Rw
, w = 1, 2, ...,W . In
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addition, required caching resources can be determined by the content placement scheme.
This matrix will be utilized as input information in the cooperative content placement
scheme.

PF Content Cooperative Placement Subproblem

Different from LF content, the objective of caching PF content is minimizing the service
cost with guaranteed delay. Based on previous discussions, the content placement for PF
content is simplified to a selection of caching modes. We get the matrix for file f ∈ PF, in
which each column corresponds to one caching mode. Firstly, for each mode n, based on

latency requirement, we determine its content placement scheme
(
sfB (n) , sfRw (n)

)
, w =

1, 2, ...,W, n = 1, 2, 3 (N f
C = 3). Then, the average service cost, C

f
(n), and the access re-

sources, T fRw (n), for each mode are calculated. In addition, D
f

(n) is set to 0 in accordance
with the LF matrix.

3.4.2 Multi-objective MMKP Formulation for Cooperative Con-
tent Placement

The cooperative content placement problem P1 can be transferred to a multi-objective
MMKP, as shown in P2, which is a variant of the knapsack problem. There are F groups
of items, and the f -th group includes N f

C items.

The objective function requires the joint minimization of delay and service cost, where
xf,n is a binary variable representing the designed content placement scheme for file f , and
xf,n = 1 if scheme n is selected, and xf,n = 0 otherwise. Due to the limited resources,
2W +1 constraints are considered in P2, including the caching capacity of MBS in (3.18b)
and RSUs in (3.18c), and admission limitation for RSUs in (3.18d).

Dynamic programming (DP) is a widely used method to solve the knapsack problem.
However, DP is inefficient for large scale problems due to the complex constraint calculation
and considerable state storage requirements, which is known as the curse of dimensionality.
In what follows, we propose a content placement scheme based on ACO to find near-optimal
solutions to the multi-objective MMKP. Furthermore, to evaluate the gap between this
near-optimal solution and the optimum, we obtain a lower bound of the objective value by
relaxing P2 to a linear programming (LP) problem.
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(P2) : min
{xf,n}

 F∑
f=1

Nf
C∑

n=1

D
f

(n) · xf,n,
F∑
f=1

Nf
C∑

n=1

C
f

(n) · xf,n



s.t.



Nf
C∑

n=1

xf,n = 1, xf,n ∈ {0, 1} , f = 1, 2, ..., F ; (3.18a)

F∑
f=1

Nf
C∑

n=1

sfB (n) · xf,n ≤ SMBS; (3.18b)

F∑
f=1

Nf
C∑

n=1

sfRw (n) · xf,n ≤ SRSU , w = 1, ...,W ; (3.18c)

F∑
f=1

Nf
C∑

n=1

T fRw (n) · xf,n ≤ TR, w = 1, ...,W. (3.18d)

3.5 ACO-based Scheme Design

The ACO was first proposed as an approximate method for solving complex optimization
problems, inspired by how ant colonies find the path from food source to the nest[73].
At the beginning stage of foraging, the ants explore paths randomly and leave pheromone
when they move on the ground. The quantity of pheromone is inversely proportional to the
length of the path, which means a shorter path has more pheromone. Then, the ants can
choose a path according to the pheromone, and they always prefer the path with stronger
pheromone. This is how ants exchange information with each other through pheromone,
and find the shortest path cooperatively. Note that, heuristic information, such as the
potential gain of choosing a certain step along the path, will be also used by the ants in
addition to pheromone. The problem formulated in P2 is a multi-objective minimization
problem, which can be solved by multi-objective evolutionary algorithms (MOEAs). The
concept of dominance is widely used in MOEAs through establishing a non-dominated
solution. We will first introduce the concept of dominance and non-dominated solutions,
then present the dominance-based ACO scheme for cooperative content placement problem.
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3.5.1 Non-dominated solution

Consider a multi-objective minimization problem with n objectives (g = {g1, g2, ..., gn})
and m decision variables (x = {x1, x2, ..., xm}). Thus, the solution can be denoted by x
and its corresponding objective vector is g (x). Based on the definition in [74], if x1 is
not worse than x2 in any objective and strictly better than x2 in at least one objective,
the solution x1 is defined to dominate x2. If a solution is not dominated by any other
solutions, it is defined as a non-dominated solution. The corresponding objective points of
all non-dominated solutions form a front in the objective space, which is the Pareto optimal
front [75]. Thus, the multi-objective minimization problem can be solved by finding the
non-dominated solution set, which is also the set of Pareto optimal solutions.

3.5.2 Dominance-based ACO Scheme

In order to find the solution to P2, we propose a dominance-based ACO scheme, which
optimizes multiple objectives by combining dominance with the ACO. Multiple objectives
and dominance are incorporated in the following phases:

1. Pheromone update: The pheromone is updated every iteration, including general
pheromone evaporation and additional pheromone that is incrementally deposited
by the selected solutions from the non-dominated set;

2. Definition of pheromone and heuristic information: Pheromone and heuristic infor-
mation are used by ants to make probabilistic decisions at each step. Due to the
multiple objectives, pheromone and heuristic information can be stored in multiple
matrices, each of which corresponds to one objective. Since the ant has to aggre-
gate the pheromone/heuristic matrices when making the decisions, we calculate a
weighted sum of multiple matrices to aggregate multiple objectives.

3.5.3 Dominance-based ACO Content Placement Scheme

Consider an ant colony with XA ants, each ant has the capability of constructing a fea-
sible content placement scheme. After all XA ants constructing their schemes, the non-
dominated content placement scheme set, ND, can be updated, in which the delay and
cost for each newly established scheme are compared with the schemes in current ND
to determine the updated non-dominated scheme. Then, based on ND, we can update
the pheromone matrix to simulate the evaporation and accumulation of pheromone, and
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the updated pheromone will be used during the next iteration. The proposed scheme
terminates after XI iterations.

A set of pheromone vectors
[
τf,1, τf,2, ..., τf,Nf

C

]
, f = 1, 2, .., F are built at the initial-

ization stage, and each element is set to be τmax, which is the upper bound of pheromone
value. At the end of each iteration, the pheromone vectors are updated. First, in order
to simulate the pheromone loss caused by evaporation, all elements are decreased by mul-
tiplying (1− ρ), where ρ ∈ [0, 1]. Then, based on the updated non-dominated scheme
set, all the pheromone values of elements (f, n) (selected by the scheme xi,xi ∈ ND) are
increased by multiplying (1 + γi). γi describes how good the performance of xi, i.e.,

γi =
F (xi)∑

xj∈NDF (xj)
, (3.19)

where F (xi) = 1/
(
WD ·D (xi) +WC · C (xi)

)
is the performance evaluation function of

the scheme (i.e., the reciprocal of weighted summation of delay and service cost after
applying the scheme xi), and WD and WC are the weights for delay and service cost,
respectively.

Therefore, the update of pheromone follows

τf,n (t+ 1) = τf,n (t) · (1− ρ) ·
∏

xi∈NDf,n

(1 + γi) , (3.20)

where τf,n (t) is the pheromone value in the t-th iteration, and NDf,n ⊆ ND is the subset of
non-dominated schemes that contains the choice of (f, n). Thus, the pheromone value τf,n
represents how good the performance achieved by the element (f, n) in previous iterations,
which can be used to guide the selection for the next iteration.

In order to balance the exploitation and exploration (i.e., selecting the known good-
performance scheme and choosing the under-explored schemes), we set the upper and
lower bound of pheromone value as τmax and τmin, respectively. This can avoid the ACO
algorithm entering a stagnation situation by bounding the level of exploration. A pseudo-
random proportional rule is also used in content placement construction for balancing
exploration and exploitation. With the exploitation probability q0, the ant selects the
content placement scheme with the best potential performance; otherwise, the decision is
made probabilistically, where the probability of a scheme being selected is proportional to
its potential performance.

In terms of heuristic information, we combine the two objectives (delay and service cost)
together as a weighted sum. In addition to the objective functions, heuristic information
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Algorithm 1 ACO-based Content Placement

1: Input: Parameters of the system model, including vehicle mobility model, V2I and
V2V communication models

2: Output: Content placement decisions x = {xf,n}
3: Initialization:
4: Objectives: delay vectors

{
D
f
}

; cost vectors
{
C
f
}

5: Required resources: caching SfRw , SfB; admission T fRw
6: ND = {}; Pheromone matrix τ = τmax

7: for i = 1 : XI do
8: for k = 1 : XA do
9: Ant k constructs scheme xk (following Algorithm 2)

10: end for
11: Update non-dominated content placement scheme in ND
12: Update pheromone value following (3.20)
13: if Pheromone value < τmin or > τmax then
14: Set pheromone value to τmin or τmax

15: end if
16: end for
17: Evaluate performance (F (x) in (3.19)) for all schemes in ND, and find the scheme x

with the best performance
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Algorithm 2 Content Placement Scheme Construction

1: Initialize remaining caching and admission resources to SMBS , SRSU , and TR; and randomly
order the files

2: for f = 1 : F do
3: for n = 1 : Nf

C do
4: if Remaining resources are sufficient for (f, n) then
5: Obtain selecting probability following (3.23)
6: end if
7: end for
8: if q < q0, where q ∼ U(0, 1) then
9: Exploitation: mode with the highest probability

10: else
11: Exploration: probabilistic mode selection
12: end if
13: Update remaining resources
14: end for
15: Update xk by Local search(xk) (optional)

ηf,n (representing the preference of mode n is chosen by the file f) also depends on the
resources (including caching and admission) consumed by this choice. The ratio between
the consumed resources and the remaining resources is defined as RCf,n, which represents
the tightness of selecting mode n on resource constraints.

RCf,n =
SfB (n)

RSMBS

+
W∑
w=1

(
SfRw(n)

RSRw
+
T fRw(n)

RTRw
). (3.21)

Then, ηf,n is calculated as

ηf,n = 1
/[(

WD ·D
f

(n) +WC · C
f

(n)
)
·RCf,n

]
. (3.22)

From (3.22), if the mode achieves better performance (i.e., lower weighted summation of
delay and cost) and consumes less resource (i.e., lower RCf,n), then ηf,n will be higher.

Probabilistic decisions are made by ants to construct a content placement scheme. For
file f , the ant first finds out its feasible mode set Of , which are determined by resource
constraints, (i.e., the remaining caching and admission resources are sufficient for mode
n ∈ Of ). After that, the probability of selecting feasible mode n is

pf,n =
ταf,n · η

β
f,n∑

l∈Of τ
α
f,l · η

β
f,l

, (3.23)
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Table 3.3: Parameters of system model.

V2B
Carrier Freq. Bandwidth Tx Power Coverage

2000 MHz 20 MHz 43 dBm 1000 m

Mobility
Vmin Vmax a λ

20 m/s 30 m/s 2 m/s2 1/3 sec−1

where τf,n and ηf,n are the updated pheromone and heuristic information, respectively, and
α and β determine the impact of pheromone and heuristic information on the decision.

It has been proved that, when applied to combinatorial optimization problems, ACO
algorithms can achieve the best performance in conjunction with random local search
method [76]. Starting from an initial solution, local search method tries to find an optimal
solution within the predefined neighborhood of the initial point. Since ACO algorithms
perform a rather coarse-grained search for the optimal solution, quality of the solutions
can be enhanced with the aid of local search. The initial solution is the content placement
scheme produced by each ACO iteration, then it can be locally optimized through local
search. Since the pheromone is utilized by following ACO iterations, its update based on
the locally optimized solutions will have a long-term impact on the performance.

The proposed ACO-based scheme for solving P2 is described in Algorithm 1, and the
ant constructs content placement scheme following Algorithm 2.

3.6 Numerical Results

In this section, we first evaluate the convergence performance of the proposed scheme.
Then, we compare the caching performance, including the average delay and the service
cost, of our scheme with the benchmark methods.

3.6.1 Simulation Setup

In our simulation scenario, 2 RSUs are deployed in the coverage of one MBS along the street.
For V2R communication, the setting of RSU follows [68], and the transmission rates for each
zone are shown in Table 3.2. The configurations of V2B and V2V communication follow
the 3GPP standard and [67], respectively. The detailed parameters of V2B communication
and vehicle mobility are given in Table 3.3.
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Table 3.4: Parameters of files and caching capacities.

Caching capacity PF LF
s

MBS RSU Size Num. Size Num.

Case1 50 30 5 10 14 5 0.7

Case2 100 40 5 10 22 5 1

Case3 50 40 5 10 18 6 1

The files requested by the vehicles are classified as three sets, i.e., PF and LFw, w = 1, 2.
We consider the same data size for files belonging to one set and their packets are encoded
by fountain code. To analyze the impact of different file size and caching capacity, we
conduct simulation under several cases, as shown in Table 3.4, both file size and caching
capacity are in the unit of packet and s is the parameter characterizing the skewness of
Zipf-like popularity distribution. These cases represent varying proportions of PF and LF
files (by changing the size of LF files) at different levels of caching capacity.

To evaluate the service cost of caching and transmission, we set the price of caching
at MBS and RSU to be 0.3 and 0.5, respectively, and the price of transmission to be
0.8, 0.5, and 1.5, corresponding to the MBS, RSU, and backhaul link, respectively. In
addition, we set the equal weights of delay and service cost in the objective function,
i.e., WD = WC = 0.5. In our simulation results, we use cost to represent this weighted
summation of delay and service cost.

We compare the proposed cooperative content placement scheme (denoted by coop)
with two benchmark methods. In noncooperative caching scheme (denoted by noncoop),
there is no cooperation between MBS and RSUs, which means a file can be cached at either
MBS or RSUs. In greedy caching scheme (denoted by greedy), PF and LF files are greedily
cached at MBS and corresponding RSUs based on file popularity, respectively. Then, we
compare the caching performance of our scheme with the lower bound achieved by the LP
method (denoted by LP). Comparing P2 and its linear relaxation (P3), we can see that
the feasible solution set of P2 is a subset of the feasible solution set of P3 [77]. Thus, the
solution to P3 can be used as the lower bound for the solution to P2.

Linear relaxation can be achieved by replacing (3.18a) with (3.24a). Multiple con-
straints are combined in (3.24c), where ωB, ωRS, and ωRT are surrogate multipliers for
MBS caching, RSU caching, and RSU access resources, respectively, which are positive
real numbers. These multipliers can be obtained through the method proposed in [77], and
they can be seen as the shadow price of its related constraint in the relaxation.
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(P3) : min
{xf,n}

WD ·
F∑
f=1

Nf
C∑

n=1

D
f

(n) · xf,n +WC ·
F∑
f=1

Nf
C∑

n=1

C
f

(n) · xf,n



s.t.



Nf
C∑

n=1

xf,n = 1, xf,nc ∈ [0, 1] , f = 1, 2, ..., F ; (3.24a)

F∑
f=1

Nf
C∑

n=1

[
ωB · sfB (n) +

W∑
w=1

(
ωRS · sfRw (n) + ωRT · T fRw (n)

)]
xf,n (3.24b)

≤ ωBSMBS + 2ωRSSRSU + 2ωRTTR.

3.6.2 Simulation Results

We first illustrate the convergence of the proposed method. Then, we evaluate the per-
formance of the proposed scheme via both numerical results and Monte Carlo simulation
results. Furthermore, the impacts of caching capacity resource allocation, weight param-
eters, and file set on the performance are analyzed. Caching performance is evaluated by
the value of the objective function in P3, a lower value reflects a better performance.
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Figure 3.5: Convergence speed.

For the ACO-based cooperative content placement scheme design, the number of ants
has an impact on the convergence. We can observe from Fig. 3.5 that how the conver-
gence speed changes with the number of ants, i.e., 10, 30, and 50. Both ACO with and
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without local search are simulated with file assumption following Case1 in Table 3.4. Since
the convergence of ACO is mainly dependent on the number of solutions generated, i.e.,
number of ants ∗number of iterations, more iterations are required if we use fewer ants,
as shown in Fig. 3.5. In addition, we can also observe that the ACO algorithm with
local search (denoted by ACO+LS) achieves a much better result than ACO without local
search, due to the effectiveness of local optimization. In our following simulation, we set
the number of ants to be 30 and run the ACO algorithm with local search for 35 iterations,
which is sufficient to achieve the convergence.

Impact of Caching Capacity

The total caching capacity is defined as the ratio of total capacity, i.e., the summation of
caching capacities at MBS and RSUs, to the total size of PF and LF files. To study how
caching capacity affects the performance, we consider both the proportion of different edge
caching servers’ caching capacity and the amount of total caching capacity. We use the
setting of Case2 in Table 3.4.
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In Fig. 3.6, the total capacity is fixed at 0.78, and the proportion of MBS varies from
0.05 to 0.9. With an increased proportion of MBS caching capacity, the performance keeps
improving until the MBS proportion reaches over 0.7. Due to the limited admission re-
sources of RSU, the bottleneck of RSU caching performance is admission resources when
the MBS proportion is under 0.7 (i.e., RSU proportion is over 0.3). In this region, more
caching resources should be allocated to the MBS to improve the caching resource utiliza-
tion efficiency. However, if the MBS proportion is over 0.7, increasing the MBS proportion
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will cause a slight performance degradation, which is caused by the higher transmission
cost of MBS compared with RSU. Thus, the optimal performance can always be achieved
at the point where caching and admission resources for one RSU are matched.
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We show the impact of total caching capacity in Fig. 3.7. For each point, the per-
formance is the best value that can be achieved by the specific total capacity. When the
total capacity grows from 0.56 to 1, the performance improves by 33%. The average ser-
vice cost (i.e., (CC + CT ) divided by the data volume of transmitted PF and LF contents)
and delay (i.e., D divided by the data volume of transmitted LF contents) for the vehicle
downloading through V2I are evaluated in Fig. 3.8 and Fig. 3.9 respectively, where we
compare the numerical results (coop, LP) and the Monte Carlo simulation results (Test).
In both subfigures, the numerical results of the proposed scheme are slightly higher than
the lower bound from the LP method. With the increase of caching resources, more files
can be precached at MBS and RSUs, hence less data is transmitted through backhaul link,
saving both service cost and downloading time. In addition, the Monte Carlo simulation
results show similar trends to the numerical results, so we can design the caching scheme
according to the numerical analysis.

Impact of Weight Parameters

Since the total cost is a weighted sum of the service cost and delivery delay, the weights
influence the preference between different files and caching servers. In Fig. 3.10, we
compare how the performance of different methods change with delay weight, keeping
WC = 0.5. We use the setting of files and caching capacity as Case3 in Table 3.4. Without

44



0.1 0.3 0.5 0.7 0.9 1.1

LF delay weight

200

400

600

800

1000

C
o
s
t

coop

noncoop

greedy

LP

Figure 3.10: Performance changing with
delay weight.

0.1 0.3 0.5 0.7 0.9 1.1

PF cost weight

380

480

580

680

750

C
o

s
t

coop

noncoop

greedy

LP

Figure 3.11: Performance changing with
cost weight.

cooperative caching between MBS and RSUs for LF files, it leads to a higher cost than
that of the cooperative caching method. Since the greedy method prefers to cache the PF
files at MBS, it has the largest cost with high delay weight. This is because vehicles have
to download the low-popularity LF files, that are not cached by both the RSUs and MBS,
through the backhaul link. The service cost weight of PF file also affects the performance, as
shown in Fig. 3.11. Since the greedy method has a fixed priority of caching, its performance
is degraded when weight parameters change. However, the proposed method can adapt
to variable weights, which keeps the small gap with performance lower bound obtained by
the LP method.

Impact of File Parameters

In order to analyze the impact of file popularity on performance, in Fig. 3.12, we plot
the performance as a function of parameter s of popularity distribution in (3.13), using
the setting of files and caching capacity as Case2 in Table 3.4. We observe that the
performance of caching improves as s increases. This is because popularity distribution
becomes more skewed towards higher popularity contents, and these contents are given
more priority during the resource allocation. If the distribution becomes more skewed, the
resources allocated to high popular contents will be utilized more efficiently, which can
improve the performance. From Fig. 3.12, we also obtain that the performance achieved
by the proposed ACO-based scheme and the lower bound from the LP method is very
close, indicating that the ACO-based scheme can achieve the near-optimal solution.

To evaluate the scalability of the content placement schemes, we design the content
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placement scheme for an increased number of files. On the basis of Case3 in Table 3.4,
we scale up the number of files and caching capacities, and compare different content
placement schemes in Fig. 3.13. Compared with the LP method, the proposed coopera-
tive scheme always achieves near-optimal performance, while the performance gap for the
noncooperative method is increased with larger file set. This means the noncooperative
method suffers performance degradation for large file sets. Without cooperation between
the MBS and RSUs, there are less feasible content placement schemes for the noncoopera-
tive method, which leads to lower computation complexity than the cooperative method,
as shown in Fig. 3.14. For the cooperative scheme, due to the polynomial relationship
between computation complexity and the number of files, its efficiency and scalability are
verified.

3.7 Summary

In this chapter, based on a multi-tier HVNet, we have proposed a cooperative caching
scheme to improve content delivery services for connected vehicles. Considering the differ-
ential delivery requirements for location-based and popular contents, a cooperative content
placement scheme has been devised to reduce both the transmission delay and the service
cost. We have provided the theoretical analysis of the content transmission delay, which
can be generalized to content delivery services with different QoS requirements or the net-
work with different access point deployment. We have evaluated the convergence speed of
the proposed scheme, and demonstrated that it can effectively improve the overall perfor-
mance. Besides, the robustness of the scheme has been validated under various parameter
settings.
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Chapter 4

Two-Level Adaptive Resource
Allocation for Diverse Safety
Message Transmissions in Vehicular
Networks

In this chapter, we propose a two-level adaptive resource allocation (TARA) framework to
support vehicular safety message transmissions. In particular, three types of safety message
are considered in urban vehicular networks, i.e., the event-triggered message for urgent
condition warning, the periodic message for vehicular status notification, and the message
for environmental perception. Roadside units are deployed for network management, and
thus messages can be transmitted through either vehicle-to-infrastructure or vehicle-to-
vehicle connections. To satisfy the requirements of different message transmissions, the
proposed TARA framework consists of a group-level resource reservation module and a
vehicle-level resource allocation module. Particularly, the resource reservation module is
designed to allocate resources to support different types of message transmission for each
vehicle group at the first level, and the group is formed by a set of neighboring vehicles.
To learn the implicit relation between the resource demand and message transmission
requests, a supervised learning model is devised in the resource reservation module, where
to obtain the training data we further propose a sequential resource allocation (SRA)
scheme. Based on historical network information, the SRA scheme offline optimizes the
allocation of sensing resources (i.e., choosing vehicles to provide perception data) and
communication resources. With the resource reservation result for each group, the vehicle-
level resource allocation module is then devised to distribute specific resources for each
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vehicle to satisfy the differential requirements in real time. Extensive simulation results
are provided to demonstrate the effectiveness of the proposed TARA framework in terms
of the high successful reception ratio and low latency for message transmissions, and the
high quality of collective environmental perception.

4.1 Background and Motivations

To enhance the driving safety of connected vehicles, cooperative awareness messages (CAMs)
are required to be periodically exchanged among vehicles to report their real-time driving
status, e.g., ID, position, speed, and direction [45]. To further improve the intelligence of
autonomous vehicles, the collective perception (CP) service has been proposed by the ETSI
group [46]. By provisioning CP services, vehicles can generate, send, and receive collective
perception messages (CPMs) to share the perceived environmental information. Besides,
if a vehicle detects an accident, event-triggered messages (i.e., decentralized environmental
notification messages (DENMs)) should be generated and sent out to warn its neighboring
vehicles about the accident [44].

We consider the dissemination of DENMs, CAMs, and CPMs among connected vehicles
in an urban scenario. One promising technique to enable vehicular networking is the C-
V2X communication, which can use the existing cellular infrastructure to relay the packets
and achieve a centralized control [78]. Particularly, via V2V connections, messages can
be exchanged among the vehicles within the V2V communication range. However, due to
the antenna height limitation, V2V connections can be easily blocked by obstacles, such
as buildings, trucks, and buses. V2I technologies are leveraged to deal with the NLOS
link condition, where RSUs relay messages for the blocked vehicles [79, 80]. Note that, to
support CP services, the generated CPMs need to be processed by the RSU before being
broadcasted to vehicles. Hence, CPMs should be transmitted via V2I connections, while
DENMs and CAMs can be transmitted through V2V or V2I connections.

To improve the quality of message transmission, wireless resources should be properly
allocated to avoid transmission collisions, considering uplink (UL) and downlink (DL)
of V2I transmissions, and V2V transmissions. Moreover, to provision CP services, not
only wireless resources but also sensing resources are required. The sensing resources are
allocated by choosing a subset of sensing-enabled vehicles as sensing data providers, named
CP seed vehicles. The sensing coverage of the chosen vehicles can be overlapped, leading
to information redundancy among the generated CPMs. Therefore, the RSU aggregates
original CPMs into one integrated CPM, and then broadcasts out. To evaluate the QoS
for CPM transmissions, the integrated sensing coverage and accuracy are measured. In
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contrast, the reliability, i.e., successful packet reception, and delay are critical to DENM
and CAM transmissions. As the resources are shared by multiple services, the differentiated
requirements and priorities should be considered simultaneously when making decisions on
the resource allocation.

In this chapter, the C-V2X based urban vehicular network is considered, where RSUs
with cellular technology serve as network controllers, making resource allocation decisions
for the vehicles. To guarantee the reliability and minimize the latency of event-triggered
DENM transmissions and periodic CAM transmissions, wireless resource allocation deci-
sions are made, including the V2I/V2V transmission mode selection and resource block
(RB) allocation. Besides, to support CP services, both sensing and wireless resources are
required for CPM generation and transmission, in which the selection of CP seed vehicles
is constrained by the availability of wireless resources. Thus, the quality of CP service
can be optimized via joint CP seed vehicle selection and wireless resource allocation. It
is challenging to solve this multi-dimensional resource allocation problem, i.e., making the
optimal decisions on the V2I/V2V transmission mode selection, RB allocation, and CP
seed vehicle selection, since the decisions are inter-coupled in three aspects: 1) the alloca-
tion of the sensing and wireless resources for CP services; 2) the allocation of the wireless
resources for transmitting DENMs, CAMs, and CPMs; and 3) the V2V/V2I mode selection
for the DENM and CAM transmissions.

Considering the vehicular dynamics in terms of network topology and message trans-
mission requests, an adaptive resource allocation scheme is necessary. To address the
aforementioned challenges, we propose a TARA framework for safety message transmis-
sions, consisting of a group-level resource reservation module and a vehicle-level resource
allocation module, as shown in Fig. 4.1. The amount of resources that required by each
type of message transmission is determined by the resource reservation module. It also
guarantees that the overloaded transmission requests from one type of message will not
affect the others. The reservation strategy should be designed to optimize the overall QoS
satisfaction for all the types of message transmission. Based on the reserved resources
for different types of message, the resource allocation module is devised to satisfy each
vehicle’s individual QoS requirements. The main contributions are summarized as follows:

1. Multi-dimensional resource management – We study the joint management of multi-
dimensional resources to support safety message transmissions, which is of signifi-
cant importance for future vehicular networks. By analyzing the impact of message
transmission priorities and network conditions (e.g., resource availability and link
reliability), wireless resources and sensing resources can be jointly allocated by the
proposed TARA framework to satisfy the differential QoS requirements, the process
of which is shown in Fig. 4.1;
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Figure 4.1: An illustration of the TARA framework.

2. SRA scheme – Based on the historical information, the allocation decisions of wireless
and sensing resources can be made by the SRA scheme according to the transmis-
sion priority of different messages. Particularly, for DENM and CAM transmissions,
vehicles are sorted by their potential gains obtained by V2I transmission, to guide
the selection of V2I/V2V mode and RB allocation. For CPM transmissions, the CP
seed vehicles are selected iteratively, based on vehicles’ sensing performance;

3. Enabling efficient decisions in real time – Since the SRA scheme needs to sequentially
make decisions based on message transmission priorities, it is unable to keep pace
with the dynamic vehicular environment. Thus, we propose the TARA framework
to achieve real-time decision-making, consisting of a group-level resource reservation
module and a vehicle-level resource allocation module. The resource reservation
module reserves the resources to support different types of message transmission
for each vehicle group, i.e., a set of neighboring vehicles, which allows the resource
allocation module to perform in parallel for different groups and different message
types. The supervised learning-based technique is applied in the resource reservation
module to learn the implicit relation between the resource demand and message
transmission requests, which is offline trained based on the data provided by the
SRA scheme. With the reservation result, resources are allocated to each vehicle by
the vehicle-level resource allocation module, which can be achieved in real time with
a low time complexity.

The remainder of this chapter is organized as follows. We describe the system model in
Section 4.2. We give an overview of the developed TARA framework in Section 4.3. The
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SRA scheme is devised in Section 4.4. To further improve the time efficiency of resource
allocation, a group-level resource reservation module and a vehicle-level resource allocation
module are designed in Section 4.5. Simulation results are carried out in Section 4.6 to
demonstrate the performance of the proposed schemes. Finally, conclusions are drawn in
Section 4.7.

Table 4.1: Summary of mathematical symbols.

Symbols Definition
Ai,j,m Number of unoccupied RBs in Si,m available for CPM transmitted by Vi,j
Bi,m Number of groups that contend Si,m for CPM transmissions
C Threshold of sensing coverage
CP
i,j (CP

R ) Number of supported CPM upload transmissions for group Vi,j (the RSU)

Da (Dr) Number of RBs available (required) for V2I DL transmissions
d Distance between the sensing block center and the SCV
db Critical distance of NLOS model
dt (dr) Distance between the transmitting (receiving) vehicle and the

intersection-center
dw Distance between the transmitting vehicle and the road-side
e (e0) SCV’s sensing error for a given block (Penalty error for not sensed blocks)
Gi Number of vehicle groups allocated with time segment Ti
Gm
i,j Potential packet loss under the V2V mode of V m

i,j

Gr Receiver’s antenna gain (dB)
Ii,j (Di,j) Number of required TDSs (requests transmitted in TDSs) for Vi,j
Mm

i,j (Smi,j) Number of vehicles in the target (successful) receiver set of V m
i,j

ND
i,j (NA

i,j) Number of V2I UL RBs allocated to the vehicles requesting for DENM
(CAM)

nNLOS NLOS path loss exponent
PLL (PLN) Path loss of the LOS (NLOS) case (dB)
PRX (PTX) The receiving (transmitting) signal power (dBm)
R Sensing range of vehicular sensor
Ri,j (RP

i,j) Overall number of DENM and CAM (Number of CPM) requests raised
by Vi,j

SD (SA,
SPU , SPD)

The numbers of required RBs for DENM (CAM, CPM upload, CPM
download)

Si,m The m-th sub-frame in time segment Ti
Ti (T ni ) The i-th time segment (The i-th time segment of n-th CAM period)
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T P (T Pi,j,
T PR )

CPM period (Required CPM period for Vi,j or for the RSU)

ti Number of sub-frames in time segment Ti
Vi,j (V m

i,j ) The j-th vehicle group with time segment Ti (The m-th vehicle in Vi,j)

V U
i,j Set of transmissions not assigned with V2I mode in Vi,j
V D (V D+,
V D0)

Set of vehicles requesting DENM transmissions (Subset of V D with pos-
itive or zero Gm

i,j)

V A (V A+,
V A0)

Set of vehicles requesting CAM transmissions (Subset of V A with positive
or zero Gm

i,j)

VS (V +
S ) Sorted set of vehicles requesting message transmissions (Subset of V S

with positive Gm
i,j)

wd (wt) Unit sensing error caused by distance (latency of CPM update)
wr Width of the receiving street
X Number of V2I packets can be transmitted in one TDS
x Distance between receiving and transmitting vehicles
λ wavelength of transmission frequency
ρi The frequency split ratio for time segment Ti

UCV / SCV

RSU 

T1

T2 T3

T4
Street blocks

Figure 4.2: An illustration of vehicular
network.
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Figure 4.3: An illustration of NLOS case.
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4.2 System Model

4.2.1 Network Model

As shown in Fig. 4.2, we consider a vehicular network in the urban scenario, including
connected vehicles (CVs) and RSUs. According to the capability of sensing, the vehicles
are classified into two types, namely the sensing-enabled CVs (SCVs) and CVs without
sensing capability (UCVs). With vehicular sensors, an SCV can observe the environment
within its sensing range and generate the sensing report, which includes the information
of detected objects. The RSU can not only relay the packets, but also make resource
allocation decisions for vehicles. A network management controller is deployed at the
RSU, to collect the information (e.g., the vehicle’s location, request, and sensing reports)
and make decisions accordingly. Without loss of generality, we focus on the coverage area
of one RSU. In this chapter, vehicles are clustered as non-overlapped groups. As shown
in Fig. 4.2, vehicles in one square block constitute a group. For the sake of simplicity, we
assume the block’s side length equals the V2V communication range, hence there is no V2V
connection between vehicles within any two nonadjacent blocks. Important mathematical
symbols are listed in Table 4.1. In this chapter, the subscripts i, j, m, and R represent the
i-th time segment, the j-th vehicle group, the m-th sub-frame, and the RSU, respectively.
The superscripts A, D, P , PU , PD, and m represent the CAM, DENM, CPM, CPM
upload, CPM download, and the m-th vehicle, respectively.

Communication Model

The path loss between two vehicles are modeled separately in line-of-sight (LOS) [81] and
NLOS [33] cases, respectively. For LOS cases, the path loss is

PLL (x) = 20 log10(
4πx

λ
), (4.1)

where x is the distance between receiving and transmitting vehicles and λ is wavelength of
transmission frequency. As shown in Fig. 4.3, the path loss for NLOS cases is

PLN (dt, dr, dw) = 3.75 +

 10 log10

((
dt

0.957

(dwwr)
0.81

4πdr
λ

)nNLOS)
, if dr ≤ db,

10 log10

((
dt

0.957

(dwwr)
0.81

4πdr
2

λdb

)nNLOS)
, if dr > db,

(4.2)

where dt (dr) is the distance between the transmitting (receiving) vehicle and the intersection-
center, dw is the distance between the transmitting vehicle and the road-side, wr is the
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width of the receiving street, db is a reference parameter called critical distance, and nNLOS
is the NLOS path loss exponent. Note that, the path loss model for NLOS cases can be
applied to intersections with different corner angles, in addition to the 90-degree corner
shown in Fig. 4.3 [82, 83].

The receiving signal power PRX (dBm) is obtained based on the transmit power PTX
(dBm), path loss, and receiver’s antenna gain Gr (dB),

PRX = PTX +Gr −
{

PLL (x) , LOS,
PLN (dt, dr, dw) , NLOS.

(4.3)

The message can be successfully decoded when PRX is larger than the threshold of decoding
received signal strength.

Half-Duplex Problem of Connected Vehicles

The target receiver set for each transmitting vehicle consists of vehicles within the targeting
message dissemination range, which is set as the V2V communication range in this chapter.
Taking into account the half-duplex feature of CVs, they are not capable of receiving and
transmitting packets simultaneously. In this chapter, time is partitioned into sub-frames
with constant duration, which is applied as the unit of time in resource allocation. If a
sub-frame is allocated for a source vehicle to transmit its packets through V2V connections,
this sub-frame should not be reused by the target receivers for packet transmitting (V2V
or V2I UL transmission). Hence, as shown in Fig. 4.2, to deal with the half-duplex issue,
the adjacent four vehicle groups are allocated with isolated time segments (Ti, i = 1, ..., 4).
Although the vehicles in nonadjacent blocks are allocated with the same time segment,
there is no interference among them due to spatial separation. Each time segment Ti
consists of ti sub-frames.

4.2.2 Wireless Resource Pool

In this chapter, the V2V, V2I UL, and V2I DL transmissions are assumed to share a
frequency band of 10 MHz (from 5.89 to 5.9 GHz), which is divided into 50 sub-channels.
For the time domain, one sub-frame is defined as the duration of 1 ms [84]. As shown in
Fig. 4.4, the wireless resource pool of Ti segment is represented by the combination of 50 ·ti
RBs, each of which represents the usage of 200 kHz bandwidth for 1 ms. Hence, the wireless
resource allocation can be performed via allocating RBs to vehicles for packet transmissions.
The numbers of required RBs for DENM, CAM, CPM upload (packet transmission from
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SCVs to the RSU), and CPM download (the integrated packet transmission from the RSU
to vehicles) are denoted by SD, SA, SPU , and SPD, respectively. As shown in Fig. 4.4,
in order to prevent the collisions for packet reception, a ratio is defined to partition the
frequency band between V2I DL and V2V transmissions, denoted by ρi (i = 1, ..., 4) for
the vehicle group with time segment Ti. Specifically, if one sub-frame is allocated for V2V
transmission in segment Ti, the first 50 · ρi sub-channels are available for V2V, while the
remaining sub-channels are available for V2I DL transmissions. Otherwise, the 50 sub-
channels are available for V2I DL transmissions as long as they are not occupied by V2I
UL.

There are Gi vehicle groups being allocated with the same time segment, Ti, and the
j-th group of which is denoted by Vi,j, consisting of Ki,j vehicles, as shown in Fig. 4.4.
The m-th vehicle in Vi,j is denoted by V m

i,j , m = 1, ..., Ki,j. To deal with the half-duplex
problem and avoid the packet transmission collisions, the following principles should be
followed by the wireless resource allocation for vehicles:

1. V2V and V2I UL for each vehicle group – Considering the half-duplex feature, sepa-
rate sub-frames are allocated to vehicles transmitting packets via V2V connections.
The number of sub-frames required by one vehicle can be calculated based on ρi and
the size of the packet. In this chapter, ρi is determined to ensure that each V2V
transmission can be accomplished in one sub-frame. For a vehicle group, in addition
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to the sub-frames assigned for V2V transmissions, the unoccupied sub-frames can
be allocated for V2I UL transmissions. In Fig. 4.4, the wireless resource allocation
for both V2V and V2I UL transmissions in the vehicle group V1,1 is illustrated as an
example, where multiple vehicles can use the distinct RBs in the same sub-frame for
V2I UL transmissions;

2. V2I UL for vehicle groups with the same time segment – Within the coverage of one
RSU, all the vehicles under V2I mode transmit their packets to the RSU. Thus, V2I
UL collision may happen among the Gi vehicle groups with the same time segment,
Ti. To avoid the collision, these Gi groups should be considered simultaneously when
making resource allocation decisions on V2I UL transmissions. As shown in Fig. 4.5,
for the vehicles from Vi,j, j = 1, 2, ..., Gi, the V2I RBs allocated to them shall not
overlap with each other;

3. V2I DL for vehicles under the RSU – V2I DL RBs are required for relaying the
packets transmitted via V2I mode, such as the DENM, CAM, and integrated CPM
packets. Since the V2I DL and V2V transmissions are assigned with separate fre-
quency bands, there is no interference among them. When making V2I DL RB
allocation decisions, only the V2I UL transmissions are considered to avoid poten-
tial collisions. In each time segment, the RBs beyond the V2V frequency bound
are available for V2I DL transmission, as long as they are not allocated for V2I UL
transmissions. The V2I DL resource pool consists of the available RBs from the four
time segments, which is shared by all the vehicles within the RSU coverage, as shown
in Fig. 4.5. For one V2I mode packet, its assigned sub-frames for DL transmission
have to be after that for UL.

4.2.3 QoS for Safety Message Transmissions

To evaluate the performance of message transmissions, we consider differentiated metrics
for multifarious messages:

1. DENM and CAM – Both latency and reliability are critical to DENM and CAM
transmissions. The transmission delay of one packet is measured as the time elapsed
between it being transmitted and received. For the reliability, the successful reception
proportion is measured;

2. CPM – The performance of CPM transmission is evaluated by the quality of CP
services. For one SCV, its sensing coverage area is a circular disk, the radius of
which is the sensing range R. Within the sensing range, objects can be detected, but
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the sensing accuracy degrades with the distance between the object and the SCV.
Given the set of CP seed vehicles, the integrated sensing accuracy can be calculated
by the RSU according to the contents, transmission latency, and update frequency
of CPMs. On the other hand, the coverage rate, i.e., the proportion of the perceived
street area to the overall street area, is also evaluated as one performance metric of
CP services. Given a threshold of the coverage rate, the selection of CP seed vehicles
and wireless resource allocation are performed to guarantee the coverage rate and
achieve the optimal integrated sensing accuracy.

4.3 Overview of the TARA framework

In this chapter, the requests of the DENM and/or CAM transmission are sent by vehicles,
and then the RSU allocates a specific bunch of RBs accordingly. To support CP services,
the decisions on both sensing and wireless resource allocation are also made by the RSU.
We propose the TARA framework, including a group-level resource reservation module
and a vehicle-level resource allocation module, to make resource allocation decisions. In
addition, data preparation is also needed to train the learning-based resource reservation
model offline, as shown in Fig. 4.1.

4.3.1 Training Data Preparation

To prepare training data for the learning-based resource reservation model, we propose the
SRA scheme to achieve optimal resource allocation decisions, based on the historical infor-
mation on vehicle’s mobility, e.g., location and speed, sensing capability, and transmission
requests. To support CP services and transmissions of DENMs and CAMs, decisions are
made for sensing and wireless resources, including the RBs allocated for vehicles and the se-
lected CP seed vehicle set. With the proposed SRA scheme, the number of RBs allocated
to each message type can be obtained as training data, which indicates the underlying
mapping relationship between the allocated resources and message transmission requests.

The procedure of the SRA scheme is shown in Fig. 4.6. Considering the differential pri-
orities of message transmissions, the SRA scheme is devised to firstly allocate the resources
for the DENM and CAM, following by the CPM resource allocation procedures. Recall
that V2I DL resource pool is determined by the V2I UL resource allocation results and
the frequency partition ratio ρi. Therefore, the V2I DL RBs are allocated after performing
V2I UL RB allocation procedures. Considering the wireless resources required to transmit
one packet, both V2I UL and DL resources should be allocated for the V2I mode, which is
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Figure 4.6: Sequential resource allocation procedures.

double of the resources required by the V2V mode. Therefore, to make efficient resource
allocation decisions, the V2I mode is selected for one transmission only when the V2V
mode cannot meet its requirement. In terms of the V2I mode selection for DENM and
CAM transmissions, the vehicle with a stronger demand on the V2I resources has a higher
priority. Meanwhile, to support CP services, wireless and sensing resources are allocated
through: 1) analyzing the CPM upload capacity available for each vehicle group based
on the RB allocation results of DENM and CAM; and 2) greedily selecting the CP seed
vehicles based on their sensing gains. Details of the SRA scheme are given in Section 4.4.

4.3.2 Resource Reservation and Resource Allocation Modules

Based on the decisions made by the SRA scheme, we can obtain the number of RBs al-
located for message transmissions. In light of the relationship between the number of
allocated RBs and message transmission requests, we leverage the two-level resource man-
agement strategy to enable a parallel decision-making for vehicles requesting different mes-
sages. To make real-time decisions for different types of requests, we design the group-level
resource reservation module and the vehicle-level resource allocation module, as shown in
Fig. 4.1 and elaborated in Section 4.5. The learning-based resource reservation model
is trained based on the wireless resource allocation results achieved by the SRA scheme.
Based on the network information, the resource reservation module distributes resources
to support the transmission of different types of message for each group. With the reserved
resources, RBs are allocated to each vehicle by the resource allocation module. In addi-
tion, the selection of CP seed vehicles and required RBs for CPM transmissions are also
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determined by the resource allocation module.

4.4 Design of SRA

In this section, we present the designed SRA scheme to achieve the optimal resource allo-
cation result. In this chapter, to adapt to environmental dynamics in terms of the vehicle
mobility and event-triggered DENM requests, the resource allocation decisions are updated
every CAM period, i.e., 100 ms [45]. One CAM period is divided into four time segments,
each of which consists of 25 sub-frames, i.e., ti = 25 for i = 1, ..., 4.

4.4.1 Resource Allocation for DENM and CAM Transmissions

At each CAM period, the RSU allocates wireless resources for vehicles requesting DENM
and CAM transmissions, which are denoted by two sets V D and V A, respectively. Firstly,
the RSU collects the vehicles’ location information and obtains the target receiver set for
each vehicle V m

i,j . Considering the potential NLOS link conditions between V m
i,j and its Mm

i,j

target receivers, the number of vehicles that can successfully receive the packet via V2V
connections is denoted by Smi,j, where Smi,j ≤ Mm

i,j. For each transmission, the V2I mode is
selected only when any of the following events happen:

1. Sub-frame insufficiency – Within one vehicle group Vi,j, the V2V transmissions re-
quest separate sub-frames to avoid the collision. In the case of pure V2V mode, i.e.,
all vehicles transmit packets via V2V connections, at least Ri,j sub-frames are re-
quired, where Ri,j denotes the overall number of DENM and CAM requests raised by
Vi,j. If Ri,j > ti, the sub-frames are insufficient for Vi,j in the pure V2V mode. Recall
that multiple packets can be transmitted in one sub-frame under the V2I mode. The
sub-frame insufficiency issue can be mitigated through selecting the V2I mode for
specific packet transmissions;

2. NLOS condition – If the NLOS link condition encounters between transmitting and
receiving vehicles, the V2V connection based packet transmission may be blocked.
To improve the reliability, the NLOS affected packets should be relayed by the RSU
via V2I connections. For each transmitting vehicle V m

i,j , its potential packet loss
under the V2V mode can be estimated by the RSU, denoted by Gm

i,j = Mm
i,j − Smi,j.

As the packet loss can be avoided via selecting the V2I mode, Gm
i,j is defined as the

potential V2I selecting gain for V m
i,j , a larger value of which indicates a higher priority

of utilizing V2I resources.
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The resource allocation can be operated by following steps:

1. Determine vehicles’ priorities – Considering the street layout and the receiving signal
power calculated based on Eq. (4.3), the value of Gm

i,j can be obtained for each
vehicle in V D and V A. The set of vehicles requesting DENM (CAM) transmissions
with positive Gm

i,j, i.e., packet loss will occur if the vehicle is assigned with the V2V
mode, is denoted by V D+ (V A+), in which the vehicles are sorted in descending
order by Gm

i,j. Likewise, the sets of vehicles with Gm
i,j = 0 are denoted by V D0 and

V A0, respectively. Due to the higher priority of DENM requests, the sorted set is
recombined as VS =

{
V D+, V A+, V D0, V A0

}
, and its subset consisting of vehicles with

positive gain is defined by V +
S =

{
V D+, V A+

}
. When assigning the V2I mode for

vehicles, the vehicles’ priorities are indicated by their orders in VS or V +
S ;

2. Calculate the required number of transmitting dominant sub-frames – For each sub-
frame, the RBs can be allocated for V2V, V2I UL, and V2I DL transmissions, in
which the RBs for V2V and V2I UL transmissions always occupy lower frequency
band as shown in Fig. 4.4. To reserve more RBs for V2I DL transmissions, the
V2I UL should occupy the RBs within the V2V frequency band, unless the group
Vi,j suffers from the sub-frame insufficiency. If the proportion of transmitting RBs is
larger than ρi, the sub-frame is defined as a transmitting dominant sub-frame (TDS).
An example of resource allocation for T1 segment is illustrated in Fig. 4.7, where
G1 = 3 and t1 = 8. Since R1,1 (R1,2) > t1 in the case given in Fig. 4.7, the sub-frames
are insufficient for V1,1 and V1,2 under the pure V2V mode. Thus, 5 and 3 requests
are required to be transmitted in TDSs for V1,1 and V1,2, respectively. For vehicle
group Vi,j, since one TDS can be shared by at most X (X > 0) V2I UL transmissions,
the required number of TDSs (Ii,j) and the number of requests transmitted in TDSs
(Di,j) can be calculated by

Ii,j = dmax (Ri,j − ti, 0) /(X − 1)e , (4.4)

Di,j = max (Ri,j − ti + Ii,j, 0) . (4.5)

Hence, the RSU assigns the V2I mode for Di,j transmission requests in Vi,j, according
to their priorities, i.e., the orders in VS. Then, the set of transmissions not assigned
with V2I mode is denoted by V U

i,j ;

3. Assign sub-frames for packet transmission – In segment Ti, the first Ii,1 sub-frames are
allocated to Vi,1 as its TDSs, the following Ii,2 sub-frames are allocated as the TDSs
for Vi,2, and so forth. In Vi,j, these Ii,j TDSs are assigned for the Di,j transmissions
in the V2I mode. For the remaining transmissions in V U

i,j , each is assigned with
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one specific sub-frame, always starting by occupying the first available sub-frame in
Ti. Two examples of sub-frame assignment for the three groups in segment T1 are
illustrated in Fig. 4.7 and Fig. 4.8, considering the cases of sufficient and insufficient
sub-frame, respectively;

4. Determine the available RB pool for V2I DL transmissions – Based on the sub-frame
assignment, the number of available RBs for V2I DL transmission is determined,
denoted by Da. The available V2I DL RBs for T1 segment are displayed in Fig.
4.8. Notice that, the RBs below the V2V frequency band can be used by V2I DL
transmission only in the sub-frames unoccupied by any groups in the segment, as
the last two sub-frames shown in Fig. 4.8. Meanwhile, for the transmissions already
assigned with V2I modes, the overall number of required V2I DL RBs can be obtained
as well, denoted by Dr;

5. Select V2I modes for NLOS condition – Since the V2I UL RBs in segment Ti are
shared by Gi groups, the requests in V U

i,j , j = 1, ..., Gi, with positive Gm
i,j are jointly

considered and assigned with V2I modes based on their orders in V +
S until the re-

sources are depleted, i.e., Dr ≥ Da. In each iteration, the required V2I UL RBs are
allocated to the selected transmission in its assigned sub-frame, if the RBs are not
allocated for V2I UL transmission yet. Otherwise, this transmission will be assigned
with a new sub-frame unoccupied by V2I UL. At the end of each iteration, the V U

i,j ,
Da, and Dr are updated accordingly;

6. Allocate V2V RBs – The V2V mode is selected for each transmission in V U
i,j , and the

required V2V RBs are allocated in its assigned sub-frame.

4.4.2 Resource Allocation for CPM Transmissions

Wireless Resource Allocation

Given the resource allocation results for DENM and CAM transmissions during each CAM
period, the number of supported CPM upload transmissions for group Vi,j and the RSU,
denoted by CP

i,j and CP
R , respectively, can be obtained as follows. Recall that CPM packets

need to be uploaded via V2I connections.

1. Contending degree of sub-frames – For each group Vi,j, the sub-frames unallocated
for V2V transmission can be used for CPM upload. Hence, the unoccupied RBs in
a non-V2V sub-frame can be potentially allocated for CPM upload, which may be
contended by multiple vehicle groups with the same segment. For the m-th sub-frame
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in Ti segment, Si,m,m = 1, ..., ti, the number of groups that contend Si,m for CPM
upload is defined as the contending degree of sub-frame Si,m, denoted by Bi,m;

2. Supported CPM upload transmissions for each group – For group Vi,j, if sub-frame Si,m
is not allocated for the V2V transmission, the unoccupied RBs in Si,m are available
for CPM upload, the number of which is denoted by Ai,j,m. The CP

i,j is calculated as

the weighted summation of Ai,j,m, i.e., CP
i,j =

⌊(∑ti
m=1Ai,j,m/Bi,m

)
/SPU

⌋
;

3. Supported CPM upload transmissions for RSU – Besides the limitation of CP
i,j, the RB

reservation for V2I DL transmissions should be considered as well. Thus, the overall
available number of RBs for CPM upload transmission under the RSU coverage
is determined by the gap between the available and required numbers of V2I DL
RBs, i.e., CP

R =
⌊(
Da −Dr − SPD

)
/SPU

⌋
. Notice that, Dr represents the required

number of V2I DL RBs for the DENMs and CAMs, while SPD represents that for
the integrated CPM packet.

Given the number of CPM requests for each group Vi,j, denoted by RP
i,j, the required

CPM upload interval (named by CPM period) is designed as an integral multiple of the
CAM period. The integral multiplier, T P , is calculated by

T P = max(T Pi,j, T
P
R ) = max(

⌈
RP
i,j/C

P
i,j

⌉
,

⌈(∑
i

∑
j

RP
i,j

)
/CP

R

⌉
), (4.6)

where the required CPM period for each group and RSU are denoted by T Pi,j and T PR ,
respectively. Since a longer CPM upload delay results in a larger sensing error, T P should
be minimized via improving the CP

R and CP
i,j. However, the CP

R can be improved only
through modifying the selected V2I mode to V2V mode, which may lead to the packet loss
of DENMs and CAMs. On the contrary, CP

i,j can be improved via modifying the selected
V2V mode to V2I mode, which can achieve a larger CP

i,j without impairing DENM and
CAM transmissions. To be specific, for Vi,j, if modifying the transmission in Si,m from
V2V mode to V2I mode, the impacts on following aspects are considered:

1. CP
i,j – Owing to the modification, Si,m can be applied by Vi,j for CPM transmission,

and the Bi,m is updated correspondingly. Hence, the CP
i,j is updated with the added

(Ai,j,m/Bi,m) RBs;

2. CP
i,k, k 6= j – For other groups belonged to Ti segment, if Si,m is available for CPM

transmissions, CP
i,k is reduced due to the larger Bi,m. Otherwise, CP

i,k is not changed;
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Figure 4.9: An illustration of resource allocation for DENM, CAM, and CPM.

3. CP
R – Since one more transmission is selected for V2I mode, more RBs are required

for V2I DL transmissions. Thus, the CP
R is reduced with the larger Dr.

If T Pi,j is larger than T PR , T P can be reduced through adjusting the selected V2V mode
to V2I mode for the group with the highest T Pi,j. Although the initial RB allocation results
for DENM and CAM transmissions are achieved in Subsection 4.4.1, we still can adjust
the RB allocation to minimize the CPM upload interval, as given in Algorithm 3. The
procedures of determining which vehicle groups require to be adjusted are given from Line
3 to Line 4, and the detailed procedures of RB allocation adjustment are given from Line 5
to Line 22. The output of Algorithm 3 includes the updated RB allocation for DENM and
CAM transmissions, the CPM period, CP

i,j, and CP
R , which will then be used to determine

the CP seed vehicle selection.

In Fig. 4.9, an example of DENM, CAM, and CPM RB allocation for group V1,1 is
illustrated, where RP

1,1 = 2 and T P = 3. To allocate the V2I UL RBs for CPM transmis-
sions, the resource pool is extended to one CPM period (i.e., three CAM periods), and T ni
denotes the Ti segment in the n-th CAM period. The RB allocation for DENM and CAM
transmissions is repeated for each CAM period, obtained by running Algorithm 3. The
RB allocation for CPM transmissions is designed based on the extended resource pool,
such as the CP seed vehicles V 3

1,1 and V 5
1,1 shall transmit their CPM packets in T 2

1 and T 3
1

segments, respectively.

Sensing Resource Allocation

The CP seed vehicles are selected to reach the coverage rate threshold and optimize the
integrated sensing accuracy, represented by the overall sensing error within the area. To
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Algorithm 3 RB Allocation Adjustment to minimize TP

1: Input: Initial RB allocation results for DENM and CAM transmissions; number of CPM
transmission requests, RPi,j

2: Output: Modified RB allocation for DENM and CAM transmissions; required CPM period,
TP ; CPi,j and CPR

3: Calculate CPi,j , C
P
R , TPi,j , and TPR

4: The candidate group for adjustment, C =
{
Vi,j |TPi,j > TPR

}
5: while C is not empty do
6: Find the group with the largest TPi,j in C, Vi,j
7: for The sub-frame assigned for V2V transmission in Vi,j , Si,m do
8: Assuming Si,m is modified to V2I mode for Vi,j , calculate the potential CPi,j , j =

1, ..., Gi, and CPR
9: if Existing CPi,j or CPR becomes 0 then

10: Do not modify the transmission mode of Si,m
11: else
12: Modify the transmission mode of Si,m to V2I
13: Update Bi,m, Dr, C

P
i,j , and CPR

14: Update TPi,j , T
P
R , and C

15: end if
16: if Vi,j is not the group with the largest TPi,j in C then
17: Terminate the modification for Vi,j
18: Turn to Line 6
19: end if
20: end for
21: Remove Vi,j from C
22: end while
23: Calculate the required CPM period, TP = max(TPi,j , T

P
R )

evaluate the overall sensing error, we divide the street area into small sensing blocks and
calculate the sensing error of each block. Given an SCV, we can calculate its sensing error
for the blocks, which is dependent on the sensing capability of the SCV. In addition, since
a longer latency of sensing information update results in a larger sensing error, the CPM
period T P is also considered for sensing error calculation. For an SCV, its sensing error
for a given block is

e =

{
wd · d+ wt · T P , if sensed,

e0, if not sensed,
(4.7)

where wd (wt) is the unit sensing error caused by distance (the latency of CPM update), d
is the distance between the block center and the SCV, and e0 is the penalty error for not
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sensed blocks. Thus, for each SCV, its sensing quality map is built to represent its sensing
performance, which is a matrix of e calculated for all blocks with T P = 0.

The overall sensing error is obtained by accumulating the sensing error for all blocks.
Based on the sensing quality maps of CP seed vehicles, the sensing error of each block
is evaluated as the minimal e achieved by the selected SCVs. We propose an iterated
method to select the CP seed vehicles and determine the required CPM period, as given
in Algorithm 4. In each iteration, one SCV is added to the CP seed vehicle set, which is
greedily selected based on the sensing gain. The sensing gain of one SCV is defined as the
decrement of overall sensing error achieved by adding this SCV to the CP seed vehicle set.
In Phase1 of Algorithm 4, the RSU identifies the vehicle groups with adequate wireless
resources for CPM upload. Within the qualified groups, the SCVs are firstly selected to
reach the sensing coverage threshold C, then are selected to improve the overall sensing
accuracy, which are elaborated in Phase2 and Phase3, respectively. To minimize the
sensing error caused by CPM update latency, the wireless resource allocation is adjusted
(Algorithm 3) to minimize T P . Hence, the selection of CP seed vehicles and optimization
of wireless resource allocation are iteratively performed.

4.4.3 V2I DL Resource allocation

For the DENM and CAM transmitted under the V2I mode, SD and SA RBs are required
for V2I DL transmissions, respectively. For CP services, the RSU broadcasts an integrated
CPM packet in each CAM period, which requires SPD RBs for V2I DL transmission. As
shown in Fig. 4.6, for a packet transmitted via V2I mode, the RBs for DL transmission
are allocated after the UL RB allocation. To minimize the packet transmission delay,
the DL RBs are allocated to achieve the minimal time gap away from the allocated UL
RBs. Considering the priority of different message types, the DL RB allocation performs
following the allocation order of DENM, CAM, and CPM. In addition, considering the
diversified receiver group size Mm

i,j, the transmitting vehicle with a larger Mm
i,j has a higher

priority on DL RB allocation. More specifically, the DL RBs are firstly allocated for the
vehicles with DENM requests, following the descending orders by Mm

i,j. Then, the DL RBs
are allocated for CAM transmissions in a similar way, followed by that for the CPM DL.

4.4.4 Resource Allocation Analysis for DENM and CAM

To analyze the resource allocation for DENM and CAM transmissions, we simulate the
proposed SRA scheme based on the taxi GPS trace data set [85], including the vehicle ID,
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Algorithm 4 Resource Allocation for CPM

1: Input: Initial RB allocation results for DENM and CAM transmissions; sensing quality maps
of SCVs

2: Output: CP seed vehicle set, Vs; required CPM period, TP ; V2I UL RB allocation for Vs

3: Initialization:
4: CP seed vehicle set, Vs = {}
5: Sensing error for each block, e0; the overall error, E0

6: Phase1: Identify the groups supporting the CPM upload:
7: With RPi,j = 1, run Algorithm 3 and obtain CPi,j
8: Establish candidate CP seed vehicle set Vc, i.e., the SCVs in the groups with positive CPi,j
9: Phase2: Select SCVs to reach the coverage rate threshold:

10: while Coverage rate < C do
11: Find the SCV in Vc with the highest sensing gain
12: Add the selected SCV to Vs, and remove it from Vc

13: Update sensing errors for the newly sensed blocks
14: Calculate the coverage rate and overall sensing error
15: end while
16: RPi,j ← the number of CPM requests in each group Vi,j
17: Run Algorithm 3 and obtain the required CPM period TP

18: Update the overall error as ETP by considering the additional error caused by the CPM
update latency

19: Phase3: Select SCVs to improve the sensing quality:
20: Let ETP−1 = E0

21: while ETP < ETP−1 do
22: while Required CPM period = TP do
23: Repeat the steps from Line 11 to Line 14
24: Update RPi,j
25: Run Algorithm 3 and obtain the required CPM period
26: end while
27: ETP ← the achieved minimal overall error with current CPM period TP

28: TP = TP + 1
29: end while
30: Find the optimal TP with the minimal overall error and the corresponding Vs

31: Phase4: V2I UL RB allocation:
32: Allocate V2I UL RBs to each vehicle in Vs, according to the remaining wireless resources in

its belonging group

vehicle position, and the corresponding timestamp. We focus on a 800 m × 800 m square
area, which covers two intersections. The DENM requests are randomly raised by vehicles,
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and a constant number of packets will be transmitted for each request. The numbers of
required RBs for DENM, CAM, and CPM upload/download transmissions are given in
Table 4.2. Moreover, the parameters of the vehicular network and the communication
model [86] are given in Table 4.2.

Table 4.2: Simulation parameters.

Packet sizes (RB)

DENM 15 CAM 15

CPM UL 50 CPM DL 250

Vehicular network parameters

Number of sub-channels 50 Number of time segments 4

Number of sub-frames per segment 25 Number of DENMs per request 10

Communication model parameters

RSU communication range (m) 500 V2V communication range (m) 200

Decoding threshold (dBm) -75 Path-loss exponent, nNLOS 2.69

Receiver’s antenna gain, Gr (dB) 3 Transmission power per RB, PTX (dBm) 23

Carrier frequency (GHz) 5.89 Critical distance, db (m) 100

Since the traffic density varies during peak and off-peak hours, the number of message
transmission requests raised within each vehicle group changes accordingly. For one vehicle
group, the numbers of RBs allocated for DENM and CAM transmissions are evaluated,
with respect to the number of corresponding transmission requests. Both V2V and V2I
modes are considered, and the sum of V2V and V2I UL RBs allocated for each message
type is equal to its required number of RBs. Since the NLOS condition is severe at the
intersection, V2I transmissions are required by most of the vehicles in the area, and thus
the number of allocated V2I UL RBs, which is nearly proportional to the number of
requests in Fig. 4.10. As each time segment consists of 25 sub-frames, the insufficient
sub-frame condition happens when the overall number of requests becomes larger than 25,
i.e., more V2I UL RBs are required at the last point in Fig. 4.10. If the group is close to
the intersection, fewer vehicles are impacted by NLOS conditions, leading to smaller V2I
resource requirements, as shown in Fig. 4.11. Considering the limited V2I UL resources,
the number of V2I UL RBs becomes smaller slightly in Fig. 4.11 during the traffic peak
hours, due to more V2I UL resource demands of the groups shown in Fig. 4.10. However,
for the groups far from the intersection, most vehicles are assigned with V2V modes due to
the good link quality, and hence the numbers of V2I RBs allocated for DENM and CAM
transmissions become zero in Fig. 4.12. In addition to NLOS conditions, the differentiated
priorities are considered for V2I resource allocation. Thus, when the V2I resources are
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scarce, more V2I RBs are allocated to the DENM transmission with a higher priority, as
shown in Fig. 4.10.
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Figure 4.11: Resource al-
location results for vehicle
groups close to the inter-
section.
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Figure 4.12: Resource al-
location results for vehicle
groups away from the inter-
section.

4.5 Resource Reservation and Resource Allocation Mod-

ules

As the SRA scheme needs to sequentially make decisions for vehicles requesting different
messages, the TARA framework is proposed to enable parallel decision-making to improve
the time efficiency. To make adaptive resource allocation decisions, a group-level resource
reservation module and a vehicle-level resource allocation module are designed, as shown
in Fig. 4.13. The resource reservation module distributes resources for different message
types to satisfy their distinct QoS requirements. With the reserved resources, RBs are
allocated to each vehicle by the resource allocation module.

4.5.1 Group-Level Resource Reservation Module

In the proposed resource allocation scheme for DENM and CAM transmissions introduced
in Subsection 4.4.1, the decision on NLOS-drive V2I mode selection is made iteratively for
all the vehicles, which requires a large number of iterations, especially for the peak hours
with high traffic density. To improve the efficiency of the resource allocation scheme, the
numbers of V2I UL RBs allocated for DENM and CAM transmissions in each group are
estimated by the resource reservation module, enabling the decoupling of the V2I mode
selection among different groups.
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Figure 4.13: An illustration of the resource reservation module and the resource allocation
module.

As shown in Fig. 4.13, resource reservation module consists of three functionalities,
two related to submodule formation (i.e., generation and deletion) and one for determining
the amount of reserved resources for each message type (i.e., resource demand estimation).
Since CAMs and CPMs are periodically broadcasted, the corresponding submodules are
established as default setting for each vehicle group by the resource reservation module.
However, the transmission of DENMs is event-triggered, so the DENM submodule is es-
tablished and deleted according to vehicles’ requests. For each established submodule, the
resource demand estimation function specifies the amount of reserved resources, based on
the information of vehicles’ requests. To be specific, for vehicle group Vi,j, the numbers of
V2I UL RBs allocated to vehicles requesting for DENMs and CAMs are specified, denoted
by ND

i,j and NA
i,j, respectively.

The update is triggered by the detection of an unsatisfied submodule or a new sub-
module, as shown in Fig. 4.13. Here the unsatisfied message transmission is identified by
QoS measurement results from the vehicle-level resource allocation module. If one sub-
module with insufficient resources is detected, the resource reservation module will first
estimate the resources required by this submodule based on real-time requests. If the
remaining resources are sufficient, the resource reservation result is only updated for the
under-provisioning submodule. Otherwise, all the submodules require an update, includ-
ing the redundant resource release and resource supplement for the over-provisioning and
under-provisioning submodules, respectively.
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Figure 4.14: BP network based resource demand estimation.

Resource Demand Estimation

In light of the analysis in Subsection 4.4.4, the amount of allocated V2I UL RBs for DENM
and CAM transmissions is closely correlated with the number of requests. Due to the prior-
ities of different message types, the mapping relationships between requests and resources
are diversified. On the other hand, the location of each vehicle group also determines its
required amount of V2I UL resources, e.g., the vehicles approaching intersections are more
likely to suffer from NLOS conditions and require V2I resources. In order to estimate the
V2I UL RB demand, we model the mapping relationship for resource demand estimation.
Without a precise mathematical model, the learning-based method, e.g. back propagation
(BP) neural network [87], is a promising solution to this regression problem. Due to the
multi-layer structure, the BP network has the capability to mimic complex nonlinear map-
ping relationship [88]. In addition, for unexpected inputs, the mechanism of error back
propagation enables weight adjustment to minimize the estimation error. Hence, the BP
network based resource demand estimation is trained for each vehicle group to estimate
the required V2I RBs for DENM and CAM transmissions.

As shown in Fig. 4.14, for group Vi,j, a BP network is trained to learn the relationship
between the input and the output, consisting of the input, hidden, and output layers. The
numbers of received DENM and CAM requests are utilized as the input, and the output
of the BP network is the allocated V2I UL RBs for DENM or CAM transmissions. To
train the learning module, we run the SRA scheme and record its V2I resource allocation
results, to obtain the training dataset. One sample of input and output can be achieved
during each CAM period. An advisable configuration is essential for the BP network
to accurately estimate resource demand. We configure the neural network with different
transfer functions and different numbers of nodes, and find the optimal configuration based
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on the experimental results. In doing so, the BP network is set with two hidden layers of
the node number of 11 and 7 with the transfer functions of tansig and linear, respectively.

4.5.2 Vehicle-Level Resource Allocation Module

Based on the resource reservation result, the RB allocation function determines CP seed
vehicle set and the V2V, V2I UL, and V2I DL RBs allocated for each request. Then,
vehicles receive the RB allocation decision and transmit the generated packets accordingly.
At the end of each interval, the QoS measurement function measures the performance for
message transmissions, according to the collected reports from vehicles. Comparing with
the sequential decision-making in SRA scheme, the RB allocation decisions for DENM and
CAM transmissions can be made in parallel in terms of groups and message types, as given
in Algorithm 5. In each vehicle group, vehicles with higher Gm

i,j are allocated with V2I RBs
until the amount of V2I RBs reserved for this group is used up, as described by Phase1.
Hence, the mode selection for DENMs and CAMs in different groups can be operated in
parallel, which is more efficient than the method introduced in Subsection 4.4.1. After
assigning transmission modes for all vehicles, the number of required TDSs and requests
transmitted in TDSs is calculated in Phase2. With the configuration of transmission mode
and TDSs, the corresponding V2I or V2V RBs are allocated to each vehicle in Phase3.
Based on the RB allocation result of DENMs and CAMs, the resource allocation for CPMs
and the V2I DL RB allocation follow the procedures introduced in Subsection 4.4.2 and
Subsection 4.4.3, respectively.

Algorithm 5 RB Allocation for the DENM and CAM

1: Input: Vehicles’ locations; DENM and CAM requests; reservation decisions, ND
i,j and NA

i,j

2: Output: V2V and V2I UL RB allocation decision
3: Estimate the potential V2I gain for each vehicle, Gmi,j
4: Phase1: V2I mode selection:
5: for Each group belonging to the RSU, Vi,j do
6: V D(V A)← the vehicles with DENM (CAM) requests

7: for k=1:
⌊
ND
i,j/S

D
⌋
do

8: while V D is not empty do
9: v ← the vehicle with the highest Gmi,j in V D

10: Select the V2I mode for v, remove v from V D

11: end while
12: end for
13: for k=1:

⌊
NA
i,j/S

A
⌋
do
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14: while V A is not empty do
15: v ← the vehicle with the highest Gmi,j in V A

16: Select the V2I mode for v, remove v from V A

17: end while
18: end for
19: end for
20: V D

I (V A
I ) ← the vehicles requesting the DENM (CAM) transmission are assigned with V2I

mode
21: Select V2V mode for the requests without V2I mode
22: Phase2: TDS identification:
23: for Each time segment, Ti do
24: Calculate the required number of TDSs, Ii
25: for Each group belonging to Ti, Vi,j do
26: Calculate Di,j and Ii,j
27: end for
28: if Ii >

∑Gi
j=1 Ii,j then

29: Increase Ii,j to satisfy Ii =
∑Gi

j=1 Ii,j and modify the corresponding Di,j

30: end if
31: end for
32: Da(Dr)← available (required) V2I DL RB number
33: while Dr > Da do
34: while V A

I is not empty do
35: v ← the vehicle with the lowest Gmi,j in V A

I

36: Modify the transmission mode to V2V for v
37: Update V A

I , Da, and Dr (Line 23 to Line 32)
38: end while
39: while V D

I is not empty do
40: v ← the vehicle with the lowest Gmi,j in V D

I

41: Modify the transmission mode to V2V for v
42: Update V D

I , Da, and Dr (Line 23 to Line 32);
43: end while
44: end while
45: Phase3: RB allocation:
46: for Each time segment, Ti do
47: Let tI = 1, the first sub-frame available for V2I
48: for Each group belonging to Ti, Vi,j do
49: Assign the sub-frames (tI , tI + Ii,j − 1) as TDSs
50: Determine the sequential sub-frames, (tsI , t

e
I), allocated for V2I transmission, where

tsI = tI
51: for The requests in Vi,j do
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52: if The V2I mode is selected for the request then
53: if There are unoccupied RBs in TDSs then
54: Allocate the V2I RBs in TDSs
55: else
56: Allocate the V2I RBs in the first unoccupied sub-frame within (tI + Ii,j , t

e
I)

57: end if
58: else
59: Allocate the V2V RBs in the first unoccupied sub-frame out of (tsI , t

e
I)

60: end if
61: end for
62: tI ← teI + 1
63: end for
64: end for

4.6 Numerical results

In this section, we perform a trace-driven simulation of both offline and online stages of the
proposed TARA framework to evaluate its performance, under the scenario introduced in
Subsection 4.4.4. Considering the impact of traffic, we perform the simulation during the
hours of low (7:10 a.m.), medium (2:30 p.m.), and high (5:30 p.m.) traffic densities. We
assume all the vehicles are equipped with sensors, configured according to the parameters in
Table 4.3 [89]. To show the flexibility of the proposed method, we evaluate the performance
with varying probabilities of DENM requests.

Table 4.3: Sensor parameters.

Coverage range, R (m) 186

Sensing error per distance, wd 0.05

Sensing evaluation block size (m) 3

Sensing coverage threshold, C 0.9

Additional sensing error per period, wt (m) 1.4

Penalty sensing error, e0 (m) 50

4.6.1 Performance of DENM and CAM Transmissions

Both the reliability and delay are measured for DENM and CAM transmissions. Here, the
reliability of each packet transmission is evaluated as the packet delivery ratio (PDR). As
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Figure 4.15: Successful re-
ception during low traffic
hours.
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Figure 4.16: Successful
reception during medium
traffic hours.
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Figure 4.17: Successful re-
ception during high traffic
hours.

shown in Fig. 4.15, Fig. 4.16, and Fig. 4.17, if all the transmissions are supported by V2V
connections, nearly 96% of packets are successfully received during the low traffic hours,
while a higher reliability is achieved during the medium and high traffic hours, owing to
the decreased distance among vehicles. Since the packets can be relayed at the RSU, the
packet loss resulting from NLOS conditions can be alleviated, and nearly 100% reliability
is achieved by the SRA scheme. Different from the SRA, the resource allocation of TARA
is based on the results of its resource reservation module. The reliability performance
of 98% and 99% are respectively achieved for the low and high traffic scenarios. Notice
that, for the TARA results shown in Fig. 4.15, Fig. 4.16, and Fig. 4.17, the reliability
of DENM transmission degrades with a lower DENM request probability. This is because
the resource reservation module tends to neglect the small number of DENM requests, and
allocate the majority of V2I resources to CAM transmissions in this case.
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Figure 4.18: Average
transmission delay during
low traffic hours.
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Figure 4.19: Average
transmission delay during
medium traffic hours.
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Figure 4.20: Average
transmission delay during
high traffic hours.

To evaluate the delay of packet transmission, we measure the sub-frame gap between
the allocated UL and DL RBs for each V2I mode transmission. Due to the simultaneous
transmission and reception, the delay of V2V transmission is negligible. The average delay
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of packet transmissions with varying vehicle densities and DENM request probabilities is
shown in Fig. 4.18, Fig. 4.19, and Fig. 4.20. In the medium and high traffic scenarios,
according to the priority order considered by the V2I DL RB allocation, a lower delay is
achieved for the DENM transmission, comparing with that of the CAM. In the low traffic
scenario, packets are mainly transmitted via V2V connections, and the high priority of
DENM is not reflected by transmission delay results. Since the V2I DL RB allocation
is implemented after the V2I UL RB allocation, if more V2I RBs are allocated for the
UL transmission, the sub-frame gap between DL and UL can become larger due to the
less options for DL RB allocation. Thus, the transmission delay increases with the vehicle
density and DENM request probability. Although the average delay achieved by the TARA
is longer than that of the SRA, it still manages to be lower than 1.5 ms, 6 ms, and 8.5 ms
during low, medium, and high traffic hours.

4.6.2 Performance of CPM Transmissions
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Figure 4.21: Cooperative
perception coverage rate.
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Figure 4.22: CPM period.

0 0.2 0.4 0.6 0.8 1

DENM request probability

0

1

2

3

4

5

C
P

 e
rr

o
r

TARA-L

SRA-L

TARA-M

SRA-M

TARA-H

SRA-H

Figure 4.23: Average coop-
erative perception error.

For CP services, both the coverage rate (CP coverage) and the average sensing error
(CP error) are evaluated as QoS metrics, under different traffic conditions, i.e., low (L),
medium (M), and high (H) traffic densities. Since the area of interest is divided into
blocks, the sensing error is measured for each block. In Fig. 4.21, the coverage refers to
the proportion of sensed blocks to the amount of blocks within the area of interest, which
is determined by the distribution of vehicles. Thus, with more vehicles on the street, the
coverage rate becomes higher. The optimal CPM period is impacted by the vehicle density
and the DENM probability. With a higher density of vehicles and a higher DENM request
probability, more wireless resources are required to support DENM and CAM transmissions
in each CAM period, which calls for a longer CPM period as shown in Fig. 4.22. On the
other hand, with a higher density of vehicles, the sensing gain of selecting one more SCV
decreases due to the more compact distribution of SCVs. Thus, for the condition with
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Figure 4.24: Running time of the resource allocation schemes.

a high traffic density and a low DENM request probability, the optimal CPM period is
1, since the fact that the sensing gain achieved by selecting more SCVs is lower than the
penalty of a longer CPM update latency. In Fig. 4.23, the average sensing error for each
block is evaluated. Considering the penalty error for the area out of sensing coverage, the
CP error with different traffic densities has a similar trend as that of the coverage rate.
Meanwhile, a longer CPM upload latency leads to a higher CP error, which can be observed
through the similar increasing trends of the CPM period and the CP error.

4.6.3 Time Complexity of Resource Allocation Schemes

To compare the time complexity of the SRA and TARA, we evaluate the running time of
their wireless resource allocation algorithms introduced in Subsection 4.4.1 and Algorithm
5, respectively. Both are run on an Intel i7-8750U CPU@2.2GHz. The running time is
evaluated with varying traffic density and DENM request probabilities, i.e., the varying
numbers of DENM and CAM transmissions handled by resource allocation algorithms. In
Fig. 4.24, an almost linear increasing trend is observed for the average running time of
the SRA algorithm, while the increasing trend of the TARA is negligible. Specifically, in
the high traffic density scenario with the DENM probability of 0.9, the time consumed
by the SRA is three times longer than that of the TARA. According to the evaluation
results, the TARA can make resource allocation decisions more efficiently than the SRA,
especially during the traffic peak hours with a large number of transmission requests. The
simulation results indicate the low complexity of the proposed TARA framework in large-
scale vehicular networks with satisfied delay and CP service requirements.
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4.7 Summary

In this chapter, we have proposed TARA framework to support safety message transmis-
sions in RSU-assisted urban vehicular network. Specifically, TARA framework consists of
a group-level resource reservation module and a vehicle-level resource allocation module to
enable adaptive multi-dimensional resource allocation. For vehicles with DENM, CAM, or
CPM requests, the multi-dimensional resource allocation decisions, including the V2I/V2V
mode selection, RB allocation, and the CP seed vehicle selection, can be made to optimize
the distinct performance metrics for different message types. The trace-driven simulation
results have been provided to demonstrate the low latency and high successful reception
achieved for DENM and CAM transmissions, the high sensing quality achieved for CPM
transmissions, and the robustness of the framework to adapt to dynamic traffic densities.
Moreover, the proposed TARA framework can achieve real-time satisfying performance and
be readily applied into large-scale vehicular networks. For the future work, considering the
computation-intensive vehicular services, we will further investigate the joint allocation
of computing, wireless, and sensing resources in vehicular networks for efficient service
provisioning.
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Chapter 5

Learning-Based Proactive Resource
Sharing for Delay-Sensitive Packet
Transmissions

In this chapter, we investigate forwarding resource sharing scheme to support interaction
intensive applications in HVNets, especially for the delay-sensitive packet transmission
between vehicles and management controllers. A learning-based proactive resource shar-
ing scheme is proposed for core communication networks, where the available forwarding
resources at a switch are proactively allocated to the traffic flows in order to maximize
the efficiency of resource utilization with delay satisfaction. The resource sharing scheme
consists of two joint modules, estimation of resource demands and allocation of available
resources. Considering the distinct features of each traffic flow, a linear regression scheme
is developed for resource demand estimation, utilizing the mapping relation between traffic
flow status and required resources. To learn the implicit relation between the allocated
resources and delay, a multi-armed bandit learning-based resource allocation scheme is
proposed, which enables fast resource allocation adjustment to traffic arrival dynamics.
Extensive simulation results are presented to demonstrate the effectiveness of the proposed
resource sharing scheme in terms of delay satisfaction, traffic adaptiveness, and resource
allocation gain.
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5.1 Background and Motivations

The proliferation of new interaction intensive vehicular applications has placed significant
pressure on service provisioning in future core communication networks beyond the 5G.
The delay-sensitive packet transmission between vehicles and management controllers is
required, which is challenging to satisfy. For instance, trajectory planning requires low
latency and high reliability to ensure interactivity between vehicles and traffic management
controller. To meet these requirements, the utilization of buffer spaces at each network
switch needs to be properly controlled. Specifically, the dominant contributing factor for
E2E packet transmission delay is the delay for packet queuing at network switches, and
the packet loss is mainly caused by buffer overflow during network congestion [90].

Recently, some congestion control methods are proposed to meet the stringent QoS
requirements, e.g., performance-oriented congestion control [91] and BBR [92], both of
which are implemented at the packet source node, to adjust sending rate based on the
observed E2E performance (e.g., achieved goodput, packet loss rate, and average latency).
On the other hand, in-network congestion control schemes (e.g., active queue management
(AQM)) adjust the queue lengths at switches by dropping or marking packets [93]. In
[94], the interplay of end congestion control and in-network AQM is investigated to enable
real-time Web browsing. A variation of BBR is proposed for a multi-path transmission
scenario [95]. Congestion control schemes in general assume a fixed amount of forwarding
resources for the traffic flow of each service (i.e., an aggregation of packets of the same
service type being transmitted from a source node to a destination node). To guarantee
QoS satisfaction for different applications, resource over-provisioning is usually the case
to support the peak traffic volume, while resource multiplexing is exploited among traffic
flows of different services to improve QoS with efficient resource utilization.

To support interaction intensive vehicular applications, packet transmission delay in
core networks should be minimized, in order to meet the E2E delay requirement. The de-
livery delay of each service flow in core networks is determined by the routing path and the
allocated forwarding resources at each switch on route. Software-defined networking (SDN)
is an emerging technology to enhance the routing performance in the next-generation core
networks, in which the routing path for packet transmission can be customized and opti-
mized for different services [66, 96]. Specifically, the SDN controller calculates the routing
path for each traffic flow and distributes the flow tables to all the related switches, thereby
guiding the packet forwarding. In addition, the SDN controller can calculate the average
delay of packets traversing each switch [97, 98], which can be utilized to configure the
per-hop delay requirement. Given the routing path, the amount of allocated forwarding
resources at each passing switch collectively determines the E2E delay of a traffic flow. The
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decomposition of E2E delay requirement enables the development of a per-hop resource
allocation solution. Compared with an E2E solution, a per-hop resource allocation solution
can be more flexible when dealing with varying network conditions.

To satisfy the decomposed per-hop delay requirement with efficient resource utilization,
each switch makes decision on resource sharing among traffic flows. Delay requirements
for per-hop packet transmission are taken into account by the WTP and EDD algorithms.
In using the algorithms, the switch makes decision each time that a packet is forwarded.
Considering the high forwarding rate of core network switches, flow-level resource shar-
ing schemes with lower computational complexity are investigated for fairness and delay
requirements, such as the WFQ and DRR algorithms. Different from the packet-level de-
cision made based on traffic characteristics, estimating resource demand is required for
flow-level resource allocation decisions. Thus, to accommodate the large data volume and
traffic fluctuations in future core communication networks while achieving efficient resource
utilization, we resort to generalized traffic prediction and resource demand estimation to
develop a proactive resource sharing scheme.

To support delay-sensitive packet transmission in a dynamic networking environment,
learning-based scheduling algorithms are investigated. Due to the distinct delay require-
ments of applications, different models (e.g., parameters of neural networks) are trained to
capture the relations between resource allocation and QoS performance separately, which
leads to increased computational cost. To incorporate a large number of flows in the
core communication networks, a resource allocation algorithm implemented at in-network
switches needs to be effective in achieving satisfactory QoS performance with low compu-
tational complexity.

In this chapter, we aim at developing a lightweight online resource demand estimation
model for adaptive resource sharing. The resources are for packet forwarding at the egress
port of a network switch. On the basis of resource demand estimation to accommodate dif-
ferentiated delay requirements of different flows, a learning module is developed to learn the
relation between allocated resources and achieved QoS for distinct applications. Based on
the information of flows (including estimated resource demand, predicted traffic load and
resource occupancy), a resource allocation module facilitates resource sharing among flows
to achieve maximal overall QoS satisfaction, with the consideration of tradeoff between ex-
ploitation and exploration. The multi-armed bandit (MAB) framework has a potential to
balance the exploration-exploitation tradeoff, in resource allocation [99] and data offloading
decision [100] in wireless networks. In the MAB framework, the player makes sequential
decisions, choosing one from the arm set each time to maximize the obtained reward. The
player focuses on exploiting the most rewarding arms based on historical performance or
pulling new arms for exploration. Upper confidence bound (UCB) [101] is used to balance
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the exploitation-exploration tradeoff for bandit problems, which provides theoretical confi-
dence bound of regret. In the resource sharing problem, the amount of resources allocated
to each flow can be formulated as an arm, while the obtained QoS satisfaction is the reward
for pulling the arm. The resource demand can also be considered as the guide for resource
sharing, which provides context information of each arm. Thus, the resource sharing is a
feature-based exploration-exploitation problem, which can be formulated as a contextual
bandit problem [102].

In this chapter, we aim at maximizing the efficiency of resource sharing at a switch (i.e.,
the ratio of delay satisfaction to the allocated resources), and propose a bandit learning-
based proactive forwarding resource sharing scheme, which maps the delay requirement
and packet arrivals of each traffic flow to forwarding resource demand. Then, the available
resources are allocated to those traffic flows accordingly. The resource allocation is formu-
lated as a bandit learning problem and a regret bounded allocation strategy is developed,
which is shown to be efficient in resource utilization. We consider the resource sharing
at a software-programmable switch, which is capable of supporting virtual network func-
tions and packet processing functions, in addition to packet forwarding [103]. The main
contributions of this chapter are summarized in the following:

1. Resource sharing framework – We develop a learning-based framework to make re-
source sharing decisions at each switch. In this framework, the resource demand is
firstly extracted as a service feature, by considering both traffic arrivals and delay
requirements. Then, the switch allocates an optimal amount of available resources
to different traffic flows based on their features;

2. Resource demand estimation – We propose an online resource demand estimation
module in the resource sharing framework, which combines a linear regression model
with an online gradient descent method. Utilizing the linear mapping relation be-
tween traffic loads and the required forwarding resources, the resource demand for
each flow at a switch is estimated based on traffic prediction and its per-hop delay
requirement;

3. Allocation of available resources – We design a MAB-based allocation of available
resources scheme in the resource sharing framework. Based on the estimated resource
demand, the available resources are allocated to the flows accordingly. Using the
measured delay as feedback, the parameters of the proposed learning module are
updated.

The remainder of this chapter is organized as follows. The system model is described
and the research problem is formulated in Section 5.2. In Section 5.3, the learning-based
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available resource sharing solution is presented. The performance evaluation and compar-
ison are given in Section 5.4. Finally, conclusions are drawn in Section 5.5.

5.2 System Model and Problem Formulation

5.2.1 Network Model

Ingress 

port

Packet 

scheduler

Weight 

distributionQueue length 

measurement

Arrival rate 

measurement

...
Traffic 

arrivals 

Egress 

port

...

Traffic 

departures 

Figure 5.1: An illustration of packet transmission at a switch.

For the vehicles accessing to one edge node, their required data for each service for-
mulate as one traffic flow, with specific E2E transmission delay requirement. Traffic flows
of different services traverse a sequence of network switches in core networks before reach-
ing their destinations for E2E service delivery. A network switch refers to a software
switch, e.g., an openflow switch, centrally managed by an SDN control module in the core
networks [104, 105]. An openflow switch is capable of both layer 2 and layer 3 network
functionalities, depending on whether the device is located within a local area network or is
interconnecting two public network segments. The E2E delay requirement for each traffic
flow is considered, which is composed of the per-hop packet delays at all passing switches
along the routing path from the source to the destination. This per-hop delay consists of
packet queuing delay and transmission delay at a switch.

At each switch, packets from different flows enter corresponding transmission queues of
the packet scheduler, as shown in Fig. 5.1. The packet scheduler makes packet forwarding
decisions based on the resource allocation for traffic flows. If more forwarding resources are

83



allocated to a flow, the forwarding rate becomes higher, leading to a reduced queuing delay
and transmission delay for this flow. Hence, delay requirements of the traffic flows can be
satisfied through adjusting the amount of allocated resources. Consider a set, N , of in-
network switches. The set of flows traversing an intermediate switch n ∈ N is denoted by
Fn, and the set of switches on the routing path of flow f ∈ Fn is denoted by Nf ⊆ N . We
assume the flow set, Fn, and the switch set, Nf , remain stable in the course of scheduling.
The amount of forwarding resources of switch n is denoted by C(n) , and the amount of
pre-allocated forwarding resources for flow f is denoted by C̄

(n)
f , which is determined based

on the long-term QoS satisfaction and is assumed to be always guaranteed. The amount
of available resources of switch n is C

(n)
I = C(n) −

∑
f∈Fn C̄

(n)
f .

Time is partitioned into resource sharing intervals of constant duration. At the begin-
ning of the m th interval, switch n makes decision on the amount of available resources
allocated to flow f , denoted by ∆C

(n)
f,m (≥ 0). Then, the allocated forwarding resource for

flow f is C
(n)
f,m = C̄

(n)
f + ∆C

(n)
f,m, and

[
C

(n)
f,m

]
f∈Fn

are the allocated forwarding resources for

all the flows at the m th interval. The weighted round-robin scheme is adopted for packet
forwarding, where the weights of flow f , denoted by v

(n)
f,m, is proportional to its allocated

forwarding resources. That is,

v
(n)
f1,m

: v
(n)
f2,m

= C
(n)
f1,m

: C
(n)
f2,m

,∀f1, f2 ∈ Fn (5.1)

where
∑

f∈Fn v
(n)
f,m = 1.

5.2.2 Per-Hop Delay Requirements

We consider traffic flows with differentiated delay requirements and packet arrival patterns.
Suppose the E2E packet delay for flow f is decomposed to per-hop delay requirements based
on the pre-allocated forwarding resources at each switch. To support the applications
with strict delay requirements, we consider SDN enabled core networks, in which an SDN
controller has global network information. Upon service requests, the SDN controller
configures routing paths and distributes the flow tables to the passing switches for packet
forwarding [106, 107]. In addition, the controller can calculate the average queuing delay
and average transmission delay for packets traversing each switch [97, 98], the summation of
which can be utilized to configure the per-hop delay requirement for the switch. Specifically,
the delay requirement for flow f ∈ Fn at switch n ∈ N is denoted by D

(n)
f .

We denote the overall delay satisfaction ratio of switch n in interval m as ρ
(n)
m =∑

f∈Fn ρ
(n)
f,m, where ρ

(n)
f,m is the delay satisfaction ratio for flow f , i.e., the ratio of number of
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packets with experienced delay smaller than D
(n)
f over total number of transmitted packets

belonging to flow f in the m th interval. Let ε be the tolerance of per-hop delay violation
ratio, i.e., ρ

(n)
f,m ≥ 1− ε.

5.2.3 Problem Formulation

We consider the resource allocation ratio when making the resource sharing decision, which
is denoted by η

(n)
m for switch n in interval m, η

(n)
m =

∑
f∈Fn C

(n)
f,m/C

(n). As shown in (5.1),
the weighted resource sharing is conducted proportionally to the assigned weight for each
flow.

Considering resource allocation for delay satisfaction, we describe the resource shar-
ing efficiency as the delay satisfaction ratio achieved by per unit of allocated resources,
denoted by ρ

(n)
m /η

(n)
m . The resource sharing optimization problem is formulated as (P1),

in which our objective is to maximize the resource sharing efficiency at switch n under
the resource constraints to determine the optimal decision of allocated available resources

(
{

∆C
(n)
f,m

}
f∈Fn

).

(P1) : max{
∆C

(n)
f,m

}
f∈Fn

ρ(n)
m /η(n)

m

s.t.


∆C

(n)
f,m ≥ 0, f ∈ Fn (5.2a)∑

f∈Fn

∆C
(n)
f,m ≤ C

(n)
I . (5.2b)

Delay satisfaction ratio ρ
(n)
m is determined based on the forwarding resources and the

packet-level traffic information. Due to the uncertainty of traffic arrival patterns, it is
difficult to establish an analytical model for the ratio. Thus, a model-free learning-based
method is expected to solve the optimization problem, in which the delay satisfaction ratio
can be measured as feedback to the scheme.

5.3 Learning-based Proactive Resource Sharing

In this section, we present a bandit learning-based proactive resource sharing framework
to improve delay satisfaction of different services while achieving efficient utilization of
network resources.
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Figure 5.2: An illustration of resource sharing for packet transmission at a switch.

5.3.1 Proactive Resource Sharing Framework

For proactive resource sharing among all flows at each switch, we propose two modules,
the resource demand estimation and allocation of available resources, as shown in Fig. 5.2.
Within each resource sharing interval, there are integer multiple packet scheduling intervals.
The resource sharing framework for packet transmission at a switch consists of the following
four functionalities:

1. Resource demand estimation – To make the resource allocation decisions, the resource
demands from different flows are estimated, based on their delay requirements for per-
hop packet transmission, the queue lengths for each flow, and the predicted numbers
of arrived packets;

2. Allocation of available resources – At the beginning of each resource sharing interval,
the allocation of resources for all flows passing through the switch is updated to
maximize the efficiency of resource sharing at the switch, based on the estimated
resource demands;

3. Packet scheduling – For packet transmission, the switch schedules packets from differ-
ent flows at the egress port according to their allocated resource shares. The decision
on packet scheduling is made at each scheduling interval, which is shorter than the
resource sharing interval;

86



4. Delay measurements – When a packet is being transmitted at the egress port, its
delay at the switch is measured by comparing the time difference between the packet
transmission instant and the packet arrival instant [104]. Based on the delay require-
ments, the overall delay satisfaction ratio at the switch is calculated at the end of each
resource sharing interval. With the resource allocation ratio, the resource sharing ef-
ficiency is evaluated, which is fed back to the resource demand estimation module
and the resource allocation module for updating the resource sharing decisions in the
following intervals.

For each flow, the more allocated forwarding resources, the higher delay satisfaction
ratio. However, the improvement of delay satisfaction achieved by allocating the same
amount of resources to different flows may be different. Considering a flow with sufficient
allocated resources, which already has a high delay satisfaction ratio, its performance
improvement upon additional allocated resources is limited. On the contrary, allocating
resources to a flow with low delay satisfaction ratio will lead to more significant performance
improvement. Thus, when allocating resources to different flows, their resource demands
should be considered as a feature of the flows, such that a higher resource demand indicates
a larger potential improvement of overall delay satisfaction ratio.

The resource demands of flows in the resource sharing problem is analogous to user
preferences in an advertisement click problem, referred to as context information. This
type of context-based decision making problems can be formulated as contextual bandit
problem, and solved through UCB methods [108]. Hence, we propose a MAB formulation
with context information to describe the resource sharing problem in (P1). In our MAB-
based resource sharing problem, an arm represents a potential resource allocation decision
for all flows in each resource sharing interval. To maximize the resource sharing efficiency,
the reward of the MAB problem is represented by the delay satisfaction ratio, and the
optimal arm represents the resource allocation decision which achieves the highest ratio
of the reward over the allocated resources. Before arm selection, the rewards of pulling
different arms are estimated, considering the context information (i.e., the estimated re-
source demands in our problem). The achieved reward depends on both arm selection and
context information, and the resource sharing among flows is iteratively converged through
the learning process with reward feedback.

At the beginning of each resource sharing interval, the learning module makes resource
sharing decision. Decision variables ∆C

(n)
f,m in (P1) is continuous, leading to an infinite

number of arms. Since the reward distribution knowledge is learned through pulling dif-
ferent arms, it is necessary to make the arm set finite, i.e., a finite number of arms in the

set. Thus, we discretize the available resources at switch n into I(n) =
⌊
C

(n)
I /B

⌋
resource
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blocks (RBs), each with the same amount of forwarding resources of B (in unit of bits

per second). The decision variables ∆C
(n)
f,m are also discretized correspondingly as ∆I

(n)
f,m.

Hence, (P1) is transformed to (P2).

(P2) : max{
∆I

(n)
f,m

}
f∈Fn

ρ(n)
m /η(n)

m

s.t.


∆I

(n)
f,m ∈ N, f ∈ Fn (5.3a)

∆C
(n)
f,m = ∆I

(n)
f,m ×B (5.3b)∑

f∈Fn

∆C
(n)
f,m ≤ C

(n)
I . (5.3c)

A contextual-bandit scheme proceeds in the discrete resource sharing intervals. At the

beginning of the m th interval, switch n estimates its current resource demand,
[
Ĉ

(n)
f,m

]
f∈Fn

,

based on reward information from the previous (m−1) intervals
[
ρ

(n)
i

]
i=1,2,...,m−1

. The arm

is a vector of |Fn| integers, each element representing the number of allocated available

resource blocks to a flow. Thus, each selected arm
[
∆I

(n)
f,m

]
f∈Fn

determines the allocation of

available resources. To avoid redundant resource allocation for a flow, its resource demand
is considered. Thus, the number of RBs that can be allocated to flow f at the m th interval

should be less than

⌈
Ĉ

(n)
f,m−C̄

(n)
f,m

B

⌉
. As the total amount of available resources at switch n

is I(n), for each flow, we obtain the upper bound of the number of allocated resource

blocks ∆I
(n)
f,m, as U

(n)
f,m = min

[
I(n),max

(⌈
Ĉ

(n)
f,m−C̄

(n)
f,m

B

⌉
, 0

)]
. Since the arm describes the

allocation of available resources for all flows traversing the switch, the set of potential

arms is denoted by A(n)
f,m|f∈Fn , where A(n)

f,m =
{

0, 1, 2, ..., U
(n)
f,m

}
, and the size of the arm set

is
∏

f∈Fn

(
U

(n)
f,m + 1

)
. In each interval, an arm is selected from A(n)

f,m|f∈Fn to achieve the

maximal potential reward ρ̂
(n)
m , i.e., the estimated value of overall delay satisfaction ratio,

ρ
(n)
m .

We propose the resource sharing framework to solve this contextual-bandit problem,
with the resource demand estimation module for context information extraction and allo-
cation module of available resource blocks for arm selection. Fig. 5.3 shows the operation
procedure of allocating available resource blocks to different flows based on their estimated
resource demands. The switch executes the following steps in the m th interval:
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Figure 5.3: Details of resource sharing framework.

1. For flow f ∈ Fn, switch n estimates its current resource demand Ĉ
(n)
f,m, and determines

its arm set A(n)
f,m accordingly, as discussed in Subsection 5.3.2. Only the flows with

U
(n)
f,m > 0 are processed in the following steps, to reduce computing complexity in a

large-scale network scenario;

2. Based on rewards
[
ρ

(n)
i

]
i=1,2,...,m−1

in the previous (m− 1) intervals and Ĉ
(n)
f,m, switch

n estimates the potential value of reward, ρ̂
(n)
m , for each arm from A(n)

f,m|f∈Fn , as
discussed in Subsection 5.3.3. Then, the arm with the maximal potential reward is
selected and the available resources are allocated;

3. At the end of the interval, ρ
(n)
m is observed and used as the feedback reward. With this

new observation, the tuple,

([
Ĉ

(n)
f,m

]
f∈Fn

,
[
∆I

(n)
f,m

]
f∈Fn

, ρ
(n)
m

)
, including the context

information, the selected arm, and reward, can be used to improve the arm-selection
strategy. Note that only the selected arm has the feedback of reward.

5.3.2 Resource Demand Estimation

At the end of the m th resource sharing interval, to obtain delay satisfaction ratio ρ
(n)
f,m for

flow f , switch n measures the delay of staying at the switch for all xR packets from flow
f arriving within interval m. Denote the delay of each packet staying at the switch as di,
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i = 1, 2, ..., xR. The delay satisfaction ratio ρ
(n)
f,m is calculated as

ρ
(n)
f,m =

1

xR

xR∑
i=1

1
(
D

(n)
f − di

)
(5.4)

where 1 (x) = 1 if x ≥ 0, otherwise 1 (x) = 0. The delay measurement can be accomplished
through pipelined packet processing, which includes the functionalities of reading and
writing packet headers [104]. At the end of interval m, current queue length (i.e., initial
queue length of interval (m+ 1)) and the number of arrived packets during interval m,

denoted by b
(n)
f,m+1 and λ

(n)
f,m respectively, are measured by the switch.

Based on (5.1), through adjusting the weights (i.e., v
(n)
f,m for flow f at interval m), the

forwarding resources can be allocated for flows at switch n. In the WFQ model, the ratio
of the weight for flow f1 over that for flow f2 is v

(n)
f1,m

: v
(n)
f2,m

= δf2 : δf1 , where δf1 is the
per hop queuing delay bound of flow f1. The weights designed in WFQ only depend on
delay requirements, which are unchangeable with network. Hence, in dynamic WFQ [52],

the traffic arrival rate (λ
(n)
f,m ) and queue length (b

(n)
f,m ) of flow f at interval m are included

in the weight design, and the ratio of weights for flow f1 and flow f2 is

v
(n)
f1,m

: v
(n)
f2,m

=
b

(n)
f1,m

+ 1
2
λ

(n)
f1,m

U

δf1
:
b

(n)
f2,m

+ 1
2
λ

(n)
f2,m

U

δf2
, (5.5)

where time is partitioned into intervals of constant duration of U sec. If traffic prediction
is conducted, resources can be proactively allocated to the flows, according to dynamic
WFQ. However, the required resource estimation in dynamic WFQ is accurate only if the
packets have equal inter-arrival time. Due to the uncertainty of packet arrivals, we employ
an online linear regression (LR) method to directly estimate the required resources, instead
of using the determined mapping function. Then, the weights are determined based on the
resource demand estimation, which enables proactively resource sharing to deal with the
predicted traffic arrival.

At switch n, for packets from flow f arriving within interval m, the required forwarding
resources for delay satisfaction is determined by a linear combination of λ

(n)
f,m/δf and b

(n)
f,m/δf

according to (5.5). For supporting applications with stringent delay requirements, resource

allocation decisions are made by considering the delay requirements, D
(n)
f , for individual

packet transmission. At switch n, the resource demand for flow f in interval m, Ĉ
(n)
f,m, is

defined as the minimal amount of forwarding resources to satisfy ρ
(n)
f,m ≥ 1− ε. Since both

new packet arrivals and the packets waiting in the queue are to be processed in the next
resource sharing interval, the resource demand is dependent on the predicted number of
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arrived packets λ̂
(n)
f,m, b

(n)
f,m, and D

(n)
f . To estimate Ĉ

(n)
f,m, we use a LR model to approximate

the mapping relation between
(
D

(n)
f , λ̂

(n)
f,m, b

(n)
f,m

)
and Ĉ

(n)
f,m [109]. The LR model is widely

used in engineering areas, such as signal processing and financial engineering [110]. To
approximate the mapping relation, the number of arrived packets, the observed queue
length, and the measured delay bound to satisfy the per-hop delay violation ratio are
collected at each resource sharing interval to train the model parameters. For better
approximation accuracy, we combine an online weight update method (e.g., gradient decent
algorithm in [111]) with linear regression. The detailed description of the linear regression
based resource demand estimation is given in Algorithm 6, in which the initial model
parameters are obtained in the training stage.

Algorithm 6 Online Linear Regression based Resource Demand Estimation Scheme.

1: Initialize W1

2: for m = 1, 2, 3, ... do

3: Im ←
[
λ̂m,

λ̂m
D
, bm,

bm
D
, 1
]

4: Estimate Ĉm = WT
mIm

5: Give Ĉm to allocation of available resources module
6: At the end of interval, observe λm, Cm, and DR

m

7: IRm ←
[
λm,

λm
DRm
, bm,

bm
DRm
, 1
]

8: Update Wm+1 ←Wm − ηm+1

(
WT

mIRm − Cm
)
IRm

9: end for

The resource demand estimation module takes
(
D

(n)
f , λ̂

(n)
f,m, b

(n)
f,m

)
as input, and estimates

corresponding Ĉ
(n)
f,m as output. We omit n and f from the symbols used in Algorithm 6 for

clarity. Based on the LR model, Ĉm is estimated as

Ĉm = w1
mλ̂m + w2

m

λ̂m
D

+ w3
mbm + w4

m

bm
D

+ w5
m (5.6)

where the weight vector in them th resource sharing interval is denoted as Wm = [w1
m, ..., w

5
m],

and the input vector is Im =
[
λ̂m,

λ̂m
D
, bm,

bm
D
, 1
]
.

As shown in Fig. 5.3, at the beginning of each resource sharing interval, say interval
m, the amount of required resources is estimated and used as contextual information for
the following allocation of available resources module. At the end of the interval, the
switch can observe the actual number of arrived packets, λm, and the utilized forwarding
resources, Cm. In addition, based on the measurement for the delay of each packet staying
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at the switch, di, we can determine DR
m that satisfies 1

xR

∑xR
i=1 1

(
DR
m − di

)
= 1 − ε, with

the allocated forwarding resources Cm in interval m. Hence,
(
DR
m, λm, bm

)
and Cm are used

to iteratively refine the weight parameters of the LR model in (5.6). According to [111],
Wm is updated as

Wm+1 = Wm − ηm+1

(
WT

mIRm − Cm
)

IRm (5.7)

where IRm =
[
λm,

λm
DRm
, bm,

bm
DRm
, 1
]
, ηm+1 = 1

m+1
.

5.3.3 Allocation of Available Resource Blocks

To determine the amount of allocated available resources, switch n first estimates the poten-

tial reward (ρ̂
(n)
m ) by selecting each possible arm in A(n)

f,m|f∈Fn , which has
∏

f∈Fn

(
U

(n)
f,m + 1

)
arms. However, the increasing number of flows leads to a growth of arm set with high com-
putational complexity for reward estimation. To make the scheme scalable in a large scale
network, we estimate the reward on a per-flow basis. As illustrated in Fig. 5.3, switch n
estimates the potential per-flow reward (ρ̂

(n)
f,m) with the corresponding number of allocated

available resource blocks (a ∈ A(n)
f,m), i.e., ρ̂

(n)
f,m is estimated under the action of ∆I

(n)
f,m = a.

After that, a greedy method is used to select the arm that achieves the highest ratio of
potential reward ρ̂

(n)
m over the allocated resources.

In the following, we explain in detail how the per-flow performance is estimated. This
is similar to the reward estimation in a contextual bandit problem, which observes the user
feature and potentially selected arm as prior knowledge. The problem is well solved by
LinUCB, a variation of UCB method proposed as a generic contextual bandit algorithm
in [108]. It is proved that a closed-form confidence interval (i.e., the deviation of reward
estimation) can be computed efficiently when the reward model is linear. For each flow f ,
switch n runs one LinUCB to estimate per-flow reward. For clarity, we present the symbols
used in the LinUCB based reward estimation scheme, where indexes n and f are omitted.
In the m th interval, we have

1. Two-dimensional feature: xm =
[
1, Ĉ

(n)
f,m

]
, xm ∈ R2;

2. Arm: a = ∆I
(n)
f,m, a ∈ A

(n)
f,m;

3. Reward: rm,a = ρ̂
(n)
f,m, with the action of choosing arm a.
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Under the assumption that the potential reward of a given arm is linear versus its
observed feature xm with unknown parameter vector θ∗a, we have

E [rm,a|xm] = xTmθ
∗
a. (5.8)

If arm a was selected m′ (m′ < m) times in the previous (m− 1) time intervals, the
associated reward feedback can be used to improve the estimation of θ∗a. Let Xm,a and Rm,a

denote the previous m′ feature vectors and observed rewards, where we have Xm,a ∈ Rm′×2

and Rm,a ∈ Rm′ . With training data Xm,a and Rm,a, parameter vector θ∗a is estimated as

θ̂m,a =
(
XT
m,aXm,a + I2

)−1
XT
m,aRm,a (5.9)

where I2 is the 2 × 2 identity matrix. For clarity, we denote Am,a = XT
m,aXm,a + I2, and

bm,a = XT
m,aRm,a. Based on the confidence interval given in [108], with the probability of

at least (1− δ), we have ∣∣∣xTmθ̂m,a − E [rm,a|xm]
∣∣∣ ≤ α

√
xTmA−1

m,axm (5.10)

for ∀δ > 0, where α = 1 +
√

ln (2/δ) /2 is a constant. Based on the analysis in [108], we
set α = 1.5. The inequality in (5.10) gives an upper bound of the reward estimated by
(5.8)-(5.9). In the m th interval, the potential reward for arm a is

r̂m,a = xTmθ̂m,a + α
√

xTmA−1
m,axm. (5.11)

We define the marginal performance gain of allocating one more available RB to flow f
as ∆rfm,a = r̂m,a−r̂m,a−1, a = 1, 2, ..., U

(n)
f,m, where r̂m,a is obtained by the LinUCB for flow f .

Since a better delay satisfaction ratio should be achieved with more allocated forwarding
resources, we have ∆rfm,a > 0. Due to the constant size of RB, a greater ∆rfm,a indicates a
larger delay satisfaction improvement achieved by the allocated RB. Thus, based on ∆rfm,a,
switch n allocates available RBs greedily for all flows in Fn. Algorithm 7 gives a detailed
description of how to allocate available RBs at switch n, and the details of greedy RB
allocation are given in Algorithm 8.

To demonstrate how to allocate available RBs, we use the resource sharing among 5
flows as an example shown in Fig. 5.4. The thick red line indicates the upper bound of
the amount of RBs that can be allocated to each flow, and the green blocks indicate the
amount of RBs already allocated to the flows. The blocks highlighted in orange indicate
the potential RB allocation to the flows in each algorithm iteration, if the highest marginal
gain (e.g., ∆rfm,a for flow f) is observed. In Algorithm 8, one RB is allocated in each
iteration, until all the available RBs at switch n have been allocated or all the flows get
sufficient RBs (i.e., their upper bounds are reached).
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Algorithm 7 Proposed Allocation Scheme for Available Resource Blocks.

1: for m = 1, 2, 3, ... do
2: Estimate resource demand (by Algorithm 6) for all flows f ∈ Fn, Ĉ

(n)
f,m

3: for f = 1, 2, 3, ... |Fn| do

4: Determine xm =
[
1, Ĉ

(n)
f,m

]
and U

(n)
f,m

5: for a = 0, 1, 2, 3, ...U
(n)
f,m do

6: if a is new then
7: Am,a ← I2

8: bm,a ← 02×1 (zero vector)
9: end if

10: θ̂m,a ← A−1
m,abm,a

11: r̂m,a ← xTmθ̂m,a + α
√

xTmA−1
m,axm

12: if a = 0 then
13: ∆rfm,a = r̂m,a
14: else
15: ∆rfm,a = r̂m,a − r̂m,a−1

16: end if
17: end for
18: end for
19: Execute Algorithm 8

20: Implement the resource sharing decision
[
C

(n)
f,m

]
f∈Fn

through packet scheduling

module
21: At the end of interval, ρ

(n)
f,m is observed as the feedback to all flows f ∈ Fn as

real-valued reward rf,m
22: for f = 1, 2, 3, ... |Fn| do
23: a = af,m, r = rf,m
24: Am,a ← Am,a + xmxTm
25: bm,a ← bm,a + rxm
26: end for
27: end for
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Algorithm 8 Greedy Allocation of Available Resource Blocks.

1: Input: ∆rfm,a
2: Initialization: Ft ← {}
3: for f = 1, 2, 3, ... |Fn| do
4: af,m ← 0

5: if U
(n)
f,m > 0 then

6: Ft ← Ft + {f}
7: end if
8: end for
9: for i = 1, 2, 3, ...I(n) do

10: if Ft is not empty then
11: fi = arg maxf∈Ft ∆rfm,a where a = af,m+1. Randomly select fi if multiple flows

have the maximal ∆rm,a
12: afi,m ← afi,m + 1

13: if afi,m = A
(n)
fi,m

then
14: Ft ← Ft − {fi}
15: end if
16: end if
17: end for
18: for f = 1, 2, 3, ... |Fn| do

19: ∆I
(n)
f,m ← af,m

20: end for
21: Based on

[
∆I

(n)
f,m

]
f∈Fn

, obtain the corresponding resource sharing decision
[
C

(n)
f,m

]
f∈Fn

22: Output: Resource sharing decision
[
C

(n)
f,m

]
f∈Fn

and the selected arm [af,m]f∈Fn
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Figure 5.4: An illustration of the greedy available resource block allocation.

5.3.4 Discussion

Regret analysis

As shown in (5.8), the potential reward is linear with respect to the observed feature xm,
and the true coefficient vector is θ∗a. Without loss of generality, we assume ‖xm‖ ≤ L,
where ‖·‖ represents the l2-norm.

In the m th interval, denote the best arm
[
a∗f,m

]
f∈Fn

that satisfies[
a∗f,m

]
f∈Fn

= arg max
[af ]

f∈Fn

∑
f∈Fn

xTmθ
∗
af

(5.12)

where af ∈ A(n)
f,m. Then, comparing with the reward achieved by the selected arm [af,m]f∈Fn ,

the M -trail regret of this resource allocation scheme is calculated by

LM =
M∑
m=1

(∑
f∈Fn

xTmθ
∗
a∗f,m
−
∑
f∈Fn

xTmθ
∗
af,m

)
. (5.13)

Considering the confidence interval in (5.10), with probability at least 1− δ, we have∑
f∈Fn

xTmθ
∗
af,m
≥
∑
f∈Fn

(
xTmθ̂m,af,m − α

√
xTmA−1

m,af,m
xm

)
. (5.14)

According to the proposed available resource block allocation scheme and (5.10), we obtain∑
f∈Fn

xTmθ
∗
a∗f,m
≤
∑
f∈Fn

(
xTmθ̂m,a∗f,m + α

√
xTmA−1

m,a∗f,m
xm

)
≤
∑
f∈Fn

(
xTmθ̂m,af,m + α

√
xTmA−1

m,af,m
xm

)
.

(5.15)
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Thus,

LM ≤
M∑
m=1

(∑
f∈Fn

2α
√

xTmA−1
m,af,m

xm

)
. (5.16)

To simplify (5.16), we apply lemma 4.4 and lemma 4.5 in [112], as

M∑
m=1

xTmA−1
m,af,m

xm ≤ 2 log

∣∣Am,af,m

∣∣
β

(5.17)∣∣Am,af,m

∣∣ ≤ (β +mL2/d
)d

(5.18)

where d ≥ 1 and β ≥ max (1, L2). Apply the lemmas in (5.16), we have

LM ≤ 2α
∑
f∈Fn

(
M∑
m=1

√
xTmA−1

m,af,m
xm

)

≤ 2α
∑
f∈Fn

√√√√M

(
M∑
m=1

xTmA−1
m,af,m

xm

)

≤ 2α
∑
f∈Fn

√
2M log

∣∣Am,af,m

∣∣
β

≤ 2α
∑
f∈Fn

√
2Md · log

(
1 +

ML2

βd

)
≤ 2αF

√
2Md ·

√
log (1 +M/d).

(5.19)

In (5.19), the M -trail regret bound, O
(√

Md · log (1 +M/d)
)

, indicates the zero-regret

feature1, i.e., limM→∞
LM
M

= 0. The zero-regret strategy is guaranteed to converge to an
optimal strategy after enough rounds are played [113]. Thus, the proposed scheme is proved
to be asymptotically approaching the optimal strategy [114].

Time complexity analysis

To analyze the scalability of the proposed resource sharing scheme in terms of the number
of flows (F ), we evaluate the time complexity for each stage in Fig. 5.3 in one interval.

1A strategy whose average regret per round tends to zero when the horizon tends to infinity is defined
as zero-regret strategy [113].
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First, the resource demand estimation module runs Algorithm 6 for each flow separately,
which leads to O (F ) time complexity. Then, in Algorithm 7, the reward is calculated

for all the arms, where flow f has
(
U

(n)
f,m + 1

)
arms, according to its resource demand.

Thus, the complexity is proportional to the total number of arms,
∑

f∈Fn

(
U

(n)
f,m + 1

)
. The

overall number of resource blocks required by flows should be comparable to the number
of available resource blocks (I(n)). Otherwise, the network would incur unstable queue
accumulation. We obtain the complexity of reward calculation in Algorithm 7 as O

(
I(n)
)
.

After that, each resource block is allocated by comparing the marginal reward for candidate
flows, as given in Algorithm 8. The maximal time complexity is O (F ), in which all the F
flows belong to the candidate set. As the comparison is conducted at most for I(n) times,
the time complexity of Algorithm 8 is O

(
FI(n)

)
. Therefore, combining the complexity of

three algorithms, the time complexity of the resource sharing scheme is O
(
FI(n)

)
.

Since I(n) is determined by the amount of available resources and the resource block size,
we can set the value of I(n) by adjusting the block size. If we set I(n) as a fixed value, the
complexity is reduced to O (F ). However, when the number of flows increases, the resource
sharing scheme with the fixed I(n) may have a degraded performance. In particular, if there
are more flows than resource blocks, i.e., F > I(n), the resources allocated to different flows
are distinct even if all the flows have same features. To avoid this inconsistency between
the allocated resources and the observed features due to insufficient resource blocks, we
set I(n) ∝ F , and the polynomial time complexity, O (F 2), is achieved. Note that if the
resource block size has to be set as a small value with the increase of F in order to satisfy
I(n) ∝ F , the improvement on delay satisfaction by allocating one resource block could be
insignificant, leading to a low marginal gain. Hence, a lower limit on the resource block
size needs to be determined properly, considering the allocation efficiency, which remains
an important and open issue for the proposed scheme.

5.4 Numerical Results

To demonstrate the effectiveness of the proposed resource sharing scheme, numerical results
are presented.

5.4.1 Simulation Scenario

In this chapter, the resource allocation scheme is designed for each switch, aiming at
satisfying the per-hop delay requirement. To evaluate the performance of the proposed

98



...

flowF

flow1

flow2

flowF-1

...
flowF

flow1

flow2

flowF-1Packet 
scheduler

Allocation of 
resources 

Resource sharing 
module

Delay measurement 
module

Transmission 
scheduling

Transmission queues

Reward 
feedback

Figure 5.5: An illustration of the simulation scenario.

Table 5.1: Parameters of traffic flow

Number of flows (F ) 50
Average traffic rate 15 Mbps
Delay violation tolerance (ε) 0.5 %

Per-hop delay requirement - number of flows
0.5 ms - 10
0.7 ms - 15
1.5 ms - 25

scheme, we consider the packet transmission at a network switch in the simulation. For
the F traffic flows traversing the switch, the resource sharing among them is simulated and
the delay of each packet passing the switch is measured, as shown in Fig. 5.5. The network
switch, consisting of the transmission queues, packet scheduler, resource sharing module,
and delay measurement module, is emulated on a high-performance computer server using a
Python IDE called PyCharm [115]. For each traffic flow, its packets enter the corresponding
transmission queue and wait for transmission scheduling. Given the amount of resources
allocated to each traffic flow, the packet scheduler makes packet forwarding decisions, i.e.,
adjusting the forwarding rate for each flow. During the packet transmission, the delay
measurement module records the packet reception time and departing time to measure
the packet delay at this switch. At the end of each resource sharing interval, the delay
measurement module calculates the delay satisfaction ratio for each flow, which is utilized
by the resource sharing module to make future resource allocation decisions.
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Table 5.2: Parameters of switch

Network traffic condition Off-peak Peak
Switch forwarding resources (Mbps) 1250 833
Available resource block size (Mbps) 3.5 5 0.83
Pre-allocated resources (Mbps / flow) 18 15 15
Minimal resource allocation ratio 0.72 0.6 0.9
Pre-allocated condition Over-provisioning Matching traffic

The detailed parameters of the traffic flows are given in Table 5.1. To simulate flows
of different services, we divided the 50 flows into 3 subsets with different per-hop delay
requirements. The duration of each resource sharing interval is 5 ms. From Table 5.1,
the average traffic rate at this switch is 750 Mbps, considering 50 flows traversing the
switch with average traffic rate of 15 Mbps. In reality, the traffic volumes are different
during peak and off-peak hours, which leads to varying average resource utilization of the
switch. To simulate these variations, we set the switch forwarding resources for the off-peak
hour case as 1250 Mbps (i.e., 60% resource utilization) and for the peak hour case as 833
Mbps (i.e., 90% resource utilization). In addition to traffic load variations, we consider
different pre-allocated resource conditions that impact the demand of resource sharing,
including over-provisioning and on-demand matching cases. The pre-allocated conditions
are determined by both the pre-allocated forwarding resources and the average traffic rate
of each flow (15 Mbps in our simulation). Parameters of these cases are given in Table 5.2,
where the minimal resource allocation ratio is the ratio of overall pre-allocated resources
over the switch forwarding resources.

5.4.2 Performance of Resource Demand Estimation

To evaluate the accuracy of resource demand estimation, we divide the traffic data trace
into two sets, one is used as training data set (including 489, 930 observations) and the
remaining is used for testing. Each observation represents the flow transmission status
during one resource sharing interval, consisting of input vector (including the number of
arrived packets, initial queue length, and the measured delay bound to satisfy the per-hop
delay violation ratio), and the output (allocated forwarding resources). In the training
stage, all the observations are fed into an LR module given by (5.6), and a weight vector
W ∈ R5 is obtained by the LR module. Then, we apply the online resource demand
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Figure 5.6: Error of resource demand estimation.

estimation scheme with the initial vector W to estimate the required resources. The
estimation error in each interval represents the difference between an estimated amount
and an actual amount of allocated resources. To show the performance of resource demand
estimation, the moving average of errors during 10 consecutive intervals is shown in Fig. 5.6
where online LR refers to the proposed method and LR method utilizing W for estimation
without weights update. Without the weights update, the error of LR method varies
between 15% and 35% . However, due to the weights update in (5.7), the estimation error
of online LR shows a decreasing trend in Fig. 5.6, and becomes stable around 1% after
1500 intervals. Therefore, the proposed resource estimation module is capable of providing
an accurate resource demand estimation for the allocation of available resources module.

5.4.3 Delay Reduction via Resource Sharing

To evaluate the delay performance of the resource sharing scheme, we determine the pro-
portion of flows that meet their delay requirements (i.e., satisfying ρ

(n)
f,m ≥ 1− ε), referred

to as delay guaranteed proportion. In terms of cost, we measure the resource allocation
fraction including both pre-allocated resources and allocated available resources. For com-
parison between different resource sharing schemes, the cumulative distribution functions
(CDF) of packet delay, delay guaranteed proportion, and resource allocation gain which is
the ratio of delay guaranteed proportion over resource allocation ratio are calculated for
4, 000 intervals.

The proposed MAB based resource sharing scheme is compared with an on-switch re-
source allocation approach, the dynamic WFQ (D-WFQ) method [52]. The D-WFQ is
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an enhanced version of WFQ under dynamic traffic conditions, considering the differen-
tiated per-hop delay requirements of traffic flows. We also compare with the resource
sharing scheme without resource demand estimation module (MAB-WO). In the MAB-
WO method, the allocation of available resources module directly uses the per-hop delay
requirements, the predicted traffic arrival, and the queue lengths as input, instead of using
the estimated resource demands as shown in Fig. 5.3. To show the performance improve-
ment achieved by utilizing available resources, we simulate the packet transmissions with
only pre-allocated resources given in Table 5.2 (pre-allocated). If the forwarding resources
are fully used, we make a fixed resource sharing decision to achieve the optimal accumula-
tive delay guaranteed proportion during the simulation intervals (optimal).
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When the flows are pre-allocated with the resources matched their packet arrival rates,
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the packet delay experiences a long-tailed distribution as shown in Fig. 5.7. It leads to
the delay guaranteed proportion less than 90% among 20% of intervals, as shown in Fig.
5.8. However, during the off-peak hours, all four resource sharing schemes achieve nearly
100% delay guaranteed proportion through allocating available resources. Since MAB and
MAB-WO schemes require less forwarding resources than D-WFQ and optimal schemes,
they have higher resource allocation gain, as shown in Fig. 5.9. This is because MAB
schemes can learn to allocate the available resources to the flows for the highest marginal
gain, through the greedy allocation scheme in Algorithm 8. Comparing MAB and MAB-
WO schemes, the resource demand estimation module makes it possible to identify the
flows with stringent delay requirements, and set higher upper bounds of allocated available
resource blocks. As more available resources can be allocated to the flows with stringent
requirements, MAB outperforms MAB-WO in most resource sharing intervals in terms of
resource allocation gain. In over-provisioning situations, we simulate the case that each
flow is pre-allocated with more resources than necessary on average, as shown in Fig. 5.10
to Fig. 5.12. Better delay guaranteed proportion is shown in Fig. 5.11, compared with
the on-demand matching case. However, due to the high resource allocation ratio in the
over-provisioning case, its resource allocation gain is lower than the on-demand matching
case.
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In the peak-hour scenario, all four resource sharing schemes tend to make full use of
the resources to support the heavy traffic, and experience delay guaranteed proportion
higher than 90% among 80% of the simulation intervals, as shown in Fig. 5.13 to Fig. 5.15.
Comparing with transmission upon pre-allocated resources, the MAB method has a higher
delay guaranteed proportion by avoiding the long-tailed distribution of packet delay. Due
to the small amount of available resources during peak hours, it is unlikely to allocate the
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required amount of available resources to a flow, based on the estimated resource demand.
Thus, comparing with the off-peak hour case, the difference between MAB and MAB-WO
methods vanishes during peak hours.

The highest resource allocation gain is obtained when 100% delay guaranteed propor-
tion is achieved with the pre-allocated resources. Thus, resource allocation gain is bounded
by the reciprocal of minimal resource allocation ratio (i.e., the ratio of overall pre-allocated
resources over the switch forwarding resources). Since the optimal and D-WFQ schemes
make full use of available forwarding resources, the resource allocation gain is bounded by
1. However, MAB and MAB-WO schemes can achieve better delay guaranteed proportion
with less resources, and their gains outperform the optimal and D-WFQ schemes. Due
to the errors at the starting stage of resource demand estimation, the MAB scheme expe-
riences over-allocation of available resources compared with the subsequent stable stages.
Thus, there is a step change in the resource allocation gain, which becomes negligible with
more fine-grained available resource block sizes. As shown in Fig. 5.9, Fig. 5.11, and Fig.
5.14, the step shrinks with the available resource block size decreases from 5 Mbps, to 3.5
Mbps, and to 0.83 Mbps, respectively.

5.4.4 Adaptive Resource Sharing
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Figure 5.16: Resource sharing performance in a peak hour condition with matching traffic
resources.

Due to insufficient forwarding resources, instantaneous delay degradation happens dur-
ing traffic peaks, such as in intervals 25, 87, and 125, as shown in Fig. 5.16, where the
real-time packet arrival rate is normalized to the average traffic rate. Although all three
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schemes experience degraded performance, both MAB and MAB-WO schemes outperform
D-WFQ, due to the proactive resource allocation.
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Furthermore, to adapt to traffic dynamics, it requires a fast response of resource al-
location when traffic peak comes. Fig. 5.17 and Fig. 5.18 show how the MAB scheme
adaptively allocates resources. During traffic peak, packet delay increases, and more for-
warding resources are needed. To obtain the response time to traffic peak, we focus on
the time instants where resource allocation ratio starts to increase or falls back to a stable
level. Comparing with the traffic peak duration, it is observed that the response time is at
most one interval when traffic peak appears and disappears, which is 5 ms in our simula-
tion. Therefore, the proposed resource sharing scheme demonstrates adaptation capability
to traffic dynamics, by allocating suitable resources to the flows.

5.5 Summary

In this chapter, to support interaction intensive services in HVNets, we have investigated
forwarding resource sharing scheme. We have proposed a novel learning-based proactive
resource sharing scheme to maximize resource utilization efficiency with delay satisfaction.
Two modules for estimating online resource demand and allocating available resources are
developed jointly to achieve efficient resource sharing at each network switch. To learn
the implicit relation between the allocated resources and differentiated delay requirements
from traffic flows of different services, a multi-armed bandit learning-based resource al-
location scheme is proposed, which enables fast and proactive resource adjustment upon
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traffic variations. During the data transmission, delay satisfaction ratios are measured as
the reward feedback to refine the learning parameters for better convergence. The pro-
posed scheme is proved to be asymptotically approaching the optimal strategy with the
polynomial time complexity. Extensive simulation results are presented to demonstrate
both the advantages of the proposed resource sharing scheme over conventional schemes
and the robustness to traffic dynamics.
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Chapter 6

Conclusions and Future Works

In this chapter, we summarize the main contributions of this thesis, and discuss future
research directions.

6.1 Main Research Contributions

In this thesis, we have investigated the resource allocation scheme to guarantee three types
of vehicular services: content downloading, safety message transmissions, and interaction-
intensive services. In specific, to overcome the challenges faced by vehicular service pro-
visioning, we have studied the cooperative caching placement for content downloading
services, joint communication and sensing resource allocation for safety message transmis-
sions, and forwarding resource sharing scheme in core networks for interaction-intensive
services. The main research contributions of this thesis are summarized as follows:

1. We have designed a cooperative edge caching scheme to support various vehicular
content downloading services. In particular, two types of vehicular content requests
have been considered, i.e., location-based and popular contents, with different delay
requirements. The proposed scheme allows vehicles to fetch one content from mul-
tiple caching servers cooperatively, which can be optimized by finding an optimal
cooperative content placement that determines the placing locations and proportions
for all contents. Based on the theoretical analysis of transmission delay and service
cost, we have formulated an optimization problem of cooperative content placement
to minimize the overall transmission delay and service cost. We have devised an
ACO-based scheme to solve this multi-objective MMKP and achieve a near-optimal
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solution. Simulation results have been provided to validate the performance of the
proposed scheme, including its convergence and optimality of caching, while guaran-
teeing low transmission delay and service cost;

2. To support the vehicular safety message transmissions, we have proposed the TARA
framework, including a group-level resource reservation module and a vehicle-level
resource allocation module. Particularly, the resource reservation module is designed
to allocate resources to support different types of message transmission for each
vehicle group at the first level, where a supervised learning model is devised to
learn the implicit relation between the resource demand and message transmission
requests. To obtain the training data, we have proposed a SRA scheme, making the
optimal allocation decisions on sensing resources and communication resources based
on historical network information. Extensive simulation results have been provided
to demonstrate the effectiveness of the proposed TARA framework in terms of the
high reliability and low latency for message transmission and the high quality of
collective perception service. In addition, the proposed TARA framework has been
proved to be able to achieve a satisfying performance in a real-time manner and be
readily applied into large-scale vehicular networks;

3. To support interaction intensive services in HVNets, we have designed a forwarding
resource sharing scheme to guarantee delay-sensitive packet transmissions between
vehicles and management controllers. A learning-based proactive resource sharing
scheme has been proposed for the core communication networks, where the avail-
able forwarding resources at a switch are proactively allocated to the traffic flows
in order to maximize the efficiency of resource utilization with delay satisfaction.
The resource sharing scheme consists of two joint modules, estimation of resource
demands and allocation of available resources. Considering the distinct features of
each traffic flow, the resource demand estimation module has been developed based
on linear regression scheme, mimicking the mapping relation between traffic flow sta-
tus and required resources. Moreover, a multi-armed bandit learning-based resource
allocation scheme has been proposed to enable fast resource allocation adjustment to
traffic arrival dynamics. The proposed scheme has been proved to be asymptotically
approaching the optimal strategy, with polynomial time complexity. Extensive sim-
ulation results have been presented to demonstrate the effectiveness of the proposed
resource allocation scheme in terms of delay satisfaction, traffic adaptiveness, and
resource allocation gain.
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6.2 Future Works

For the future research, there are some interesting related topics as follows:

1. Multi-dimensional resource allocation for computation-intensive applica-
tions: We will investigate the multi-dimensional resource allocation scheme to sup-
port computation-intensive applications in HVNets, where computing and sensing
capabilities are enabled at both vehicles and edge nodes. Considering the distinct
sensing data source, data processing, and service latency requirements of multifar-
ious applications, e.g., collective perception, cooperative positioning, and collision
avoidance applications, a joint communication, computing, and sensing resource al-
location is required for HVNets. Due to the coupling of different resource types in
service provisioning, it is challenging to make an efficient resource allocation scheme,
which is capable to keep pace with dynamic environments;

2. Resource allocation for space-terrestrial networks: Considering the urging
growth of devices, terrestrial networks can hardly satisfy the stringent requirements,
due to the limitations of geographic-constrained infrastructure deployment and scarce
spectrum. Hence, the integration of space and terrestrial networks has attracted sub-
stantial attention from both academia and industry, which exploits complementary
advantages of different network segments. In specific, the low latency requirement
can be satisfied by terrestrial networks, while the globally seamless coverage can be
achieved by space networks, i.e., satellite constellation. To support the stringent
service requirements, the multi-dimensional resources, e.g., communication, caching,
and computing resources, from different network segments should be efficiently man-
aged, considering resource utilization with service requirement satisfaction. However,
the high mobility of satellites leads to dynamic network topology, which makes it
challenging to achieve an efficient resource allocation scheme.
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Appendix A

Delay Analysis of Content Delivery

A.1 Delay Analysis of LF Content Delivery

Since content of LFw is requested right after the vehicle enters coverage of RSU Ww, the
duration of vehicle staying in each RSU is determined by its average speed and the RSU
coverage range, i.e., TRw = DR/E [v]. According to Fig. 3.1, the time duration under the
MBS can be divided into three segments, denoted by TB1 = DM1/E [v], TB2 = DM2/E [v]
and TB3 = DM3/E [v].

For f ∈ LF1, its content placement scheme is
[
sfR1

, sfR2
, sfB

]
. Without loss of generality,

we classify the caching states into four types, based on the caching conditions of two RSUs
(i.e. sfRw > 0 or sfRw = 0, w = 1, 2). The effective transmission time segments for MBS

and RSU can be defined correspondingly. For instance, if sfR1
> 0 and sfR2

> 0, we have

T f1 = TR1 , T
f
2 = T 1

B = TB2 , T
f
3 = TR2 , T

f
4 = T 2

B = TB3 , where T nB means the duration of
VU accessing to MBS at the n-th time slot. The volume of downloaded data from MBS

during T nB is denoted by sfB,n =
⌊
T nB/t

f
B

⌋
. For f ∈ LF2, since file only needs to be cached

at RSU W2 and MBS, there are two types of caching states (i.e. sfR2
> 0 or sfR2

= 0).

In addition to the connection duration and transmission rate, the number of packets
downloaded during the n-th time segment, Sfn , n = 1, 2, ..., N f

t , is bounded by the content

placement scheme,
[
sfR1

, sfR2
, sfB

]
. Based on the time segments sequence and the content

placement, the average transmission delay of file f , D
f
, can be calculated following the

content downloading process shown in Fig. 3.4. Here, we calculate the D
f

in the case of
caching file f , f ∈ LF1, at both RSUs as an example, shown as (A.1).

121



D
f

=



Sf · tfR1
if sfR1

≥ Sf

T f1 +tfB ·
(
Sf−sfR1

)
else if sfR1

+min
(
sfB,1,s

f
B

)
≥Sf

T f1 +T f2 +tfR2
·
[
Sf−sfR1

−min
(
sfB,1,s

f
B

)]
else if sfR1

+min
(
sfB,1,s

f
B

)
+sfR2

≥Sf
T f1 +T f2 +T f3+ else if sfR1

+min
(
sfB,1+sfB,2,s

f
B

)
tfB ·
(
Sf−sfR1

−min
(
sfB,1,s

f
B

)
−sfR2

)
+sfR2

≥Sf
T f1 +T f2 +T f3 +tfB ·max

(
sfB−s

f
B,1,0

)
+tfBL· else[

Sf−sfR1
−sfR2

−min
(
sfB,1+sfB,2,s

f
B

)]
(A.1)

In order to evaluate delay performance, we calculate the mean of total content download
delay for LF files (D)

D =
W∑
w=1

[
f∈LFw∑ (

N · Pf · P f
V 2I ·D

f
)]

, (A.2)

where N · Pf · P f
V 2I is the average number of VUs fetching file f through V2I connection.

Through optimizing SfR1
, SfR2

, and SfB, we aim to minimize D for LF services.

A.2 Delay Analysis of PF Content Delivery

We assume that the number of vehicles driving into the coverage follows Poisson process
and PF contents are requested according to content popularity. Thus, the locations where
vehicles raise the request and start the transmission are uniformly distributed within MBS
coverage. We consider the file download latency requirement for file f as Df

R, and evaluate
the average data volume that can be downloaded during Df

R as SfD.

The content placement scheme for file f , f ∈ PF, is
[
sfR1

, sfR2
, sfB

]
. Without loss of

generality, we classify the caching states into four types, the possible handover locations
for vehicles can be demonstrated by a duration sequence for handover segments in Table
A.1, the duration of each segment is defined as Hf

n . Different from LF, since the PF
transmission may start at any location, the time segment is not fixed for each case. Thus,

we calculate the average T fn for each case, considering latency constraint,
∑Nf

t
n=1 T

f
n = Df

R,
where N f

t is the number of segments that the vehicle can go through. To guarantee
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Table A.1: Handover duration segments.

Case Caching types Handover segments

1 sfR1
= sfR2

= 0 Hf
1 = (TB1 + TR1 + TB2 + TR2 + TB3)

2 sfR1
= 0, sfR2

> 0 Hf
1 = (TB1 + TR1 + TB2) , H

f
2 = TR2 , H

f
3 = TB3

3 sfR1
> 0, sfR2

= 0 Hf
1 = TB1 , H

f
2 = TR1 , H

f
3 = (TB2 + TR2 + TB3)

4 sfR1
> 0, sfR2

> 0 Hf
1 = TB1 , H

f
2 = TR1 , H

f
3 = TB2 , H

f
4 = TR2 , H

f
5 = TB3

Layer 1

Layer 2

Layer 3

H3H1 H2 H4 H5

H3H1 H2 H4 H3H2 H4 H5

H3H1 H2 H3H2 H4 H3 H4 H5

H1 H2 H3H2 H3 H4

H1 H2 H3 H4 H5

H4 H5

Layer 4

Layer 5

Figure A.1: An illustration of possible combinations of handover segments.

successful file transmission, we should make sure SfD for all possible combinations of time
segments are larger than Sf , so we need to calculate the minimum value of SfD. Based on
the handover duration sequences in Table A.1 and the content placement, the minimum
downloaded data volume for file f within the delay constraint can be calculated for each
case.

To evaluate the minimum downloaded data volume within Df
R, we need to compare

transmission rates between the MBS and RSU Ww (w = 1, 2) to determine the worst case.
To compare with RSU Ww, the average MBS transmission delay (tfM,Ww

) of each packet

can be calculated as the weighted average of tfB and tfBL

tfM,Ww
=
sfB · t

f
B + max

(
sfRw − s

f
B, 0
)
· tfBL

sfB + max
(
sfRw − s

f
B, 0
) . (A.3)

The minimum SfD corresponds to the download data volume of the worst case, which is
defined as vehicle downloading from edge caching server with the lowest transmission rate,
following by higher ones. We build a tree diagram to obtain the possible combinations of
handover segments, with a given Df

R. In Fig. A.1, we set a child node as the extension of

123



its parent nodes. Then, each path from a layer 1 node to the last layer node is a possible
segment combining process to achieve a givenDf

R. The tree diagram with 5 layers illustrates
the handover for Case 4. Since there are 3 segments, (Hf

1 ,Hf
2 , Hf

3 ), for Case 2 and Case
3, a 3-layer tree diagram can be built accordingly. For instance, the green line in Fig. A.1
represents a possible combination of handover segments for Case 4, when the ascending
order of transmission time for one packet follows W1 > W2 > MBS. The order indicates
the worst case is downloading from RSU W1, so the path starts from Hf

2 . If Df
R > Hf

2 , the
vehicle can drive out of the coverage of W1 during the service, so it can extend to layer 2,

i.e.,
(
Hf

2 −H
f
3

)
. Since the transmission from RSU W2 is more time consuming than MBS,

the extension directs to Hf
4 , i.e.,

(
Hf

2 −H
f
4

)
of layer 3. If Df

R > Hf
2 +Hf

3 +Hf
4 , we consider

the combination of all handover segments, i.e.,
(
Hf

1 −H
f
5

)
of layer 5. We compare Df

R

with the length of each node in one path from layer 1 to the last layer, the first node longer
than Df

R is one possible combination for transmission segments, which determines the
specific transmission pattern. All possible combinations can be found by searching paths
in the diagram. Next, we need to calculate the downloaded data volume of all possible

transmission patterns and find the required
[
sfR1

, sfR2
, sfB

]
for successful transmission.

A.2.1 Case 1

If sfB > 0, a vehicle firstly downloads content from caching server at MBS, then from
the remote server if necessary. Otherwise, the vehicle directly downloads from the remote

server. If
⌊
Df
R/t

f
B

⌋
< Sf , file f cannot be successfully downloaded for this content place-

ment case regardless of the value of sfB. Otherwise, file f may be successfully downloaded,
which depends on sfB. Since sfB ≤ Sf , we have Df

R ≥ sfB · t
f
B as the necessary condition for

successful transmissions.

SfD = sfB +
⌊(
Df
R − s

f
B · t

f
B

)
/tfBL

⌋
. (A.4)

In order to guarantee successful transmission, we let SfD ≥ Sf , then we can obtain the

required sfB.

sfB ≥

(
Sf + 1− Df

R

tfBL

)
· tfBL
tfBL − t

f
B

(A.5)

where Df
R ≥ Sf · tfB.
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A.2.2 Case 2 and Case 3

For Case 2, vehicles can download content from caching server at the MBS or RSU W2,
then from the remote server if necessary. If tfR2

≥ tfM,W2
, the worst case is that vehi-

cles download from W2 as much time as possible, so the segments combination path is(
Hf

2 →
(
Hf

1 +Hf
2 +Hf

3

))
. Different ranges of Df

R lead to different transmission pat-

terns. For each pattern, the SfD can be estimated, then the required sfR2
and sfB can be

obtained.

1. Pattern-1 – W2: if Df
R ≤ Hf

2  SfD =
⌊
Df
R/t

f
R2

⌋
sfR2
≥ Sf · H

f
2

DfR
, sfB ≥ 0

(A.6)

2. Pattern-2 – W2 & MBS: if Hf
2 ≤ Df

R ≤ sfB · t
f
B +Hf

2 SfD = sfR2
+
⌊(
Df
R −H

f
2

)
/tfB

⌋
sfR2
≥ Sf + 1− DfR−H

f
2

tfB
, sfB ≥

DfR−H
f
2

tfB

(A.7)

3. Pattern-3 – W2 & MBS & backhaul: if Df
R > sfB · t

f
B +Hf

2 SfD = sfR2
+ sfB +

⌊(
Df
R −H

f
2 − s

f
B · t

f
B

)
/tfBL

⌋
sfR2

+ sfB ·
tfBL−t

f
B

tfBL
≥ Sf + 1− DfR−H

f
2

tfB

(A.8)

If tfM,W2
≥ tfR2

, the worst case is that vehicles download from the MBS as much time

as possible, so the segments combination path is max
(
Hf

1 , H
f
3

)
→ max

(
Hf

1 , H
f
3

)
+ Hf

2

→
(
Hf

1 +Hf
2 +Hf

3

)
. The analysis of the required sfR2

and sfB is similar to the case of

tfR2
≥ tfM,W2

.

With a given Df
R, we first find the possible transmission patterns for the worst case

considering two possible relationships of tfM,W2
and tfR2

. Then, we get the required sfR2
and

sfB. For Case 3, the estimation of SfD and analysis of the required sfR1
and sfB are similar

to Case 2.
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A.2.3 Case 4

Vehicles can download content from caching server at the MBS or RSU W1, W2, then from
the remote server if necessary. By sorting tfR1

, tfR2
, and tfM,Ww

in ascending order, we get
the edge server order for the worst-case path. There are six possible paths for different
orders. Two examples of segment combination paths are given as follows, in which Path-1
(green line) and Path-2 (red line) are shown in Fig. A.1. The corresponding transmission
pattern path for each segment combination path can be obtained, we use WW

w and W P
w

denote vehicle driving through whole or part of RSU Ww.

1. If W1 > W2 > MBS:

Hf
2 →

(
Hf

2 −H
f
3

)
→
(
Hf

2 −H
f
4

)
→
(
Hf

1 −H
f
5

)
Pattern: W P

1 → WW
1 +MBS → WW

1 +MBS +W P
2 → WW

1 +MBS +WW
2 ;

2. If W2 > MBS> W1:

Hf
4 →

(
Hf

3 −H
f
5

)
→
(
Hf

2 −H
f
5

)
→
(
Hf

1 −H
f
5

)
Pattern: W P

2 → WW
2 +MBS → WW

2 +MBS +W P
1 → WW

2 +MBS +WW
1 .

Then, we can calculate the required content placement for guarantee of successful trans-
mission.

Different from LF content caching, the objective of PF content placement is to satisfy
latency requirements rather than to achieve the lowest download latency. Thus, when
design the caching scheme for file f ∈ PF with specific latency requirement, the required

content placement scheme for it is
[
sfR1

, sfR2
, sfB

]
, which can be obtained by the lower bound

of content placement for each case.
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