How Hot are Your Ions in Differential Mobility Spectrometry?
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Abstract

Ions can experience significant field-induced heating in a differential mobility cell. To investigate this phenomenon, the fragmentation of several para-substituted benzylpyridinium “thermometer” ions (R = OMe, Me, F, Cl, H, CN) are monitored in a commercial differential mobility spectrometer (DMS). The internal energy of each benzylpyridinium derivative was characterized by monitoring the degree of fragmentation to obtain an effective temperature, $T_{\text{eff}}$, which corresponds to a temperature consistent with treating the observed fragmentation ratio using a unimolecular dissociation rate weighted by a Boltzmann distribution at a temperature $T$. It was found that ions are sufficiently thermalized after initial activation from the ESI process to the temperature of the bath gas, $T_{\text{bath}}$. Once a critical field strength is surpassed, significant fragmentation of the benzylpyridinium ions was detected. At the maximum bath gas temperature (450 K) and separation voltage (SV; 4400 V) for our instrument, $T_{\text{eff}}$ for the benzylpyridinium derivatives ranged from 664 ± 9 K (p-OMe) to 759 ± 17 K (p-H). The extent of activation at a given SV depends on the ion’s mass, degrees of freedom, ($N_{\text{DoF}}$) and collision frequency as represented by the ion’s collision cross section. Plots of $T_{\text{eff}}$ vs. the product of ion mass and $N_{\text{DoF}}$ and the inverse of collision cross section produce strong linear relationships. This provides an attractive avenue to estimate ion temperatures at a given SV using only intrinsic properties. Moreover, experimentally determined $T_{\text{eff}}$ correlate with theoretically predicted $T_{\text{eff}}$ using with a self-consistent method based on two-temperature theory. The various instrumental and external parameters that influence $T_{\text{eff}}$ are additionally discussed.
Introduction

Ion mobility spectrometry (IMS) is a powerful tool for performing chemical analyses and separations. Whether operated as a standalone technique or coupled to mass spectrometry (MS), ion mobility measurements have been employed for structural elucidation in metabolomics, lipidomics, proteomics, and in the detection of illicit substances.[1–7] IMS separations are governed by the mobility of an analyte in a carrier gas while under the influence of an electric field, where ions navigate through the IMS cell in the field direction at velocity \( v \) that depends on their mobility \( K \) (Equation 1).

\[
v = KE = K_0 N_0 \cdot \left( \frac{E}{N} \right)
\]  

(Equation 1)

In equation 1, \( K_0 \) is the reduced ion mobility defined at standard temperature and pressure, \( E \) is the electric field strength, and \( N_0 \) is the standard gas density. Depending on the technique, IMS instruments operate at different electric field strengths (\( E \)) and gas number densities (\( N \)). Under low \( E/N \) conditions, thermal motion does not perturb ion drift velocities such that \( K_0 \) can be described by the Mason-Schamp relation (equation 2)[8]

\[
K = \frac{\sqrt{18\pi}}{16} \cdot \frac{1}{m_{\text{ion}}} + \frac{1}{m_{\text{gas}}} \cdot \frac{ze}{k_b T} \cdot \frac{1}{\Omega \cdot N}
\]  

(Equation 2)

where \( m_{\text{ion}} \) is the ion molecular mass, \( m_{\text{gas}} \) is the molecular mass of the buffer gas, \( z \) is the charge, \( e \) is the elementary charge, \( k_b \) is the Boltzmann constant, \( T \) is the temperature, \( N \) is the number density of the gas, and \( \Omega \) is the ion-neutral collision cross section (CCS). Conventional drift-tube IMS (DTIMS) operates within the low field limit such that the Mason-Schamp equation is valid. Several commercial IMS techniques, such as traveling wave IMS (TWIMS) and differential mobility spectrometry (DMS), operate well above \( E/N \) ratios that define the low-field limit (ca. 2 – 10 Td),[5, 9, 10] which raises fundamental questions regarding ion transport due to the inherent dependence of ion mobility on field strength.
The presence of a high electric field complicates the traditional Mason-Schamp approach to modelling ion transport, as the ion drift velocity is now significantly greater than its thermal velocity.[8, 11] In this high-field regime, no direct correlation can be established between ion drift time and CCS in temporally dispersive techniques. While this problem is circumvented in TWIMS analyses by empirically calibrating drift times of reference compounds against their known CCSs, no method to date can directly correlate an ion-neutral CCS to DMS parameters.[11]

The use of high electric fields raises further questions about whether an ion’s native configuration is preserved, which has important implications for the interpretation of ion mobility data. It has been shown in both TWIMS and field-asymmetric waveform IMS (FAIMS),[12] an analog of DMS that uses cylindrical electrodes, that more elongated structures of proteins are observed compared to DTIMS.[13–15] Assessing the degree of field-induced ion heating is thus essential to interpret structural information from IMS experiments that operate in the high-field regime. However, gauging an ion’s effective temperature also relies on determining the effect of the electric field on an ion’s CCS.

For any collision between an ion and buffer gas within an IMS cell, the maximum energy that can be transferred between the collision partners is equal to the kinetic energy of the ion. Energy imparted to the ion through collision with the buffer gas is assumed to be equally partitioned amongst each degree of freedom. Equating the ion kinetic energy to the microcanonical kinetic energy described by statistical thermodynamics gives us an estimate of ion temperature as described by two-temperature theory (Equation 3)[8, 9, 16]

\[
T_{\text{eff}} = T_{\text{gas}} + T_{\text{field}} \approx T_{\text{gas}} + \frac{M}{3k_b}v^2 = T_{\text{gas}} + \frac{M}{3k_b}(KE)^2
\]

where \(T_{\text{gas}}\) is the temperature of the bath gas, \(M\) is the mass of the bath gas, \(v\) is the ion velocity, \(K\) is the ion mobility, and \(E\) is the electric field strength. As internal energy accumulates due to the frequency of collision, fragmentation and isomerization barriers can be overcome. In the case of benzylpyridinium (BP)
thermometer ions, this is advantageous as the extent of fragmentation observed can be translated into an effective ion temperature with appropriate modelling of the thermally driven fragmentation kinetics.[17, 18]. Temperature calibrations rely on an accurate determination of the bond dissociation energy (BDE) corresponding to the C–N bond between the pyridine and benzylium moieties (Figure 1), which have been evaluated both experimentally[19, 20] and theoretically[19, 21–23] for numerous BP analogs. By monitoring the fragmentation of the parent ion, BP derivatives have been used to assess the internal energy of ions generated by electrospray ionization (ESI),[23–27] matrix-assisted laser desorption/ionization (MALDI),[28] and laser vaporization.[29] Analogous species including substituted benzylammonium ions[30] and more recently benzhydrylpyridinium ions[31] have been similarly used.

![Figure 1](image)

**Figure 1.** Fragmentation of benzylpyridinium thermometer ions (M⁺) to yield the substituted benzyl cation (F⁺) and pyridine.

For IMS, a quantitative measure of ion heating is essential owing to (1) the influence of temperature on CCS and (2) the distribution of conformers accessible at the effective ion temperature. In terms of TWIMS applications, Shvartsburg and Smith originally applied two temperature theory to estimate ion effective temperatures between 1600 to 7000 K depending on instrument parameters.[9] This was followed with two studies by Morsa et al., who determined effective ion temperatures using substituted BP ions on first and second generation TWIMS instruments (SYNAPT and SYNAPT G2) far below this initial estimate.[13, 32] As the effective ion temperature depends on the density of states of the analyte, temperatures were found to be 555 K in the first generation cell for the p-OMe BP derivative and between 629 – 751 K in the second generation TWIMS cell (R = p-OMe, p-F, p-Cl, p-tBu). For larger thermometer ions, such as leucine-enkephalin, Morsa et al. and Merenbloom et al. reported respective temperatures of 440 K and 449 K on
the same second generation TWIMS cell.[13, 14] To build on the existing precedent for characterizing ion temperatures in IMS experiments, we present the use of a suite of para-substituted BP ions ($R = \text{OMe, Me, Cl, F, H, CN}$) to characterize the effective temperature of ions in DMS for the first time. Prior to this work, only estimates of ion internal energy predicted by two-temperature theory and their relation to fragmentation efficiency were investigated.[33] This assessment is crucial to the development of DMS as a tool to evaluate an ion’s CCS, as characterization of field-heating is vital to designing DMS workflows in which thermally driven structural rearrangements can affect data interpretation.

**Methods**

**Synthesis**

The respective para-substituted benzyl chloride derivative (4.37 mmol) was dissolved in dry acetonitrile (3 mL) and treated dropwise with a dilute mixture of freshly distilled pyridine (423 μL, 5.24 mmol) in dry acetonitrile (2 mL) under nitrogen. The mixture was stirred overnight at room temperature, then subsequently concentrated by rotary evaporation. The product was precipitated using cold ether and isolated by filtration to afford the para-substituted benzylpyridinium chloride as a white powder (40 – 68 % yield).

Due to an isobaric contaminant in the mass spectrometer ($m/z$ 200), the p-OMe BP ion ($m/z$ 200) was prepared with pyridine-$d_5$ to generate the deuterated analog ($m/z$ 205). For simplicity, the deuterated species is referred to as p-OMe throughout the manuscript.

**Experimental Details**

A differential mobility spectrometer was mounted in the atmospheric region between the sampling orifice of a hybrid triple quadrupole linear ion trap mass spectrometer and electrospray ionization (ESI) source. This instrumental setup has been described elsewhere.[34–37] BP ions were introduced to the instrument
by ESI at a flow rate of 10 μL min⁻¹. To prevent hydrolysis, BPs were solubilized in MeCN (200 ppb), then diluted to a working concentration of 10 ppb in 9:1 MeOH:MeCN. The ESI probe was operated at 5500 V and ambient temperature using a nebulizing gas pressure of 20 psi and an auxiliary gas pressure of 0 psi. These parameters were chosen to maximize ion production and minimize ion activation in the source. To minimize ion activation post-DMS while maintaining adequate signal, the following instrumental parameters were used by default unless stated otherwise: entrance potential (EP) of 2 V, collision cell exit potential (CXP) of 0 V, declustering potential (DP) of 0 V, collision energy (CE) of 5 V, DMS offset potential (DMO) of −3 V, collision gas (CAD) setting of low, and a curtain gas set to 20 psi. N₂ was used as both the curtain gas (i.e., ESI desolvation gas and DMS carrier gas) and as the collision partner for collision induced dissociation (CID) studies (ca. 9 mTorr).

DMS experiments involved incremental stepping of the SV from 0 to 4500 V. At each SV, ion intensity was monitored as the compensation voltage (CV) was scanned from −5 V to 30 V in increments of 0.1 V to produce an ionogram. Data acquisition was completed using multiple reaction monitoring (MRM), where transitions corresponding to the M⁺/M⁺, M⁺/F⁺, and F⁺/F⁺ were taken (see Figure 1). In our hybrid triple-quad setup, an ion is selected in Q1, subjected to CID in Q2 (minimal collision energies; CE = 5 V), and the fragment ions (or intact parent) are detected in Q3. For example, M⁺/M⁺ corresponds to selecting the parent in Q1, allowing it to pass through the collision cell (Q2), and detecting the intact parent in Q3. This is done for all three MRM transitions, where each MRM transition has its own ionogram. Ionograms corresponding to each MRM transition were integrated using the IntelliQuant package in Analyst 1.6.3. To account for ion focusing effects at high SV and CV, individual background-subtracted ionograms were normalized to the cumulative area of the three MRM transitions at each SV. Fragmentation yields (FY) and survival yields (SY) were calculated based on the peak areas (i.e. A_{M⁺/M⁺}, A_{M⁺/F⁺}, A_{F⁺/F⁺}) of each normalized MRM transition (Equation 4). Determination of experimental SYs were conducted in triplicate for each BP ion. MRM transitions for each BP ion are reported in Table S1.
\[ FY = \frac{A_{F^+/F^+}}{(A_{M^+/M^+}) + (A_{M^+/F^+}) + (A_{F^+/F^+})} = 1 - SY \]  \tag{4}

To measure bath gas temperatures at various DMS cell temperatures, a J-type thermocouple was carefully placed between the two planar electrodes when all voltages on or near the DMS cell were set to 0 V. This included the DMS electrodes, as well as the curtain plate voltage. These settings were zeroed, and safety interlocks were temporarily interrupted using software available to SCIEX research that is not commercially available.

**Modelling dissociation rates and effective temperatures**

The unimolecular rate constant is defined by Rice–Ramsperger–Kassel–Marcus (RRKM) theory (Equation 5) [38]

\[ k(E) = \frac{G^\dagger(E - E_0)}{h \cdot \rho(E)} \]  \tag{5}

where \( G^\dagger(E - E_0) \) is the sum of states of the transition state that have an energy between zero and \( E - E_0 \), \( \rho(E) \) is the density of states of the ground state, and \( h \) is Planck’s constant. The exact counts for the rovibrational sum and densities of states are evaluated using the Stein-Rabinovitch[39] extension of the Beyer-Swinehart[40] algorithm as implemented in MultiWell.[41–43] The transition states for heterolytic cleavage of the C–N bond were treated as loose, which corresponds to a reaction pathway with no reverse activation barrier. Since the separated products that compose an orbiting transition state can freely rotate, the transition state sum of states is dependent on the angular momentum of the system. A reasonable limitation for these unimolecular dissociations is to treat the system in the phase space limit (PSL), where transitional modes in the transition state are assigned rotational constants equal to those of the separated products.[19, 44, 45] It should be noted that the structural isomerization from benzylium to tropylium occurs after initial dissociation.[46] For these calculations, it is convenient to approximate
the BP parent and fragment ions as symmetric tops characterized by a 1D and two equal 2D rotational constants, which is defined as the geometric average of the most similar rotational constants, B and C, as \((BC)^{1/2}\). In the transition state, there is an additional 2D rotational constant that accounts for the angular momentum of the separating products. While this rotation is best treated variationally, the use of an effective rotational constant based on the pseudo-diatomic rigid rotor method described by Waage and Rabinovitch serves as a decent approximation.[47] All vibrational frequencies and rotational constants, including effective rotational constants associated with the external rotor, are provided in the supporting information.

Since RRKM rates are generated from theoretical BDEs and vibrational frequencies, error in the RRKM methodology \((\sigma_{RRKM})\) is accounted for by scaling vibrational frequencies by \(\pm 5\%\) beyond the traditional scaling factors employed \((vide infra)\). Additional scaling factors were applied as arrays of random numbers generated by random.org; six individual data sets for each BP derivative are modelled using the scaled vibrational frequencies, where the bond dissociation energy is also allowed to vary by the zero-point energy correction defined by the scaled frequency set. Each BP derivative was scaled by a different array of random numbers. RRKM rate coefficients for each BP derivative are shown in Figure S1.

To model effective ion temperatures in the DMS, a combination of RRKM theory and Boltzmann statistics is used. Since the collision rate, which occurs on the nanosecond timescale at atmospheric pressure, between an ion and neutral buffer gas is significantly greater than the ion transit time through the DMS cell, it is likely that ions are sufficiently thermalized and thus can be characterized by a Boltzmann distribution at temperature \(T\) (Equation 6). This is a case where there is rapid energy exchange compared to dissociation; the dissociation rate, \(k(T)\), can be described as a function of the microcanonical rate \(k(E)\) from RRKM weighted by a Boltzmann energy distribution \(\rho(E,T)\) at the temperature \(T\) (Equation 7).[23] Thermal dissociation rates are shown in Figure S2.
\[ \rho(E, T) = \frac{\rho(E) \exp(-E/kT)}{\int_0^\infty \rho(E) \exp(-E/kT) dE} \]

\[ k(T) = \int_{E_0}^\infty k(E) \rho(E, T) = \int_{E_0}^\infty \frac{G^1(E-E_0)}{h} \exp(-E/kT) \int_0^\infty \rho(E) \exp(-E/kT) dE \]

The probability of dissociation at a particular temperature, which is analogous to the observed FY, is given by Equation 8[19, 23]

\[ P_d(T) = FY(T) = 1 - \exp(-k(T) \cdot \tau) \]

where \( \tau \) is the timescale for dissociation within the DMS cell. Given that \( SY = 1 - FY \), the point at which the experimental SY matches that of Equation 8 for a BP ion is taken as the effective temperature, \( T_{eff} \).

As DMS is a spatially dispersive technique, residence time in the DMS cell (\( \tau \)) is governed by the cell geometry and gas flow rate (Equation 9)

\[ \tau = \frac{V_{cell}}{Q} \]

where \( V_{cell} \) is the volume of the DMS cell and \( Q \) is the volume flow rate. For a cell that is 3 cm \( \times \) 1 cm \( \times \) 0.1 cm and a baseline flowrate of 2.8 L min\(^{-1} \) (0.0467 cm\(^3\) ms\(^{-1}\)), the residence time is 6.43 ± 1 ms. With potential variability in the state of vacuum pumping, the error in the timescale for dissociation (\( \sigma_t \)) is accounted for in the calculation of SY, and thus \( T_{eff} \).

Due to the asymmetry about the inflection point, calculated survival yields are fit with a non-conventional 5-parameter logistic function \( (A_{min} \text{ (minimum asymptote)}, A_{max} \text{ (maximum asymptote)}, x_0 \text{ (inflection point)}, h \text{ (Hill’s slope)}, s \text{ (asymmetry factor)}; \text{Equation 10}) \), which is rearranged to correlate experimental SYs to an effective temperature \( T_{eff} \) (Equation 11). Fits to calculated SYs are provided in Figure S3. All rate constants and fit parameters are provided in the supporting information.

\[ SY_{theor} = A_{min} + \frac{(A_{max} - A_{min})}{1 + \left( \frac{x_0}{T_{eff}} \right)^h s} \]
Absolute errors corresponding to determination of $T_{\text{eff}}$ originate from $\sigma_{\text{RRKM}}$, $\sigma_t$, and from the reproducibility of experimental SYs ($\sigma_{\text{SY}}$). On the same day, SYs are reproducible to 1\% (2\sigma). However, three independent data acquisitions on different days resulting in an average deviation of 1.8\% (2\sigma) despite identical operating parameters. The greatest deviation in experimental SY was 3.5\%. Thus, 3.5\% is used as the upper limit of uncertainty for the average SY of a single BP ion acquired in three independent data acquisitions (i.e. $\text{SY}_{\text{avg}}$ (%) $\pm$ 3.5\%); error bars in $T_{\text{eff}}$ and correspond to the sum of $\sigma_{\text{RRKM}}$, $\sigma_t$ and $\sigma_{\text{SY}}$.

**Computational Details**

All electronic structure calculations were performed using the Gaussian 16 B01 suite of programs.[48] Geometries of the intact benzylpyridinium ions and corresponding benzyl fragments were initially optimized at the B3LYP/6-31G level of theory, followed by subsequent optimization at the B3LYP/6-311++G(d,p) level of theory.[49, 50] DFT calculations included the GD3 empirical correction for dispersion.[51] Normal mode analyses were conducted to verify that each isomer corresponded to a minimum on the PES. Frequencies were scaled by 0.9679 to obtain the zero-point energy (ZPE).[52] Note that the scaling of vibrational frequencies by $\pm$5\% for RRKM calculations is in addition to the initial scaling by 0.9679. Atomic partial charges were generated according to the Merz-Singh-Kollman (MK) partition scheme,[53, 54] and constrained to reproduce the dipole moment of the BP derivative. All structures were carried forward to obtain theoretical CCSs in N$_2$ using the MobCal-MPI package.[55] Single point energy calculations were performed on B3LYP/6-311++G(d,p) optimized geometries at the CCSD(T)/6-311++G(d,p) level of theory. Since experimental dissociation energies are only available for two of the BP derivatives used in this study,[19] calculated BDEs were employed for all molecules as a means of ensuring consistency. BDEs were calculated from CCSD(T) electronic energies and corrected with B3LYP/6-
311++G(d,p) ZPEs, which agree well with experimental values (Table S2). BDEs, geometries, and CCSs for each benzylpyridinium parent and fragment ion are provided in the supporting information.

**Results and Discussion**

**SV induced heating (p-OMe)**

To characterize the extent of ion heating imparted by the SV waveform, we initially investigated ion heating due to interaction with the SV waveform for the most sensitive p-OMe BP derivative. Survival yields for the p-OMe BP ion as a function of the SV at different bath gas temperatures are shown in Figure 2A. As indicated by the SY of 0.65 at SV = 0 V, significant ion activation occurs during the ESI process in our apparatus compared to other investigations.[30–32, 56] It should be noted that the SY of the p-OMe BP ion remained unchanged until a critical SV (SV$_{\text{crit}}$) was surpassed, which corresponds to a > 3.5 % change in SY from the initial activation by ESI. At bath gas temperatures of 373, 423, and 450 K, SV$_{\text{crit}}$ values occur at 3750 V, 3250 V, and 2750 V, respectively. The observation of diminishing SV$_{\text{crit}}$ values as the bath gas temperature is increased while the initial SY remains unchanged supports the hypothesis that ions are thermalized to the temperature of the bath gas after the ESI process.
Figure 2. (A) $p$-OMe BP survival yields and (B) effective temperature at bath gas temperature of 373 (black), 423 (red) and 450 K (blue) are shown as solid squares. Curves in panel B are fits to $y = ax^2 + b$ based on two temperature theory.

Figure 2B shows the conversion of SY to $T_{\text{eff}}$ using RRKM modelling. In terms of correlating predicted $T_{\text{eff}}$ with those determined experimentally, the nature of the asymmetric SV waveform must be taken into consideration. The maximum voltage under the high-field condition is two-thirds of the peak-to-peak voltage applied (i.e., for SV = 3000 V, $V_{\text{max}}$ = 2000 V). In terms of $T_{\text{eff}}$, ion-heating is at its maximum under the high-field condition, which therefore defines the fragmentation behavior of the ion for each SV cycle. Since the ions undergo approximately 20 000 SV cycles during transit of the DMS cell, the observed $T_{\text{eff}}$ reflects the sum of $T_{\text{bath}}$ and the heating imparted during the high-field portion of the waveform.
At $T_{\text{bath}} = 373$ K, the $p$-OMe BP ion experiences a temperature of $561 \pm 8$ K at an SV of 4200 V. At higher bath gas temperatures at the same SV, the parent ion has already completely dissociated and RRKM underestimates the true $T_{\text{eff}}$. With no observed change in SY before $SV_{\text{crit}}$ or after complete dissociation, ion temperatures are approximated using a functional fit of $y = ax^2 + b$. Effectively, $a$ becomes a collection of constants related to the ion being examined, and $b$ is the temperature of the bath gas. The fit is ultimately based on two-temperature theory, which follows a quadratic relationship with field strength (see equation 3). All fit parameters are available in the supporting information. However, the use of this quadratic fit is not optimal since the field dependence of mobility is not explicitly considered. When applying two-temperature theory, there are known deviations (ca. 10 %) at higher field strengths.[56] Although there are higher order corrections, as well as different approaches called momentum-transfer theory[57] and three-temperature theory,[58] to date there is no exact theoretical model that correctly predicts the mobility of an ion for high field strengths.

Like the deviations of the Mason-Schamp relationship at high field, the quadratic fit is expected to be more representative of ion temperature at lower field strengths. For example, consider $T_{\text{eff}}$ at a single SV across the three bath gas temperatures examined. The difference in effective temperatures should be approximately equal to the difference between bath gas temperatures with an additional contribution from the dependence of ion mobility $K$ on temperature. A plot of the differences in RRKM and fit temperatures are shown in Figure S4. Considering $T_{\text{bath}}$ conditions of 373 K and 423 K, one expects a temperature difference of $\Delta T_{\text{bath}} = 50$ K; it was found that that the average difference between effective ion temperatures is $\Delta T_{\text{eff}} = 49 \pm 5$ K. Similarly, for $\Delta T_{\text{bath}} = 77$ K and $\Delta T_{\text{bath}} = 27$ K, $\Delta T_{\text{eff}}$ was found to be $80 \pm 5$ K and $\Delta T_{\text{eff}} = 32 \pm 4$ K, respectively. Given that differences in effective temperature correspond to the differences in bath gas temperature, one can use a quadratic fit to estimate ion temperatures before $SV_{\text{crit}}$, and after the parent ion has completely fragmented. For example, at $SV = 3200$ V, the $p$-OMe BP ion experiences effective temperatures of $482 \pm 6$ K, $532 \pm 4$ K, and $564 \pm 11$ K at the three bath gas
temperature settings. The fit provides decent approximations for ion effective temperatures prior to $S_{\text{V}}_{\text{crit}}$ but will likely produce poor approximations for ion temperature beyond the range that the RRKM-based method employed here can probe (i.e., when then parent has completely fragmented). Thus, alternative BP ions with dissociation thresholds greater than that of $p$-OMe BP were investigated.

**SV induced heating ($R = \text{Me, F, Cl, H}$)**

Figure 3 shows the SY of various BP ions ($R = \text{Me, F, Cl, H}$) as a function of the SV. Due to the higher energy required for dissociation of these species, fragmentation was only observed when using bath gas temperatures of 450 K. $S_{\text{V}}_{\text{crit}}$ increases as the dissociation energy corresponding to loss of pyridine increases for the various of BP derivatives. It should be noted that the $p$-CN BP derivative (not shown in Figure 3) did not exhibit any degree of additional fragmentation in the DMS cell due to its high $E_0$.

![Graph](image)

**Figure 3.** Survival yields for the para substituted benzylpyridinium ions ($R = \text{H, Cl, F, Me}$) at $T_{\text{bath}} = 450$ K.

In contrast to the $p$-OMe BP ion, the survival yields of the other derivatives at $S_{\text{V}} = 0$ are not significantly reduced. Again, only in-source fragmentation for the BP derivatives is observed before $S_{\text{V}}_{\text{crit}}$ is surpassed, indicating efficient thermalization of the analytes. The $p$-Me BP derivative ($E_0 = 2.27$ eV) exhibits $S_{\text{V}}_{\text{crit}} = 3800$ V, whereas the $p$-H BP derivative ($E_0 = 2.50$ eV) exhibits $S_{\text{V}}_{\text{crit}} = 4300$ V. Despite these high
values of $S_{V_{crilb}}$, one can correlate the observed SYs to temperatures with RRKM modelling and quadratic fits. The result of this analysis is shown in Figure 4.

**Figure 4.** Effective temperatures for the $p$-Me (A), $p$-F (B), $p$-Cl (C), and $p$-H (D) benzylpyridinium derivatives at $T_{bath} = 450$ K are shown as solid squares. Curves are fits to $y = ax^2 + b$ based on two temperature theory.

The separation field in the DMS cell (gap width of 1 mm) cannot be increased *ad infinitum* due to the breakdown voltage of the carrier gas. At the breakdown point, the buffer gas becomes electrically conductive and results in arcing between the stainless steel DMS electrodes. The $T_{eff}$ for the BP derivative ions at the maximum stable SV (4400 V) are summarized in Table 1. The unique $T_{eff}$ experienced by each BP ion at a given SV ultimately stems from its inherent ability to partition internal energy throughout its various (unique) internal degrees of freedom.

**The Dependence of $T_{eff}$ on Ion Structure**

To explore the $T_{eff}$ dependence on analyte structure (*viz.* geometry and internal energy), $T_{eff}$ was evaluated for the five BP derivatives that exhibited field-induced fragmentation at a $T_{bath} = 450$ K. Table 1 summarizes
the properties that influence the values of $T_{\text{eff}}$. These properties include the ion mass $m$, the total degrees of freedom $N_{\text{DoF}}$, $E_0$, and the collision cross section in N$_2$ ($\Omega_{\text{N2}}$).

Table 1. Properties of BP ions and their corresponding $T_{\text{eff}}$ at $SV = 4400$ V ($T_{\text{bath}} = 450$ K).

<table>
<thead>
<tr>
<th>Ion</th>
<th>$T_{\text{eff}} / \text{K}$</th>
<th>$m/z$</th>
<th>$N_{\text{DoF}}$</th>
<th>$\Omega_{\text{N2}} / \text{Å}^2$</th>
<th>$E_0 / \text{eV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$-OMe</td>
<td>$664 \pm 9$ K$^a$</td>
<td>205.14</td>
<td>87</td>
<td>143.09</td>
<td>1.85</td>
</tr>
<tr>
<td>$p$-Me</td>
<td>$708 \pm 14$ K</td>
<td>184.11</td>
<td>84</td>
<td>139.54</td>
<td>2.27</td>
</tr>
<tr>
<td>$p$-F</td>
<td>$736 \pm 15$ K</td>
<td>188.09</td>
<td>75</td>
<td>136.19</td>
<td>2.39</td>
</tr>
<tr>
<td>$p$-Cl</td>
<td>$719 \pm 15$ K</td>
<td>204.06</td>
<td>75</td>
<td>141.28</td>
<td>2.37</td>
</tr>
<tr>
<td>$p$-H</td>
<td>$759 \pm 17$ K</td>
<td>170.10</td>
<td>75</td>
<td>133.51</td>
<td>2.50</td>
</tr>
<tr>
<td>$p$-CN</td>
<td>n/a</td>
<td>195.09</td>
<td>78</td>
<td>149.55</td>
<td>2.74</td>
</tr>
</tbody>
</table>

$^a$ $T_{\text{eff}}$ determined with a quadratic fit (see blue trace, Figure 2B) due to complete fragmentation of parent.

The total energy imparted to an ion is related to its collision frequency with the buffer gas, which is proportional to its CCS; larger molecules traveling at the same velocity as smaller molecules gain more internal energy. However, since geometrically larger species have lower mobilities in a given collision environment, larger molecules travel more slowly than smaller molecules of equal mass and exhibit lower kinetic energy, and therefore lower $T_{\text{eff}}$. In other words, ion internal energies in the DMS environment are governed by two opposing effects; ion internal energies increase with ion CCS, but ion effective temperatures are diminished by lower mobilities with increasing ion CCS.

Under thermalization conditions, the $T_{\text{eff}}$ of a molecule describes its kinetic and internal energy, which is partitioned among its translation and internal ($i.e.$, rotational and vibrational; electronic ground state is assumed) degrees of freedom. Bearing this in mind, $T_{\text{eff}}$ of a BP derivative is proportional to its density of states and collision frequency. To a first approximation, the density of states of a molecule can be described by its mass-weighted degrees of freedom. Figure 5 illustrates the relationship between $T_{\text{eff}}$ of the five BP derivatives investigated at $T_{\text{bath}} = 450$ K and the product of the ion mass, its $3N$ degrees of freedom, and the inverse of its CCS. Linear fit parameters for heating at all SVs sampled can be found in
the supporting information. At the same SV, smaller ions (i.e., those with lower mass and $N_{\text{DoF}}$) exhibit greater $T_{\text{eff}}$ compared to larger ions. This approach follows observations made by Donor and coworkers, who noted the efficiency of energy deposition in proteins due to collisional activation was proportional to their mass and kinetic energy.[59] While the observed linear trend provides an attractive avenue to estimate effective ion temperature at a given SV using only intrinsic ion properties, more work must be done to validate the generality of the approach.

![Figure 5. Correlation of $T_{\text{eff}}$ determined at SV = 4400 V (blue; $R^2 = 0.998$), 4000 V (red; $R^2 = 0.996$), and 3000 V (black; $R^2 = 0.998$) with ion mass, $3N$ degrees of freedom, and inverse CCS ($T_{\text{bath}} = 450$ K). Darker squares indicate $T_{\text{eff}}$ values determined from the conversion of experimental SYs using the RRKM method; lighter squares indicate extrapolated $T_{\text{eff}}$ determined from fits to $y = ax^2 + b$ as shown in Figures 2B and 4B.](image)

**Two-temperature Theory Predications of $T_{\text{eff}}$**

Using the principles of two-temperature theory, it is possible to model the $T_{\text{eff}}$ of an ion under the dynamic conditions of the DMS environment.[60] Briefly, the drift velocity of each BP derivative was evaluated using Equation 1, where ion mobility $K$ is defined by the Mason-Schamp relation (Equation 2). $K$ was
evaluated using temperature-dependant CCS calculations performed in MobCal-MPI. The CCSs were fit to a function of the form \( a + b(T_{\text{eff}})^c \), which is based on the proportionality of CCS to \( T^{-1/2} \) in the low-field limit. The physical interpretation of the offset \( a \) corresponds to the CCS in the infinite temperature limit.\[61\] It should be noted that \( \Omega(T) \) deviates from the inverse square-root dependence at higher \( T \), which likely originates from deviations in Mason-Schamp predictions at high temperature. The variable exponent \( c \) allows for a more accurate interpolation, which is a viable alternative compared to calculation of the CCS at each temperature iteration in the self-consistent approach. The corresponding \( T_{\text{eff}} \) and ion velocities determined by this technique are shown in Figure S5 at \( T_{\text{bath}} = 450 \) K.

Owing to the nature of the SV waveform as described previously, a comparison must be made between experimental \( T_{\text{eff}} \) and the value predicted by two-temperature theory during the high-field portion of the waveform where ion heating is maximized. This comparison is shown for the \( p \)-OMe (lowest error) and \( p \)-Cl (biggest error) in Figure 6 for \( T_{\text{bath}} = 450 \) K. Similar correlation plots for the other derivatives are provided in Figure S6.
Figure 6. A comparison of experimental and theoretical $T_{\text{eff}}$ determined using a self-consistent two-temperature theory approach for the (A) $p$-OMe and (B) $p$-Cl BP derivatives. The dashed line corresponds to $y = x$. Lighter squares indicate extrapolated $T_{\text{eff}}$ determined from fits to $y = ax^2 + b$ as shown in Figures 2B and 4. Darker squares indicate $T_{\text{eff}}$ values determined from the conversion of experimental SYs using the RRKM method.

Overall, there is good agreement between $T_{\text{eff}}$ determined experimentally and that calculated by two-temperature theory. Mean absolute errors (MAE) between the two methods range from 7.9 K ($p$-OMe BP) to 25.2 K ($p$-Cl). Deviations are systematic in that two-temperature theory underestimates ion temperature at high $T_{\text{eff}}$ (high SV). These deviations can be attributed to: (1) the field dependency of ion mobility $K$ above the low field limit, (2) neglecting instantaneous ion velocities (and therefore dynamic temperature variations) resulting from the dynamic waveform, and (3) the possibility of ion heating during
the low field portion of the waveform at high SV. To address these points in more detail, deviations at high $T_{\text{eff}}$ can be largely attributed to the breakdown of the Mason-Schamp relation at high-field. This is best treated empirically with an $\alpha$ function (Equation 12), where the $\alpha$ coefficients define the difference in ion mobility between high and low field. Since reversing the field polarity has no impact on ion mobility, the series expansion is a summation of even powers.

$$K \left( \frac{E}{N} \right) = K(0) \cdot \left[ 1 + \alpha \left( \frac{E}{N} \right) \right] = K(0) \cdot \left[ 1 + \alpha_2 \left( \frac{E}{N} \right)^2 + \alpha_4 \left( \frac{E}{N} \right)^4 + \cdots \right]$$ (12)

Since all BP ions require increasingly positive CVs to elute as SV increases (Type C behavior), $\alpha$ coefficients become increasingly negative as field strength increases.[35, 62] This describes a reduced ion mobility under high field conditions compared to low-field, which results in reduced ion velocities and a comparatively lower $T_{\text{eff}}$. While $\alpha$ coefficients are calculated and employed in this approach, one must also consider the shape of the SV waveform and its effect on instantaneous ion velocities. For the implementation studied here, the combination of two sinusoidal harmonics means ions experience the peak potential of the waveform for a small fraction of the duty cycle. DMS trajectory simulations show that ions adopt zig-zag-like paths reflecting the SV waveform, but with variation due to diffusion.[63] Ultimately, this results in instantaneous velocities of zero during the ion’s transit due to the switching SV polarity and trajectory fluctuations associated with ion diffusion. Consequently, ions are unlikely to reach their steady-state drift velocity $KE$ during the high or low field portion of the SV waveform. Simply put, ions do not instantaneously adjust to the dynamic field, leading to the inequality $v \leq KE$, which will be more pronounced at higher field strengths. One would therefore expect that measured ion temperatures should be lower than those predicted by two-temperature theory. However, this is offset by the fact that a non-negligible degree of ion fragmentation occurs across the entire SV duty cycle (not just at the highest point of the waveform), and this behavior is not captured in two-temperature theory modeling. Thus, the ideal method to predict $T_{\text{eff}}$ using a first-principles two-temperature theory approach would involve
simulating ion trajectories in the DMS cell to evaluate instantaneous and temperatures across the entire SV duty cycle. A basis for this approach was first described by Lai and coworkers, who simulated ion mobility in N$_2$ and He at high field strengths.[64] Coupling of these simulations with the inelasticity of collisions and ion diffusion would allow for evaluation of ion velocities over numerous SV duty cycles. These velocities could then be used in a self-consistent approach to evaluate $T_{eff}$; our efforts in this regard are ongoing.

The additional effects of instrumental parameters on ion heating

Curtain gas flow

The gas number density $N$ is directly proportional to the gas pressure. Given the inherent increase in collision frequency at higher operating gas pressure, one would expect a decrease in ion $T_{eff}$ due to the reduced $E/N$ ratio. Recall that the time between collisions in DMS experiments at atmospheric pressures is on the nanosecond timescale. Over a residence time of $6.4 \pm 1$ ms, during which millions of collisions occur between the ions and the background gas, it is expected that ions thermalize efficiently. Since a change in curtain gas pressure is expected to have only a minor effect on the total pressure in the DMS cell, its anticipated collisional cooling effect should be small. This is observed experimentally, where the most drastic SY differential over the 10 – 30 psi range (at SV = 4400 V) is $\Delta SY = 0.16 \pm 0.05$ for the p-Cl BP derivative. For the p-H, p-F, and p-Me derivatives, $\Delta SY = 0.11 \pm 0.05$ for the same conditions, and $\Delta SY = 0.08 \pm 0.05$ for the p-OMe derivative at SV = 3200 V (above which ion signal is lost due to significant fragmentation of the parent). These results are summarized in Figure S7. Should one desire to tune $T_{eff}$ by way of changing curtain gas pressure, one should be cognisant of the fact that higher pressures result in reduced ion transmission through the DMS cell.
Ion optics voltages; entrance potential (EP) and collision cell exit potential (CXP)

To explore the field-induced heating effect of the ion optics voltages, parameters were first set to minimize ion activation (i.e., EP = 2 V, CXP = 0 V, DMO = −3 V, DP = 0 V), then individual parameters were varied. In this way, the effect of post-DMS potentials on ion heating was investigated by conducting SY evaluations at \( T_{\text{bath}} = 373 \) K for the most sensitive BP derivative (p-OMe). The results of these studies are shown in Figure S8. In terms of the EP and CXP, there is very little difference in SY between operating conditions that minimize ion activation and those that optimize ion transmission. However, it should be noted that the effect of field focusing is more pronounced at the optimal experimental settings and could impact SY evaluations if the efficiency of ion transmission is different for the parent and fragment ions. Thus, it is recommended to characterize \( T_{\text{eff}} \) under conditions that minimize ion activation to mitigate some of the effects arising from field focusing. Operating under default conditions (i.e., EP = 10 V, CXP = 15 V, DMO = −3 V, DP = 100 V) significantly increases \( T_{\text{eff}} \) at SV = 0 V from 550 ± 11 K to 564 ± 11 K. This increase in effective ion temperature is largely due to fragmentation induced by the DP. At DP = 100 V, \( T_{\text{eff}} \) at SV = 0 is 561 ± 11 K, indicating that the EP and CXP collectively contribute ca. 3 K of heating to the p-OMe BP ion.

Declustering Potential (DP)

The DP setting controls the voltage on the orifice between the DMS cell and MS, which is used to decluster ions prior to entry into the QJet region that focuses ions into Q1. Since the pressure in the QJet region is held at approximately 2 Torr, \( E/N \) ratios exceed 150 Td at DP = 100 V (see figure S9). The high field in this region induces additional fragmentation of the benzyl cation (F⁺) fragments beyond the unimolecular dissociation leading to loss of pyridine (see Figure 1). Since the modelling of these additional fragmentation pathways with RRKM requires characterization of the (unknown) transition states, a traditional SY method described previously was instead employed to estimate \( T_{\text{eff}} \). [23, 25, 26, 28, 65]
Rather than solely monitoring the substituted benzyl fragment cation, this method instead accounts for all fragments.\cite{19, 66} Figures S10 to S15 plot the observed fragmentation channels as breakdown curves.

This alternative method plots SY values against calculated BDEs for C—N cleavage. Two points at (BDE, SY) = (0,0) and (10,1) are added for fitting purposes. The data is fit to a sigmoidal function of the form described in Equation 13 according to prior implementations of the method.\cite{19, 24, 25}

\[
y = \frac{a}{1 + \exp\left(\frac{x - x_0}{b}\right)}
\]  

(13)

where a, b, and x₀ are fit parameters. By taking the derivative of the sigmoid, one obtains an approximation of the internal energy distributions of the ions (equation 14). Select sigmoidal functions and their corresponding derivatives fit with Boltzmann distributions for p-OMe are shown in Figure S16 and S17, respectively.

\[
\frac{dy}{dx} = \left(\frac{a}{b}\right) \cdot \left(\frac{\exp\left(\frac{-\left(x-x_0\right)}{b}\right)}{1 + \left(\exp\left(\frac{-\left(x-x_0\right)}{b}\right)\right)^2}\right)
\]  

(14)

\(T_{\text{eff}}\) is determined at a given DP by fitting Boltzmann distributions (Equation 6) for the BP ions used such that their average internal energy matches that of the sigmoid derivative. This is shown for the p-OMe derivative at DP = 100 V in Figure S18. As each BP derivative contains a unique R group, the difference in the rovibrational density of states translates to a unique \(T_{\text{eff}}\) experienced for each BP ion. The SY and corresponding \(T_{\text{eff}}\) of each BP ion is shown in Figure 7. The p-Cl BP derivative could not be treated with this method due to a fragmentation channel that resulted in loss of the Cl moiety; the resulting fragment could not be distinguished as originating from the either \(^{35}\text{Cl}\) or \(^{37}\text{Cl}\) parent isotopologues.

At the default setting of DP = 100 V, with no influence from the SV and \(T_{\text{bath}} = 373\) K, the maximum \(T_{\text{eff}}\) for the BP ion series varies from 768 \pm 26 K (p-OMe) to 877 \pm 24 K (p-H BP) in the QJet region.
As mentioned previously, the degree of ion heating induced by the DP is proportional to intrinsic ion properties \((i.e., \text{mass, } N_{\text{DoF}}, \text{CCS})\). However, one must consider the ramifications of field induced heating at significantly lower pressure, where collisional cooling is inefficient. The approximate initial pressure in the QJet region is 2 Torr, which drops off significantly as the ion travels further into the mass spectrometer (operating at \(ca. 7\) mTorr). With \(N_2\) and \(T_{\text{bath}} = 373\) K, the mean free path is \(ca. 0.04\) cm at 2 Torr and \(ca. 10.3\) cm at 7 mTorr. Since the total length of the QJet and Q0 regions being 15 cm, this translates to fewer than 400 collisions between residual buffer gas and the analyte. This is in direct contrast to the DMS cell at atmospheric pressure where millions of collisions occur during the \(ca. 6\) ms transit time. In the absence of sufficient collisions, a linear relationship exists between \(T_{\text{eff}}\) of the BP derivatives and the product of the ion mass and its \(3N\) degrees of freedom \((i.e., \text{negligible dependence on CCS})\). These are plotted in Figure S19, where correlation coefficients of \(R^2 = 0.98, 0.98, \text{ and } 0.96\) are found at \(DP = 60, 120, \text{ and } 180\) V. Correlations for DP heating that consider inverse CCS dependence yield an average \(R^2\) of 0.87. Linear fit parameters for heating at all DPs sampled can be found in the supporting information.
Figure 7. (A) Survival yields and effective ion temperatures for the (B) p-OMe, (C) p-Me, (D) p-F, (E) p-H, and (F) p-CN BP ions as a function of DP. Curves correspond to a quadratic fit of the form \( y = ax^2 + b \) \((T_{bath} = 373 \text{ K})\). \( T_{\text{eff}} \) is determined by incorporating the kinetic shift (solid squares) or neglecting its effect (open squares).

The methodology employed to determine \( T_{\text{eff}} \) in the QJet region does not consider the fact that BP ions have a finite amount of time to dissociate upon activation. To account for the finite time spent in the QJet region, sigmoidal curves can be generated for \( SY \) versus the appearance energy \( (E_{\text{app}}) \), where \( E_{\text{app}} \) is the energy necessary to fragment the BP ion at an observable rate. \( E_{\text{app}} \) is the sum of the critical energy, \( E_0 \) \((i.e., \) the zero-point dissociation energy of the ion) and the kinetic shift, \( E_{\text{ks}} \), which is the excess energy required to observe dissociation on the experimental timescale.[27, 67] The timescale for ion activation
in the QJet region is approximately 4 μs. However, fragmentation can occur along the length of the QJet and Q0 regions as well as throughout the mass spectrometer en route to the detector. Should fragmentation occur between Q1 and Q3, an increase in the respective M+/F+ MRM transitions would be observed; since such an increase was not detected, it was assumed that dissociation predominantly occurs in the QJet and Q0 region. A schematic of the mass spectrometer highlighting the locations of the QJet, Q0, Q1, and Q3 is provided in Figure S20. Thus, the timescale for dissociation in this region is dictated by the time it takes the ion to transit the QJet region and Q0, which is approximately 6 ± 2 ms (τDP). A description of this determination is provided in the supporting information. Eapp values are then determined from k(Eapp) = τDP⁻¹ using Figure S1. This yields the following average Eapp values: 2.23 (p-OMe), 2.84 (p-Me), 2.93 (p-Cl), 2.95 (p-F), 3.09 (p-H), and 3.72 eV (p-CN). Accounting for the kinetic shift raises temperatures significantly, as seen in Figure 7. It should be noted that there will be competition between some collision induced fragmentation and cooling in this region, so temperatures are likely cooler than those predicted by the kinetic shift.

**In-source and external influences on T_{eff}**

In previous works that used BP ions to evaluate T_{eff} for in-source heating, it was shown that ESI capillary temperature has an effect on the degree of heating imparted to the ions.[24] In cases where ions thermalize to T_{bath}, a source temperature that is below T_{bath} will not affect the SY at SV = 0 V. In cases where ions are not thermalized to T_{bath}, it should be possible to change SY by varying source temperature. Figure S21 shows the source temperature dependence of the SY for the most weakly-bound BP derivative (p-OMe) at T_{bath} = 373 K and SV = 0 V; changes in SY as a function of increasing source temperature are within statistical error. This shows that, although the ESI process activates ions resulting in in-source fragmentation, the ions produced by ESI are quickly thermalized to T_{bath} en route to the DMS cell. This result accords with other studies of ESI source temperatures assessed using BP ions.[21, 46, 66, 68]
It has also been suggested that the ESI solvent impacts the observed $T_{eff}$ in experiments.[23, 26] Despite the fact that this phenomenon stems from droplet evaporation during the ESI process, the relative reactivity and stability of the benzylpyridinium thermometer ions must be considered owing to the relative electrophilicity of the benzyl position. In the presence of protic ESI solvents, hydrolysis to yield the benzyl alcohol or benzyl ether is likely. Investigation of four solvent mixtures of MeCN with either MeOH or H$_2$O showed minor differences in the SY for the p-OMe BP ion in experiments conducted on the same day (see Figure S22). The SYs for species produced from methanol containing ESI solvents were marginally greater than those from mixtures containing water. However, SYs in ESI mixtures containing water exhibited much larger variance between measurements, which can be predominantly attributed to formation of the substituted benzyl alcohol ($m/z$ 139) during the ESI process. Analysis of the ionograms indicates that 15.1 ± 2.0 % of the total peak area corresponds to formation of the benzyl alcohol when a 9:1 H$_2$O/MeCN solution is employed, and that this value is reduced to 7.6 ± 0.4 % when a 1:1 H$_2$O/MeCN used. Negligible amounts of the methyl benzyl ether ($m/z$ 153) was produced from ESI mixtures containing methanol (< 2 %).

In the evaluations of in-source and external influences on $T_{eff}$, instrumental parameters and components ($i.e.$, ESI capillary, TurboSpray source, DMS cell and plates) were fixed. The extent of ion activation using three different TurboSpray sources was also examined. Figure S23 shows differences in SY of the p-OMe derivative as a function of TurboSpray sources operating under identical conditions. These combined results are indicative of the absolute uncertainty related to a SY measurement. Day-to-day drifts in experimental SY can originate from more variable conditions, which may include the state of the vacuum system, trace humidity present in the N$_2$ carrier gas, and the cleanliness of the ESI capillary and DMS cell. It is therefore necessary to characterize SY on subsequent days to evaluate the uncertainty associated with any single SY determination.
Conclusions

The extent of ion heating during DMS experiments is evaluated experimentally for the first time by using the survival yields of benzylpyridinium thermometer ions to determine effective temperatures using an RRKM-based approach. The extent of ion activation was found to depend linearly on the ion density of states and collision frequency. Our analysis indicates extensive heating induced by the SV waveform at high peak-to-peak voltage, with effective ion temperatures ranging from 664 ± 9 K (p-OMe) to 759 ± 17 K (p-H) for the benzylpyridinium derivatives at SV = 4400 V and $T_{bath} = 450$ K. The decrease in SY with increasing SV while minimizing post-DMS potentials unambiguously identifies that the SV is responsible for ion activation and fragmentation in the DMS cell. Similar analysis for the post-DMS region indicate substantial ion heating exceeding that observed in the DMS cell owing to the substantially larger $E/N$ ratio.

By characterizing ion temperatures and establishing a correlation between $T_{eff}$ and inherent ion properties (viz. mass, number of degrees of freedom, and CCS), this work provides a step towards elucidating the fundamental principles that underpin the phenomenon of differential ion mobility. Whether this linear trend can be generalized to all molecular classes is an open question. Nevertheless, the fact that $T_{eff}$ significantly exceeds $T_{bath}$ at high field has important bearing on the interpretation of DMS data related to ion structure. On the one hand, the dynamic temperature conditions and relatively high peak temperatures complicate the evaluation of CCS by DMS because the high temperature and pressure conditions have the potential to induce structural rearrangements of the analytes. While dynamic ion CCSs associated with ion microsolvation are relatively well established in the context of DMS,[62] dynamic analyte structural changes (e.g., protein folding and unfolding) have received less attention.[15, 69] On the other hand, a deeper understanding of the well-defined and controlled conditions of the DMS environment, and in particular how this affects ion temperature, presents the opportunity to study dynamic phenomena like isomerization and ion-solvent clustering. Ultimately, the determination of CCSs from DMS experiments relies on gauging the dynamic effective temperature of the ion in question during
the SV duty cycle. This temperature range must then be correlated to the temperature-dependent evolution of ion structure to create a picture of the dynamic CCS of the ion. [70, 71] As progress is made in this regard, the direct correlation of DMS measurements to molecular structure may become possible.
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