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Abstract

Let $E$ be a supersingular elliptic curve over a finite field. In this document we study public-key encryption schemes which use non-constant rational maps from $E$. The purpose of this study is to determine if such cryptosystems are secure. Supersingular Isogeny Diffie-Hellman (SIDH) and other supersingular isogeny-based cryptosystems are considered. The content is naturally divided by cryptosystem, and in the case of SIDH, further divided by type of cryptanalysis: SIDH when the endomorphism ring of the base elliptic curve is given (as is done in practice), repeated use of keys in SIDH, and endomorphism ring constructing algorithms. In each case the relevant background material is presented to develop the theory.

In studying the security of SIDH when the endomorphism ring of the base curve $E$ is known, one of the main results is the following. This theorem is then used to reduce the security of such an SIDH instantiation to the problem of finding particular endomorphisms in $\text{End}(E)$.

**Theorem 1.** Given

1. a supersingular elliptic curve $E/\mathbb{F}_p^2$ such that $p = N_1 N_2 - 1$ for coprime $N_1 \approx N_2$, where $N_2$ is log $p$-smooth,
2. an elliptic curve $E'$ that is the codomain of an $N_1$-isogeny $\phi : E \to E'$,
3. the action of $\phi$ on $E[N_2]$, and
4. a $k$-endomorphism $\psi$ of $E$, where $\gcd(k, N_1) = 1$, and if $g$ is the greatest integer such that $g \mid N_2^2$ and $g \mid k$, then $k' := \frac{k}{g} < N_1$,

there exists a classical algorithm with worst case runtime $\tilde{O}(k'^3)$ which decides whether $\psi(\ker \phi) = \ker \phi$ or not, but may give false positives with probability $\approx \frac{1}{\sqrt{p}}$. Further, if $k'$ is log $p$-smooth, then the runtime is $\tilde{O}(\sqrt{k'})$.

In studying the security of repeated use of SIDH public keys, the main result presented is the following theorem, which proves that performing multiple pairwise instances of SIDH prevents certain active attacks when keys are reused.

**Theorem 2.** Assuming that the CSSI problem is intractable, it is computationally infeasible for a malicious adversary, with non-negligible probability, to modify a public key $(E_B, \phi_B(P_A), \phi_B(Q_A))$ to some $(E_B, R, S)$ which is malicious for SIDH.
It is well known that the problem of computing hidden supersingular isogenies can be reduced to computing the endomorphism rings of the domain and codomain elliptic curves. A novel algorithm for computing an order in the endomorphism ring of a supersingular elliptic curve is presented and analyzed to have runtime $O(p^{1/2}(\log p)^2)$.

In studying non-SIDH cryptosystems, four other isogeny-based cryptosystems are examined. The first three were all proposed by the same authors and use secret endomorphisms. These are each shown to be either totally insecure (private keys can be recovered directly from public keys) or impractical to implement efficiently. The fourth scheme is a novel proposal which attempts to combine isogenies with the learning with errors problem. This proposal is also shown to be totally insecure.
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Chapter 1

Introduction

The goal of this work is an in-depth study of the security of different supersingular isogeny-based public-key cryptosystems. Let \( E \) be a supersingular elliptic curve over a finite field \( \mathbb{F}_p \). An isogeny is a non-constant rational map from \( E/\mathbb{F}_p \) to another elliptic curve \( E'/\mathbb{F}_p \) which is also a group homomorphism between \( E(\mathbb{F}_p) \) and \( E'(\mathbb{F}_p) \). If two parties wish to establish a shared secret, they may use, among other things, a random secret isogeny with domain \( E \) as their secret key, and the codomain of their isogeny as their public key. In this generic framework, many distinct cryptosystems have been proposed. The main appeal of isogeny-based cryptosystems, as opposed to the classical discrete logarithm based elliptic curve cryptosystems, is their potential post-quantum security. This work examines some of these proposals, and in each case, describes novel attacks, reveals insecurities, or provides proofs of security.

Constructive applications of supersingular elliptic curve isogenies to cryptography were first introduced by Charles, Goren, and Lauter, who proposed a cryptographic hash function [26]. The hash function takes a walk in the supersingular isogeny graph, determined by the input, taking advantage of the random mixing property of the graph. The first work on isogeny-based key establishment is a note published by Couveignes [36] in 2006 (written in 1997) using ordinary elliptic curves, and independently by Rostovtsev and Stolbunov [82], frequently referred to as the CRS scheme. By computing a multitude of prime degree isogenies from a public ordinary elliptic curve \( E \) over a field with cryptographically large characteristic, it is believed to be computationally difficult to determine this isogeny from the domain, codomain, and degree. This is the basis of the CRS key establishment scheme. The appeal of this system was that it had exponential security against quantum adversaries, and small public-key sizes, but the downside is the computational inefficiency of computing ordinary isogenies.
Around 2010, Childs, Jao and Soukharev discovered a quantum subexponential-time attack on these two schemes [28], utilizing the commutativity of the ordinary elliptic curves’ endomorphism rings. Close to this time Jao and De Feo proposed a new key-exchange scheme, later called supersingular isogeny Diffie-Hellman (SIDH), using supersingular elliptic curves [58]. The benefits of shifting to supersingular elliptic curves is that the computation cost is drastically less than for ordinary elliptic curves, small public-keys are retained, and the subexponential attack of [28] does not apply (supersingular endomorphism rings are non-commutative) making SIDH a good candidate for post-quantum cryptography. The downside is that part of the action of the secret isogeny needs to be published for key-exchange, meaning its security is dependent on a stronger computational assumption than the usual isogeny problem.

Computational improvements have been made to the CRS scheme, resulting in a more efficiently performable key-exchange called CSIDH [23]. Many signature schemes, and other cryptographic utilities have been proposed in recent years [54, 40, 50, 4].

In 2016, NIST announced a competition (but not a competition) to standardize post-quantum encryption and signature schemes [27]. The only isogeny-based entry was Supersingular Isogeny Key Exchange (SIKE) obtained by applying a Fujisaki-Okamoto-like transformation [57] to SIDH. The initial entry consisted of three parameter sets and implementation code, and is in the second round of the contest at the time of this writing.

The work in this thesis begins with Chapter 3, which introduces a novel area of cryptanalysis by studying the relationship between the $\ell$-isogeny problem and knowledge of the involved elliptic curves’ endomorphism rings. It has been shown that the $\ell$-isogeny problem can be solved efficiently if the endomorphism rings of both the domain and codomain elliptic curves are known [65]. It has also been argued heuristically that when neither of the endomorphism rings are known, the $\ell$-isogeny problem is as difficult as computing the endomorphism rings [77]. The work in this chapter discusses the tractability of the $\ell$-isogeny problem in the case where only the endomorphism ring of the domain elliptic curve is known. The proposed algorithms for solving the $\ell$-isogeny problem in this chapter also use the revealed torsion information inherent in SIDH to increase their probability of success, making these algorithms non-generic.

The first result of Chapter 3 discusses when an endomorphism of $E$ implies the existence of an endomorphism on some isogenous $E'$.

**Proposition 1.** Let $k, N \in \mathbb{Z}$ be coprime. Let $E/\mathbb{F}_q$ be a supersingular elliptic curve, let $R \in E[N]$, and let $\psi \in \text{End}(E)$ be cyclic with order $k$. Suppose $\phi : E \to E'$ is an isogeny with kernel $\langle R \rangle$. If $\langle R \rangle$ is fixed (as a subgroup) by $\psi$, then there exists a cyclic
endomorphism on $E'$ of degree $k$. Furthermore, this endomorphism $\psi' \in \text{End}(E')$ has kernel $\phi(\ker \psi)$.

The converse of this proposition is also true with high probability when $k < \sqrt{p}$: if $E$ and $E'$ are $N$-isogenous, $\psi \in \text{End}(E)$ with $\deg \psi = k$, and there exists an endomorphism of $E'$ with degree $k$, then with high probability $\psi(\ker \phi) = \ker \phi$. This pair of results then forms a passive method for revealing information about $\ker \phi$, which is meant to be secret in supersingular isogeny cryptography. An algorithm is described to learn this information.

**Theorem 2.** Given

1. a supersingular elliptic curve $E/\mathbb{F}_{p^2}$ such that $p = N_1N_2 - 1$ for coprime $N_1 \approx N_2$,
2. an elliptic curve $E'$ that is the codomain of an $N_1$-isogeny $\phi : E \to E'$, and
3. a $k$-endomorphism $\psi$ of $E$, for some integer $k$ where $\gcd(k, N_1) = 1$ and $k < N_1$,

there exists a classical algorithm with worst case runtime $\tilde{O}(k^3)$ which decides whether $\psi(\ker \phi) = \ker \phi$ or not, but may give false positives with probability $\approx \frac{1}{\sqrt{p}}$. Further, if $k$ is log $p$-smooth, then the runtime is $\tilde{O}(\sqrt{k})$.

The remainder of Chapter 3 is a study of a lower bound on the runtime of this algorithm on SIKE parameters where no improvements on the best-known attack is found, and in the multi-party setting where improvements are found.

Chapter 4 discusses the security of repeated use of static keys by both parties, i.e. static-static key-exchange or non-interactive key exchange, in SIDH. The motivation for this cryptographic primitive is to eliminate the need for key-generation in every session. However, Galbraith et al. [53] explained why a static-static implementation of textbook SIDH is vulnerable to a (classical) active attack. This active attack, repeated adaptively, breaks textbook static-static SIDH. Kirkwood et al. [63] showed how a Fujisaki-Okamoto transformation could be applied to SIDH, which would allow for one party to use a static key securely by “indirect validation” of the other participants public key. This modification to SIDH enables secure use of static-ephemeral key-exchange.

As mentioned, the goal of Chapter 4 is achieving secure static-static key-exchange. We present a generic transform of a key-exchange protocol to one which is secure against attacks of the form that broke the static-static textbook SIDH [53]. This goal is realized by having the participants perform multiple key-exchange rounds in parallel and using a
key derived from all the computed shared secret values. We show that the security of this multiple-round key-exchange protocol is no less than the original key-exchange protocol. We formalize the attack type of [53], and prove that it no longer applies to the transformed protocol under the assumption that a certain type of malicious public key cannot be found. We then prove such malicious public-keys are infeasible to compute for SIDH as long as its underlying security assumption holds (i.e. we reduce the problem of computing a malicious key to the standard SIDH isogeny problem). Chapter 4 also contains an analysis of the number of rounds needed for the static-static SIDH protocol at a 128-bit post-quantum security level, key-size analysis, and a discussion of subsequent work published in this area.

The next chapter, Chapter 5, focuses on the problem of computing the endomorphism ring of a given supersingular elliptic curve, $E/\mathbb{F}_p$. The intractability of computing $\text{End}(E)$ is vital to the security of supersingular isogeny-based schemes. The collision resistance and second preimage resistance of the CGL hash function [26] depend on this problem being difficult [77, 46]. Further, the $\ell$-isogeny problem can heuristically be solved in polynomial time when the endomorphism rings of both the domain and codomain curve are known [65]. This would lead to a break of SIDH if the endomorphism ring problem were not intractable [53].

An endomorphism of $E$ is an isogeny with both domain and codomain $E$. It is known that the ring of endomorphism of $E$, called $\text{End}(E)$, is isomorphic to some maximal order in a quaternion algebra (ramified at $p$ and $\infty$), and further this maximal order is unique to $E$ up to the Galois conjugacy class of the $j$-invariant of $E$. The first to study the problem of computing $\text{End}(E)$ for an arbitrary supersingular elliptic curve was Kohel in his PhD thesis [64]. His approach generated a finite index subring of $\text{End}(E)$ by finding two independent cycles containing $j(E)$ in the $\ell$-isogeny graph of supersingular elliptic curves, as these correspond to endomorphisms of $E$ (with $\ell$-power degree). This probabilistic algorithm requires exponential storage and has an expected running time of $O(p^{1+c})$. Heuristically, one expects this algorithm to be called $O(\log p)$ many times before the entire endomorphism ring of $E$ can be determined [77]. Instead of computing cycles, one may also compute a smooth [54] (or power of $\ell$ [40]) degree isogeny between $E$ and an elliptic curve with a known endomorphism ring. Delfs and Galbraith’s [41] probabilistic algorithm for this problem requires polynomial storage and has expected runtime $\tilde{O}(p^{1/2})$.

Chapter 5 presents a novel algorithm for computing independent cycles containing $E$ in the $\ell$-isogeny supersingular elliptic curve graph. As mentioned, these cycles correspond to endomorphisms and form a suborder of $\text{End}(E)$ of finite index. The runtime of this probabilistic algorithm is analyzed and shown to require polynomial storage and run in expected time $O((\log p)^2 p^{1/2})$. 4
In 2017, Daghigh et al. [38] proposed three key-exchange protocols using elliptic curve isogenies. The first approach uses an ordinary curve $E$, the private keys are randomly generated endomorphisms of $E$, and the public keys are the images of the private endomorphisms on a public point $P$. A shared secret can be derived by applying one’s private endomorphism to the other’s public point. The second approach is similar but uses a supersingular elliptic curve. As the endomorphisms no longer commute, the shared secret is instead derived by constructing an isogeny. The third and final method is to have four independent isogenies between the global parameters $E$ and $E'$ (constructed by precomposing four independent endomorphisms of $E$ with an isogeny from $E$ to $E'$). The private key is then a random isogeny from $E$ to $E'$, the public key is the image of a public point under this isogeny, and the shared secret can be constructed via new isogenies.

We examine all three proposed methods in Chapter 6. The conclusion is that all three are insecure when the order of $P$ is a smooth number. Further, when the order of $P$ is not smooth, the first method is not post-quantum secure, and the second and third methods only have a polynomial gap in the work of a honest participant and a malicious adversary (that is, under the assumption that honest participants can perform their operations in a feasible amount of time, these schemes succumb to classical attacks in a feasible amount of time).

In Chapter 7 we present a generic public-key encryption scheme from the learning with errors problem [80] on finitely generated groups. We then present an instantiation based on supersingular isogenies, analyze the key sizes and computation costs, and give the usual proofs of security. We conclude with cryptanalysis which shows that this scheme is insecure by an application of Shor’s quantum hidden subgroup algorithm.

1.1 Organization of Work

Section 2.1 introduces the necessary mathematical background of elliptic curves over finite fields. Section 2.2 presents the background of both ordinary and supersingular isogeny-based cryptography. Chapter 3 studies a new cryptanalytic avenue for supersingular isogeny-based key-exchange and its applicability to SIKE. Chapter 4 proves the security of the novel static-static key-exchange transformation, and supersingular isogeny-based application. Chapter 5 presents a novel algorithm for constructing (power of $\ell$ degree) endomorphisms of arbitrary supersingular elliptic curves over a finite field. Chapter 6 studies the insecurity of three endomorphism-based schemes. Chapter 7 introduces and breaks the supersingular isogeny instantiation of a generic learning with errors encryption scheme.
Chapter 2

Elliptic Curves and Cryptography

This chapter is an introduction to the theory of elliptic curves and isogenies, and their use in post-quantum cryptography. A goal of this thesis is to be self-contained, so all necessary preliminary material is presented. The material in Section 2.1 of this chapter is collected primarily from the texts [31, 32, 51, 85].

2.1 Elliptic Curve Preliminaries

2.1.1 Coordinates and the Group Law

The central objects of isogeny-based cryptography, and the work of this thesis, are elliptic curves. The definition we will begin with is of an elliptic curve.

Definition 2.1.1. An elliptic curve $E$ over a field $K$, denoted $E/K$, is given by a non-singular projective curve of the form

$$E : Y^2Z + a_1XYZ + a_3YZ^2 = X^3 + a_2X^2Z + a_4XZ^2 + a_6Z^3,$$

(2.1)

for $a_1, a_2, a_3, a_4, a_6 \in K$, along with a base point $O = O(E) = O_E = \infty = \infty_E = [0, 1, 0]$ which is referred to as the point at infinity.

From the coefficients of an elliptic curve in Eq. 2.1 we can define the $b$-invariants and
the $c$-invariants of a curve to simplify later algebra:

\[
\begin{align*}
    b_2 &= a_1^2 + 4a_4, \\
    b_4 &= 2a_4 + a_1a_3, \\
    b_6 &= a_3^2 + 4a_6, \\
    c_4 &= b_2^2 - 24b_4, \\
    c_6 &= -b_2^3 + 36b_2b_4 - 216b_6.
\end{align*}
\]

Frequently this work will use affine Weierstraß equations for an elliptic curve over $K$ instead of projective coordinates. The (affine) long Weierstraß form can be obtained from Eq. 2.1 by the change of coordinates $x = X/Z$ and $y = Y/Z$:

**Definition 2.1.2.** An elliptic curve $E$ over a field $K$ is given by the equation

\[
E : y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6,
\]

along with the point at infinity, where the coefficients $a_1, a_2, a_3, a_4, a_6 \in K$ are such that for each point $P = (x_1, y_1)$ with coordinates in $\overline{K}$ satisfying Eq. 2.2, the partial derivatives at $P$ ($2y_1 + a_1x_1 + a_3$ and $3x_1^2 + 2a_2x_1 + a_4 - a_1y_1$) do not vanish simultaneously.

The last condition in Definition 2.1.2 is equivalent to the non-singular condition of Definition 2.1.1. This change of coordinates requires that $Z \neq 0$. Indeed, each point $(x, y) \neq O$ in Weierstraß coordinate, is equivalent to $(x, y, 1)$ in projective coordinates, and $Z = 0$ for the point $O$.

When the characteristic of the field $K$ is not 2 we can eliminate the $xy$ and $y$ terms by the change of coordinate $y \mapsto \frac{1}{2}(y - a_1x - a_3)$:

\[
E : y^2 = 4x^3 + b_2x^2 + 2b_4 + b_6.
\]

Further, if $\text{char}(K) \neq 3$, then we can apply one last substitution, $(x, y) \mapsto \left(\frac{x-3b_2}{36}, \frac{y}{108}\right)$, to obtain the short Weierstraß form:

\[
E : y^2 = x^3 - 27c_4x - 54c_6.
\]

The cubic polynomial has only simple roots over $\overline{K}$ if and only if its discriminant is non-zero. Therefore, checking the non-singularity condition (or checking that an equation defines an elliptic curve) can be done by computing the discriminant from the coefficients.
Definition 2.1.3. Let $E$ be as in Eq. 2.1, and the $b$-invariants be as above. The discriminant of the curve $E$ is

\[ \Delta = -b_2^2 b_8 - 8b_4^3 - 27b_6^2 + 9b_2 b_4 b_6, \]

where $b_8 = a_1^2 a_6 + 4a_2 a_6 - a_1 a_3 a_4 + a_2 a_3^2 - a_4^2$.

Additionally, if $E$ is an elliptic curve in short Weierstraß form, $E : y^2 = x^3 + ax + b$, then:

\[ \Delta(E) = -16(4a^3 + 27b^2). \]

Hence, a short Weierstraß form equation defines an elliptic curve if and only if

\[ 4a^3 + 27b^2 \neq 0. \]

There is a well known geometrically constructed law that provides elliptic curves with a natural group structure. A solution $(x, y) \in K \times K$ to the defining equation of $E$ is called a $K$-rational point of $E$. The set of all $K$-rational points form an Abelian group, denoted $E(K)$, with the point at infinity as the identity. The group law can be expressed by rational polynomials with coefficients in $K$, enabling addition and subtraction of elliptic curve points, as well as multiplication of a $K$-rational point by an integer. This last operation can be done efficiently using the standard double-and-add technique.

2.1.2 Torsion Subgroups

Definition 2.1.4. Let $E$ be an elliptic curve over the field $K$, and let $P \in E(K)$. Let $m \in \mathbb{Z}$, and define the multiplication-by-$m$ map

\[ [m] : E(K) \rightarrow E(K), \]

\[ [m]P = P + \ldots + P, \quad \text{if } m \geq 0, \quad \text{and} \]

\[ [m]P = (-P) + \ldots + (-P), \quad \text{if } m < 0, \]

where $-P$ is the group inverse of $P$, and the sums contain $m$ elements.

Example 2.1.5. The map $[0]$ is defined so that $[0]P = \infty$ for all $P \in E(K)$. The map $[1]$ is the identity map.
Definition 2.1.6. For any \( m \in \mathbb{Z} \) and elliptic curve \( E(K) \), the subgroup

\[ E[m] := \{ P \in E(K) : [m]P = \infty \} \]

is called the \textbf{\( m \)-torsion subgroup} of \( E(K) \). An element \( P \in E[m] \) is called an \textbf{\( m \)-torsion point}.

This subgroup can be viewed as the kernel of \([m]\), and points in \( E[m] \) all have order dividing \( m \).

Theorem 2.1.7. \([98, \text{Theorem 3.2}]\) Let \( E \) be an elliptic curve defined over \( K \). If \( \text{char}(K) \) is 0 or coprime to \( m \), then

\[ E[m] \cong \mathbb{Z}/m\mathbb{Z} \oplus \mathbb{Z}/m\mathbb{Z}. \]

The case where the characteristic of \( K \) is some prime \( p \) and \( m = p^r \) is covered in Section 2.1.4.

2.1.3 Maps Between Curves

In this section we discuss the algebraic relationships between elliptic curves.

Morphisms

The material in this section is well known, but two good sources are [51], and [88]. We start with the most elementary maps of elliptic curves.

Definition 2.1.8. Let \( E \) and \( E' \) be two elliptic curves defined over \( K \). A \textbf{morphism} \( \phi : E(K) \to E'(K) \) over \( K \) is a polynomial mapping with coefficients from \( K \). If the curves are in projective coordinates we can write

\[ \phi(X : Y : Z) = (\phi_0(X, Y, Z) : \phi_1(X, Y, Z) : \phi_2(X, Y, Z)), \]

where \( \phi_0, \phi_1, \phi_2 \) are homogeneous polynomials of equal degree satisfying the defining equation of \( E' \). Alternatively, in Weierstraß coordinates, a morphism \( \phi \) is a rational map

\[ \phi(x, y) = \left( \frac{\phi_0(x, y, 1)}{\phi_2(x, y, 1)}, \frac{\phi_1(x, y, 1)}{\phi_2(x, y, 1)} \right). \]
A morphism defined over field $K$ is commonly referred to as a $K$-rational morphism. Each morphism has an integer degree which will be defined later (see Definition 2.1.21), but for now note that a degree $m$ morphism from $E$ to $E'$ typically implies the kernel of the morphism has cardinality $m$, that is, the morphism is $m$-to-1 from $E(K)$ to $E'(K)$.

One family of morphisms is the translation morphisms. For each point $P \in E$, we can define
\[
\tau_P : E \to E, \quad \tau_P(Q) = Q + P.
\]
These are morphisms because the elliptic curve group law is defined by rational polynomials.

**Definition 2.1.9.** A homomorphism $\phi$ is a morphism of elliptic curves such that
\[
\phi(P + Q) = \phi(P) + \phi(Q),
\]
for all $P, Q \in E(K)$. That is, $\phi$ respects the group structure of the curve.

**Proposition 2.1.10.** Every morphism from $E \to E'$ that maps $O(E)$ to $O(E')$ is a homomorphism.

A translation morphism $\tau_P$ is not a homomorphism unless $P = O$, in which case it is the trivial homomorphism between $E$ and itself.

**Definition 2.1.11.** A $K$-isomorphism between elliptic curves is a group isomorphism defined over $K$.

A useful property of elliptic curves in Weierstraß form is that all isomorphisms between them have been classified.

**Proposition 2.1.12.** [85, III.1] Elliptic curves $E/K : y^2 = x^3 + ax + b$ and $E'/K : y^2 = x^3 + a'x + b'$ are isomorphic over $K$ if and only if there exists $\mu \in \mathbb{K}^*$ such that
\[
a' = \mu^2 a,
\]
\[
b' = \mu^3 b.
\]
If so, the isomorphism $E \to E'$ is given by $(x, y) \mapsto (\mu x, \mu^3 y)$.

A special case of Proposition 2.1.12 is when $\mu$ is a quadratic non-residue in $K$. In this case the essential element $\mu^3$ is undefined in $K$, and so the isomorphism is defined over $K(\sqrt{\mu})$ instead.
Definition 2.1.13. Let $E/K : y^2 = x^3 + ax + b$ be an elliptic curve and $\text{char}(K) \neq 2$. Then for any quadratic non-residue $\mu \in K \setminus \{O\}$ we define the elliptic curve $E^{(\mu)} : y^2 = x^3 + \mu^2ax + \mu^3b$ to be the \textit{quadratic twist} of $E$ by $\mu$.

One can verify by this definition that the twist of an elliptic curve will give a non-singular equation.

We can now define the isomorphism class of elliptic curves defined over a given field. Further, there exists a unique quantity for each such class that we can use as a label.

Definition 2.1.14. For an elliptic curve $E : y^2 = x^3 + ax + b$ defined over a field $K$, where the characteristic of $K$ is not 2 or 3, define

$$j(E) = \frac{c_4^3}{\Delta} = 1728 \frac{c_4^3}{c_4^3 - c_6^2} = 1728 \frac{4a^3}{4a^3 + 27b^2} \in K$$

to be the \textit{j-invariant} of $E$.

It is simple to check, using Proposition 2.1.12 that this quantity is invariant for a $K$-isomorphism class of elliptic curves. As well, the $j$-invariant is unique to a $K$-isomorphism class when $K$ is an algebraically closed field.

Theorem 2.1.15. [85, III.1.4] Two elliptic curves are isomorphic over $\bar{K}$ if and only if they have the same $j$-invariant.

The construction of an elliptic curve for a given $j$-invariant is also known:

Theorem 2.1.16. [85, III.1.4] Given some $j \in K$, the following formulas determine an elliptic curve defined over $K$ whose $j$-invariant is equal to $j$:

1. If $j = 0$, then $E : y^2 + y = x^3$,
2. If $j = 1728$, then $E : y^2 = x^3 + x$,
3. Otherwise, $E : y^2 + xy = x^3 - \frac{36}{j-1728}x - \frac{1}{j-1728}$.

Observe that neither (1) nor (3) yield equations in short Weierstraß form, but as stated earlier, when the characteristic of $K$ is neither 2 nor 3 we can rewrite these curves as $y^2 = x^3 - 27c_4x - 54c_6$ using the $c$-invariants $c_4$ and $c_6$.

It is worth noting that when $j(E) = 0$ or 1728 there exist twisted elliptic curves other than quadratic twists. When $j(E) = 0$, one can twist by a cubic character $\mu$ and the twisted curve is of the form $y^2 = x^3 + \mu b$. When $j(E) = 1728$ quartic twists are possible and of the form $y^2 = x^3 + \mu ax$ [85, Prop 5.4]. In these cases, the isomorphism will be defined over the appropriate cubic or quartic extension of $K$. 
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Isogenies

**Definition 2.1.17.** Let $K$ be a field and $E/K$, $E'/K$ be two elliptic curves. If $F$ is an extension of $K$ (possibly $\overline{K}$ or $K$ itself), define an **isogeny over $F$, or $F$-isogeny**, between $E$ and $E'$ to be a non-zero morphism

$$\phi : E(\overline{K}) \to E'(\overline{K})$$

mapping $O(E)$ to $O(E')$, with coefficients from $F$. Two elliptic curves are defined to be **isogenous** if and only if there is an isogeny $\phi$ between them.

Theorem 2.1.10 immediately shows that every isogeny is necessarily a homomorphism between $E(K)$ and $E'(K)$.

Since isomorphisms are isogenies between isomorphic curves, we can use them to define the notion of an isomorphism of isogenies.

**Definition 2.1.18.** Isogenies $\phi_1 : E \to E'$ and $\phi_2 : E \to E''$ are said to be **isomorphic isogenies** if there exists an isomorphism $\psi : E' \to E''$ such that $\phi_2 = \psi \circ \phi_1$.

**Definition 2.1.19.** The kernel of an isogeny $\phi$ is

$$\ker(\phi) := \{ P \mid P \in E(\overline{K}) \text{ and } \phi(P) = O \}.$$ 

If $\ker \phi$ is cyclic, then $\phi$ is called **cyclic**.

Recall, the form of an isogeny (2.1.8) between elliptic curves in Weierstraß form:

$$\phi(x, y) = \left( \frac{\phi_0(x, y, 1)}{\phi_2(x, y, 1)}, \frac{\phi_1(x, y, 1)}{\phi_2(x, y, 1)} \right)$$

such that $\phi$ fixes the identity. From this it is clear that the kernel of $\phi$ will be a subset of the set of zeros of $\phi_2$ (or exactly the set of zeros of $\phi_2$ if there is no cancellation to be made).

**Definition 2.1.20.** The **coordinate ring** of an elliptic curve $E$ over field $K$ is

$$K[E] := K[x, y]/\langle y^2 + a_1 xy + a_3 y - x^3 - a_2 x^2 - a_4 x - a_6 \rangle.$$ 

The **function field** of $E$ over $K$ is the field of fractions of $K[E]$, denoted $K(E)$. 
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An early observation is that all morphisms between elliptic curves over $K$ are either constant or surjective. We use this result to construct an injective homomorphism of function fields from each isogeny. Let $\phi : E \to E'$ be an isogeny, and define $\phi^* : \overline{K}(E') \to \overline{K}(E)$ by $\phi^*(f) = f \circ \phi$.

**Definition 2.1.21.** The degree of a morphism $\phi : E \to E'$ between elliptic curves is

$$\deg(\phi) := [\overline{K}(E) : \phi^*(\overline{K}(E'))],$$

the degree of the function field extension induced by $\phi$. A degree $\ell$ isogeny is referred to as an $\ell$-isogeny.

Note that $F$-isogeny and $\ell$-isogeny is an abuse of notation, but the prefix being a field or an integer should be clear in each context.

**Definition 2.1.22.** An endomorphism of an elliptic curve $E/K$ is a homomorphism from $E/K$ to itself. The set of all endomorphisms is denoted $\text{End}_K(E)$ or just $\text{End}(E)$.

The set $\text{End}(E)$ is a ring due to the group structure of $E$. Here we note that for every $m \in \mathbb{Z}$, the multiplication-by-$m$ map is an endomorphism, and the degree of $[m]$ is $m^2$. Therefore, for an elliptic curve $E$, $\text{End}(E)$ will always contain a subring isomorphic to $\mathbb{Z}$. The kernel of the map $[m] \in \text{End}(E)$ are all the points whose order divides $m$, and so the denominator of the rational map of $[m]$ must be zero at the $x$-coordinates of $E[m]$. There is a family of polynomials, called the $m^{th}$-division polynomial and denoted by $\psi_m \in \mathbb{Z}[x, y, a_1, \ldots, a_6]$, indexed by $m$, whose zeroes are the $x$-coordinates of $E[m]$. The division polynomials can be computed recursively using the initial values and equations:

$$
\psi_1 = 1, \quad \psi_2 = 2y + a_1x + a_3, \quad \psi_3 = 3x^4 + b_2x^3 + 3b_4x^2 + 3b_6x + b_8, \\
\psi_4 = \psi_2 (2x^6 + b_2x^5 + 5b_4x^4 + 10b_6x^3 + 10b_8x^2 + (b_2b_8 - b_4b_6)x + (b_4b_8 - b_6^2)), \\
\psi_{2m+1} = \psi_{m+2}\psi_m^3 - \psi_{m-1}\psi_{m+1}^3, \quad m \geq 2 \\
\psi_2\psi_{2m} = \psi_m^2\psi_{m+2} - \psi_m\psi_{m+2}\psi_m^2, \quad m \geq 3.
$$

As endomorphisms are group homomorphisms, they act as automorphisms of torsion subgroups $E[n]$ when $n$ is coprime to their degree. By applying Theorem 2.1.7, if $n$ is also coprime to the field characteristic, one can view the action of an endomorphism $\phi \in \text{End}(E)$ on $E[n]$ as a $2 \times 2$ matrix over $\mathbb{Z}/n\mathbb{Z}$. When a basis $P, Q \in E[n]$ is provided, we denote this matrix by $\phi|_{(P, Q)}$, or when the basis is implied simply by $\phi|_{E[n]}$.

One of the most important morphisms in the study of elliptic curves over finite fields is the Frobenius endomorphism.
Example 2.1.23. Let $E/F$ be an elliptic curve. Define the $p^n$-th Frobenius endomorphism $\pi_{E}: E(F_p^n) \to E(F_p^n)$ by $(x, y) \mapsto (x^{p^n}, y^{p^n})$. The notation $\pi_p$ is also used.

It can be shown that if $K$ is finite, then $\pi_E$ is not equal to $[m]$ for any integer $m$. This implies that $\text{End}(E/K)$ will always contain a strict subring isomorphic to $\mathbb{Z}$ when $K$ is finite.

Example 2.1.24. An elliptic curve isomorphism is an isogeny of degree 1. The $p^n$-th Frobenius endomorphism is an isogeny of degree $p^n$.

For any integer $\ell > 0$ with $p \nmid \ell$, the Weil pairing is a bilinear form that we denote by

$$e_\ell : E[\ell] \times E[\ell] \to \mu_\ell,$$

where $\mu_\ell = \{ x \in F_p^n | x^\ell = 1 \}$. See [87, §III.8] for an in-depth discussion of the Weil pairing. The following proposition connecting the Weil pairing and isogenies follows immediately from [87, III.8.2].

Proposition 2.1.25. Let $E$ be an elliptic curve and $R, S \in E[\ell]$ for some positive integer $\ell$. If $\phi : E \to E'$ is an isogeny, then

$$e_\ell(\phi(R), \phi(S)) = e_\ell(R, S)^{\deg(\phi)}.$$

We now return to the preliminaries of isogenies by introducing dual isogenies.

Proposition 2.1.26. [85, III.6] Let $\phi : E_1 \to E_2$ be an isogeny. There exists a unique isogeny $\hat{\phi} : E_2 \to E_1$ such that $\deg(\phi) = \deg(\hat{\phi})$, and the composition of these two isogenies is the multiplication-by-$\deg(\phi)$ map. That is, $\phi \circ \hat{\phi} = [\deg(\phi)]$ and $\hat{\phi} \circ \phi = [\deg(\phi)]$. This map is defined as the dual isogeny of $\phi$.

The following equation is useful for the dual of a composition of isogenies, $\phi_1 : E_1 \to E_2$, $\phi_2 : E_2 \to E_3$:

$$\hat{\phi}_2 \circ \hat{\phi}_1 = \hat{\phi}_1 \circ \hat{\phi}_2.$$

In isogeny-based cryptography, we are interested in separable isogenies over finite fields.

Definition 2.1.27. Let $\phi : E/K \to E'/K$ be an isogeny between elliptic curves. If $K(E)$ is a separable (inseparable, purely inseparable, resp.) field extension of $\phi^*(K(E'))$, then we say $\phi$ is separable (inseparable, purely inseparable, resp.).
Theorem 2.1.28. [85, III.5.5] Let $E$ be an elliptic curve defined over a field $\mathbb{F}_q$ of characteristic $p$. The isogeny $m + n\pi_E$, for $m, n \in \mathbb{Z}$, is separable if and only if $p \nmid m$.

The following result shows where our early “definition” of degree came from:

Proposition 2.1.29. [85, II.2.6] Let $\phi$ be a separable isogeny. Then, $\deg(\phi) = |\ker(\phi)|$.

For elliptic curves defined over a finite field, Tate has shown that being isogenous is equivalent to having the same cardinality.

Theorem 2.1.30. (Tate’s Isogeny Theorem) Let $E$ and $E'$ be elliptic curves defined over some finite field $\mathbb{F}_{p^n}$. Then $E$ and $E'$ are isogenous over $\mathbb{F}_{p^n}$ if and only if $|E(\mathbb{F}_{p^n})| = |E'(\mathbb{F}_{p^n})|$.

This leads to the main isogeny theorem that we will need.

Theorem 2.1.31. [51, 9.6.19] Let $E$ be an elliptic curve over $K$. Let $G \subset E(\overline{K})$ be a finite subgroup that is defined over $K$ (i.e., $\sigma(P) \in G$ for all $P \in G$ and $\sigma \in \text{Gal}(\overline{K}/K)$). Then there is a unique (up to isomorphism) elliptic curve $E'$ over $K$, and a unique (up to isomorphism) isogeny $\phi: E \to E'$ over $K$ such that $\ker(\phi) = G$.

The unique elliptic curve $E'$ from Theorem 2.1.31 is denoted by $E/G$, or $\phi(E)$. For a fixed integer $\ell$, the $\ell^{th}$-modular polynomial is a bivariate integral polynomial $\psi_\ell(x, y)$ such that the roots of $\psi_\ell(j(E), y)$ are exactly the $j$-invariants of the elliptic curves which are $\ell$-isogenous to $E$.

The standard way of computing $E', \phi$, or $\phi(P)$ for some $P \in E(\overline{K})$ is to use Vélu’s formulas [95], which involves calculating a summation over all the elements of that subgroup $G = \ker(\phi)$ (see Section 2.1.6). The security of isogeny-based cryptography depends on the cardinality of these kernels, so the subgroup $G$ must be large which makes Vélu’s formulas impractical. However, as we will see in Section 2.2.2 the cardinality of $G$ will be chosen to be a power of a small prime (2 or 3) and so we can apply Vélu’s formulas to compute isogenies efficiently in such cases, as explained and optimized in [47].

### 2.1.4 Supersingularity

Let $E/K$ be an elliptic curve defined over a field of characteristic $p$. A group of interest is the group of the $p$-torsion points, $E[p]$. In fact, the structure of $p$-torsion points directly determines the type of endomorphism ring of $E/K$. 
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**Definition 2.1.32.** Let $B$ be a $\mathbb{Q}$-algebra that is finitely generated over $\mathbb{Q}$ ($B$ can be non-Abelian). An order $R$ of $B$ is a subring of $B$ that is finitely generated as a $\mathbb{Z}$-module and satisfies $R \otimes_{\mathbb{Z}} \mathbb{Q} = B$.

**Theorem 2.1.33.** [85, V.3.1] Let $K$ be a field of prime characteristic $p$, and let $E/K$ be an elliptic curve. For each integer $r \geq 1$ let

$$\pi_r : E \to E^{(p^r)}$$

be the $p^r$-th Frobenius map.

The following are equivalent:

1. $E[p^r] = \{O\}$ for all $r \geq 1$.
2. The map $[p] : E \to E$ is purely inseparable and $j(E) \in \mathbb{F}_{p^2}$.
3. $\text{End}(E)$ is an order in a quaternion algebra.
4. $\hat{\pi}_r$ is purely inseparable for all $r \geq 1$.

If the equivalent conditions do not hold, then $E[p^r] = \mathbb{Z}/p^r\mathbb{Z}$, for all $r \geq 1$, and $\text{End}(E)$ is an order in an imaginary quadratic field extension of $\mathbb{Q}$.

If the above conditions hold, then we say the curve $E$ is **supersingular**, otherwise we say $E$ is **ordinary**. The term supersingular is unrelated to the notion of singular curves, and instead refers to how elliptic curves with these endomorphism rings are uncommon. Part (ii) of Theorem 2.1.33 states that all supersingular elliptic curves can be defined over $\mathbb{F}_{p^2}$, and this will be useful in the cryptanalysis of supersingular isogeny cryptography (Section 2.2.2).

A direct consequence of Theorem 2.1.33 (i) is that isogenies preserve the type of elliptic curve and so we can discuss supersingular elliptic curve isogenies and ordinary elliptic curve isogenies.

**Theorem 2.1.34.** Let $\phi : E_1 \to E_2$ be an isogeny. $E_1$ is supersingular if and only if $E_2$ is supersingular. $E_1$ is ordinary if and only if $E_2$ is ordinary.

Since the elliptic curves discussed in this work are primarily supersingular it is worth counting the number of supersingular elliptic curves over $\overline{K}$.
Theorem 2.1.35. \cite[V.4.1(d)]{85} Let $K$ be a finite field of characteristic $p \geq 3$. There is one supersingular elliptic curve in characteristic 3, and for $p \geq 5$ the number of supersingular elliptic curves up to $K$-isomorphism is

$$\left\lfloor \frac{p}{12} \right\rfloor + \begin{cases} 0, & p \equiv 1 \pmod{12}, \\ 1, & p \equiv 5 \pmod{12}, \\ 1, & p \equiv 7 \pmod{12}, \\ 2, & p \equiv 11 \pmod{12}. \end{cases}$$

2.1.5 Hilbert Class Field Theory

The following section requires knowledge of Hilbert class fields and their general theory, and so a brief introduction is provided here (the sources of this subsection are \cite{30} and \cite{85}).

Let $L$ be a number field. The set of algebraic integers in $L$ form a ring, denoted $\mathcal{O}_L$, called the ring of integers of $L$.

Theorem 2.1.36. \cite[Theorem 4.4.2]{30} The ring $\mathcal{O}_L$ is a free $\mathbb{Z}$-module of rank $[L : \mathbb{Q}]$.

Definition 2.1.37. An integral ideal is a $\mathbb{Z}$-submodule $a \subset \mathcal{O}_L$ such that for every $\alpha \in \mathcal{O}_L$ and $a \in a$ we have $\alpha a \in a$.

Definition 2.1.38. A fractional ideal $a \subset L$ is a non-zero submodule of $L$ such that there exists a non-zero integer $\alpha$ with $\alpha a$ an integral ideal of $\mathcal{O}_L$.

We would like to have a group structure for fractional ideals. The full ring of integers $\mathcal{O}_L$ will serve as the identity. We define the product of fractional ideals $a, b$ as:

$$ab := \{ \sum ij \mid i \in a, j \in b \}.$$ 

Note this operation is Abelian. We make use of the following theorem to define inverses:

Theorem 2.1.39. \cite[Theorem 4.6.14]{30} If $a$ is a fractional ideal of $\mathcal{O}_L$ and if we set

$$a^{-1} := \{ \alpha \in L \mid \alpha a \subset \mathcal{O}_L \},$$

then $aa^{-1} = a^{-1}a = \mathcal{O}_L$. 
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Lastly, we say that two fractional ideals are equivalent if they differ by a non-zero element of $L$. Now we can define the **class group** of $\mathcal{O}_L$ to be the finite group of equivalence classes of fractional ideals with the above operation. We denote this group by $\mathcal{C}\mathcal{L}(\mathcal{O}_L) = \mathcal{C}\mathcal{L}(\mathcal{O}_L)$ and define the **class number** as $h(\mathcal{O}_L) := |\mathcal{C}\mathcal{L}(\mathcal{O}_L)|$.

Since integral ideals of $\mathcal{O}_L$ are modules of maximal rank [30, Theorem 4.6.3], the quotient $\mathcal{O}_L/\mathfrak{a}$ is a finite ring. In the case where this quotient ring is an integral domain we say that $\mathfrak{a}$ is a **prime ideal** of $\mathcal{O}_L$.

**Definition 2.1.40.** Let $p$ be a prime number and $\mathfrak{p}$ a prime ideal of $\mathcal{O}_L$. Then $\mathfrak{p}$ is said to be a prime ideal **above** $p$ if $\mathfrak{p} \cap \mathbb{Z} = p\mathbb{Z}$.

**Theorem 2.1.41.** [30, Theorem 4.8.3] Let $p$ be a prime number. There exist positive integers $e_i$ such that

$$p\mathcal{O}_L = \prod_i \mathfrak{p}_i^{e_i},$$

where the $\mathfrak{p}_i$ are all the prime ideals above $p$.

**Definition 2.1.42.** Depending on the structure of the product in Theorem 2.2.8 we give the prime number $p$ different names. If $p\mathcal{O}_L = p$, then $p$ is said to be **inert**. If $p\mathcal{O}_L = \prod_{i=1}^n \mathfrak{p}_i$, where $n = [L : \mathbb{Q}]$ and all the $\mathfrak{p}_i$’s are different, then $p$ said to **split completely**. If $e_i \geq 2$ for some $i$, then $p$ is **ramified**.

We end this section with another look at the Frobenius endomorphism. For elliptic curves defined over $\mathbb{Q}$, the $m$-torsion points have coordinates in $\mathbb{Q}$. Each element of the Galois group $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ fixes the $m$-torsion points of $E$, $\forall m \in \mathbb{Z}$. By Theorem 2.1.7, since $\text{char}(\mathbb{Q}) = 0$, we know that $E(\mathbb{Q})[m] \cong \mathbb{Z}/m\mathbb{Z} \times \mathbb{Z}/m\mathbb{Z}$ and so the group of homomorphisms from $E[m]$ to itself is $\text{GL}_2(\mathbb{Z}/m\mathbb{Z})$. We define the map

$$R_{E,m} : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}_2(\mathbb{Z}/m\mathbb{Z})$$

as the **mod m representation attached to** $E$. While the particular matrix associated with $R_{E,m}(\sigma)$ depends on the choice of basis for $E[m]$, its determinant and trace are invariants.

Let $p$ be prime and $\mathfrak{p}$ be a prime ideal above $p$. There are **Frobenius elements** $\sigma_p \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ defined by the property that

$$\sigma_p(\alpha) \equiv \alpha^p \mod \mathfrak{p}$$

for all $\alpha \in \overline{\mathbb{Q}}$. Evaluating $R_{E,m}$ at $\sigma_p$ gives a matrix in $\text{GL}_2(\mathbb{Z}/m\mathbb{Z})$. We conclude with the following theorem.
Theorem 2.1.43. For all $m \geq 1$, $\text{Trace}(R_{E,m}(\sigma_p)) \equiv t \mod m$, where $t$ is the trace of the Frobenius endomorphism.

### 2.1.6 Isogeny Computations

This section describes a few algorithms that are commonly used within isogeny-based cryptography.

**Vélu’s Formula**

In 1971, Jacques Vélu provided explicit formulas to compute isogenies in time proportional to half the cardinality of its kernel [95]. Later work [47] optimized this result for the case when the cardinality of the kernel is a power of a small prime number. Below are the formulas and algorithms for these computations.

Using the notation in Vélu’s paper: let $E : y^2 = x^3 + ax + b$ be an elliptic curve defined over an algebraically closed field $K$, let $F$ be a finite subgroup of $E$, and let $f : E \rightarrow E'$ be the isogeny with kernel $F$.

For a point $P = (x_P, y_P) \neq O$ on $E$, define the following quantities:

$$
\begin{align*}
g^x_P &= 3x_P^2 + a, \\
g^y_P &= -2y_P, \\
u_P &= (g^y_P)^2, \\
v_P &= \begin{cases} 
g^x_P, & [2]P = \infty, \\
2g^x_P, & \text{otherwise}. \end{cases}
\end{align*}
$$

In order to distinguish points in $F$ from their inverse we define $F_2$ to be the non-trivial points of order 2 in $F$, and we define $R$ to be a subset of $(F \backslash \{O\}) \backslash F_2$ such that $R \cap (-R) = \emptyset$ and $(F \backslash \{O\}) \backslash F_2 = R \cup (-R)$.

Setting $S = F_2 \cup R$, we can define

$$
f(x, y) = \left( x + \sum_{P \in S} \frac{v_P}{x - x_P} - \frac{u_P}{(x - x_P)^2}, \ y - \sum_{P \in S} u_P \frac{2y}{(x - x_P)^3} + v_P \frac{y - y_P - g^x_P g^y_P}{(x - x_P)^2} \right),
$$
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for points \((x, y) \notin F\), and \(f(x, y) = O\) when \((x, y) \in F\). Further, the equation for the image curve is given by

\[ E' : y^2 = x^3 + \left( a - 5 \sum_{P \in S} u_P \right) x + \left( b - 7 \sum_{P \in S} u_P + x_P v_P \right). \]

From these formulas it is plain to see that this computation is inefficient for cryptographically secure kernel sizes, requiring \(\tilde{O}(|F|)\) operations in \(K\). Suppose that \(|\ker(f)| = \ell^n\) for prime \(\ell\) and \(n \geq 1\). De Feo and Jao [47] show how we can compute \(f\) in \(O(n\ell)\) time instead of the runtime \(O(\ell^n)\) from Vélu’s formula.

Let \(Q_1\) be a point in \(F\) with order \(\ell\). Applying Vélu’s formula to the subgroup \(\langle Q_1 \rangle\) of \(E\) will give an isogeny

\[ f_1 : E \rightarrow E/\langle Q_1 \rangle. \]

Then the image of \(F\) under \(f_1\) will have size \(\ell^{n-1}\). If we then find a point \(Q_2\) in \(f_1(F) \subset E/\langle Q_1 \rangle\) with order \(\ell\), we can perform this procedure for a second time to determine

\[ f_2 : E/\langle Q_1 \rangle \rightarrow (E/\langle Q_1 \rangle)/\langle Q_2 \rangle, \]

and codomain. Iterating this \(n\) times gives \(n\) isogenies, \(f_1, f_2, \ldots, f_n\) whose composition is the desired isogeny \(f\) with kernel \(F\). The codomain of \(f\) is the elliptic curve \(E' = (\ldots((E/\langle Q_1 \rangle)/\langle Q_2 \rangle)\ldots)/\langle Q_n \rangle\). Additionally, see [47, §4.2] for optimal implementation details.

Recent work by Bernstein et al. [9] gave an asymptotic improvement on implementation of Vélu’s formula, achieving \(\tilde{O}(\sqrt{|F|})\) operations in \(K\). If \(|F|\) is prime, then the runtime is more efficient than regular Vélu’s formula around \(|F| \approx 100\).

**Bröker’s Algorithm**

For the purposes of isogeny-based cryptography, we need to be able to efficiently find a supersingular elliptic curve over \(\mathbb{F}_{p^n}\) with trace \(t\) of the \(p^n\)-Frobenius endomorphism, for a given \(p^n\) and \(t\). In 2009, Reinier Bröker solved this computational problem [19] and this section is based on that work. The existence of such a curve is guaranteed by the following result of Waterhouse:

**Theorem 2.1.44.** [99, 4.1] There exists a supersingular elliptic curve \(E\) over \(\mathbb{F}_{p^n}\) with trace \(t\) of the \(p^n\)-Frobenius endomorphism \(\pi_E\) if and only if one of the following holds:
(a) if $n$ is even and one of the following is true:
   
   (i) $t = \pm 2\sqrt{p^n}$,
   
   (ii) $t = \pm \sqrt{p^n}$ and $p \not\equiv 1 \mod 3$,
   
   (iii) $t = 0$ and $p \not\equiv 1 \mod 4$;

(b) if $n$ is odd and one of the following is true:

   (i) $t = 0$,
   
   (ii) $t = \pm \sqrt{2p^n}$ and $p = 2$,
   
   (iii) $t = \pm \sqrt{3p^n}$ and $p = 3$.

The cases which are relevant in the context of supersingular isogeny-based cryptography are when $t = 0$. The first step is to construct a supersingular curve over $\mathbb{F}_p$ as a reduction of a curve in characteristic 0 using the following result of Deuring.

**Theorem 2.1.45.** [67, 13.12] Let $E$ be an elliptic curve defined over a number field $L$ whose endomorphism ring is the maximal order $\mathcal{O}_K$ in an imaginary quadratic field $K$. Let $\mathfrak{p}$ be a prime ideal of $L$, and let $p$ be a prime number such that $p \nmid \Delta(E)$ and $\mathfrak{p}$ is above $p$. Then $E/(L/\langle \mathfrak{p} \rangle)$ is supersingular if and only if $p$ does not split in $K$.

From the theory of complex multiplication we have that the $j$-invariant of $E$ generates the Hilbert class field $H$ of $K$. That is,

$$H = K[x]/(P_K) = K(j(E)),$$

where $P_K$ is the minimal polynomial of $j(E)$ over $\mathbb{Q}$. The polynomial $P_K$ can be explicitly computed efficiently [20] and its degree is equal to the Hilbert class number $h_K$. If $p$ is inert in $\mathcal{O}_K$, then the roots of $P_K \in \mathbb{F}_p[x]$ are supersingular $j$-invariants. As $j(E) \in \mathbb{F}_{p^2}$ [85, V.3.1], the polynomial $P_K$ splits over $\mathbb{F}_{p^2}$. The following lemma due to Bröker gives a condition for the degree $h_K$ of $P_K$ to be odd, and since each of the factors of $P_K$ have degree 1 or 2, this condition is sufficient for $P_K \in \mathbb{F}_p[x]$ to have a root in $\mathbb{F}_p$.

**Lemma 2.1.46.** [19, 2.3] Let $K$ be an imaginary quadratic field with odd class number $h_K$. Then, $K = \mathbb{Q}(i)$, or $K = \mathbb{Q}(\sqrt{-2})$, or $K = \mathbb{Q}(\sqrt{-q})$ with $q$ prime and congruent to 3 modulo 4.

Combining these results, Bröker gives an algorithm for constructing a supersingular elliptic curve over $\mathbb{F}_p$. 
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Algorithm 2.1.47.

**Input:** a prime number $p$.

**Output:** a supersingular elliptic curve over $\mathbb{F}_p$.

1. If $p = 2$, return $y^2 + y = x^3$.
2. If $p \equiv 3 \mod 4$, return $y^2 = x^3 - x$.
3. Let $q \equiv 3 \mod 4$ be the smallest prime with $-q$ a non-quadratic residue mod $p$.
4. Compute $P_K \in \mathbb{Z}[x]$ for $K = \mathbb{Q}(\sqrt{-q})$.
5. Compute a root $j \in \mathbb{F}_p$ of $P_K \in \mathbb{F}_p[x]$.
6. If $q = 3$, return $y^2 = x^3 - 1$. Otherwise, set $a \leftarrow \frac{27j}{4(1728-j)} \in \mathbb{F}_p$ and return $y^2 = x^3 + ax - a$.

Let $q = p^n$ be a prime power and let $t$ be a trace of the Frobenius endomorphism of the form described in Theorem 2.1.44. From Algorithm 2.1.47, we compute a supersingular elliptic curve $E$ over $\mathbb{F}_p$. Let $E'/\mathbb{F}_q$ be $E$ defined over $\mathbb{F}_q$, and let $t'$ be the trace of the Frobenius endomorphism of $E'/(\mathbb{F}_q)$.

**Lemma 2.1.48.** [19,3.1] If $n$ is odd, then $t' = 0$. If $n \equiv 0 \mod 4$, then $t' = 2\sqrt{q}$. Otherwise, $n \equiv 2 \mod 4$, and $t' = -2\sqrt{q}$.

If $p \not\equiv 1 \mod 4$, then a twist by a primitive fourth root of unity $i \in \mathbb{F}_q$ will give curves with Frobenius trace $\pm 2\sqrt{q}$ and 0. If $p \not\equiv 1 \mod 3$, then a twist by a primitive sixth root of unity $\zeta_6 \in \mathbb{F}_q$ will give curves with Frobenius trace $\pm 2\sqrt{q}$, and $\pm \sqrt{q}$. If $p \equiv 1 \mod 12$, then a twist by $-1$ suffices. By Theorem 2.1.44 we know that these are the only three cases.

### 2.2 Isogeny-Based Cryptography

This section will cover the two types of isogeny-based cryptography, the computational problems their security depend on, and their susceptibility to known attacks. Recall the definitions for ordinary and supersingular curves in Section 2.1.4 are based on the $p$-torsion points of the curve when defined over a finite field of characteristic $p$. 
2.2.1 Ordinary Elliptic Curve Cryptography

The first public-key cryptosystems based on the intractability of constructing an isogeny between two known elliptic curves are due to Couveignes [36] and Stolbunov [89] independently, using ordinary curves. Couveignes introduced the notion of a Hard Homogeneous Space (HHS) to generalize the discrete logarithm problem and showed how it can be used for key exchange and authentication schemes.

Definition 2.2.1. Let $G$ be a finite, Abelian group. Then a homogeneous space $H$ for $G$ is a set that is acted on by $G$ such that $|H| = |G|$ and the action is simply transitive (for all $h_0, h_1 \in H$ there exists a unique $g \in G$ such that $g \cdot h_0 = h_1$). For $h_1, h_2 \in H$ denote the unique element $g \in G$ with $g \cdot h_1 = h_2$ by $\delta(h_1, h_2)$.

This definition alone is not enough to produce a cryptographic scheme. As in the setting of the discrete logarithm problem over a finite field, we require that the basic group operations are efficiently computable while the inverse of the action is not.

Definition 2.2.2. [36] Let $H$ be a homogeneous space for $G$, and suppose the elements of $G$ and $H$ are represented by strings (not necessarily uniquely).

Suppose the following computations are efficient:

(i) the group operation of $G$,
(ii) inverting an element of $G$,
(iii) testing membership in $G$ and $H$,
(iv) testing equality in $G$ and in $H$,
(iv) finding a random element in $G$ with uniform probability,
(v) computing $g \cdot h$ for all $g \in G$ and $h \in H$.

Further suppose these two problems are computationally difficult:

(vi) given $h_1, h_2 \in H$ compute $\delta(h_1, h_2)$,
(vii) given $h_1, h_2, h_3 \in H$ compute the unique $h_4 \in H$ with $\delta(h_1, h_2) = \delta(h_3, h_4)$.

Then we say $H$ is a hard homogeneous space.

This basic setup allows us to create cryptosystems based on the action of isogenies on ordinary elliptic curves defined over finite fields. Let $E$ be an ordinary elliptic curve over $\mathbb{F}_{p^n}$. Recall from Section 2.1.4 that $O := \text{End}(E)$ is an order in an imaginary quadratic
field extension over \( \mathbb{Q} \), say \( K = \mathbb{Q}(\sqrt{\Delta(E)}) = \mathcal{O} \otimes_{\mathbb{Z}} \mathbb{Q} \). If we assume that the discriminant \( \Delta(E) \) is square-free, then \( \mathcal{O} \) is the maximal order, \( \mathcal{O}_K \), in \( K \). From the theory of complex multiplication [86, II.1.5], the ideal class group of \( \mathcal{O}_K \) induces a simply transitive action on the set of elliptic curves isogenous to \( E \).

**Definition 2.2.3.** [86, Chapter 2 - Section 1] Define \( \mathcal{ELLL}(\mathcal{O}) \) to be the quotient space \( \{ E/\mathbb{C} \text{ with } \mathcal{O} \cong \text{End}(E) \}/\{ \text{isomorphisms over } \mathbb{C} \} \).

By Theorem 2.1.15, we can associate each element of \( \mathcal{ELLL}(\mathcal{O}) \) with a \( j \) value. Couveignes and Stolbunov independently observed that if we set

\[
G = \mathcal{CL}(\mathcal{O}_K) = \text{ideal class group of } \mathcal{O}_K, \text{ and } H = \mathcal{ELLL}(\mathcal{O}_K),
\]

then there is an action

\[
* : \mathcal{CL}(\mathcal{O}_K) \times \mathcal{ELLL}(\mathcal{O}_K) \rightarrow \mathcal{ELLL}(\mathcal{O}_K)
\]

that satisfies the conditions of the hard homogeneous space definition. Some of the necessary material to confirm this as true has been given in Theorem 2.1.15, Section 2.1.3, and Section 2.1.5, however [86, Chapter 2 - Section 1] is the recommended source for details (specifically Proposition 1.2). Lercier and Morain [69] is an early source for computing the action required in condition (v) of Definition 2.2.2 while [17] details a more efficient computation.

Figure 2.2.1 details the ordinary isogeny key exchange protocol, where the public parameters are \( \mathcal{CL}(\mathcal{O}_K), \mathcal{ELLL}(\mathcal{O}_K), \text{ and } x \in \mathcal{ELLL}(\mathcal{O}_K) \).

In 2018, the authors of [23] propose a new key establishment protocol using supersingular elliptic curves over a field \( \mathbb{F}_p \). While not technically ordinary elliptic curve cryptography, the endomorphism rings \( \text{End}_{\mathbb{F}_p}(E) \) over this base field are isomorphic to imaginary quadratic orders, instead of the usual quaternion orders to which \( \text{End}_{\mathbb{F}_p}(E) \) are isomorphic. The above theory of class group actions can then be applied, and by setting \( p \) to be one less than the product of many small primes, a technique borrowed from SIDH, the resulting protocol is a much more efficient variant of the CRS scheme [36] [82] called Commutative Supersingular Isogeny Diffie-Hellman, or CSIDH.

**Security and the Ordinary Isogeny Graph**

As one would expect, the underlying computational problems of this ordinary elliptic curve isogeny scheme arise from conditions (vi) and (vii) of Definition 2.2.2. Let \( p \) be prime and \( q = p^n \).
Problem 2.2.4. Let $E_1/\mathbb{F}_q$ and $E_2/\mathbb{F}_q$ be ordinary elliptic curves with $|E_1(\mathbb{F}_q)| = |E_2(\mathbb{F}_q)|$. Compute an $\mathbb{F}_q$-isogeny $\phi : E_1 \rightarrow E_2$.

Problem 2.2.5. Let $E_1/\mathbb{F}_q, E_2/\mathbb{F}_q$ and $E_3/\mathbb{F}_q$ be ordinary elliptic curves with $|E_1(\mathbb{F}_q)| = |E_2(\mathbb{F}_q)| = |E_3(\mathbb{F}_q)|$. Let $[\alpha] \in \mathcal{CL}(O_K)$ be such that $[\alpha] * E_1 = E_2$. Compute the unique (up to $\mathbb{F}_q$-isomorphism) elliptic curve $E_4 = [\alpha] * E_3$.

The fastest known classical algorithm for solving Problem 2.2.4 is probabilistic with a worst-case and average-case of $O(q^{1/4 + o(1)} \log^2(q) \log(\log(q)))$ [55]. This result is an improvement over [52] and is achieved by taking a pseudorandom walk in the isogeny-graph and using the easily computable small degree isogenies more often than larger degree isogenies.

With a quantum computer the most efficient algorithm [29] for the same problem has a subexponential running time of $L_q(\frac{1}{2}, \frac{\sqrt{3}}{2})$ under the Generalized Riemann Hypothesis, where

$$L_N(\alpha, c) := \exp([(c + o(1))(\ln N)^\alpha(\ln \ln N)^{1-\alpha}].$$

The authors propose reducing the problem to an instance of the Abelian hidden shift problem, and then using Kuperberg’s quantum algorithm [66] which applies here because the reduction will be an injective hidden shift problem [29, 4.1].

As for the CSIDH protocol, much work has gone into adapting and improving the quantum algorithm of [29], with mixed results [11] [59] [75] [14].
2.2.2 Supersingular Elliptic Curve Cryptography

In 2011, De Feo, Jao and Plût [47] proposed a cryptosystem from supersingular elliptic curve isogenies. The central difference in the supersingular setting is that the endomorphism ring of the curve is non-Abelian (see Theorem 2.1.33, (iii)). The authors overcome this difficulty by having the participating members of the key-exchange send additional information about the isogeny: the image of four points on the curve.

Setup: Let \( p \) be a fixed prime number of the form \( p = \ell_A^e A \ell_B^e B \pm 1 \), where \( \ell_A \) and \( \ell_B \) are distinct primes, and \( f \) is some small prime. The typical choices are \( \ell_A = 2 \) and \( \ell_B = 3 \).

Let \( E/F_{p^2} \) be a supersingular elliptic curve with \( E[\ell_A^e A] \) and \( E[\ell_B^e B] \) defined over \( F_{p^2} \). Let \( P_A, Q_A, P_B, Q_B \in E(F_{p^2}) \) be four points such that \( \langle P_A, Q_A \rangle = E[\ell_A^e A] \) and \( \langle P_B, Q_B \rangle = E[\ell_B^e B] \) (by Theorem 2.1.7 each of these torsion subgroups require two points to generate).

Alice chooses two random elements \( m_A, n_A \in \mathbb{Z}/\ell_A^e A \mathbb{Z} \), not both divisible by \( \ell_A \), and computes the point \( R_A := [m_A]P_A + [n_A]Q_A \) and the isogeny

\[ \phi_A : E \to E_A \]

such that \( \ker(\phi_A) = \langle R_A \rangle \). Additionally, Alice computes the images of the \( E[\ell_B^e B] \) generators; \( \phi_A(P_B), \phi_A(Q_B) \in E_A(F_{p^2}) \). Similarly, Bob computes a random linear combination \( R_B \) (chosen so that not both \( m_B \) and \( n_B \) are divisible by \( \ell_B \)) of \( P_B \) and \( Q_B \), the isogeny

\[ \phi_B : E \to E_B \]

with kernel \( \langle R_B \rangle \), and the points \( \phi_B(P_A), \phi_B(Q_A) \in E_B(F_{p^2}) \). Alice and Bob’s secret keys are the numbers \( m_A, n_A \) and \( m_B, n_B \), respectively.

Using an unsecured channel, Alice sends \( (E_A, \phi_A(P_B), \phi_A(Q_B)) \) to Bob, and Bob sends \( (E_B, \phi_B(P_A), \phi_B(Q_A)) \) to Alice. The shared secret elliptic curve can now be computed by both parties. Alice computes the point \( S_A := [m_A]\phi_B(P_A) + [n_A]\phi_B(Q_A) \in E_B(F_{p^2}) \) and the isogeny from \( E_B \) with kernel generated by \( S_A \),

\[ \phi_A' : E_B \to E_{BA} \]

Similarly, Bob computes \( S_B := [m_B]\phi_A(P_B) + [n_B]\phi_A(Q_B) \in E_A(F_{p^2}) \) and

\[ \phi_B' : E_A \to E_{AB} \]

such that \( \ker(\phi_B') = \langle S_B \rangle \). The two curves \( E_{AB} \) and \( E_{BA} \) are isomorphic over \( F_{p^2} \), in particular they have equal \( j \)-invariants, and so the shared secret key is \( j(E_{AB}) = j(E_{BA}) \).
Figure 2.2.2 details the supersingular isogeny key exchange protocol. Here $E, P_A, Q_A, P_B,$ and $Q_B$ are all public parameters.

The SIDH key-exchange protocol can be made into a public-key encryption scheme in the following way. Let the setup be as above except include a hash function family $\mathcal{H} = \{H_k : k \in K\}$ indexed by a finite set $K$, where each $H_k$ is a function from $F_{p^2}$ to the message space $\{0, 1\}^w$. Let key generation be the same except with an additional $k \in_R K$ included in the public and private keys.

Encryption: Given a public key $(E_A, \phi_A(P_B), \phi_A(Q_B), k)$ and message $m \in \{0, 1\}^w$, choose two random $m_B, n_B \in \mathbb{Z}/\ell_B \mathbb{Z}$ not both divisible by $\ell_B$, and compute

$$h = H_k(j(E_{AB})),$$
$$c = m \oplus h.$$

The ciphertext is $(E_B, \phi_B(P_A), \phi_B(Q_A), c)$.

Decryption: Given a ciphertext $(E_B, \phi_B(P_A), \phi_B(Q_A), c)$ and a private key $(m_A, n_A, k)$, compute the $j$-invariant $j(E_{AB})$ and set

$$h = H_k(j(E_{AB})),$$
$$m = h \oplus c.$$

The plaintext is $m$. 
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Security and the Supersingular Isogeny Graph

Listed below are the security assumptions under which the security of supersingular isogeny-based cryptosystems can be proven. The corresponding security theorems are included here, and the proofs can be found in [47]. Figure 2.3 helps explain why these are the underlying security assumptions.

The CSSI problem is perhaps the most important isogeny problem discussed in this body of work.

**Problem 2.2.6** (Computational Supersingular Isogeny (CSSI) Problem). Let \( E_0 \) be a supersingular elliptic curve over \( \mathbb{F}_p \) where \( p = N_1N_2-1 \) is a prime such that \( \gcd(N_1, N_2) = 1 \), and let \( \phi_A : E_0 \to E_A \) be an isogeny whose kernel is generated by \( \langle P_A + [r_A]Q_A \rangle \), for some \( r_A \in \mathbb{Z}/N_1\mathbb{Z} \) and basis \( P_A, Q_A \) for \( E_0[N_1] \). Given \( E_0, P_A, Q_A, E_A \) and the action of \( \phi_A \) on \( E_0[N_2] \), find \( r_A \).

For the sake of provable security of cryptosystems, other isogeny problems have been described [4, 58] including the supersingular decisional and computational Diffie-Hellman Problems. The following isogeny problems were originally stated in [47].

**Problem 2.2.7** (SSDDH). Given a tuple sampled with probability 1/2 from one of the following two distributions:

1. \((E_A, E_B, \phi_A(P_B), \phi_A(Q_B), \phi_B(P_A), \phi_B(Q_A), E_{AB})\), generated via the SIDH protocol where

\[ E_{AB} \cong E_0/\langle [m_A]P_A + [n_A]Q_A, [m_B]P_B + [n_B]Q_B \rangle, \]

Figure 2.3: Supersingular isogeny-based key exchange diagram
2. \((E_A, E_B, \phi_A(P_B), \phi_A(Q_B), \phi_B(P_A), \phi_B(Q_A), E_C)\), where everything except \(E_C\) is generated via the SIDH protocol and
\[
E_C \cong E_0 / \langle [m'_A]P_A + [n'_A]Q_A, [m'_B]P_B + [n'_B]Q_B \rangle,
\]
where \(m'_A, n'_A \in \mathbb{Z}/\ell_A\mathbb{Z}\) are not both divisible by \(\ell_A\), and \(m'_B, n'_B \in \mathbb{Z}/\ell_B\mathbb{Z}\) are not both divisible by \(\ell_B\).

the Supersingular Decision Diffie-Hellman problem is to determine from which distribution the tuple is sampled.

**Problem 2.2.8 (SSCDH).** Let \(\phi_A : E \rightarrow E_A\) be an isogeny whose kernel is \(\langle [m_A]P_A + [n_A]Q_A \rangle\), and let \(\phi_B : E \rightarrow E_B\) be an isogeny whose kernel is \(\langle [m_B]P_B + [n_B]Q_B \rangle\), where \(m_A, n_A\) (respectively \(m_B, n_B\)) are randomly chosen from \(\mathbb{Z}/\ell_A\mathbb{Z}\) (respectively \(\mathbb{Z}/\ell_B\mathbb{Z}\)) and are not both divisible by \(\ell_A\) (respectively \(\ell_B\)). Given the curves \(E_A, E_B\) and the points \(\phi_A(P_B), \phi_A(Q_B), \phi_B(P_A), \phi_B(Q_A)\), the Supersingular Computational Diffie-Hellman problem is to find the \(j\)-invariant of \(E/\langle [m_A]P_A + [n_A]Q_A, [m_B]P_B + [n_B]Q_B \rangle\).

SSDDH reduces to SSCDH in the obvious way, and the converse is true as well [93]: by adaptively solving the SSDDH problem (with the isogeny degree input as a parameter) one may compute the isogeny which solves the SSCDH problem in runtime a polynomial of \(\log p\). Both the decisional and computational Diffie-Hellman assumptions depend on the CSSI problem in the obvious way.

We now provide the security theorems for these two cryptosystems. But before we do, as the public-key security definitions have not been stated yet in this work, we give those first. In the coming three definitions, let \(\varepsilon(n)\) be any real-valued function such that for every polynomial \(f(n)\), there exists an integer \(N\) such that
\[
\varepsilon(n) < \frac{1}{f(n)},
\]
for all \(n > N\). Similarly, \(\text{poly}(n)\) is any real-valued function such that for some polynomial \(f(n)\), one has \(\text{poly}(n) < f(n)\) for all \(n > N\). A cryptosystem is said to be **KP**, **OW-CPA**, or **IND-CPA**, if for each choice of \(\text{poly}(n)\) there exists a choice of \(\varepsilon(n)\) for which the definition holds.

**Definition 2.2.9.** A public-key cryptosystem is **key private**, or **KP**, if for any security parameter \(\lambda\), for any probabilistic Turing machine \(A\) which terminates after time \(\text{poly}(\lambda)\),
and any randomly chosen \((\text{pubkey}, \text{privkey})\) pair produced by the key generation function \(G\) on input \(\lambda\),
\[
\text{Prob}(A(\text{pubkey}) = \text{privkey}) < \varepsilon(\lambda),
\]
when the probability is over the joint probability distribution of output of \(G\) and the random choices of \(A\).

**Definition 2.2.10.** A public-key cryptosystem is one way, or \(\text{OW-CPA}\), if for any fixed \((\text{pubkey}, \text{privkey})\) pair produced by the key generation function \(G\) on input of security parameter \(\lambda\), and random message \(m\),
\[
\text{Prob}(A(\text{pubkey}, E(m)) = m) < \varepsilon(\lambda),
\]
for any probabilistic Turing machine \(A\) which terminates after time \(\text{poly}(\lambda)\), and the probability is over the joint probability distribution of random choices of \(m\), and the random choices made by the encryption function \(E\), and the random choices of \(A\).

**Definition 2.2.11.** A public-key cryptosystem is indistinguishable under chosen plaintext attack, or \(\text{IND-CPA}\), if there exists no probabilistic Turing machine \(A\) which terminates after time \(\text{poly}(\lambda)\) and for which, given a fixed \((\text{pubkey}, \text{privkey})\) pair, and a ciphertext \(c = E(m_b)\) for \(b \in \{0, 1\}\) chosen uniformly at random, where \(m_0\) and \(m_1\) are messages chosen by \(A\) after receiving the public key, can determine the value of \(b\) in the sense that
\[
\left| \text{Prob}(A(\text{pubkey}, c) = b) - \frac{1}{2} \right| < \varepsilon(\lambda).
\]

We now return to the topic of the security of supersingular isogeny-based cryptography. The following theorems from Jao, De Feo, Plût [47] pertain to the security of SIDH key-exchange and encryption.

**Theorem 2.2.12** ([47], 6.1). Under the SSDDH assumption, the key agreement protocol above is session-key secure in the authenticated-links adversary model of Canetti and Krawczyk [22].

**Theorem 2.2.13** ([47], 6.2). If the SSDDH assumption holds, and the hash function family \(\mathcal{H}\) is entropy-smoothing, then the public-key cryptosystem above is IND-CPA.

For any field \(K\) with \(\text{char}(K) = p > 0\) and non-empty set of prime \(L\) with \(p \notin L\), define the supersingular isogeny graph \(X(K, L)\) where each vertex is a \(K\)-isomorphism class of elliptic curves defined over \(K\) (vertices have an associated, unique \(j\)-invariant), and the
edges are equivalence classes of degree $\ell$ isogenies defined over $K$ for $\ell \in L$, connecting isogenous curves. Given a path on $X(K, L)$ connecting say $j_1$ and $j_2$, an explicit starting curve with $j$-invariant $j_1$ must be chosen before the isogeny can be computed (see the canonical elliptic curve associated to each $j$ in Section 2.1.16). Once this is done, the isogeny can be computed by composing each isogeny (edge) in the path [21].

If $E_1$ and $E_2$ are such that $j(E_1) = j_1$ and $j(E_2) = j_2$, then the isogeny computed in this way may have codomain elliptic curve isomorphic to $E_2$ in which case the composition of isogeny and isomorphism will give the correct isogeny. This differs from the ordinary isogeny graph where two elliptic curves in the same equivalence class (vertex) may be quadratic twists of each other.

By Theorem 2.1.33.(ii) every supersingular curve has $j$-invariant in $\mathbb{F}_{p^2}$, so setting $K = \mathbb{F}_{p^2}$ gives the full supersingular isogeny graph of $L$-isogenies. The authors of [41] instead set $K = \mathbb{F}_p$ and look at this restricted graph; below is their main result. First, let $h(\theta)$ denote the Hilbert class number of $\mathbb{Q}(\sqrt{\theta})$, and $(\frac{a}{b})$ denote the Legendre symbol for quadratic residues.

**Theorem 2.2.14.** [41, Theorem 2.7] Let $p > 3$ be prime.

(a) If $p \equiv 1 \pmod{4}$, then there are $h(-4p)$ $\mathbb{F}_p$-isomorphism classes of supersingular elliptic curves over $\mathbb{F}_p$, all with the endomorphism ring $\mathbb{Z}[\sqrt{-p}]$. From each vertex there is exactly one outgoing $\mathbb{F}_p$-rational 2-isogeny, and two outgoing $\ell$-isogenies for every prime $\ell > 2, \ell \in L$ such that $(\frac{-4p}{\ell}) = 1$.

(b) If $p \equiv 3 \pmod{4}$, then there are two cases. In both cases each vertex has two $\ell$-isogenies for every prime $\ell > 2, \ell \in L$ such that $(\frac{-4p}{\ell}) = 1$. Additionally, in both cases there are two “levels” to the graph defined as the “surface” and the “floor” of the graph. The endomorphism ring of every vertex on the surface is isomorphic to the order $\mathbb{Z}[\frac{1+\sqrt{-p}}{2}]$, while the endomorphism ring of every vertex on the floor is isomorphic to the order $\mathbb{Z}[\sqrt{-p}]$.

(i) If $p \equiv 7 \pmod{8}$, then each level has $h(-p)$ vertices. The surface and the floor are connected 1:1 with 2-isogenies, and on the surface there are also two 2-isogenies from each vertex to other vertices on the surface.

(ii) If $p \equiv 3 \pmod{8}$, then there are $h(-p)$ vertices on the surface and $3h(-p)$ vertices on the floor. The surface and the floor are connected 1:3 with 2-isogenies.

A consequence of this theorem is an algorithm to solve the supersingular isogeny problem over $\mathbb{F}_p$ with a classical running time of $O(p^{1/4})$ (assuming the Generalized Riemann Hypothesis), and the full supersingular isogeny problem over $\mathbb{F}_p$ in $O(p^{1/2})$. Given two vertices of the graph ($j$-invariants) representing $E$ and $E_A$, take isogenies to the surface if
necessary and then perform a random walk using isogenies of degree $2^{e_A/2}$ from each vertex until a collision, $j'$, is found. Choose an elliptic curve $E'$ with $j(E') = j'$. The isogeny from $E$ to $E_A$ will be the composition of each isogeny in the walk from $E$ to $E'$ and the dual of each isogeny in the walk from $E'$ to $E_A$.

Another consequence of this result is a quantum algorithm for the full supersingular isogeny problem (that is, over the base field $\mathbb{F}_{p^2}$ instead of $\mathbb{F}_p$) [12]. The first step is: given two supersingular elliptic curves over $\mathbb{F}_{p^2}$, use Grover’s algorithm to find isogenous elliptic curves defined over $\mathbb{F}_p$. This computation has a quantum runtime of $O(p^{1/4})$. Then, using Theorem 2.2.14 and the algorithm of [41], the isogeny between these to elliptic curves defined over $\mathbb{F}_p$ can be computed classically in $O(p^{1/4})$. This gives a path in the supersingular isogeny graph and so the composition of each directed isogeny (dual isogenies give opposite directions) in the path will give the correct output (up to isomorphism) with a total quantum runtime of $O(p^{1/4})$.

Formally, the problem of finding a collision in a graph can be formulated in the following way:

**Problem 2.2.15 (Claw Problem).** Given function $f : A \to C, g : B \to C$ with $|A| = |B|$, find a pair $(a, b) \in A \times B$ such that $f(a) = g(b)$.

A solution to this complexity problem using quantum computers was shown to be optimal in the black-box model [91], with runtime $O(\sqrt{|A||B|})$. We can apply this to the SIDH setting. The degree of the isogeny between $E$ and Alice’s elliptic curve $E_A$ is $2^{e_A}$, so let $A$ be the set of all isogenies of degree $2^{e_A/2}$ from $E$ and let $B$ be the set of all isogenies of degree $2^{e_A/2}$ from $E_A$. Here $C$ will be the set of all elliptic curves $E'$ defined over $\mathbb{F}_{p^2}$ with $|E(\mathbb{F}_{p^2})| = |E'(\mathbb{F}_{p^2})|$ (see Theorem 2.1.30). The sets $A$ and $B$ have equal cardinality and so the algorithm [91] applies. Hence, there is a quantum attack in $O(\sqrt{2^{e_A/2}2^{e_A/2}}) = O(2^{e_A/3}) = O(p^{1/6})$ against supersingular isogeny schemes.

More recent work [61] has shown that instantiating Tani’s claw finding algorithm [91] requires a greater quantum gate count than previously thought. Combined with more thorough classical cryptanalysis [1] [35] suggests that claw-finding attacks may in fact be slower than generic van Oorschot-Wiener collision finding algorithms (optimized for SIDH contexts) for this problem.
Chapter 3

The Isogeny Problem using $\text{End}(E)$

Portions of this chapter were published in Bottinelli et al. [18]. The contents of this chapter represent my contribution to that work.

This chapter presents novel algorithms for passively solving the CSSI problem, and therefore the SSCDH and SSDDH problems as well. In addition to providing the action of $\phi_A$ on $E_0[N_2]$ in the CSSI problem, some parameter choices in isogeny-based cryptography schemes provide $\text{End}(E)$ as well. All results in this chapter will rely on knowledge of $\text{End}(E)$ (or some subring), so in fact, the algorithms presented solve a potentially easier problem. However, no asymptotic improvements have been made on solving this variant of the CSSI problem compared to the original. Later sections will use the action of $\phi_A$ on $E_0[N_2]$ to achieve efficiency improvements to the mentioned CSSI solving algorithms, and to multi-party variants of CSSI. We then analyze these algorithms to determine their optimal runtimes, and compare to the best-known algorithms for the CSSI problem.

3.1 Introduction

Supersingular isogeny-based public-key cryptosystems, such as SIDH, typically involve an smooth-degree isogeny as a secret key, the codomain elliptic curve as a public key, and have their security based on the SSDDH problem. While there seems to be only one active attack on SIDH [53], there are numerous passive attacks [91] [12] [76] [39]. The active attack showed that the repeated use of keys (static keys) in SIDH is insecure, but the passive attacks have not been able to find an algorithm for solving CSSI with a better runtime than those described in the original SIDH paper [58], which have a classical runtime...
of $O(p^{1/4})$ and a quantum runtime of $O(p^{1/6})$, where $p$ is the field characteristic. In fact, under further analysis of those mentioned algorithms, the estimated runtimes and hence the estimated security of SIDH have increased [61] [1] [35].

This chapter introduces a passive algorithm for solving the CSSI problem. The high-level idea for this algorithm, presented formally in Section 3.3, is to determine some high-order bits of a secret key using a test which succeeds with some non-negligible probability. The test can then be altered using this new information to continuously test lower-order bits of the secret key, and eventually the entire secret key can be revealed from this process. This test itself is therefore a subroutine, described in Section 3.2, which takes as input an endomorphism of the starting elliptic curve and the public codomain elliptic curve, and outputs a Boolean depending on if the kernel subgroup of the secret isogeny between these two elliptic curves is fixed by the input endomorphism.

In order to determine if the input endomorphism fixes the secret kernel or not, we develop theory showing that if the kernel is fixed, then the codomain elliptic curve will have a similar endomorphism. The converse is true—if a similar endomorphism exists on the codomain curve, then the secret kernel is fixed—with overwhelming probability assuming the degree of the endomorphism is not too great relative to $p$. The efficiency of this subroutine test is then examined and quantified, and then improved upon in Section 3.4 using the action of $\phi_A$ on $E_0[N_2]$, as this information is provided in the CSSI problem setup.

By establishing an oracle to find endomorphisms of the starting elliptic curve satisfying degree and action constraints, we can then reduce the CSSI problem (and others) to the problem of realizing this oracle. However, Sections 3.5 and 3.6 study the realization of this oracle when the starting curve has $j$-invariant 1728, and prove that the CSSI solving algorithm requires $\tilde{O}(p^{1/4})$ computations, giving no speedup over the literature. Section 3.6 also explores the adaptation of this attack to multi-party variations of SIDH and demonstrates asymptotic improvements in those cases. The improvements to the multi-party setting are due to the greater ratio of public torsion information to $p$.

### 3.2 Theory of Fixed Kernels

In this section we develop the basic theory for this chapter. The following proposition is the foundation for all other results in this chapter.

**Proposition 3.2.1.** Let $k, N \in \mathbb{Z}$ be coprime. Let $E/\mathbb{F}_q$ be a supersingular elliptic curve, let $R \in E[N]$, and let $\psi \in \text{End}(E)$ be cyclic with order $k$. Suppose $\phi : E \to E'$ is an
isogeny with kernel $\langle R \rangle$. If $\langle R \rangle$ is fixed as a subgroup (or stabilized) by $\psi$, then there exists a cyclic endomorphism $\psi'$ on $E'$ of degree $k$. Furthermore, the kernel of $\psi'$ is $\phi(\ker \psi)$.

Proof. Let $\psi'$ be the isogeny with domain $E'$ and kernel $\phi(\ker \psi)$, and let $\phi'$ be the isogeny with domain $\psi(E)$ and kernel $\psi(\ker \phi)$. As $\gcd(k, N) = 1$, Figure 3.1 commutes.

By assumption $\psi$ fixes $\langle R \rangle$, and so

$$\ker \phi' = \psi(\ker \phi) = \psi(\langle R \rangle) = \langle R \rangle = \ker \phi.$$ 

It follows from Theorem 2.1.31 that $\phi' \cong \phi$, and so $E^* \cong E'$. Hence, $\psi' : E' \to E^* \cong E'$ which implies that $\psi' \in \operatorname{End}(E')$ and is of the claimed degree $k$. Since $\ker \psi$ is cyclic, and $\gcd(k, N) = 1$, it follows that $\phi(\ker \psi)$ is cyclic as well. \hfill $\square$

\begin{figure}[h]
\centering
\begin{tikzcd}
E \arrow[r, \phi] \arrow[d, \psi] & E' \arrow[d, \psi'] \\
E \arrow[r, \phi'] & E^*
\end{tikzcd}
\caption{Commutative diagram}
\end{figure}

See Appendix A for a digression relating Proposition 3.2.1 to Lemma 42.2.9 of [96].

The converse to Proposition 3.2.1 is also relevant. While the converse is not true in general, it is shown in Lemma 3.2.2 that the number of supersingular $k$-endomorphisms can be asymptotically bounded above by a function of only $k$, and therefore the probability that an arbitrary supersingular endomorphism ring contains a cyclic element of degree $k$ decreases as $p$ grows. Hence, when $k$ is suitably small compared to $p$, the existence of a cyclic $k$-endomorphism on $E'$ heuristically implies that, with overwhelming probability, $\ker \phi$ is fixed by $\psi$.

**Lemma 3.2.2.** The number of $j$-invariants (supersingular or ordinary) over $\mathbb{F}_p$ which are cyclically $k$-isogenous to themselves is $O(k \log \log k)$, for $k \geq 3$.

Notice that the characteristic of the finite field $p$ is absent from this formula.

**Proof.** The value in question can be computed as the number of roots of the classical $k$th-modular polynomial, $\psi_k(x, x)$. This is then bounded by $\deg \psi_k(x, x) \leq 2\mu(k)$ [72, Theorem 3.1.31].
6.1], where \( \mu(k) = k \prod_{p|k} \left( 1 + \frac{1}{p} \right) \) is the Möbius function. We now show that \( \mu \) has the claimed asymptotic growth.

If \( \phi(k) = k \prod_{p|k} \left( 1 - \frac{1}{p} \right) \) is Euler’s totient function, then note that

\[
\mu(k) \phi(k) = k^2 \prod_{p|k} \left( 1 + \frac{1}{p} \right) \left( 1 - \frac{1}{p} \right) \leq k^2,
\]

which implies \( \mu(k) \leq \frac{k^2}{\phi(k)} \). If \( k \geq 3 \), then \( \phi(k) > \frac{k}{e^{\gamma} \log \log k + \frac{1}{\log \log k}} \) [81, Theorem 15], and the result follows.

Under the assumption that these cyclic \( k \)-endomorphisms are randomly distributed among the supersingular isomorphism families, Lemma 3.2.2 gives an approximation of \( e^{\gamma k \log \log k} \) on the probability that an arbitrary supersingular elliptic curve admits a \( k \)-endomorphism.

The combination of Proposition 3.2.1 and Lemma 3.2.2 leads to the first main theorem of this chapter. If an endomorphism \( \psi \) of \( E \) is known, then the algorithm from Theorem 3.2.3 serves as an offline test of whether the kernel of an unknown isogeny \( \phi \) with domain \( E \) is fixed by an endomorphism \( \psi \).

**Theorem 3.2.3.** Given

1. a supersingular elliptic curve \( E/\mathbb{F}_p^2 \) such that \( p = N_1 N_2 - 1 \) for coprime \( N_1 \approx N_2 \),
2. an elliptic curve \( E' \) that is the codomain of an \( N_1 \)-isogeny \( \phi: E \to E' \), and
3. a \( k \)-endomorphism \( \psi \) of \( E \), for some integer \( k \) where \( \gcd(k, N_1) = 1 \) and \( k < N_1 \),

there exists a classical algorithm with worst case runtime \( \tilde{O}(k^3) \) which decides whether \( \psi(\ker \phi) = \ker \phi \) or not, but may give false positives with probability \( \approx \frac{1}{\sqrt{p}} \). Further, if \( k \) is \( \log p \)-smooth, then the runtime is \( \tilde{O}(\sqrt{k}) \).

When referring to an integer \( k \) as being \( B \)-smooth, for some real value \( B \), we mean the standard definition that each of the prime factors of \( k \) is less than or equal to \( B \). The runtime of the algorithm mentioned in Theorem 3.2.3 will arise frequently in this section, and so we provide it as a lemma.
Lemma 3.2.4. Given a prime $p$, two supersingular elliptic curves $E/\mathbb{F}_{p^2}$, $E'/\mathbb{F}_{p^2}$, and an integer $k$, there exists a classical algorithm to check if $E$ and $E'$ are $k$-isogenous with worst-case runtime $\tilde{O}(k^3)$ and best-case runtime $\tilde{O}(\sqrt{k})$, which happens when $k$ is log($p$)-smooth.

Proof. The following are two approaches to testing if $E$ is $k$-isogenous to $E'$:

1. computing an extension field $\mathbb{F}_q/\mathbb{F}_{p^2}$ such that $E[k] \subset E(\mathbb{F}_q)$ and then computing all $k$-isogenies with domain $E$ and checking if any codomains are isomorphic to $E'$, or even better applying a meet-in-the-middle strategy if $k$ factors nicely to test if the curves are $k$-isogenous, and

2. computing the classical $k^{th}$-modular polynomial $\psi_k(x, y)$ and testing whether or not $\psi_k(j(E), j(E')) = 0$.

Consider first the computational problem of finding and constructing an appropriate field extension. This step requires an irreducible polynomial $f(x)$ for which the extension field $\mathbb{F}_{p^2}[x]/\langle f(x) \rangle$ contains the $x$ and $y$-coordinates of the points in $E[k]$. One approach is to use an upper bound of $k^2 - 1$ on the extension degree needed for these points to exist, and to compute an arbitrary irreducible polynomial with that degree. A more efficient approach is to use division polynomials. Factoring the $k^{th}$-division polynomial over $\mathbb{F}_{p^2}$ will give many irreducible polynomials of equal degree which will give an appropriate field extension to contain all $x$-coordinates of $E[k]$. The degree of the $k^{th}$-division polynomial in $x$ is $\frac{k^2 - 1}{2}$ when $k$ is odd, and $\frac{k^2 - 4}{2}$ when $k$ is even [98, Lemma 3.5]. Computing the $k^{th}$-division polynomial using the recursive formula from Section 2.1.3 requires $\tilde{O}(k^2)$ operations and $O(k^2)$ space (see [84, §5.1]). Therefore, by [62], finding a root of this polynomial takes $\tilde{O}(k^3)$ time. However, when $k$ is, say $B$-smooth, this field can be constructed as a tower of extensions, which only takes $O(B \log k)$ time. A quadratic extension of this field will then be guaranteed to contain the $y$-coordinates as well, and thus all of $E[k]$.

Next we assume the appropriate field extension has been constructed. Now the goal is to test if $E/\mathbb{F}_q$ is $k$-isogenous to $E/\mathbb{F}_q$. When $k$ is prime, constructing all $k$-isogenies with domain $E$ using Vélu’s formulas involves computing the $k + 1$ isogenies of prime degree $k$ and domain $E$. Prime degree isogenies currently require $O(k)$ operations to compute [95]. This case, therefore, gives us the worst-case bound of $O(k^2)$, as there are approximately $k$ such isogenies to check. When $k$ is not prime, claw-finding methods can be applied to improve performance. In the case where $k = k_1k_2$ for some log $p$-smooth positive integers $k_1$ and $k_2$ each approximately of size $\sqrt{k}$, classical claw-finding will require computing $O(k_1)$ many isogenies of degree $k_1$ and computing $O(k_2)$ isogenies of degree $k_2$ [58, 5.1], and
$O(\sqrt{k})$ space. When $k$ is log $p$-smooth, the isogeny computations themselves are $O(\log k)$ which is negligible. Thus, the worst-case for testing for $k$-isogenies (assuming the extension field is computed) is when $k$ is prime where the runtime is $\tilde{O}(k^2)$, and the best case is when $k$ is log $p$-smooth where the runtime is $\tilde{O}(\sqrt{k})$.

Observe that if $k$ is small (say, less than 100,000 [90]) testing for $k$-isogenies can be performed by checking if the tuple $(j(E_A), j(E_A))$ is a root of the $k^{th}$-modular polynomial. However, this approach scales very poorly.

**Proof of Theorem 3.2.3.** The algorithm of Lemma 3.2.4 can be used with the prime $p = N_1N_2 - 1$, integer $k$, and supersingular elliptic curve $E'/\mathbb{F}_{p^2}$, to test if $E'$ is $k$-isogenous to itself. We then output True if $E'$ is $k$-isogenous to itself, and False otherwise. If there are no $k$-isogenies from $E'$ to itself, then there are no $k$-endomorphisms, so $\psi(\ker \phi) \neq \ker \phi$ by the contrapositive of Proposition 3.2.1. The algorithm outputs False in this case which coincides with the correct answer. If the algorithm from Lemma 3.2.4 does find a $k$-endomorphism of $E'$, the algorithm outputs True, but there is a chance that $\psi(\ker \phi) \neq \ker \phi$. By Lemma 3.2.2, this false positive occurs with probability $\approx e^{\gamma k \log \log k} = \tilde{O}\left(\frac{1}{\sqrt{p}}\right)$ since $k < N_1 \approx \sqrt{p}$ by assumption. The runtime of this algorithm follows directly from Lemma 3.2.4.

The result of Theorem 3.2.3 raises two main questions:

1. is it likely that a $k$-endomorphism exists for $E$ when $k$ is small enough to make this algorithm practical?

2. how much information can be learned by determining whether $\psi(\ker \phi) = \ker \phi$ or not?

In particular, the algorithm from Theorem 3.2.3 works best when $k$ is small and $\psi$ fixes approximately half of all subgroups in $E[N]$.

The remainder of the chapter is organized as follows: We examine the basic uses of Theorem 3.2.3 in Section 3.3. Section 3.4 discusses improvements when the action of $\phi$ is known; in particular the runtimes of the algorithms in Theorems 3.3.4 and 3.3.5 can be improved. Section 3.5 considers instantiating Oracle 3.3.3 on the supersingular elliptic curve with $j$-invariant 1728 when combined with the improvements of Section 3.4. Finally, Section 3.6 analyzes when the instantiation will be sufficient to affect the cryptanalysis of supersingular isogeny-based schemes.
3.3 Cryptanalysis from Fixed Kernels

In this section we will assume the existence of an oracle which outputs endomorphisms which fix a non-negligible proportion of subgroups in some $E[N]$, and show that knowing if $\psi(\ker \phi) = \ker \phi$ is sufficient to solve the SSDDH and CSSI problems. Additionally, we will discuss extracting more torsion images of secret isogenies from endomorphisms, even when the kernels of the secret isogenies themselves remain unknown.

First, we introduce a definition for the proportion of fixed $N$-subgroups of the endomorphism. These are appropriately called the $N$-eigenspaces of the endomorphism, as they are the eigenspaces of vectors when viewing the action of the endomorphism as a $2 \times 2$ matrix on the $N$-torsion subgroup. We focus on the subgroups of the form $P + [r]Q$, for a basis $P, Q$ of $E[N]$ because this form is simpler to work with and contains most subgroups.

**Definition 3.3.1.** Let $\psi \in \text{End}(E)$ be an endomorphism of some supersingular elliptic curve $E/\mathbb{F}_p$. For an integer $N$ which is not divisible by $p$, and a basis $P, Q$ for $E[N]$, define

$$\text{Eig}_{P,Q}^N(\psi) = \{ X \in E[N] : \exists r \in \mathbb{Z}/N\mathbb{Z}, \ X = P + [r]Q, \text{ and } \exists \lambda \in (\mathbb{Z}/N\mathbb{Z})^*, \psi(X) = [\lambda]X \}.$$ 

Observe that $\text{Eig}_{P,Q}^N(\psi)$ contains only points which generate subgroups which are fixed by $\psi$. Indeed, if $Y \in \langle X \rangle$, then $\exists m \in \mathbb{Z}/N\mathbb{Z} : [m]X = Y$, and so

$$\psi(Y) = [m]\psi(X) = [m\lambda]X = [\lambda]Y \in \langle X \rangle.$$ 

Further, if $X \in \text{Eig}_{P,Q}^N(\psi)$, then $|\langle X \rangle| = |\psi(\langle X \rangle)|$. Lastly, note that if $\psi$ fixes all subgroups in $E[N]$, then $|\text{Eig}_{P,Q}^N(\psi)| = N$.

We also introduce the following notation for the entire set of generators of subgroups of order $N$ of the form $P + [r]Q$.

**Notation 3.3.2.** Let $E(\mathbb{F}_p)$ be an elliptic curve, $N$ an integer, and $P, Q$ a basis for $E[N]$. Set $E^{P,Q}[N] := \{ P + [r]Q \in E[N] : r \in \mathbb{Z}/N\mathbb{Z} \}$.

Observe that for all $N \in \mathbb{Z}$, $|E^{P,Q}[N]| = N$, and for all $\psi \in \text{End}(E)$ and bases $P, Q$ we have $\text{Eig}_{P,Q}^N(\psi) \subseteq E^{P,Q}[N]$. We now introduce the oracle that will be used in our two reductions.

**Oracle 3.3.3.**

**Input:** $p = N_1N_2 - 1$, a supersingular elliptic curve $E$, an integer $\ell$, a set $S \subset E[N_1]$, and a basis $P, Q$ for $E[N_1]$.

**Output:** A generator $K_0 \in E(\mathbb{F}_p)$ of the kernel of a cyclic endomorphism $\psi$ of $E$ such that the following constraints hold:
1. $|K_0| \leq N_1$,

2. $\gcd(|K_0|, N_1) = 1$,

3. $\left| \text{Eig}_{N_1}^{P, Q}(\psi) \right| \geq \frac{1}{\ell} |S|$, and

4. $\left| E^{P, Q}[N_1] \setminus \text{Eig}_{N_1}^{P, Q}(\psi) \right| \geq \frac{1}{\ell} |S|$, or $\bot$ if no endomorphism satisfying these constraints exists.

The choice of $\ell$ will usually be $O(\log p)$ in the instances of Oracle 3.3.3 discussed in this chapter, and when performing cryptanalysis on SIDH, $\ell = \ell_A$. The set $S$ will usually start as $E^{P, Q}[N_1]$ and iteratively become smaller as we search for generator of a secret isogeny.

The conditions 3 and 4 guarantee that a non-negligible proportion of subgroups will be fixed by the output endomorphisms when $\ell \in O(\log p)$, and likewise for the subgroups that will not be fixed. Lemma 3.2.4 can be used to determine the runtime of searching for an endomorphism with degree $|K_0|$. Combining these facts, Oracle 3.3.3 can be used to solve both the SSDDH and the CSSI problems, as we will now exhibit.

**Theorem 3.3.4.** Let $E_0/F_{p^2}$ be a supersingular elliptic curve such that $p = \ell_A^e \ell_B^e - 1$ for distinct primes $\ell_A$ and $\ell_B$. When given access to an $\mathcal{O}$ as in Oracle 3.3.3, such that $\mathcal{O}$ succeeds for a non-negligible proportion of sets $S$, there exists a (classical) distinguisher for the SSDDH problem with advantage $\frac{1}{\ell_A^e}$, which makes $O(1)$ calls to $\mathcal{O}$, and runs in worst-case time $\tilde{O}\left(\ell_A^e\right)$. Further, if the endomorphisms all have log $p$-smooth degree, then the runtime is $\tilde{O}\left(\sqrt{\ell_A^e}\right)$.

**Proof.** We will describe an algorithm $\mathcal{A}$ with access to Oracle 3.3.3 with non-negligible advantage in solving the SSDDH problem. The algorithm $\mathcal{A}$ takes in the following input to the SSDDH problem:

$$p, E_0, P_A, Q_A, P_B, Q_B, E_A, E_B, \phi_A(P_B), \phi_A(Q_B), \phi_B(P_A), \phi_B(Q_A), E'$$

where $E'$ is either the shared secret $E_{AB}$ or a randomly generated $E_C$ which is $\ell_A^e \ell_B^e$-isogenous to $E_0$. Let $\mathcal{A}$ pass $p, E_0, \ell_A, S = E_0^{P, Q}[\ell_A^e]$, and the basis $P_A, Q_A$ to Oracle 3.3.3, and receive some endomorphism $\psi$ of $E_0$ that fixes some of the points in $S$ as output. Letting $\mathcal{A}$ apply the algorithm from Theorem 3.2.3, with input $E_0, E_A$, and $\psi$, reveals if $\psi(\ker \phi_A) = \ker \phi_A$.
Observe, the set \( \{ \phi_B(X) \in E_B(\mathbb{F}_{p^2}) : X \in \text{Eig}_{\ell_A}^{P,Q}(\psi) \} \subset E_B[\ell_A] \) can be determined by decomposing \( \text{Eig}_{\ell_A}^{P,Q}(\psi) \) into \( P_A \) and \( Q_A \) and using \( \phi_B(P_A) \) and \( \phi_B(Q_A) \). Let \( \mathcal{A} \) pass \( p, E_B, \ell_B, \phi_B(\text{Eig}_{\ell_A}^{P,Q}(\psi)) \) and the basis \( \phi_B(P_A), \phi_B(Q_A) \) to Oracle 3.3.3, and receive some endomorphism \( \tilde{\psi} \) of \( E_B \) that fixes some of \( \phi_B(\text{Eig}_{\ell_A}^{P,Q}(\psi)) \) as output. Letting \( \mathcal{A} \) apply the algorithm from Theorem 3.2.3, with input \( E_B, E', \) and \( \tilde{\psi}, \) reveals if \( \tilde{\psi} \) fixes the kernel of the isogeny from \( E_B \) to \( E' \).

With probability \( \frac{1}{\ell_A} \), the endomorphism \( \psi \) does not fix \( \text{Eig}_{\ell_A}^{P,Q}(\psi) \) (condition 4 of Oracle 3.3.3), and in that case it follows from Theorem 3.2.3 that \( \ker \phi_A \not\subseteq \text{Eig}_{\ell_A}^{P,Q}(\psi) \). If moreover \( \tilde{\psi} \) does fix the kernel of the isogeny from \( E_B \) to \( E' \), which occurs with conditional probability \( \frac{1}{\ell_A} \) (condition 3 of Oracle 3.3.3), then it follows from Theorem 3.2.3 that \( \phi_B(\ker \phi_A) \subset \text{Eig}_{\ell_A}^{P,Q}(\tilde{\psi}) \). This contradicts the previous sentence because \( \text{Eig}_{\ell_A}^{P,Q}(\tilde{\psi}) \subset \phi_B(\text{Eig}_{\ell_A}^{P,Q}(\psi)) \). In this case, where \( \psi \) does not fix the kernel and \( \tilde{\psi} \) does, it follows that \( E' \) must not be \( E_{AB} \). The distinguisher \( \mathcal{A} \) for the SSDDH problem may then use this information to gain the claimed advantage in distinguishing between \( E_{AB} \) and \( E_C \) with the mentioned runtime following from Theorem 3.2.3.

Oracle 3.3.3 can also be iterated to solve the CSSI problem.

**Theorem 3.3.5.** Suppose we are given a starting supersingular elliptic curve \( E_0/\mathbb{F}_{p^2} \) such that \( p = \ell_A^{e_A} \ell_B^{e_B} - 1 \) for distinct primes \( \ell_A \) and \( \ell_B \), the image of an \( \ell_A^{e_A} \)-degree isogeny \( E_A = \phi_A(E_0) \), and access to an \( \mathcal{O} \) as in Oracle 3.3.3, such that \( \mathcal{O} \) fails only for a negligible proportion of sets \( S \). Then there exists a (classical) algorithm which outputs \( \ker \phi_A \) with non-negligible probability, makes \( m = O(\log \ell_A^{e_A}) \) queries to \( \mathcal{O} \), and runs in worst-case time \( \tilde{O}(\ell_A^{e_A} \cdot m) \). Further, if the endomorphisms all have \( \log p \)-smooth degree, then the runtime is \( \tilde{O}(\sqrt{\ell_A^{e_A}} \cdot m) \).

The algorithm for Theorem 3.3.5 is presented now, and the proof will follow.

**Algorithm 3.3.6.**

**Input:** \( E_0, p, E_A, \) and access to Oracle 3.3.3 denoted \( \mathcal{O} \).

**Output:** \( \ker \phi_A \) or \( \bot \).

1. Let \( \langle P, Q \rangle = E_0[\ell_A^{e_A}] \).
2. Let \( S_0 = E_0^{PQ}[\ell_A^e] \), and \( i = 0 \).

3. Call \( \mathcal{O} \) with \((p, E_0, \ell_A, S_i, P, Q)\):
   
   If \( \mathcal{O} \) outputs \( \perp \), then return \( \perp \).
   
   Else, obtain \( \psi_i \) from \( \mathcal{O} \) from Oracle 3.3.3.

4. Let \( X = S_i \cap \text{Eig}_{\ell_A}^{PQ}(\psi_i) \) and \( Y = S_i \setminus \text{Eig}_{\ell_A}^{PQ}(\psi_i) \).

5. Use the algorithm in Theorem 3.2.3 with input \((p, E_0, \ell_A, \psi_i)\) to determine if \( \psi_i(\ker \phi_A) = \ker \phi_A \) or not.

6. If \( \psi_i(\ker \phi_A) = \ker \phi_A \), then let \( S_{i+1} = X \), otherwise if \( \psi_i(\ker \phi_A) \neq \ker \phi_A \), then let \( S_{i+1} = Y \).

7. Increment \( i \) and repeat Steps 3 to 7 until \( |S_i| = 1 \).

8. Return \( S_i \).

**Proof of Theorem 3.3.5.** We analyze the success probability and runtime of Algorithm 3.3.6. Let \( \sigma_1 \) be the fraction of sets \( S \subseteq E_0^{PQ}[\ell_A^e] \) for which \( \mathcal{O} \) will succeed. By hypothesis we can write \( \sigma_1 > 1 - \frac{1}{e \log p} \), for some constant \( c \). Hence, with probability \( \sigma_1 \), the reduction makes it to Step 7 instead of outputting \( \perp \).

Note that at the end of Step 6, \( |S_{i+1}| \leq \frac{1}{\ell_A^e}|S_i| \) for all \( i \). Let \( m = \lceil \log \ell_A^e \rceil \). Then

\[
|S_m| \leq \frac{1}{\ell_A^m}|S_0| \approx \frac{\ell_A^{eA-1}(\ell_A + 1)}{\ell_A^{eA}} \approx 1.
\]

This implies that \( O(m) \) calls to \( \mathcal{O} \) are required. The success probability of Algorithm 3.3.6 is therefore \( \sigma_1^m \). Since \( m \approx \frac{1}{2} \log p \), we have \( \sigma_1^m \approx (1 - \frac{1}{2^m})^m \) which approaches \( \frac{1}{e^{\sqrt{\pi}}} \) as \( p \) grows.

Step 6 runs in \( \tilde{O}(\ell_A^{3eA}) \) or \( \tilde{O}(\sqrt{\ell_A^{eA}}) \) time depending on if the degree of \( \psi \) is a smooth number or not. 

These two theorems show how outputs from Oracle 3.3.3, that is, endomorphisms which fix a large proportion of subgroups in \( E_0[\ell_A^e] \), can be used to solve different isogeny problems. In each theorem, only the existence of the endomorphisms on \( E_A \), namely those \( \psi' \) which correspond to the output from Oracle 3.3.3, are being used with Theorem 3.2.3 to infer information about \( \ker \phi_A \). However the endomorphism \( \psi' \) itself is discovered in the
process (see the proofs of Theorem 3.2.3 and Lemma 3.2.4). We propose a technique which uses the explicit endomorphism $\psi'$ on $E_A$ to determine the images of torsion points under $\phi_A$ other than those in the SSDDH and CSSI problems. We discuss the idea underlying our methods in the simplest case: when the endomorphisms have the easiest form to work with.

Let $E$ be a supersingular elliptic curve and consider some $\psi \in \text{End}(E)$ and $\phi : E \to E'$ satisfying $\psi(\ker \phi) = \ker \phi$. Recall Proposition 3.2.1 and Figure 3.1. By our kernel-fixing assumption, we can reillustrate the figure as in Figure 3.2.

![Figure 3.2: Commutative diagram assuming $\psi(\ker \phi) = \ker \phi$](image)

Examining Figure 3.2, one would expect the action of $\psi$ on $E$ to be similar to the action of $\psi'$ on $E'$. This is exactly what we aim to show.

Recall the notation $\phi|_{E[N]}$ representing the isogeny $\phi$ restricted to the subgroup $E[N]$, and similarly $\phi|_{\langle P, Q \rangle}$ for independent points $P$ and $Q$. Write

$$\phi|_{\langle P, Q \rangle} = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

where $\phi(P) = [a]P + [c]Q$ and $\phi(Q) = [b]P + [d]Q$. We start with a basic preliminary lemma.

**Lemma 3.3.7.** Let $\phi : E \to E'$ be a separable isogeny and let $\{P, Q\}$ be a basis for $E[N]$, where $N$, $\deg \phi$ and $p$ are pairwise coprime. Then $E'[N] = \langle \phi(P), \phi(Q) \rangle$.

**Proof.** As $|E[N]| = N^2$ and $\deg \phi$ are coprime, we have $\ker \phi \cap E[N] = \{\infty\}$. Applying the first isomorphism theorem on the restricted isogeny $\phi|_{E[N]}$, we find that

$$\phi(E[N]) \cong \frac{E[N]}{\ker (\phi|_{E[N]})} \cong E[N].$$

There is only one subgroup of $E'$ of this form, namely $E'[N]$. Thus, $\phi(E[N]) \cong E'[N]$. \qed
In Proposition 3.3.8 we show that the action of $\psi$ on $E[N]$ is similar (i.e. conjugate) to the action of $\psi'$ on $E'[N]$.

**Proposition 3.3.8.** Let $E_0/\mathbb{F}_{p^2}$ be a supersingular elliptic curve such that $p = N_1 N_2 - 1$ for coprime $N_1$ and $N_2$. Let $\phi : E \rightarrow E'$ be a separable isogeny and $\psi \in \text{End}(E)$ such that $\psi(\ker \phi) = \ker \phi$. Let $\psi' \in \text{End}(E')$ be the endomorphism from Proposition 3.2.1. Suppose \{P, Q\} is a basis for $E[N]$ for some $N \geq 2$, and $N_1, N, p,$ and $\deg \psi$ are all pairwise coprime. Let $\psi \mid \langle P, Q \rangle = M$ for some matrix $M$. Then, $M \in \text{GL}_2(\mathbb{Z}/N\mathbb{Z})$, and

$$\psi' \mid \langle \phi(P), \phi(Q) \rangle = M.$$ 

**Proof.** The invertibility of $M$ follows from the fact that the action of $\psi \circ \hat{\psi} = N_1 \cdot I_{2 \times 2}$ (with respect to all bases of $E[N]$) and $\gcd(N_1, N) = 1$.

By Lemma 3.3.7, we know that $E'[N] = \langle \phi(P), \phi(Q) \rangle$. Let

$$M = \begin{pmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{pmatrix}.$$ 

Then,

$$\phi \circ \psi \circ \hat{\phi}(\phi(P)) = \phi \circ \psi(\langle N_1 \rangle P) = [N_1] \phi(\psi(P)) = [N_1] \phi([m_{11}] P + [m_{21}] Q) = [m_{11} N_1] \phi(P) + [m_{21} N_1] \phi(Q).$$

Similarly,

$$\phi \circ \psi \circ \hat{\phi}(\phi(Q)) = [m_{12} N_1] \phi(P) + [m_{22} N_1] \phi(Q).$$

Therefore,

$$\left( \phi \circ \psi \circ \hat{\phi} \right) \bigg|_{\langle \phi(P), \phi(Q) \rangle} = N_1 M.$$ 

Since $\psi(\ker \phi) = \ker \phi$, we have

$$\phi \circ \psi = \psi' \circ \phi,$$

which implies

$$\phi \circ \psi \circ \hat{\phi} = \psi' \circ \phi \circ \hat{\phi} = \psi' \circ [N_1].$$
Therefore,

\[ N_1M = \left( \phi \circ \psi \circ \phi \right)_{\langle \phi(P), \phi(Q) \rangle} = ([N_1] \circ \psi')_{\langle \phi(P), \phi(Q) \rangle} = N_1|_{\langle \phi(P), \phi(Q) \rangle} \cdot \left( \psi'|_{\langle \phi(P), \phi(Q) \rangle} \right) = N_1 \cdot \left( \psi'|_{\langle \phi(P), \phi(Q) \rangle} \right). \]

As \( N_1 \) is invertible modulo \( N \), dividing both sides of the above equality by \( N_1 \) gives the proposed statement. \( \square \)

To recap, if \( \psi \) preserves ker \( \phi \), then by Proposition 3.3.8, the matrix of \( \psi \) (with respect to \( \{ P, Q \} \)) is equal to the matrix of \( \psi' \) (with respect to \( \{ \phi(P), \phi(Q) \} \)). We are interested in the converse:

- Does the equation
  \[ \psi|_{\langle P,Q \rangle} = \psi'|_{\langle P',Q' \rangle} \]  
  (3.1)
  reveal anything about the relationship between \( \{ P, Q \} \) and \( \{ P', Q' \} \)?

- Furthermore, can we use this relationship to deduce information about the action of \( \phi \) on \( E_0[N] \)?

We answer these questions in the affirmative in the case where the action is a diagonal matrix. First, Proposition 3.3.9 equates such \( P' \) and \( Q' \) from Eq. 3.1 to scalars of \( \phi(P) \) and \( \phi(Q) \). Second, Proposition 3.3.10 equates such \( P' \) and \( Q' \) to \( \pm \phi(P) \) and \( \pm \phi(Q) \) when Eq. 3.1 can be satisfied twice, by two distinct pairs (where \( \psi \) and \( \psi' \) would be one such pair) of endomorphisms.

**Proposition 3.3.9.** Let the setup be the same as in Proposition 3.3.8. Further, suppose \( N \) is prime, and the matrix \( \psi|_{\langle P,Q \rangle} = M \) is diagonal. If \( \{ R, S \} \) is some basis of \( E'[N] \) such that \( \psi'|_{\langle R,S \rangle} = M \), then there exist \( \alpha, \beta \in \mathbb{Z}/N\mathbb{Z} \) such that \( \phi(P) = [\alpha]R \) and \( \phi(Q) = [\beta]S \).

**Proof.** We will show that both \( \phi(P) \) and \( R \) are eigenvectors of \( M \) of the same eigenvalue, and similarly both \( \phi(Q) \) and \( S \) are eigenvectors of \( M \) of the same eigenvalue. Since \( \psi(\ker \phi) = \ker \phi \), \( \psi' \) exists by Proposition 3.2.1. By Proposition 3.3.8 we know there exists some basis (namely \( (\phi(P), \phi(Q)) \)) such that \( \psi'|_{E'[N]} = M \), and further, by the proof, for any other basis of \( E'[N] \) the matrix \( \psi'|_{E'[N]} \) is similar to \( M \).
Let $M = \begin{bmatrix} a & 0 \\ 0 & d \end{bmatrix}$. Proposition 3.3.8 states that $\psi'$ acts as $M$ with respect to the basis $\{\phi(P), \phi(Q)\}$, and so $\phi(P)$ and $\phi(Q)$ are eigenvectors of $M$ of eigenvalue $a$ and $d$, respectively. But we also have that $R$ and $S$ are eigenvectors of $M$ of eigenvalue $a$ and $d$, respectively, by assumption. This implies $\phi(P) = [\alpha]R$ and $\phi(Q) = [\beta]S$ for some $\alpha, \beta \in \mathbb{Z}/N\mathbb{Z}$ as $N$ is prime.

We are concerned with the computational cost of determining the action of a secret isogeny $\phi : E \to E'$. Proposition 3.3.9 tells us that by searching for a basis on a prime torsion subgroup of $E'$ such that an endomorphism $\psi' \in \text{End}(E')$ behaves like the corresponding endomorphism $\phi \in \text{End}(E)$ (the correspondence arising from Proposition 3.2.1), we can infer how $\phi$ acts up to scalar multiples. Given how $\psi'$ acts with respect to any basis for $E[N]$, it is simple linear algebra to find the basis to make $\psi'$ act with the same matrix as $\psi$, and so the computational cost of this step is small.

Next, we assume further that we have two distinct endomorphisms, $\psi_1, \psi_2 \in \text{End}(E)$, which fix the kernel of some isogeny $\phi$ to examine what benefit this gives to the goal of determining the action of $\phi$.

**Proposition 3.3.10.** Let $E$ be a supersingular elliptic curve over $\mathbb{F}_{p^2}$, let $\phi : E \to E'$ be a separable isogeny, and $N$ a prime coprime to $\deg \phi$. Given $\psi_1, \psi_2 \in \text{End}(E)$ such that

1. $\psi_i(\ker \phi) = \ker \phi$ for $i = 1, 2$,
2. $\psi'_1, \psi'_2$ are the endomorphisms of $E'$ corresponding respectively to $\psi_1, \psi_2$ from Proposition 3.2.1,
3. $\psi_1$ acts on $E[N]$ as a diagonal matrix $M_1$ with respect to a basis $\{P_1, Q_1\}$,
4. $\psi_2$ acts on $E[N]$ as a diagonal matrix $M_2$ with respect to a basis $\{P_2, Q_2\}$,
5. $\deg \psi_1, \deg \psi_2$ each are pairwise coprime with $N, \deg \phi$ and $p$, and
6. $P_2 = [\gamma]P_1 + [\delta]Q_1$ for some integers $\gamma, \delta \in (\mathbb{Z}/N\mathbb{Z})^*$,

there exists an algorithm which can determine the tuple $(\phi(P_1), \phi(Q_1))$ up to a sign, from the input of $E, E', \psi_1, \psi_2, \psi'_1, \psi'_2$, with runtime $\tilde{O}(N^3)$.

By “up to a sign” here we mean that either $(\phi(P_1), \phi(Q_2))$ or $(-\phi(P_1), -\phi(Q_2))$ will be output.
**Proof.** We give a proof by presenting the claimed algorithm followed by a justification of its correctness and analysis of its runtime.

**Algorithm 3.3.11.**

**Input:** $E, E', N$, bases $\{P_1, Q_1\}, \{P_2, Q_2\}$ of $E'[N]$, $\psi_1, \psi_2 \in \text{End}(E)$, and $\psi'_1, \psi'_2 \in \text{End}(E)$ as defined in the statement of the proposition.

**Output:** $\pm (\phi(P_1), \phi(Q_1))$.

1. For $i = 1, 2$: find a basis $\{R_i, S_i\}$ of $E'[N]$ such that the action of $\psi'_i$ on $E'[N]$ with respect to a basis $\{R_i, S_i\}$ is $M_i$.

2. Determine $\gamma, \delta \in (\mathbb{Z}/N\mathbb{Z})^*$ such that $P_2 = [\gamma]P_1 + [\delta]Q_1$.

3. Without loss of generality (by switching $R_2$ and $S_2$ if necessary) it is possible to find $\gamma', \delta' \in (\mathbb{Z}/N\mathbb{Z})^*$ such that $R_2 = [\gamma']R_1 + [\delta']S_1$.

4. Evaluate the Weil pairings $g = e_N(P_1, Q_1)$ and $h = e_N(R_1, S_1)$.

5. Solve the discrete log for $x$ in $g^{N_1} = h^x$.

6. Solve $\alpha^2 \equiv \frac{\delta'\gamma'}{\delta\gamma}x \mod N$ for $\alpha \in (\mathbb{Z}/N\mathbb{Z})^*$.

7. Set $\beta \equiv \alpha^{-1}x \mod N$.

8. Return $\phi(P_1) = [\alpha]R_1$, $\phi(Q_1) = [\beta]S_1$.

We now justify the correctness of Algorithm 3.3.11. By Proposition 3.3.9, there exist $\alpha, \beta \in (\mathbb{Z}/N\mathbb{Z})^*$ such that $\phi(P_1) = [\alpha]R_1$ and $\phi(Q_1) = [\beta]S_1$. Observe

$$\phi(P_2) = [\gamma]\phi(P_1) + [\delta]\phi(Q_1) = [\gamma\alpha]R_1 + [\delta\beta]S_1,$$

and by Proposition 3.3.9 there is some integer $\epsilon$ such that

$$\phi(P_2) = [\epsilon]R_2 = [\epsilon\gamma']R_1 + [\epsilon\delta']S_1.$$

By comparing coefficients we see that

$$\epsilon = \alpha\gamma\gamma'^{-1} = \beta\delta\delta'^{-1},$$
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which implies $\alpha = \left( \frac{\delta'}{\gamma'} \right) \beta$. The Weil pairing gives us our second equation relating $\alpha$ and $\beta$ by applying Proposition 2.1.25:

$$e_N(\phi(P_1), \phi(Q_1)) = e_N(P_1, Q_1)^{N_1} = g^{N_1},$$

and,

$$e_N(\phi(P_1), \phi(Q_1)) = e_N(R_1, S_1)^{\alpha \beta} = h^x.$$

Therefore, $x = \alpha \beta$ can be computed by solving discrete log as described in Step 5. Substituting for $\beta$ from the previous equation in terms of $\alpha$, we get the expression for $\alpha^2$ in Step 6. Hence, we obtain two solutions $\pm (\alpha, \beta)$, and the result follows. The cost of Steps 2–6 is dominated by the cost of constructing the extension field defining $E[N]$, which is $\tilde{O}(N^3)$ by the proof of Lemma 3.2.4.

### 3.4 Improvements from Isogeny Actions

With motivation from the public key encryption scheme SIDH, we consider the case when $\phi|_G$ is known for some subgroup $G \subset E(\mathbb{F}_{p^2})$. When this information is public it becomes easier to compute endomorphisms on $E' = E/ \ker \phi$. It has been shown that the cost of computing endomorphisms on $E'$ can be reduced by a factor of $|G|$ when $\phi|_G$ is known [76]. This section shows how to improve this factor to $|G|^2$.

Consider the setup of Theorem 3.2.3: let $N$, $g$ and $k$ be integers, and suppose $\text{End}(E)$, $\phi(E[g])$, where $\phi : E \to E'$ has degree $N$, and $\psi \in \text{End}(E)$ with degree $k$, which fixes $\ker \phi$, are known. By Theorem 3.2.3, there exists $\psi' \in \text{End}(E')$ with kernel $\phi(\ker \psi)$. Further, suppose $g^2 | k$, and write $k = g^2k'$. This section will show that it is then drastically more computationally simple to find the $g^2$ component of $\ker \psi'$ on $E'$ than was outlined in the proof of Theorem 3.2.3. We begin with a definition:

**Definition 3.4.1.** Suppose $\psi$ is a cyclic endomorphism of $E$. A **triangular decomposition** of $\psi$ with respect to $g$ is a triple of cyclic isogenies $\psi_0, \psi_1, \psi_2$, where

1. $\psi_0$ and $\psi_1$ have degrees dividing $g$,
2. $\psi = \psi_0 \circ \psi_2 \circ \psi_1$, and
3. if $\gcd(g, \deg \psi_2) \neq 1$, then $\deg \psi_0 = \deg \psi_1 = g$. 
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A triangular kernel of $\psi$ with respect to $g$ is a triple of torsion points denoted by $\Delta_{\psi} = (K_0, K_1, K_2)$, which generate the kernels of the corresponding isogenies of a triangular decomposition, that is, $\ker \psi_i = \langle K_i \rangle$. Furthermore, let $k' = |K_2|$.

This representation has the advantage that only the extension field containing the $k'$-torsion points is needed to write the kernel, instead of the $g^2 k'$-torsion points. This is because $K_0, K_1 \in E[g]$. Notice that $K_0, K_1$ and $K_2$ could theoretically all be trivial.

**Notation 3.4.2.** Let $\psi_0, \psi_1, \psi_2$ denote a triangular decomposition of $\psi$ with respect to $g$. Let $E_0, E_1$ and $E_2$ denote the images of $\psi_0, \psi_1, \psi_2$, respectively, as illustrated in Figure 3.3. Then, up to isomorphism, $E_0 \cong E_2$.

![Figure 3.3: Decomposing endomorphisms](image)

We wish to study a passive adversary's ability to transfer $\psi$ on $E$ over to a corresponding potential endomorphism on $E'$, using the isogenies in the triangular decomposition of $\psi$ (so that they can test if Alice’s private key is an eigenvector of $\psi$). In order to calculate the corresponding objects on $E'$, we introduce notation for additional isogenies.

**Notation 3.4.3.** Let $\psi'_0$ be the isogeny with domain $E'$ and kernel $\phi(ker \psi_0)$, and $\phi_0$ be the isogeny with domain $E_0$ and kernel $\psi_0(ker \phi)$. Let the image elliptic curves be $E'_0,? = \psi'_0(E')$ and set $E'_0 = \phi_0(E_0)$, as illustrated in Figure 3.4.

Since $\deg \phi_0$ and $\deg \phi$ are relatively prime, $E'_0 \cong E'_0,?$. 

![Figure 3.4: Maps with known kernels](image)
Notation 3.4.4. We decompose the isogeny with domain $E'$ and kernel equal to $\phi(\ker \psi_2 \circ \psi_1)$ as $\psi_2' \circ \psi_1'$, where $\ker \psi_1' = \phi(\ker \psi_1)$ and $\ker \psi_2' = \psi_1' \circ \phi(\ker \psi_2)$. Let $\phi_2$ be the isogeny with domain $E_2$ whose kernel is $\psi_2 \circ \psi_1(\ker \phi)$. Denote the images by $E_1' = \psi_1'(E'), E_2', \? = \psi_2'(E_1')$ and $E_2' = \phi_2(E_2)$.

Note that $\deg \psi_1' = \deg \psi_1$ (which implies, $\deg \psi_1' \mid g$), and $\deg \psi_2' = \deg \psi_2$. Since $\deg \psi_2 \circ \psi_1$ and $\deg \phi$ are relatively prime, $E_2', \? \cong E_2'$ as shown in Figure 3.5.

![Figure 3.5: Maps with known and unknown kernels](image)

We now see that the knowledge of $\phi(E[k])$ can be used to calculate $\psi_0'$ and $\psi_1'$. Putting the previous two diagrams together gives us Figure 3.6.

![Figure 3.6: Combining 3.4 and 3.5](image)

The goal is to adapt the results of Theorem 3.2.3 to incorporate the addition of torsion information. The following lemma is analogous to Proposition 3.2.1.
Lemma 3.4.5. Suppose $\gcd(k, N) = 1$. If $\psi(\ker \phi) = \ker \phi$, then $E'_1$ is $k$-isogenous to $E'_0$ via the isogeny $\psi'_2$ described above.

Proof. Suppose $\ker \phi = \langle R \rangle$. Choose a triangular decomposition of $\psi$ as follows:

$$\psi = \hat{\psi}_0 \circ \psi_2 \circ \psi_1.$$ 

Let $\tilde{\psi} = \psi_2 \circ \psi_1 \circ \hat{\psi}_0$. Then $\tilde{\psi}$ is an endomorphism of $E_0$. Moreover,

$$\tilde{\psi}(\psi_0(R)) = \psi_2 \circ \psi_1 \circ \hat{\psi}_0(\psi_0(R)) = \psi_2 \circ \psi_1(\deg \psi_0 R) = \deg \psi_0 \psi_2 \circ \psi_1(R) = \psi_0(\hat{\psi}_0 \circ \psi_2 \circ \psi_1)(R) = \psi_0(\psi(R)).$$

However, as $R$ generates a subgroup which is fixed by $\psi$, say $\psi(R) = [\lambda]R$ for some integer $\lambda$ satisfying $\gcd(\lambda, N) = 1$, this and the above equation imply

$$\tilde{\psi}(\psi_0(R)) = [\lambda]\psi_0(R).$$

Thus $\langle \psi_0(R) \rangle$ is fixed by $\tilde{\psi}$.

Recall that $\langle \psi_0(R) \rangle$ is the kernel of the isogeny $\phi_0$ on $E_0$, see Figure 3.7. Therefore, we can apply Proposition 3.2.1, proving the existence of an endomorphism $\tilde{\psi}'$ on $E'_0$, where $\ker \tilde{\psi}' = \phi_0(\ker \tilde{\psi})$. Let $\phi'_0$ be the isogeny on $E_0$ with kernel $\tilde{\psi}(\ker \phi_0)$. Since $\gcd(k, N) = 1$, the following equation holds: $\phi'_0 \circ \psi \cong \psi' \circ \phi_0$.

$$\begin{array}{ccc}
E_0 & \xrightarrow{\phi_0} & E'_0 \\
\downarrow{\psi} & & \downarrow{\tilde{\psi}'} \\
E_0 & \xrightarrow{\phi'_0} & E'_0
\end{array}$$

Figure 3.7: $\tilde{\psi}$ fixing the kernel of $\phi_0$

It remains to be shown that $E'_0 \cong E'_2$, that is, the codomain of $\phi'_0$ is isomorphic to $E'_0$. 51
Similar to the above we find

\[
\ker \phi_0' = \tilde{\psi}(\ker \phi_0) \\
= \psi_2 \circ \psi_1 \circ \tilde{\psi}_0((\psi_0(R))) \\
= \psi_2 \circ \psi_1([\deg \psi_0]R) \\
= [\deg \psi_0](\ker(\phi_2)) \\
= \ker(\phi_2).
\]

Then,

\[
E_2' = \phi_2(E_2) \cong \phi_0'(E_0) \\
\cong \phi_0' \circ \tilde{\psi}(E_0) \cong \tilde{\psi}' \circ \phi_0(E_0) \cong E_0'.
\]

Thus \(E_0'\) and \(E_2'\) are isomorphic. Finally, \(\psi_2'\) is a \(k\)-isogeny between \(E_1'\) and \(E_2'\), which implies \(E_1'\) and \(E_0'\) are \(k\)-isogenous.

Now that Lemma 3.4.5 is proven, it is clear how to improve the algorithm in Theorem 3.2.3 in the case when the action on some \(E[g]\) is also provided for some \(g \mid N_2^2\).

**Theorem 3.4.6.** Given

1. a supersingular elliptic curve \(E/\mathbb{F}_p^2\) such that \(p = N_1 N_2 - 1\) for coprime \(N_1 \approx N_2\), where \(N_2\) is \(\log p\)-smooth,

2. an elliptic curve \(E'\) that is the codomain of an \(N_1\)-isogeny \(\phi: E \to E'\),

3. the image of \(\phi\) on \(E[N_2]\), and

4. a \(k\)-endomorphism \(\psi\) of \(E\) for some integer \(k\) where \(\gcd(k, N_1) = 1\), and if \(g\) is the greatest integer such that \(g \mid N_2^2\), and \(g \mid k\), then \(k' := k/g < N_1\),

there exists a classical algorithm with worst case runtime \(\tilde{O}(k'^3)\) which decides whether \(\psi(\ker \phi) = \ker \phi\) or not, but may give false positives with probability \(\approx \frac{1}{\sqrt{p}}\). Further, if \(k'\) is \(\log p\)-smooth, then the runtime is \(\tilde{O}\left(\sqrt{k'}\right)\).
Proof. We start by describing the algorithm referred to in the theorem, thereby showcasing its existence, and subsequently analyze its running time and success probability to prove the theorem. The probability of a false-positive (the algorithm outputing that $\psi(\ker \phi) = \ker \phi$ when that is not the case), can be approximated using the mixing properties of the isogeny graph.

Algorithm 3.4.7.

**Input:** $E, p, N_1, N_2, E', \phi(E[N_2]),$ and a triangular kernel (with respect to $g$) for $\psi : (K_0, K_1, K_2)$.

**Output:** True or False.

1. Use $\phi(E[N_2])$ to compute $\phi(K_0)$ and $\phi(K_1)$.
2. Compute the isogenies $\psi'_0$, and $\psi'_1$ with respective kernels $\langle \phi(K_0) \rangle$ and $\langle \phi(K_1) \rangle$ (see Figure 3.6).
3. For all $k'$-isogenies from $E'_0$, check if their codomain has $j$-invariant $j(E'_1)$.
4. If such an isogeny is found, then return True, otherwise return False.

First, we discuss the success probability. If Algorithm 3.4.7 returns False, then $\ker \phi$ is not fixed by $\psi$ by the contrapositive of 3.4.5. Suppose Algorithm 3.4.7 returns True. Notice that the total number of non-backtracking isogenies from $E'_0$ of degree $k'$, if we write the factorization $k' = \prod q_i^{e_i}$, is

$$\prod_{1 \leq i \leq r} (q_i + 1)q_i^{e_i-1}.$$  

Also, we know that there are approximately $\frac{p}{12}$ isomorphism classes of supersingular elliptic curves in an isogeny graph. From these two pieces of information we deduce that the probability that there is a cyclic $k'$-isogeny between $E'_0$ and $E'_1$ is no more than

$$\frac{12}{p} \prod_{1 \leq i \leq r} (q_i + 1)q_i^{e_i-1}.$$  

This probability is negligible since $k' < N_1 \approx \sqrt{p}$. Therefore, under this assumption on $k'$, if there is a $k'$-isogeny from $E'_0$ to $E'_1$, then the kernel subgroup is fixed by $\psi$.

Next, we discuss the runtime. Steps 1 and 2 are efficient in $p$ since $N_2$ is log-$p$-smooth. The analysis of verifying when $E'_0$ and $E'_1$ are $k'$-isogenous is identical to the proof of Theorem 3.2.3. Thus, the worst case is when $k'$ is prime, with runtime $O(k'^3)$.  
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In Section 3.5 we demonstrate that supersingular elliptic curves with \( j \)-invariant 1728 likely do not have an endomorphism which satisfies the conditions of Theorem 3.4.6 (for instance, those in the Round 1 submission of SIKE). However, in Section 3.6 we give heuristic arguments as to why such endomorphisms may exist in multi-party variants of SIDH, such as group key-exchange [50, 4].

Algorithm 3.4.7 will be a subroutine in the following reduction (Theorem 3.4.10) of computational problems. That reduction will assume an oracle which outputs triangular kernels of endomorphisms, and then uses Algorithm 3.4.7 with each of those endomorphisms. We start by presenting the oracle which we will use in our reduction.

As mentioned previously, it is useful for the oracle to output a triangular kernel, instead of the kernel, to avoid unnecessary extension fields. Since we are no longer discussing a single \( k' \)-isogeny, with \( k' \leq N_1 \), but potentially multiple isogenies from repeated calls to an oracle, we instead use \( K \leq N_1 \) to denote the upper bound on all such \( k' \). We now introduce the oracle that will be used in our two reductions.

**Oracle 3.4.8.**

**Input:** \( p = N_1N_2 - 1 \), a supersingular elliptic curve \( E \), integers \( K \) and \( \ell \), a set \( S \subset E[N_1] \), and a basis \( P,Q \) for \( E[N_1] \).

**Output:** The triangular kernel \( (K_0,K_1,K_2) \) of a cyclic endomorphism \( \psi \) of \( E \) such that the following constraints hold:

1. \(|K_2| \leq K\),
2. \(\gcd(|K_2|,N_1) = 1\),
3. \(\left|\text{Eig}_{N_1}^{PQ}(\psi)\right| \geq \frac{1}{\ell}|S|\), and
4. \(\left|E_{N_1}^{PQ}[N_1] \setminus \text{Eig}_{N_1}^{PQ}(\psi)\right| \geq \frac{1}{\ell}|S|\),

or \( \bot \) if no endomorphism satisfying these constraints exists.

**Theorem 3.4.9.** Suppose we are given a supersingular elliptic curve \( E/\mathbb{F}_{p^2} \) such that \( p = N_1N_2 - 1 \) for coprime \( N_1 \approx N_2 \), where \( N_2 \) is \( \log p \)-smooth, and access to an \( \mathcal{O} \) as in Oracle 3.4.8 such that \( \mathcal{O} \) succeeds for a non-negligible proportion of sets \( S \) when \( K = N_1 \) and \( \ell = O(\log p) \). Then there exists a (classical) distinguisher for the SSDDH problem with advantage \( \frac{1}{\ell^2} \), which makes \( O(1) \) calls to \( \mathcal{O} \), and runs in worst-case time \( \tilde{O}(K^3) \). Further, if the endomorphisms returned by \( \mathcal{O} \) all have \( \log p \)-smooth degree, then the runtime is \( \tilde{O}\left(\sqrt{K}\right) \).
Proof. The distinguisher in question is exactly that described in the proof of Theorem 3.3.4, except calls to Oracle 3.3.3 are replaced by Oracle 3.4.8. □

The next theorem is the main reduction of this section: from Oracle 3.4.8 to the CSSI problem.

Theorem 3.4.10. Given

1. a starting supersingular elliptic curve $E/\mathbb{F}_{p^2}$ such that $p = N_1 N_2 - 1$ for coprime $N_1$ and log $p$-smooth $N_2$,
2. the image of an $N_1$-degree isogeny $E' = \phi(E)$,
3. the action of $\phi$ on $E[N_2]$, and
4. access to an $O$ as in Oracle 3.4.8 such that $O$ fails only for a negligible proportion of sets $S$ when $K = N_1$,

there exists a (classical) algorithm which outputs $\ker \phi$ with non-negligible probability, makes $m = O(\log N_1)$ queries to $O$, and runs in worst-case time $\tilde{O}(K^3 \cdot m)$. Further, if the endomorphisms returned by $O$ all have log $p$-smooth degree, then the runtime is $\tilde{O}\left(\sqrt{K} \cdot m\right)$.

We now present the algorithm that is referred to in Theorem 3.4.10. Algorithm 3.4.11 iteratively reduces the size of the search space, which is denoted $S_i$ at the $i^{th}$ iteration, for a generator of $\ker \phi$.

Algorithm 3.4.11.

Input:

1. $E, p, N_1, N_2$, such that $p = N_1 N_2 - 1$ and $E$ is supersingular over $\mathbb{F}_{p^2}$,
2. the action of $\phi$ on $E[N_2]$,
3. $E'$, where $\phi: E \to E'$, and
4. access to an $O$ as in Oracle 3.4.8 denoted $O$.

Output: A generator of $\ker \phi$, or $\perp$.

1. Let $P, Q$ be a basis for $E[N_1]$, set $S_0 = E^{PQ}[N_1]$, and set $i = 0$. 

2. Set $K = N_1$.

3. Call $O$ with $p, E, K,$ and $S_i$.
   
   If $O$ outputs $\perp$, then return $\perp$.

4. While $O$ outputs a solution:
   
   Halve $K$ and call $O$. Let $K$ be the last value where $O$ did not output $\perp$.
   
5. Let $(K_0, K_1, K_2)$ be the triangular kernel output of $O$ called with $p, E, K,$ and $S_i$.

6. Use Algorithm 3.4.7 with input $E, p, N_1, N_2, E', \phi(E[N_2])$, and a triangular kernel (with respect to $g$) for $\psi$, $(K_0, K_1, K_2)$, to determine whether $R \in X$ or $R \in Y$.

7. If $R \in X$, then let $S_{i+1} = X$. Otherwise if $R \in Y$, then let $S_{i+1} = Y$.

8. Increment $i$ and repeat Steps 2 to 7 until $|S_i| = 1$.

9. Return $S_i$.

We now analyze Algorithm 3.4.11, thereby proving Theorem 3.4.10.

Proof. (of Theorem 3.4.10) The proof consists of analyzing the success probability and runtime of Algorithm 3.4.11. In particular, we show that in the setting of Theorem 3.4.10, Algorithm 3.4.11 runs in time $O(K^3 \cdot \text{poly}(\log p))$.

Let $\sigma_1$ be the fraction of sets $S \subseteq E^{P,Q}[N_1]$ for which there exists a non-negligible proportion of $K \in \{0, 1, \ldots, N_1\}$ for which $O$ will succeed. By hypothesis $\sigma_1$ is exponentially close to 1. Hence, with probability $\sigma_1$, the reduction makes it to Step 7 instead of outputting $\perp$.

Note that in Step 5, $X$ and $Y$ partition $S_i$, and each have size at least $\frac{1}{\ell}|S_i|$. Step 6 then removes a part of $S_i$ with at least this size. Therefore, for all $i$, at the end of Step 6, we have that $|S_{i+1}| \leq \frac{\ell - 1}{\ell}|S_i|$. Let $C = \text{poly}(\log p)$ and $m = \lceil \frac{\log N_1 - \log C}{\log \frac{\ell - 1}{\ell}} \rceil$. Then

$$
\log |S_m| \leq \log \left( \left( \frac{\ell - 1}{\ell} \right)^m N_1 \right) = m \log \frac{\ell - 1}{\ell} + \log N_1 \\
\approx \frac{\log N_1 - \log C}{-\log \frac{\ell - 1}{\ell}} \log \frac{\ell - 1}{\ell} + \log N_1 = \log C.
$$
This implies that to ensure $|S_m| \leq \left( \frac{\ell - 1}{\ell} \right)^m N_1$ has polynomial size, $O(m)$ calls to $\mathcal{O}$ are required. Therefore, we expect there to be at least $O(\log p)$ many iterations of Steps 2 to 7.

Step 4 performs a binary search using $\mathcal{O}$. The search for the minimum $K$ takes $\log N_1$ calls. By the statement of Theorem 3.4.6, Step 6 will terminate with high probability, say $\sigma_2$, in worst case time $\tilde{O}(K^3)$. Therefore, since Steps 2 to 7 happen $O(\log p)$ many times, Algorithm 3.4.11 terminates in worst-case time $K^3 \cdot \text{poly}(\log p)$, and succeeds with probability $(\sigma_1 \sigma_2)^{O(\log p)}$ which is non-negligible (by analysis similar to that in the proof of Theorem 3.3.5).

Before we end this section, it is important to note (and will come up in Section 3.6 and the end of Section 3.5) that there exists a potential tradeoff for the endomorphisms output by Oracle 3.4.8. In particular, the tradeoff is between the proportion of the set $S$ that is fixed and the number of queries to Oracle 3.4.8 in Algorithm 3.4.11. Consider the following modified oracle.

**Oracle 3.4.12.**

**Input:** $p = N_1 N_2 - 1$, a supersingular elliptic curve $E$, an integer $K$, a set $S \subseteq E[N_1]$, a basis $P, Q$ for $E[N_1]$, and $\rho \in (0, \frac{1}{2}]$.

**Output:** The triangular kernel $(K_0, K_1, K_2)$ of a cyclic endomorphism $\psi$ of $E$ such that the following constraints hold:

1. $|K_2| \leq K$,
2. $\gcd(|K_2|, N_1) = 1$,
3. $\left| S \cap \text{Eig}_{N_1}^{P,Q}(\psi) \right| \geq \rho|S|$, and
4. $\left| E[N_1] \setminus \text{Eig}_{N_1}^{P,Q}(\psi) \right| \geq \rho|S|$, or ⊥ if no endomorphism satisfying these constraints exists.

Oracle 3.4.12 can be used similarly to Oracle 3.4.8, as seen in the following theorem.

**Theorem 3.4.13.** Given
1. a starting supersingular elliptic curve \( E/\mathbb{F}_p \) such that \( p = N_1 N_2 - 1 \) for coprime \( N_1 \) and \( \log p \)-smooth \( N_2 \),

2. the image of an \( N_1 \)-degree isogeny \( E' = \phi(E) \),

3. the action of \( \phi \) on \( E[N_2] \), and

4. access to an \( \mathcal{O} \) as in Oracle 3.4.12, such that for an overwhelming fraction of sets \( S \), \( \mathcal{O} \) succeeds for a non-negligible proportion of \( K \in \{0, \ldots, N_1\} \) and \( \rho \in (0, \frac{1}{2}) \),

there exists a (classical) algorithm which outputs ker \( \phi \) with non-negligible probability, makes \( m = O\left(\frac{\log N_1}{\log(1-\rho)}\right) \) queries to \( \mathcal{O} \), and runs in worst-case time \( \tilde{O}(K^3 \cdot m) \). Further, if the endomorphisms output from \( \mathcal{O} \) all have \( \log p \)-smooth degree, then the runtime is \( \tilde{O}\left(\sqrt{K} \cdot m\right) \).

Proof. Instead of rewriting Algorithm 3.4.11 with slight changes, we present only the steps which need modifying:

1. In Step 3 include \( \rho \) in the call to \( \mathcal{O} \) (Oracle 3.4.12),

2. Replace Step 4 with:
   
   While \( \mathcal{O} \) outputs a solution:
   
   Halve \( K \) and call \( \mathcal{O} \).
   
   Let \( K \) be the last value where \( \mathcal{O} \) did not output \( \bot \).
   
   While \( \rho \leq 1/2 \), and \( \mathcal{O} \) outputs a solution:
   
   Double \( \rho \) and call \( \mathcal{O} \).
   
   Let \( \rho \) be the last value for which \( \mathcal{O} \) did not output \( \bot \).
   
   Let \( (K_0, K_1, K_2) \) be the triangular kernel output of \( \mathcal{O} \) called with \( p, E, K, \) and \( S_i \).

Similar analysis from the proof of Theorem 3.4.10 holds with \( m = \left\lceil \frac{\log N_1 - \log C}{-\log(1-\rho)} \right\rceil \) for some \( C = \text{poly}(\log p) \), as at the end of Step 6, \( |S_{i+1}| \leq (1 - \rho)|S_i| \) for all \( i \).

The remainder of this chapter studies the feasibility of Oracle 3.4.8. In Section 3.5 we describe the set of endomorphisms that can be output by Oracle 3.4.8 for the isomorphism class of supersingular elliptic curves with \( j \)-invariant 1728. In Section 3.6 we give heuristic analyses for the existence of such endomorphisms in a multiparty setting (see [50, 4]).
3.5 Test Case: \( j(E) = 1728 \)

The focus of this section will be to determine the difficulty of instantiating Oracle 3.4.8 on supersingular elliptic curves with \( j \)-invariant 1728. Eq. 3.6 will provide an if and only if for the criterion required for an output of Oracle 3.4.8. We begin with some background on such curves.

In any field with prime characteristic \( p \) satisfying \( p \equiv 3 \mod 4 \) it is well-known that elliptic curves with \( j \)-invariant 1728, those with short Weierstrass equation

\[
E : y^2 = x^3 + ax
\]

for \( a \in \mathbb{F}_p \), are supersingular. If \( E \) is supersingular with \( j \)-invariant 1728 over \( \mathbb{F}_p \), then the field contains some element \( i \in \mathbb{F}_p \setminus \mathbb{F}_p \) such that \( i^2 = -1 \), and further the elliptic curve has the two following endomorphisms:

\[
\pi : E \to E, \quad (x, y) \mapsto (x^p, y^p),
\]

\[
\iota : E \to E, \quad (x, y) \mapsto (-x, i \cdot y).
\]

The endomorphism ring of \( E \) is isomorphic to the maximal order

\[
\text{End}(E) \cong \mathbb{Z}\left\langle 1, \iota, \frac{1 + \pi}{2}, \frac{\iota + \iota \circ \pi}{2} \right\rangle
\]

in the quaternion algebra ramified at \( p \) and \( \infty \) [78, p 368–369].

We now consider the problem of instantiating Oracle 3.4.8 on this isomorphism class of elliptic curves. As Oracle 3.4.8 restricts the degree and the action of the output endomorphisms, these are the two problems we address. First, recall that the degree of an endomorphism is equal to the norm of the associated quaternion element. From this, we see the following.

**Lemma 3.5.1.** Let \( E/\mathbb{F}_p \) be a supersingular elliptic curve with \( j \)-invariant 1728. For variables \( w, x, y, z \in \mathbb{Z} \), let \( \psi \) be the endomorphism

\[
\psi = [w] + [x] \iota + [y] \frac{1 + \pi}{2} + [z] \frac{\iota + \iota \circ \pi}{2}.
\]

Then,

\[
\deg(\psi) = w^2 + x^2 + \left( \frac{p + 1}{4} \right) (y^2 + z^2) + wy + xz.
\]

59
Proof. This is a straightforward calculation of the quaternion norm:

\[ \deg \psi = \psi \circ \hat{\psi} \]
\[ = \left( [w] + [x] \hat{\psi} + [y] \left( \frac{1 + \pi}{2} \right) + [z] \left( \frac{\psi + \hat{\psi} \circ \pi}{2} \right) \right) \]
\[ \cdot \left( [w] - [x] \hat{\psi} + [y] \left( \frac{1 - \pi}{2} \right) + [z] \left( -\hat{\psi} - \psi \circ \pi \right) \right) \]
\[ = [w^2] + [wy] + [x^2] + [xz] + \left( \frac{p + 1}{4} \right) \left( [y^2] + [z^2] \right) \]
\[ = \left[ w^2 + wy + x^2 + xz + \left( \frac{p + 1}{4} \right) (y^2 + z^2) \right], \]

where the second to last equality follows from the fact that the maps corresponding to coefficients \([yz]\) and \([zy]\) are negatives of one another.

Next, we discuss the computational cost of determining the action of a fixed endomorphism.

Lemma 3.5.2. Let \( N \) be a natural number, and \( E/\mathbb{F}_p \) a supersingular elliptic curve with \( \text{End}(E) \cong \mathbb{Z}\langle b_1, b_2, b_3, b_4 \rangle \). For variables \( w, x, y, z \in \mathbb{Z} \), the action of any endomorphism \([w]b_1 + [x]b_2 + [y]b_3 + [z]b_4\) on \( E[N] \) can be written as a \( 2 \times 2 \)-matrix \( M(w, x, y, z) \) whose entries are linear in the four variables. In the worst case, this can be done in \( \tilde{O}(N^3) \) time, and in \( \Omega(\log^2 p) \) when \( N \) is \( \log p \)-smooth.

Proof. We prove Lemma 3.5.2 by describing an algorithm that returns the required output and analyzing its runtime. Consider the factorization of \( N = \prod_{1 \leq i \leq r} q_i^{e_i} \).

Algorithm 3.5.3.

Input: A supersingular elliptic curve \( E \), a basis \( \{b_1, b_2, b_3, b_4\} \) of \( \text{End}(E) \), \( w, x, y, z \in \mathbb{Z} \), \( N \in \mathbb{Z} \), and optionally a basis \( \{P, Q\} \) for \( E[N] \).

Output: A \( 2 \times 2 \)-matrix \( M(w, x, y, z) \) whose entries are linear in the four variables and a basis \( \{P, Q\} \) for \( E[N] \) if it was not provided.

1. If \( P, Q \) is not given, find a basis \( \{P, Q\} \) of \( E[N] \subset E/\mathbb{F}_p^2 \).
2. Calculate $b_i(P)$ and $b_i(Q)$ for $i = 1, \ldots, 4$. Solving the discrete logarithm for these values, in terms of $P$ and $Q$, gives the action of $b_i$ on $E[N]$ which we can write as a matrix $M_i$.

3. Calculate $M = wM_1 + xM_2 + yM_3 + zM_4$, where $w, x, y, z$ are integer variables.

4. Return $P, Q, M$.

The most difficult part of Algorithm 3.5.3 is constructing the field extension in Step 1. Once the extension is constructed, the arithmetic in that extension is efficient in $N$ and $p$. Recall that Step 1 has runtime $\tilde{O}(N^3)$ in the case where $E[N]$ is not defined over $\mathbb{F}_{p^2}$, as seen in the proof of Lemma 3.2.4. The best-case scenario for constructing the basis in Step 1 takes $\Omega(\log^2 p)$ when $N$ is log-$p$-smooth or the $N$-torsion is defined over a small field extension (see Lemma 3.2.4).

Step 2 has runtime $O\left(\sum_{1 \leq i \leq r} e_i (\log N + \sqrt{q_i})\right)$ [79], which is always less than the runtime in Step 1.

With Algorithm 3.5.3 we see how to compute the action of a generic basis of $\text{End}(E)$ on an arbitrary torsion subgroup. When applying this to supersingular elliptic curves with $j$-invariant 1728, certain endomorphisms can have their action on certain torsion subgroups represented by $2 \times 2$ matrices whose entries are linear in only two variables. Indeed, consider the subring (and rank 4-submodule)

$$\mathcal{O}_0 \cong \mathbb{Z} \langle 1, \iota, \pi, \iota \circ \pi \rangle \subset \mathbb{Z} \left\langle 1, \iota, \frac{1 + \pi}{2}, \frac{\iota + \iota \circ \pi}{2} \right\rangle .$$

Then for any $\psi = [w] + [x] \iota + [y] \pi + [z] \iota \circ \pi \in \mathcal{O}_0$, the norm equation of the subring $\mathcal{O}_0$ gives

$$\deg(\psi) = w^2 + x^2 + p \left( y^2 + z^2 \right) .$$

Additionally, let $P, Q \in E[N]$ be a basis for some integer $N$, and suppose that $Q = \iota(P) = \pi(P)$ (this assumption will be studied in Appendix B). Then a simple calculation shows that the matrix computed in Algorithm 3.5.3 on the input $E, \{1, \iota, \pi, \iota \circ \pi\}, w, x, y, z, N,$ and the basis $P, Q$, is

$$\begin{bmatrix} w - z & -x + y \\ x + y & w + z \end{bmatrix} .$$

If, instead, the entire endomorphism ring is used, then the action of $\psi = [w] + [x] \iota + [y] \frac{1 + \pi}{2} + [z] \frac{\iota + \iota \circ \pi}{2}$ is slightly more involved. Again, if we let $P, Q \in E[N]$ be a basis
for some integer $N$, and suppose that $Q = \iota(P) = \pi(P)$ (again, see Appendix B), then the matrix computed in Algorithm 3.5.3 on the input $E, \left\{ 1, \iota, \frac{1 + \pi}{2}, \frac{\iota + \iota \circ \pi}{2} \right\}, w, x, y, z, N$, and the basis $P, Q$, is

\[
\begin{bmatrix}
w + \frac{y - z}{2} & -x + \frac{y - z}{2} \\
x + \frac{y + z}{2} & w + \frac{y + z}{2}
\end{bmatrix}.
\]

We now examine when a matrix of this above form will satisfy constraints 3 and 4 of Oracle 3.4.8. Lemma 3.5.5 characterizes the eigenvectors of this matrix of the form $[1_r]$ when $N$ is a prime power. In particular, it calculates the number of eigenvectors of that form (which is the value we need to bound from below for the constraints of Oracle 3.4.8 to be satisfied).

**Lemma 3.5.4.** Let $M$ be the matrix

\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\]

over the ring $\mathbb{Z}/\ell^e\mathbb{Z}$. Then $[1_r]$ is an eigenvector of $M$ if and only if $-br^2 + (d - a)r + c \equiv 0 \pmod{\ell^e}$.

**Proof.** If $[1_r]$ is an eigenvector, then there exists some $\lambda \in \mathbb{Z}/\ell^e\mathbb{Z}$ such that the following equations hold:

\[
a + rb = \lambda, \quad \text{and} \quad c + rd = \lambda r.
\]

Substituting gives

\[
c + rd \equiv \lambda r \equiv ar + br^2 \pmod{\ell^e},
\]

and the forward direction follows.

Conversely, suppose $-br^2 + (d - a)r + c \equiv 0 \pmod{\ell^e}$. Then, $dr + c \equiv br^2 + ar \pmod{\ell^e}$, and so

\[
[\begin{bmatrix} a & b \\ c & d \end{bmatrix} [1_r] = [\begin{bmatrix} br+a \\ dr+c \end{bmatrix} = [\begin{bmatrix} br+a \\ ar+br^2 \end{bmatrix} = (br + a) [1_r].
\]

So $[1_r]$ is an eigenvector of $M$. \hfill \Box

**Lemma 3.5.5.** Let $M$ be the matrix

\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\]

over the ring $\mathbb{Z}/\ell^e\mathbb{Z}$ and suppose it has the eigenvector $[1_r]$. Let

- $\nu$ denote the largest natural number such that $\ell^\nu | b$, $\ell^\nu | d - a$, and $\nu \leq e$,
• α, β denote the numbers such that \( b = \ell^\nu \beta \) and \( d - a = \ell^\nu \alpha \),
• ε denote the largest natural number such that \( \ell^\nu \mid \alpha - 2 \beta r \) and \( \epsilon \leq \frac{\nu - \nu}{2} \), and
• \( \gamma = e - \nu - \epsilon \).

With these notations,

• if \( \ell \mid \beta \), then \([1_z] \) is an eigenvector of \( M \) if and only if \( x = r + y \ell \gamma \) for some \( y \in \mathbb{Z}/\ell^\nu \mathbb{Z} \), and

• if \( \ell \nmid \beta \), then \([1_z] \) is an eigenvector of \( M \) if and only if \( x = r + y \ell \gamma \) or \( x = -r + \alpha \beta^{-1} + y \ell \gamma \) for some \( y \in \mathbb{Z}/\ell^\nu \mathbb{Z} \).

Proof. By Lemma 3.5.4, \([1_z] \) is an eigenvector of \( M \) if and only if \(-b z^2 + (d - a) z + c \equiv 0 \mod \ell^\epsilon \). Suppose that \([1_r + z] \) is an eigenvector of \( M \). Then,
\[
-b(r + z)^2 + (d - a)(r + z) + c \equiv 0 \mod \ell^\epsilon. \tag{3.2}
\]
Since \([1_r] \) is an eigenvector of \( M \), we know that
\[
-b r^2 + (d - a) r + c \equiv 0 \mod \ell^\epsilon,
\]
and so we can subtract this from Eq. (3.2) to conclude that \([1_{r+z}] \) is an eigenvector of \( M \) if and only if
\[
(d - a) z - b(2 r z + z^2) \equiv 0 \mod \ell^\epsilon.
\]
Equivalently, \([1_{r+z}] \) is an eigenvector of \( M \) if and only if
\[
z(\alpha - \beta (2r + z)) \equiv 0 \mod \ell^{e-\nu}. \tag{3.3}
\]

Suppose that \( \ell \mid \beta \). Then \( \ell \nmid \alpha \), and so the vector \([1_{r+z}] \) is an eigenvector of \( M \) if and only if \( z \equiv 0 \mod \ell^{e-\nu} \). Equivalently, since \( \epsilon = 0 \), \([1_z] \) is an eigenvector of \( M \) if and only if it is of the form \([1_{r+y \ell \gamma}] \), for some \( y \in \mathbb{Z}/\ell^\nu \mathbb{Z} \).

Suppose next that \( \ell \nmid \beta \). Then Eq. (3.3) can be rewritten as
\[
z(\alpha \beta^{-1} - 2r - z) \equiv 0 \mod \ell^{e-\nu}. \tag{3.4}
\]
If \( z \) satisfies Eq. (3.4), then one of two cases holds:
\[
z \equiv \alpha \beta^{-1} - 2r \mod \ell^\gamma, \quad \text{and} \quad z \equiv 0 \mod \ell^\epsilon,
\]
\[63\]
or
\[ z \equiv 0 \mod \ell^\gamma, \quad \text{and} \]
\[ z \equiv \alpha\beta^{-1} - 2r \mod \ell^\epsilon. \]

Therefore, \( \left[ \frac{1}{z} \right] \) is an eigenvector of \( M \) if it is of the form \( \left[ r + y\ell^\gamma \right] \) or \( \left[ -r + \alpha\beta^{-1} + y\ell^\gamma \right] \), for some \( y \in \mathbb{Z}/\ell^e\mathbb{Z} \).

Conversely, suppose still that \( \ell \nmid b \), and that \( x = r + y\ell^\gamma \) or \( x = -r + \alpha\beta^{-1} + y\ell^\gamma \), for some \( y \in \mathbb{Z}/\ell^e\mathbb{Z} \). It is straightforward to show that in each case the vector \( \left[ \frac{1}{z} \right] \) is an eigenvector of \( M \) from the definitions of \( \alpha, \beta, \) and \( \gamma \).

\[ \square \]

**Corollary 3.5.6.** Let \( M \) be the matrix
\[
\begin{bmatrix}
a & b \\
c & d \\
\end{bmatrix}
\]
over the ring \( \mathbb{Z}/\ell^e\mathbb{Z} \). Then, using the notation of Lemma 3.5.5, the number of \( \ell^e \)-eigenvectors of \( M \) is 0, \( \ell^e-\gamma \) or \( 2\ell^e-\gamma \).

We now examine conditions 3 and 4 of Oracle 3.4.8 under the above assumptions.

**Theorem 3.5.7.** Let \( E \) be a supersingular elliptic curve with \( j(E) = 1728 \), let \( N_1 = \ell^e \), and let \( S = E^{P,Q}[\ell^e] \). If \( \psi = [w] + [x]_{\ell} + [y]_{\ell}^{1+\frac{\pi}{2}} + [z]_{\ell}^{\ell \circ \frac{\pi}{2}} \in \text{End}(E) \) satisfies the output conditions of Oracle 3.4.8, then
\[ \ell^{e-2} \mid x, \ell^{e-2} \mid y, \text{ and } \ell^{e-2} \mid z, \]
or if \( \ell = 2 \), then
\[ \ell^{e-2} \mid 2x, \ell^{e-2} \mid y, \text{ and } \ell^{e-2} \mid z. \]

**Proof.** Let
\[
M =\begin{bmatrix}
a & b \\
c & d \\
\end{bmatrix}
\]
be the matrix corresponding to the action of \( \psi \) on \( E[\ell^e] \), and let \( \nu, \epsilon, \) and \( \gamma \) be as in Lemma 3.5.5. Consider the conditions from Oracle 3.4.8:
\[
\left| \text{Eig}_{\ell^e}^{P,Q}(\psi) \right| \geq \frac{1}{\ell} |S|, \quad \text{and} \quad \left| E^{P,Q}[\ell^e] \setminus \text{Eig}_{\ell^e}^{P,Q}(\psi) \right| \geq \frac{1}{\ell} |S|. \]
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Following Corollary 3.5.6, we need
\[ \ell^{e-\gamma} \geq \frac{1}{\ell} |S| = \ell^{e-1}. \]

Therefore, \( e - \gamma \geq e - 1 \) must be satisfied. Substituting the bound of \( \epsilon \leq \frac{\ell - \nu}{2} \) into the definition of \( \gamma \) we see that \( e - 2 \leq \nu \) and \( \epsilon \leq 1 \). Hence, for conditions 3 and 4 of Oracle 3.4.8 to be satisfied, we need \( e - 2 \leq \nu \).

Since \( M \) must have at least one eigenvector for the condition 3 to be satisfied (as this was used by assumption in Lemma 3.5.5), by Lemma 3.5.4 there must exist \( r \) such that
\[-b r^2 + (d - a) r + c \equiv 0 \mod \ell. \]

By definition of \( \nu \), we also see that \( \ell^{e-2} \mid b, d - a \). Combining these modular restrictions with Eq. 3.5, we see that \( \ell^{e-2} \mid c \) as well. Recall from the discussion after Lemma 3.5.2 that
\[ M = \begin{bmatrix} w + \frac{y - z}{2} & -x + \frac{y - z}{2} \\ x + \frac{y + z}{2} & w + \frac{y + z}{2} \end{bmatrix}. \]

Thus
\[ \ell^{e-2} \mid -x + \frac{y - z}{2}, \ell^{e-2} \mid z, \text{ and } \ell^{e-2} \mid x + \frac{y + z}{2}, \]
and the statement follows.

Finally, we combine Theorem 3.5.7 with the degree equation (see Lemma 3.5.1). Recall \( p = N_1 N_2 - 1 \). In order for an endomorphism \( \psi = [w] + [x] \tau + [y] \frac{1 + \pi}{2} + [z] \frac{\ell + \ell \circ \pi}{2} \) to satisfy the conditions of Oracle 3.4.8, we must have some integers \( \tilde{x}, \tilde{y}, \tilde{z} \) such that \( x = \ell^{e-2} \tilde{x}, y = \ell^{e-2} \tilde{y}, \) and \( z = \ell^{e-2} \tilde{z} \). Furthermore, the following equation must hold:
\[ w^2 + \ell^{2e-4} \tilde{x}^2 + \ell^{2e-4} \left( \frac{p + 1}{4} \right) \left( \tilde{y}^2 + \tilde{z}^2 \right) + \ell^{e-2} w \tilde{y} + \ell^{2e-4} \tilde{x} \tilde{z} = k, \]
where, if \( g \) is the greatest integer such that \( g \mid k \) and \( g \mid \ell^{2e} \), then \( k' := \frac{k}{g} < K \) and \( \gcd(k', \ell) = 1 \).

### 3.6 Cryptanalysis of Multi-Party Schemes

Section 3.5 turns an algebraic problem—do special endomorphisms exist for an isomorphism class of elliptic curves—into an arithmetic problem—do there exist solutions to
Eq. 3.6. A useful quality of this reformation is that there are clear lower bounds to solutions of quadratic equations. In this section we study Eq. 3.6 for different values of the right-hand side \( k \). These different values of \( k \) correspond to a different number of participants in a multi-party variant of SIDH \([50, 4]\).

We begin by presenting such a lower bound for the quadratic equation in Eq. 3.6 and relate it to endomorphisms.

**Lemma 3.6.1.** Assume the following:

1. \( E(\mathbb{F}_p^2) \) has \( j \)-invariant 1728, where \( p = N_1 \cdots N_r - 1 \),
2. \( \forall i, j \in \{1, \ldots, r\} \) we have \( N_i \approx N_j \), and \( N_1 = \ell^e \),
3. \( \psi = [w_0] + [x_0] + [y_0] + \frac{[z_0]}{2} + \frac{[\ell + 1]}{2} \) is an endomorphism on \( E \) of degree \( k \), for integers \( w_0, x_0, y_0 \) and \( z_0 \), where if \( g \) is the greatest integer such that \( g \) \mid \( (N_2 \cdots N_r)^2 \) and \( g \) \mid \( k \), then \( k' := \frac{k}{g} \) satisfies \( \gcd(k', \ell) = 1 \),
4. at least one of \( y_0 \) and \( z_0 \) is nonzero, and
5. \( \ell^\mu \mid x_0, y_0, z_0 \) for a positive integer \( \mu \).

Then \( k' \) has a lower bound of approximately \( \ell^{2(\mu + e)-re} \).

**Proof.** If the point \( (w_0, x_0, y_0, z_0) = (w, x, y, z) \) is a solution to
\[
 w^2 + x^2 + \left( \frac{r+1}{4} \right) (y^2 + z^2) + wy + xz = gk',
\]
then \( (w_1, x_1, y_1, z_1) = (2w_0 + y_0, 2x_0 + z_0, y_0, z_0) \) is a solution to
\[
 w^2 + x^2 + p(y^2 + z^2) = 4gk'.
\]
As \( \ell^\mu \mid x_1, y_1, z_1 \), we can let \( (w_1, x_1, y_1, z_1) = (w_2, \ell^\mu x_2, \ell^\mu y_2, \ell^\mu z_2) \). Then \( (w_2, x_2, y_2, z_2) \) is a solution to
\[
 w^2 + \ell^{2\mu} x^2 + \ell^{2\mu} p(y^2 + z^2) = 4gk'.
\]
Following the transformations above, since at least one of \( y_0 \) and \( z_0 \) is non-zero, at least one of \( y_2 \) or \( z_2 \) is non-zero. Then,
\[
 k' \geq \frac{\ell^{2\mu} p}{4g} \approx \ell^{2(\mu + e)-re},
\]
since \( p \approx \ell^e \) and \( g \approx \ell^{2(r-1)e} \). \( \square \)
We now recall constraint 1 of Oracle 3.4.8. As the runtime of the algorithms in Theorems 3.4.9 and 3.4.10 depends on the bound $K$, which corresponds to $k'$ in Eq. 3.6, we need to examine the different values of the lower bound for $k'$ and compare these to the runtimes of the best known kernel-finding algorithms.

**Proposition 3.6.2.** The algorithm in Theorem 3.4.9 in the $r$-party case has a lower bound on its best-case runtime of $\tilde{O}\left(\ell^{(4-r)e-2}\right)$.

**Proof.** Consider an endomorphism $\psi = [w_0] + [x_0]i + [y_0] \frac{i+s}{2} + [z_0] \frac{i+s}{2}$ on $E$ of degree $k$, where if $g$ is the greatest integer such that $g \mid (N_2 \cdots N_r)^2$ and $g \mid k$, then $k' := \frac{k}{g}$ satisfies $\gcd(k', \ell) = 1$. If there is a convenient basis $\{P, Q\}$ of $E[\ell]$, then $\psi$ acts as the matrix $M_0$ with respect to $\{P, Q\}$. Let $\nu, \epsilon, \text{ and } \gamma$ be defined as in Lemma 3.5.5 with respect to $M_0$, and let $\mu$ be defined as in Lemma 3.6.1 (that is, $\ell^\mu \mid x_0, y_0, z_0$).

By Theorem 3.5.7, $\mu \geq e - 2$. Then, by Lemma 3.6.1, $k' \geq \ell^{2(e-2+\epsilon)-re} = \ell^{(4-r)e-4}$. The theorem statement then follows from the best-case runtime in Theorem 3.4.9.

**Corollary 3.6.3.** The algorithm in Theorem 3.4.9 in the 2-party case has a lower bound on its best-case runtime of $\tilde{O}\left(\ell^{e-2}\right)$. Similarly, in the 3-party case it has a lower bound on its best-case runtime of $\tilde{O}\left(\ell^{5-2}\right)$. No lower bound is imposed by this work on the runtime in the $r$-party case for $r \geq 4$.

In both of these cases, the algorithm in Theorem 3.4.9 is worse than the best known-algorithms for SSDDH. However, the algorithm can be improved. We now show that the value $\frac{1}{7}$ in constraints 3 and 4 of Oracle 3.4.8 forms a tradeoff with the value of $k'$, which can be utilized to achieve a faster algorithm in these cases. We now study the runtime of the algorithm in Theorem 3.4.13 in the multi-party setting. As constraints 3 and 4 of Oracle 3.4.12 do not impose such strict size requirements on the partition of $S$, we have more freedom to tradeoff between $k'$ and the number $m$ of oracle calls. We start with a lemma analogous to Theorem 3.5.7.

**Lemma 3.6.4.** Suppose the matrix

$$M = \begin{bmatrix} a & b \\ c & d \end{bmatrix} = \begin{bmatrix} w + \frac{y+z}{2} & -x + \frac{y+z}{2} \\ x + \frac{y+z}{2} & w + \frac{y+z}{2} \end{bmatrix}$$

has at least one eigenvector of the form $[1, 1]$. Then $\ell^w \mid x, y, z$ if and only if $\ell^w \mid b, d - a$. 67
Proof. The forward direction is straightforward. Conversely, if \( \ell^\nu \mid d - a \), then \( \ell^\nu \mid z \). Since \( \ell^\nu \mid b \), showing that \( \ell^\nu \mid c \) would yield \( \ell^\nu \mid x, y \). Since \( M \) has an eigenvector, by Lemma 3.5.4 we have
\[
br^2 + (a - d)r - c \equiv 0 \mod \ell^\nu.
\]
Then, since \( \ell^\nu \mid b, d - a \), we see that \( \ell^\nu \mid c \).

Proposition 3.6.5. The algorithm in Theorem 3.4.13 in the \( r \)-party case has a lower bound on its best-case runtime of \( \tilde{O}\left(\ell^{(3-r)e/2}\right) \).

Proof. Let
\[
M = \begin{bmatrix} a & b \\ c & d \end{bmatrix} = \begin{bmatrix} w + \frac{y - z}{2} & -x + \frac{y - z}{2} \\ x + \frac{y + z}{2} & w + \frac{y + z}{2} \end{bmatrix}
\]
be the matrix representation of the action of some \( \psi \in \text{End}(E) \) returned by Oracle 3.4.12, and let \( \nu \) and \( \epsilon \) be as in Lemma 3.5.5 with respect to \( M \).

Increasing \( \nu \) increases the runtime (see Theorem 3.5.7), but this is not true of \( \epsilon \). The optimal value for \( \epsilon \) is therefore \( \frac{\epsilon - \nu^2}{2} \) (as this increases the eigenspace with no additional cost to the algorithm). Then, by Corollary 3.5.6, there are at least \( \ell^{\nu + \epsilon} = \ell^{\frac{\epsilon + \nu}{2}} \) eigenvectors (there cannot be 0 eigenvectors, by the constraints on the output of Oracle 3.4.12). From this we see that the expected number of calls to Oracle 3.4.12 before a single kernel-fixing endomorphism is found is \( \frac{1}{2} \ell^{\frac{\epsilon + \nu}{2}} \). Hence, if \( m \) is the expected number of calls to the oracle (as in Theorem 3.4.13), we have \( m \geq \frac{1}{2} \ell^{\frac{\epsilon + \nu}{2}} \).

By the definition of \( \nu \) in Lemma 3.5.5, \( \ell^\nu \mid b, d - a \). By Lemma 3.6.1, \( \ell^\nu \mid x, y, z \). Then, by Lemma 3.6.4, \( k \) is at least \( \ell^{2(\nu + \epsilon) - re} = \ell^{2\nu + 2e - re} \). Thus the expected runtime for the algorithm in Theorem 3.4.13 has the lower bound
\[
m\sqrt{k} \geq \ell^{\frac{\nu + \epsilon}{2}} \sqrt{k} \geq \ell^{\frac{\nu + \epsilon}{2}} \ell^{\nu + \epsilon - \frac{e}{2}} = \ell^{(\frac{(3-r)e+\nu}{2})}.
\]
This is optimal when \( \nu = 0 \).

Corollary 3.6.6. The algorithm in Theorem 3.4.13 in the 2-party case has a lower bound on its best-case runtime of \( \tilde{O}\left(\ell^{\frac{3}{2}}\right) \). Similarly, in the 3-party case it has a lower bound on its best-case runtime of \( \tilde{O}\left(\ell^{\frac{3}{2}}\right) \).

Proof. The runtime in the 2-party case can be obtained by substituting \( r = 2 \) into Proposition 3.6.5. When analyzing the runtime for the 3-party case, we must note that the
lower bound of $k'$ from Lemma 3.6.1 is actually $\max\{1, \ell^{2(\mu+\nu)-3e}\}$, where $r = 3$. Then the runtime of the algorithm in Theorem 3.4.13 in the best case is

\[
m\sqrt{k} \geq \ell^{\frac{\mu}{2}} \sqrt{\max\{1, \ell^{2(\nu+e)-3e}\}} = \max\{\ell^{\frac{\mu}{2}}, \ell^{\nu}\}.
\]

This is optimal when $\nu = \frac{e}{2}$, which gives the runtime $\tilde{O}\left(\ell^{\frac{e}{2}}\right)$. \qed
Chapter 4

Security of Static-Key SIDH

Portions of this chapter were published in Azarderakhsh, Jao, Leonardi [6]. The contents of this chapter represent my contribution to that work.

Some key agreement protocols leak information about secret keys if dishonest participants use malformed public keys. We formalize these protocols and attacks, and present a generic transformation that can be made to such key agreement protocols to resist such attacks. In the transformed protocol each party generates $k$ different keys and the two parties perform key agreement using all $k^2$ combinations of their individual keys. We consider this transformation in the context of various post-quantum key agreement schemes and analyze the attacker’s success probabilities (which decrease exponentially in $k$ and depend on the details of the underlying key agreement protocol) to determine the necessary parameter sizes for 128-bit security. Our transformation increases key sizes by a factor of $k$ and computation times by $k^2$, which represents a significant cost—but nevertheless still feasible as $k$ will be logarithmic in the security parameter. Our transformation is particularly well-suited to supersingular isogeny Diffie-Hellman, in which one can take $k = 113$ instead of the usual $k = 256$ at the 128-bit quantum security level.

This work initiated a potential path forward towards solving the open problem of securing long-term static-static key exchange against quantum adversaries. Additional work on this subject has been performed by other authors. To give a complete picture of the state of this topic we discuss here a summary of that work.

After the publication of this work in the International Conference on Selected Areas in Cryptography 2017 [6], Jao and Urbanik [94] published an improvement at MathCrypt 2018. The nature of this improvement is to take advantage of the non-trivial automorphisms of the supersingular elliptic curves with $j$-invariants 0 and 1728 to the effect of decreasing
the value of $k$ in the $k$-SIDH protocol. The end result is a lower value of $k$ needed for the participants, $k = 18$ is proposed by the authors for $\ell = 11$, resulting in a more efficient scheme. The Jao-Urbanik scheme still retains security against the form of attack discussed in this chapter, namely active attacks using malicious public keys as in [53].

Dobson et al. published an adaptive attack to totally break the 2-SIDH protocol [44], that is $k$-SIDH when $k = 2$, using the same techniques as [53]. The attack can be implemented against the generic $k$-SIDH protocol, but as shown in this chapter, the complexity of that algorithm grows exponentially with $k$ and is not deployable for the values of $k$ proposed here.

Most recently, Basso et al. [8] describe an adaptive and active attack on the Jao-Urbanik variant of $k$-SIDH, adapting the previous attacks [53, 44] for this variant protocol. The authors of [8] are able to reduce the number of queries needed in these active attacks, achieving an algorithm which requires $O(32^{k/3})$ queries to break the Jao-Urbanik variant. The result of the work in [8] is that the $k$-SIDH protocol described in this chapter and [6] is more efficient at the same level of security when compared to the Jao-Urbanik variant.

### 4.1 Introduction

In Asiacrypt 2016, Galbraith, Petit, Shani, and Ti [53] introduced an active attack against the supersingular isogeny-based cryptosystem of De Feo, Jao, and Plüt [47], which circumvents all extant (at the time) direct validation techniques. The attack allows an adversary who interacts with a static key over multiple rounds of key exchange to efficiently compute the private key corresponding to the static key over multiple sessions. When communicating, the participants in an SIDH key exchange each publish a supersingular elliptic curve and two points on the curve. By manipulating the values of the two points, the attacker can learn one bit of information about the other participant’s private key (depending on whether or not the key exchange operation succeeds using the manipulated points), and then repeat this process over additional sessions to learn additional private key bits. As stated in [53], a countermeasure to their attack was already available in the earlier work of Kirkwood et al. [63], who proposed so-called “indirect key validation” using a Fujisaki-Okamoto type transform [49] in order to allow the honest participant to detect whether or not the other party is manipulating points. Unfortunately, this countermeasure requires the untrusted party to disclose their SIDH private key to the verifier, precluding the use of SIDH as a drop-in replacement for Diffie-Hellman or other protocols that support static-static key exchange using direct key validation.
Although [53] specifically targets SIDH, similar attacks apply against all other post-quantum encryption schemes submitted to NIST. No currently known post-quantum scheme achieves secure static-static key exchange without the use of ephemeral keys or indirect validation techniques that would expose one’s key in the static-static setting. Major lattice-based key establishment schemes such as “A New Hope” [2] and “Frodo” [15] achieve only passive security and are intended and designed to be used with ephemeral keys. Peikert’s Ring-LWE based scheme [74] is a key encapsulation mechanism that uses a Fujisaki-Okamoto type transform to achieve IND-CCA security [74, §5]. In Peikert’s scheme, the encrypting participant must reveal their random coins to the decrypting participant, and so one member must use an ephemeral key. The Module-LWE key exchange Kyber [16, §5] has at least one party using an ephemeral key, and both parties using both a static and ephemeral key in the authenticated variant. In Niederreiter hybrid encryption [97, §3.1], the error vector is revealed and used to derive the shared symmetric key. Similarly, in McEliece encryption [73], although the error vector is not explicitly used in decryption, it is trivial to compute once the message is determined, and therefore one party must use an ephemeral key.

In this work we present a new generic transformation that takes any key establishment protocol satisfying certain security properties (see Definition 4.2.3) and converts it into a different protocol that is immune to attacks of the form presented in [53]. In our transformation, each party generates $k$ different key pairs and publishes for their public key the list of $k$ individual public keys. During key agreement, two parties compute $k^2$ different shared secrets obtained by performing shared key agreement with each of their keys in all possible combinations, and use a key derivation function on the shared secrets to derive a final shared key. Under this scheme, any use of an invalid public key will, with all but negligible probability, cause at least one of the $k^2$ shared secret computations to fail, which neutralizes the attack of [53]. Moreover, the number of possible failure outcomes is exponential in $k$, making it impossible for an attacker to predict a likely failure outcome in advance and lie about the value of their final shared key in order to salvage the attack of [53].

The necessary value of $k$ depends on the details of the original protocol with which we started. The easiest (and worst) case is where each invalid key attempt in the original protocol leads to one of two possible (invalid) shared secret computations on the part of the honest party, depending on the value of one of the bits in the honest party’s private key. In this case, one simply needs $k \approx \ell$ to achieve $\ell$-bit classical security, and $k \approx 2\ell$ in the quantum case to account for Grover search. However, if there are more possible invalid outcomes, then the attacker’s job is harder, and (as a designer) we can use a smaller value of $k$ while still achieving $\ell$-bit security. For example in Section 4.4 we perform a detailed
analysis of SIDH and conclude that a value of $k = 113$ is sufficient to achieve 128-bit quantum security. While a key size penalty of a factor of $O(\ell)$ and performance penalty of a factor of $O(\ell^2)$ might seem untenable, we point out that our scheme is far from the worst in this regard compared to some recently published articles such as [10].

In Section 4.2 we present our security theorem which states that, for SIDH and other suitable protocols, our transformation is secure in the sense that finding even a single invalid key resulting in a successful key exchange (in the sense that the attacker can guess the shared secret computed by the honest party under this invalid key) is equivalent to breaking the passive security of the original un-transformed protocol. We recognize and emphasize that our security reduction falls short of a full proof of active security, as it only shows that attacks of the type that involve feeding an honest party invalid keys must fail, and not that arbitrary attacks must fail.

4.2 Multiple Instances of Key Establishment

We begin with a review of the format for key agreement protocols. The content of this paper focuses on two participants establishing a shared secret key that depends on inputs from both members; it does not address authentication.

**Definition 4.2.1.** We let $KE$ be a key establishment function (the requirements of which will be stated shortly). A key agreement protocol, $KA$, for Alice and Bob using $KE$ consists of the phases:

0. **Setup:** Both members obtain a valid copy of the global parameters, $gp$.

1. **Key Generation:** Alice generates a secret key $s_A$ and public key $p_A$, likewise Bob generates $s_B$ and $p_B$.

2. **Communication:** Alice obtains $p_B$ and Bob obtains $p_A$.

3. **Key Establishment:** Alice computes $KE(gp, p_B, s_A)$ and likewise Bob computes $KE(gp, p_A, s_B)$.

4. **Verification:** If applicable, each participant test the validity of the others public key. Alice and Bob verify that they have computed the same shared secret. If they have not, communication is terminated.
For the verification step to succeed, clearly the key establishment function $KE$ has the requirement that these two outputs are equal when the participants operate honestly. Additionally, the following values must be computationally infeasible to compute: a secret key from its corresponding public key, a secret key $s$ from $KE(gp,p,s)$, and $KE(gp,p_B,s_A)$ from $gp,p_B$, and $p_A$.

Note, this protocol is incomplete as it does not state how Alice and Bob check if they computed the same secret in the verification phase. However this step of the protocol will become explicit below, and the security of our choice will be examined in detail. We now formally state and analyze the security of performing multiple simultaneous instances of key agreement. First is the attack model that will be used throughout.

**Definition 4.2.2.** Consider the attack model on a key agreement protocol where Bob may use a specially chosen public key/private key $(p_B,s_B)$ and additionally act dishonestly in the verification phase.

Following [53, §3] we define a two types of oracles that we will consider Bob having access to once per verification phase:

1. Oracle $1(p_B) = KE(gp,p_B,s_A)$, which corresponds to Bob somehow obtaining the output of Alice’s key establishment function.

2. Oracle $2(p_B,h')$ returns 1 if $h' = KE(gp,p_B,s_A)$, and returns 0 otherwise, which corresponds to Alice either terminating or continuing a session after she and Bob performed verification in which Bob used some $h'$ as his secret.

Suppose Bob chooses $p_B$ in such a way that a response from a type (1) oracle, or a response of 1 from a type (2) oracle, will reveal $\kappa(p_B)$ bits of Alice’s secret key to Bob (where $\kappa(\cdot)$ returns non-negative integers). Then the output of Oracle$_1(p_B)$ follows some discrete probability distribution (as those $\kappa(p_B)$ bits vary); denote the corresponding probability mass function by $\chi_{KE}(p_B,\cdot)$, where the second input domain is the space of ciphertexts. Likewise for the type (2) oracle, let $\chi_{KE}(p_B,h')$ denote the probability that Oracle$_2(p_B,h') = 1$, where the probability is taken over the space of ciphertexts in the second input domain.

In protocols where these attacks apply, a malicious Bob will typically know the distribution $\chi_{KE}(p_B,\cdot)$ (loosely speaking, if $p_B$ is “close” to the actual public key derived by $s_B$, then $KE(gp,p_B,s_A)$ will be “close” to $KE(gp,p_A,s_B)$). Then Bob can use the values of $h'$ for which $\chi_{KE}(p_B,h') > 0$ and have Alice respond as a type (2) oracle during verification which reveals those $\kappa(p_B)$ bits of her private key when he guesses $h'$ correctly. Our goal is
to modify key agreements susceptible to such attacks so that we can bound all probabilities in \( \chi_{KE}(\cdot) \) arbitrarily from above. We first need to define a specific type of key agreement protocol.

**Definition 4.2.3.** Let \( KA \) be a key agreement protocol which uses the key establishment function \( KE(gp, \cdot, \cdot) \), for some global parameters \( gp \). If Bob has a public key/secret key pair \((p_B, s_B)\) for \( KA \) and is given two public keys \( p_1 \) and \( p_2 \) (derived from some secret keys \( s_1, s_2 \) which are unknown to Bob), then \( KE(gp, p_B, s_1) = KE(gp, p_1, s_B) \) and \( KE(gp, p_B, s_2) = KE(gp, p_2, s_B) \) by requirement of \( KE \). A public key which has been altered in any way will be referred to as **modified**. A modified public key \( p^* \) that is guaranteed to satisfy:

1. \( p^* \) passes all validation tests Alice performs in the verification phase,
2. \( \kappa(p^*) > 0 \),
3. \( KE(gp, p^*, s_1) = KE(gp, p_B, s_1) \), and
4. \( KE(gp, p^*, s_2) = KE(gp, p_B, s_2) \),

will be called **malicious**. If it is computationally infeasible for Bob to modify his public key to some malicious \( p^* \) then we will say \( KA \) is **irreducible**.

While it might be reasonable that a malformed public key could be chosen in such a way that it successfully performs key establishment with one known public key, constructing a malformed key to succeed simultaneously on two public keys poses a harder computational problem, as we will exhibit in Section 4.3. It is for this reason that conditions 3 and 4 are included in Definition 4.2.3.

We can now define our key agreement transformation. With the above general framework for a key agreement in mind, consider the following variant.

**Definition 4.2.4.** Let \( KE \) be a key establishment function as above, let \( k \) be a positive integer, and let \( H \) be a random oracle. Consider the following key agreement process between Alice and Bob, called \( k-KA \):

0. **Setup:** Both members obtain a valid copy of the global parameters, \( gp \).

1. **Key Generation:** Alice generates \( k \) secret key/public key pairs \((s_{Ai}, p_{Ai})\), \( 1 \leq i \leq k \). Likewise Bob generates \((s_{Bi}, p_{Bi})\) for \( 1 \leq i \leq k \).
2. **Communication:** Alice initiates communication and sends all $k$ of her public keys to Bob. Bob then sends all $k$ of his public keys to Alice.

3. **Key Establishment:** Alice computes $z_{i,j} \leftarrow KE(gp, p_{Bi}, s_{Aj})$ for every pair $1 \leq i, j \leq k$, then computes $h \leftarrow H(z_{1,1}, z_{1,2}, \ldots, z_{1,k}, z_{2,1}, \ldots, z_{2,k}, \ldots, z_{k,1}, \ldots, z_{k,k})$.

   Similarly, Bob computes $z'_{i,j} \leftarrow KE(gp, p_{Aj}, s_{Bi})$ for each pair $1 \leq i, j \leq k$, and then computes $h' \leftarrow H(z'_{1,1}, z'_{1,2}, \ldots, z'_{1,k}, z'_{2,1}, \ldots, z'_{2,k}, \ldots, z'_{k,1}, \ldots, z'_{k,k})$.

4. **Verification:** If applicable, Alice and Bob test the validity of each other's public keys. Alice and Bob verify that $h$ is equal to $h'$ as follows: Alice sends $H(H(h))$ to Bob, and Bob responds with $H(h')$. Alice checks that $H(h) = H(h')$ and Bob checks that $H(H(h')) = H(H(h))$. Either party terminates the session if their verification fails.

When Alice and Bob perform honestly, it is clear that they will share the same key and verification will pass on both ends. We now present our main theorem which explains how the parameter $k$ can affect the security of the protocol from attacks of the type mentioned in Definition 4.2.2.

**Theorem 4.2.5.** Let $KA$ be an irreducible key agreement protocol which uses the key establishment function $KE(gp, \cdot, \cdot)$, for some global parameters $gp$. Let $p^*$ be a modified public key with $\kappa(p^*) > 0$ that passes all validity tests of $KA$, and let $\rho$ denote the largest probability in the image of $\chi_{KE}(p^*, \cdot)$. Suppose that in $k$-$KA$ one of the $k$ parts to Bob’s public key is $p^*$. If Bob has access to a type (1) oracle for $k$-$KA$, then the largest probability in the image of $\chi_{k$-$KA}(p_B, \cdot)$ is $\rho^{k-1}$.

In $k$-$KA$ Bob has access to a type (2) oracle (see Definition 4.2.2) in the form of Alice sending $H(H(h))$ (or $H(h)$ if the roles are reversed) as he can guess at the preimage and check his guess. However we are assuming that Bob has access to a type (1) oracle, that is he somehow recovers $h$ from Alice during verification, which provides the adversary with greater capabilities. We now prove Theorem 4.2.5.

**Proof.** During the $k$-$KA$ session, denote by $(p_{A1}, s_{A1}), \ldots, (p_{Ak}, s_{Ak})$ the keys generated by Alice and likewise $(p_{B2}, s_{B2}), \ldots, (p_{Bk}, s_{Bk})$ the keys generated by Bob, along with $p_{B1} = p^*$ (without loss of generality). Bob can potentially learn about Alice’s secret keys during the
verification phase. Alice will compute $z_{1,j} \leftarrow \text{KE}(gp, p^*, s_{A_j})$ and $z_{i,j} \leftarrow \text{KE}(gp, p_{B_i}, s_{A_j})$ for every $2 \leq i \leq k$ and $1 \leq j \leq k$. She then computes

$$h \leftarrow H(z_{1,1}, \ldots, z_{1,k}, z_{2,1}, \ldots, z_{2,k}, \ldots, z_{k,1}, \ldots, z_{k,k}).$$

We are assuming Bob has access to a type (1) oracle, and so he has obtained $h$ from Alice. As $H$ is a random oracle, in order to determine any information about Alice’s secret keys Bob must guess at the preimage of $h$. Bob can easily compute $z_{i,j} = \text{KE}(gp, p_{A_j}, s_{B_i})$ for all $2 \leq i \leq k$, $1 \leq j \leq k$. Therefore determining the preimage relies completely on Bob’s ability to find $z_{1,j} = \text{KE}(gp, p^*, s_{A_j})$ for every $1 \leq j \leq k$, each of which is an instance of the original KA protocol, however he is only able to test a guess for the tuple $(z_{1,1}, \ldots, z_{1,k})$ instead of each one individually. By assumption, KA is irreducible and $p^*$ is modified with $\kappa(p^*) > 0$ and passes all applicable validity tests. It follows that $\text{KE}(gp, p_{A_j}, s_{B_1})$ is not guaranteed to be equal to $\text{KE}(gp, p^*, s_{A_j}) = z_{1,j}$ for more than one value of $j$. Bob can therefore be certain of no more than one value of $z_{1,j}$ before testing guesses.

Note that if Bob guesses $(x_1, \ldots, x_k) = (z_{1,1}, \ldots, z_{1,k})$, then the probability of success is unaffected by his previous guesses. Therefore the probability that each of Bob’s guesses of $z_{1,j}$ is bounded above by $\rho$, except for possibly the one value which can be forced to be $\text{KE}(gp, p_{A_j}, s_{B_1})$ by Bob’s choice of $p^*$. Since the type (2) oracle only returns 1 if all $k$ instances are correct, Bob’s maximum probability of success on any guess is $\rho^{k-1}$.

More than the theorem’s result, the proof shows that the probability that a guess $(x_1, \ldots, x_k)$ is equal to $(z_{1,1}, \ldots, z_{1,k})$ is the product that each individual $x_j$ is equal to $z_{1,j}$, $1 \leq j \leq k$, with the exclusion of no more than one $j$ by the irreducibility assumption.

### 4.3 Multiple Instances of SIDH

In this section we will apply the previous theory to the SIDH key agreement protocol to enable secure use of static keys. We then estimate the expected amount of work required to break our transformation in this case.

Regarding Definition 4.2.1, the SIDH protocol as defined in 2.2.2 is incomplete since it does not state how Alice and Bob check if they computed the same secret in the verification phase. This step is made explicit when we apply our multiple instances model.

For general background on elliptic curves and SIDH refer to Chapter 2. Let the field characteristic be $p = 2^m3^n - 1$. In the original SIDH scheme [47] the key generation phase
produces two values, say $\alpha_1$ and $\alpha_2$ (not both divisible by 2) as Alice’s private key, her isogeny $\phi_A$ has kernel $\langle [\alpha_1]P_A + [\alpha_2]Q_A \rangle$, and she takes the analogous linear combination during the key establishment phase. However, through a change of variables one can always obtain kernel $\langle P_A + [\alpha]Q_A \rangle$ or $\langle [\alpha]P_A + Q_A \rangle$ since at least one of $\alpha_1$ or $\alpha_2$ is invertible modulo $2^m$. Throughout the remainder of this work we assume without loss of generality that we fall into the former case because it simplifies our analysis.

The SIDH key establishment protocol relies on the difficulty of the CSSI computation problem (see Problem 2.2.6). As mentioned, this Diffie-Hellman type protocol is susceptible to an active attack if Alice uses the same private key in different sessions [53, §3]. We describe this attack now. Note a similar attack applies when the torsion subgroups are not powers of 2 and 3.

Instead of using the public key $(E_B, \phi_B(P_A), \phi_B(Q_A))$ when communicating with Alice, a dishonest Bob can send

$$(E_B, R, S) = (E_B, [\theta]\phi_B(P_A), [\theta](\phi_B(Q_A) + [2^m-1]\phi_B(P_A))),$$

where $\theta$ is chosen such that $e_{2^m}(R, S) = e_{2^m}(P_A, Q_A)^{3^n}$. This modified public key is certain to pass the validation methods in [34, §9]. The parity of Alice’s private key $\alpha$ can then be determined as follows. The subgroup computed by Alice during key establishment is $\langle R + [\alpha]S \rangle$. When $\alpha$ is even this subgroup is equal to $\langle \phi_B(P_A) + [\alpha]\phi_B(Q_A) \rangle$, but the subgroup will be different when $\alpha$ is odd. Therefore, if Bob performs his half of the key establishment honestly and uses the shared secret key $E_A/\langle \phi_A(P_B) + [\beta]\phi_A(Q_B) \rangle$ during verification, then he can determine the parity of $\alpha$ based on Alice terminating the session or not. This attack can be extended adaptively to learn each bit of $\alpha$ efficiently and without detection when using the described validation methods. An indirect validation technique [63] is available which prevents the attack, but at the cost of Bob revealing his private key so that Alice can verify the message he sends was computed honestly, which also causes Alice to perform twice as many computations as in SIDH.

This active attack suggests that static keys can no longer be used for SIDH key exchange unless the other party is using an ephemeral key. In addition, it requires that all holders of static keys must double their computational costs, recomputing the other participant’s message in order to verify the validity of the message.

We now apply the multiple instances model of Section 4.2 to create a $k$-KA scheme based on supersingular isogenies. For the security proof of Theorem 4.2.5 to apply we need to show that SIDH is irreducible as defined in Definition 4.2.3. We first address the case where a malicious Bob scales his public torsion points by some invertible element.
Lemma 4.3.1. Suppose Alice and Bob participate in an instance of SIDH key agreement and that Bob uses the dishonest public key

\[ p^* = (E_B, [\mu] \phi_B(P_A), [\mu] \phi_B(Q_A)) \]

for some \( \mu \) coprime to order of \( P_A \) and \( Q_A \). Then \( p^* \) is not a malicious key in the sense of Definition 4.2.3.

Proof. Denote the order of Alice’s torsion subgroup by \( \ell_A^m \) and Bob’s by \( \ell_B^n \). The verification phase of SIDH consists of checking that the two torsion points are independent, have the correct order, satisfy the Weil pairing condition, and that both parties compute the same shared secret key. The order and independence conditions follow immediately from the assumption that \( \ell_A \) and \( \mu \) are coprime. By Proposition 2.1.25 and the bilinearity of the Weil pairing,

\[ e_{\ell_A^m}([\mu] \phi_B(P_A), [\mu] \phi_B(Q_A)) = e_{\ell_A^m}(P_A, Q_A) \mu^{2 \ell_B^n}. \]

Therefore \( p^* \) passes the Weil pairing test if and only if \( \mu^2 \equiv 1 \mod \ell_A^m \). Lastly, if we denote Alice’s private key by \( \alpha \), then

\[
\langle [\mu] \phi_B(P_A) + [\alpha] ([\mu] \phi_B(Q_A)) \rangle = \langle [\mu] (\phi_B(P_A) + [\alpha] \phi_B(Q_A)) \rangle = \langle \phi_B(P_A) + [\alpha] \phi_B(Q_A) \rangle,
\]

where the second equality follows from \( \mu \) being coprime to \( \ell_A \).

This shows that if Bob modifies his public key in this way, then Alice will compute the same shared secret independent of her private key. Therefore no more information about her private key can be leaked by Alice accepting (or rejecting if \( \mu^2 \neq 1 \)) than is already leaked when Bob performs honestly. Hence, \( \kappa(p^*) = 0 \) and this modification does not result in a malicious public key.

It is worth noting that if Bob scales his two torsion points by different scalers, say \( \mu_1 \) and \( \mu_2 \), then they will no longer generate the same subgroup under Alice’s private key by the independence of \( \phi_B(P_A) \) and \( \phi_B(Q_A) \), again resulting in a public key which is not malicious. Now we can prove that isogenies lend themselves to the transform of Aection 4.2.

Theorem 4.3.2. Under the assumption that the CSSI problem is intractable, it is computationally infeasible for a malicious Bob with non-negligible probability to modify his public key \( (E_B, \phi_B(P_A), \phi_B(Q_A)) \) to some \( p^* = (E_B, R, S) \) which is malicious for SIDH.
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Alice has some public key/secret key pair \( P \) and, it should be infeasible for Bob to compute \( \alpha_p \) if Bob can violate the definition of irreducibility by computing \( \langle P_A, Q_A \rangle = E[\ell_A^n] \) and \( \langle P_B, Q_B \rangle = E[\ell_B^m] \). Alice has some public key/secret key pair

\[
\phi_{A1} : E \to E_{A1} = E/\langle P_A + [\alpha_1]Q_A \rangle, \quad \alpha_1 \in \mathbb{Z}/\ell_A^m\mathbb{Z}.
\]

Bob knows the global parameters \( p, P_A, Q_A, P_B, Q_B \), and receives the public key \( (E_{A1}, \phi_{A1}(P_B), \phi_{A1}(Q_B)) \) from Alice. By the assumption of intractability of the CSSI problem, it should be infeasible for Bob to compute \( \alpha_1 \). The goal of our proof is to show that if Bob can violate the definition of irreducibility by computing \( p^* \) in the statement of the theorem, then he can compute \( \alpha_1 \) efficiently which violates the CSSI assumption.

Bob uses the SIDH key generation algorithm twice, to generate

\[
\alpha_2 \in \mathbb{Z}/\ell_A^m\mathbb{Z}, \quad \phi_{A2} : E \to E_{A2} = E/\langle P_A + [\alpha_2]Q_A \rangle, \quad \text{and}
\]

\[
\beta \in \mathbb{Z}/\ell_B^m\mathbb{Z}, \quad \phi_B : E \to E_B = E/\langle P_B + [\beta]Q_B \rangle.
\]

Suppose for contradiction that Bob is able to modify \( (E_{B}, \phi_B(P_A), \phi_B(Q_A)) \) to some malicious public key \( (E_B, R, S) \), violating irreducibility as stated in Definition 4.2.3. That is:

- \( (E_B, R, S) \) passes all validation tests,
- \( j(E_B/\langle R + [\alpha_1]S \rangle) = j(E_B/\langle \phi_B(P_A) + [\alpha_1]\phi_B(Q_A) \rangle) \),
- \( j(E_B/\langle R + [\alpha_2]S \rangle) = j(E_B/\langle \phi_B(P_A) + [\alpha_2]\phi_B(Q_A) \rangle) \), and
- \( \kappa(E_B, R, S) > 0 \).

Since we cannot fully characterize public keys with \( \kappa(p^*) > 0 \) in this setting, we instead use the condition that \( (R, S) \neq ([\mu]\phi_B(P_A), [\mu]\phi_B(Q_A)) \) for some \( \mu \) coprime to \( \ell_A \). By Lemma 4.3.1 these public keys satisfy \( \kappa(p^*) = 0 \), so we are assuming a potentially weaker condition than \( \kappa(p^*) > 0 \) by excluding only public keys of this type.

To simplify notation for the remainder of this proof we set \( \ell = \ell_A \). The subgroups \( \langle R + [\alpha_1]S \rangle \) and \( \langle R + [\alpha_2]S \rangle \) are guaranteed to be kernels of isogenies from \( E \) to elliptic curves isomorphic to \( E_{A1} \) and \( E_{A2} \) respectively by the \( j \)-invariant requirements. For the first subgroup one of two cases is true:

- The isogeny with kernel \( \langle R + [\alpha_1]S \rangle \) is isomorphic to the isogeny with kernel \( \langle \phi_B(P_A) + [\alpha_1]\phi_B(Q_A) \rangle \),

Proof. Let \( p = \ell_A^m \ell_B^n f \pm 1 \) be prime, let \( E \) be an elliptic curve defined over \( \mathbb{F}_{p^2} \), and let \( P_A, Q_A, P_B \) and \( Q_B \) be points on \( E(\mathbb{F}_{p^2}) \) such that \( \langle P_A, Q_A \rangle = E[\ell_A^n] \) and \( \langle P_B, Q_B \rangle = E[\ell_B^m] \).
ii The isogeny with kernel \( \langle R + [\alpha_1]S \rangle \) is not isomorphic to the isogeny with kernel \( \langle \phi_B(P_A) + [\alpha_1]\phi_B(Q_A) \rangle \).

Likewise, there are two cases for \( \alpha_2 \) and the isogeny to \( E_{A_2} \). For the remainder of the proof we assume that both isogenies fall into case (i) as our reduction only applies in this situation. This point will be examined in greater detail in the runtime analysis at the end of the proof. This distinction of cases must be made as it is possible for the two isogenies to be non-isomorphic and yet the torsion points satisfy all the requirements of the verification phase, including the Weil pairing test that \( e_{\ell^m}(R, S) = e_{\ell^m}(P_A, Q_A)_{\ell^m} \) (see [53, §3.2] for details).

Suppose the isogeny with kernel \( \langle \phi_B(P_A) + [\alpha_i]\phi_B(Q_A) \rangle \) is isomorphic to that of \( \langle R + [\alpha_i]S \rangle \) for both \( i \in \{1, 2\} \). Then the two subgroups themselves are equal for each \( i \). It follows that their generators must then differ by a scalar multiple coprime to the order of the subgroup. We can then write

\[
[\lambda_i](\phi_B(P_A) + [\alpha_i]\phi_B(Q_A)) = R + [\alpha_i]S, \tag{4.1}
\]

for some \( \lambda_i \in \mathbb{Z}/\ell^m\mathbb{Z} \) coprime to \( \ell^m \) (i.e. coprime with \( \ell \)), for both \( i \in \{1, 2\} \).

Since \( \ell \) is a small prime, the elliptic curve discrete log problem is tractable on \( E_B[\ell^m] \) using Pohlig-Hellman [79] and the Weil or Tate pairing (see [5, §3.2] and optimization [33, §3-4-5]). Solving two instances of the two-dimensional ECDLP provides \( a, b, c, d \in \mathbb{Z}/\ell^m\mathbb{Z} \) such that

\[
R = [a]\phi_B(P_A) + [b]\phi_B(Q_A), \quad \text{and} \quad S = [c]\phi_B(P_A) + [d]\phi_B(Q_A). \tag{4.2}
\]

Substituting these decompositions into (4.1) and rearranging we obtain

\[
[\lambda_1](\phi_B(P_A) + [\alpha_1]\phi_B(Q_A)) = [a + \alpha_1c]\phi_B(P_A) + [b + \alpha_1d]\phi_B(Q_A).
\]

The points \( P_A \) and \( Q_A \) are independent—there does not exist \( t \in \mathbb{Z}/\ell^m\mathbb{Z} \) such that \( P_A = [t]Q_A \). Therefore \( \phi_B(P_A) \) and \( \phi_B(Q_A) \) are independent as well. Comparing coefficients of \( \phi_B(P_A) \) implies that \( \lambda_1 \equiv a + \alpha_1 c \mod \ell^m \). Comparing coefficients of \( \phi_B(Q_A) \) then gives the congruence

\[
b + \alpha_1d \equiv \lambda_1\alpha_1 \equiv (a + \alpha_1c)\alpha_1 \mod \ell^m. \tag{4.3}
\]

Similar analysis of the subgroups associated with \( \alpha_2 \) result in the congruence

\[
b + \alpha_2d \equiv (a + \alpha_2c)\alpha_2 \mod \ell^m. \tag{4.4}
\]

Rearranging (4.3) and (4.4) gives

\[
ca_1^2 + (a - d)\alpha_1 - b \equiv 0 \mod \ell^m, \quad \text{and} \quad ca_2^2 + (a - d)\alpha_2 - b \equiv 0 \mod \ell^m.
\]
Therefore $\alpha_1$ and $\alpha_2$ are solutions to the quadratic congruence relation
\[ cx^2 + (a - d)x - b \equiv 0 \pmod{\ell^m}. \] (4.5)

Bob has the ability to construct this polynomial. One approach to solving this equation comes from the assumption that $\alpha_1$ and $\alpha_2$ are simple roots modulo $\ell$ (this is the same assumption required in Hensel’s lemma) as it implies $\alpha_1 - \alpha_2$ is invertible modulo $\ell^m$. By subtracting (4.4) from (4.3) and multiplying the result by $(\alpha_1 - \alpha_2)^{-1}$ mod $\ell^m$ we obtain
\[ d \equiv a + c(\alpha_1 + \alpha_2) \pmod{\ell^m}, \] (4.6)
and it follows that
\[ b \equiv -c\alpha_1\alpha_2 \pmod{\ell^m}. \] (4.7)
Therefore, if $\ell^r \mid c$, then $\ell^r \mid a - d$ and $\ell^r \mid b$ too. If $c \equiv 0 \pmod{\ell^m}$, then $b \equiv 0$ and $a \equiv d \pmod{\ell^m}$, which contradicts the assumption that $(E_B, R, S)$ is malicious by Lemma 4.3.1.

From the malicious public key $(E_B, R, S)$, Bob can now efficiently solve for $\alpha_1$ and $\alpha_2$ using the following process:

1. Compute the discrete log coefficients $a, b, c, d \in \mathbb{Z}/\ell^m\mathbb{Z}$ as above.
2. Write $c = \ell^rg$ for some $g$ indivisible by $\ell$ and $0 \leq r < m$.
3. Let $K = g^{-1}\frac{a - d}{\ell^r} \pmod{\ell^{m-r}}$ and $L = -g^{-1}\frac{b}{\ell^r} \pmod{\ell^{m-r}}$, where the inverse of $g$ is computed modulo $\ell^{m-r}$.
4. $\alpha_1$ and $\alpha_2$ are roots of the quadratic $x^2 + Kx + L \equiv 0 \pmod{\ell^{m-r}}$ by (4.5). Solve for all roots of this polynomial modulo $\ell^{m-r}$.
5. For each root, $u$, extend it to an integer mod $\ell^m$, say $u'$, and test if it is equal to $\alpha_1$. This test can be performed by computing the image curve of the isogeny with $\langle P_A + [u']Q_A \rangle \subset E(\mathbb{F}_{\ell^2})$ as its kernel and comparing its $j$-invariant with $j(E_{A1})$ (the image curve of the isogeny with $\langle P_A + [\alpha_1]Q_A \rangle$ as its kernel).

What remains is to analyze the computational cost of this reduction and the probability of success. For this analysis, we need to know the likelihood of our assumptions, the probable size of the value $r$, and the number of roots of the quadratic congruence.

The first assumption is that the subgroup associated to the points $R$ and $S$ is the same as the isogeny kernel in the SIDH instance. The existence of multiple isogenies of
degree $\ell^m$ between two fixed supersingular elliptic curves is possible, but unlikely under the Galbraith et al. heuristic of [53, §4.2]. For instance there can exist multiple isogenies of degree $\ell$ from one $j$-invariant, $j_0$, to another and this occurs exactly when the classical modular polynomial $\psi_\ell(j_0, x)$ has repeated roots in $x$. The set of possible roots grows with $p$ and yet its degree in $x$ is fixed by $\ell + 1$, so this situation unlikely for large $p$.

Next we examine the value $r$ when $\alpha_1 \equiv \alpha_2 \mod \ell$. When $\ell = 2$, we have that $r \geq 3$ whenever $m \geq 3$. From the distribution of multiples of $\ell$ in $\mathbb{Z}/2^m\mathbb{Z}$, we have $r = j$ for $3 \leq j < m$ with probability $\frac{1}{2m-2}$, and the probability that $r = m$ (i.e. $c = 0$) is $\frac{1}{2^{m-1}}$. When $\ell$ is odd, only $r \geq 1$ is guaranteed. For $\mathbb{Z}/\ell^m\mathbb{Z}$ with odd $\ell$, we have $r = j$ for $1 \leq j < m$ with probability $\frac{1}{\ell}$, and the probability that $r = m$ is $\frac{1}{2^{m-1}}$. Hence, it is most likely that $r = 3$ or $4$ when $\ell = 2$, and $r = 1$ or $2$ when $\ell$ is an odd prime.

Lastly, we look at the number of solutions to (4.5). If $\alpha_1 \not\equiv \alpha_2 \mod \ell$ and $\ell \nmid c$, then there are exactly two solutions modulo $\ell^m$, namely $\alpha_1$ and $\alpha_2$. Letting $r$ be the $\ell$-adic valuation of $c$ as above, the number of solutions to this quadratic congruence is $2\ell^r$, namely

$$\alpha_i + z\ell^{m-r-1}, \ 0 \leq z \leq \ell^r - 1, \ i \in \{1, 2\}.$$ 

Even though the number of roots to check grows exponentially in $r$, the probability of each successive value of $r$ occurring decreases exponentially (see the previous paragraph).

When $\alpha_2$ is chosen to be congruent to $\alpha_1$ modulo $\ell$, $b$ and $d$ are not necessarily of the form (4.6) and (4.7). This makes solving for $\alpha_1$ much harder, and in some cases, impossible. However, this only happens with probability $\frac{1}{\ell}$. By the previous paragraph we see that if Bob counts the number of roots of (4.5) modulo $\ell^{m-r}$ before solving for $\alpha_1$, then verifying there are less than $\ell^{r+1}$ of them can serve to test for when $\alpha_1 \equiv \alpha_2 \mod \ell$. If the test fails then Bob can reuse the key generation algorithm until the private key provided is incongruent to the initial $\alpha_2$, and then repeat the process above (he never has to run this process more than twice).

We conclude that if Bob can violate this irreducibility condition, then he can efficiently solve the CSSI problem.

Combining Theorem 4.3.2 with the fact that there are currently no know attacks on SIDH that involve modified elliptic curves (as opposed to modified torsion points) we conclude that SIDH is irreducible for all known modified public keys. We now give an explicit statement of the $k$-SIDH protocol.

**Setup:** A preimage resistant hash function $H$, a prime number $\omega = 2^m3^n \pm 1$, a supersingular elliptic curve $E/\mathbb{F}_p$, and four points $P_A, Q_A, P_B, Q_B \in E(\mathbb{F}_p)$ such that $\langle P_A, Q_A \rangle = E[2^m]$ and $\langle P_B, Q_B \rangle = E[3^n]$. 
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**Key Generation:** Upon input of 0, the key generation function computes, for $1 \leq i \leq k$:

$$\alpha_i \leftarrow \mathbb{Z}/2^m \mathbb{Z}$$

$$\phi_{Ai} : E \rightarrow E_{Ai} = E/\langle P_A + [\alpha_i]Q_A \rangle,$$

$$(R_i, S_i) \leftarrow (\phi_{Ai}(P_B), \phi_{Ai}(Q_B)).$$

The key generation function then outputs the private key $(\alpha_1, \ldots, \alpha_k)$ and the public key $(E_{A1}, R_1, S_1), \ldots, (E_{Ak}, R_k, S_k)$. The recipient checks that the order of each $R_i$ and $S_i$ is $3^n$ to ensure no faults were induced.

Upon input of 1 the key generation function computes, for $1 \leq j \leq k$:

$$\beta_j \leftarrow \mathbb{Z}/3^n \mathbb{Z}$$

$$\phi_{Bj} : E \rightarrow E_{Bi} = E/\langle P_B + [\beta_j]Q_B \rangle,$$

$$(U_j, V_j) \leftarrow (\phi_{Bj}(P_A), \phi_{Bj}(Q_A)).$$

The key generation function then outputs the private key $(\beta_1, \ldots, \beta_k)$ and the public key $(E_{B1}, U_1, V_1), \ldots, (E_{Bk}, U_k, V_k)$. The recipient checks that the order of each $U_j$ and $V_j$ is $2^m$ to ensure no faults were induced.

**Communication:** Bob initiates conversation and sends his public key to Alice. Alice responds with her public key.

**Key Establishment:** For each $1 \leq i, j \leq k$, Alice computes

$$z_{i,j} = j(E_{Bj}/\langle U_j + [\alpha_i]V_j \rangle),$$

and then she calculates the hash

$$h = H(z_{1,1}, \ldots, z_{1,k}, z_{2,1}, \ldots, z_{2,k}, \ldots, z_{k,1}, \ldots, z_{k,k}).$$

Similarly, for each $1 \leq i, j \leq k$, Bob computes

$$z'_{i,j} = j(E_{Ai}/\langle R_i + [\beta_j]S_i \rangle),$$

and calculates the hash

$$h' = H(z'_{1,1}, \ldots, z'_{1,k}, z'_{2,1}, \ldots, z'_{2,k}, \ldots, z'_{k,1}, \ldots, z'_{k,k}).$$

**Verification:** Alice verifies that for each $1 \leq j \leq k$ the pair $U_j$ and $V_j$ are independent points of order $2^m$ on the curve $E_{Bj}$ [34, §9]. Additionally Alice verifies that $e_{2^m}(U_j, V_j) =$
Likewise Bob verifies that each pair $R_i$ and $S_i$ are independent points of order $3^n$ on the curve $E_{Ai}$ and that $e_{3^n}(R_i, S_i) = e_{3^n}(P_B, Q_B)^{2m}$. Alice sends $H(H(h))$ to Bob who verifies it is equal to $H(H(h'))$. Bob sends $H(h')$ to Alice who verifies it is equal to $H(h)$. If they have different secret keys, or any of the public key pairs fail the verification, then the session is terminated. Otherwise they continue communication with $h = h'$ as their shared secret key.

### 4.4 Security Analysis and Key Size

Before the security of $k$-SIDH can be properly analyzed we need the following simple result. As before, let $\ell = \ell_A$ denote the prime defining Alice’s torsion subgroup. Recall that an $\ell^m$-degree isogeny can be expressed uniquely as a composition of $m$ $\ell$-degree isogenies. The following result tells us that, given the shared $j$-invariant and Alice’s public key, Bob is unable to determine the final $\ell$-isogeny in the composition of Alice’s isogeny (under the CSSI assumption).

**Theorem 4.4.1.** Suppose Alice and Bob perform the standard SIDH key agreement protocol as described Section 2.2.2. In the key establishment phase Alice computes a secret isogeny $\phi_A : E_B \to E_{BA}$ of degree $\ell^m$ ($\ell \in \{2, 3\}$) as the composition of $m$ isogenies of degree $\ell$, say $\phi_A = \phi_m \circ \cdots \circ \phi_1$. Let $\phi' = \phi_{m-1} \circ \cdots \circ \phi_1$ be the isogeny whose image curve is $\ell$ isogenous to $E_{AB}$, say $\phi' : E_B \to E'$. Bob also knows the curve $E_{BA}$ by performing his half of the key establishment. If Bob has access to an efficient, deterministic algorithm which produces $E'$ from $E, E_A, E_B, E_{BA}$ and $\ell^m$, then Bob can efficiently solve the CSSI problem.

**Proof.** The elliptic curve $E'$ is $\ell$ isogenous to $E_{BA}$. Given $E'$ Bob can then determine $\phi_m$ as there are only $\ell + 1$ choices which he can test exhaustively. Repeated iterations of the procedure, replacing the target curve adaptively and decreasing the exponent of the degree iteratively by 1, will return each $\ell$-isogeny in the composition. This procedure will reveal $\phi_A$, breaking CSSI. 

The security of this scheme is based on the amount of work Bob must do in the proof of Theorem 4.2.5 to compute the preimage of $h$. There are two benchmarks that we could use when choosing $k$: the expected number of hashes Bob will compute before correctly hashing the preimage, or the number of hashes before the solution is found with probability $\frac{1}{2}$. The former is asymptotically greater in our case, and so it is irrelevant when setting a security level.
The runtime depends on the order Bob guesses at solutions, so we always assume he does so optimally. We index Bob’s guesses by $i$, and denote the associated probability of success by $P_i$. The proof of Theorem 4.2.5 shows that for Bob to determine the preimage of $h$ he must correctly guess at least $k - 1$ independent samples from some distribution. We now determine that distribution for SIDH.

In the attack of Galbraith et al. [53], the public key with the greatest ratio of revealed bits of Alice’s private key to probability of success that Bob could use is $p^* = (E_B, \phi_B(P_A), \phi_B(Q_A) + [\ell^{m-1}]\phi_B(P_A))$. Bob knows the shared key that Alice computes were he to participate honestly,

$$j_0 = j(E_A/\langle \phi_A(P_B) + [\beta]\phi_B(Q_A) \rangle),$$

and when using this dishonest $p^*$ he knows Alice will compute either $j_0$ or some other $j$-invariant which is $\ell^2$-isogenous to $j_0$. With overwhelming probability there are $\ell(\ell + 1)$ distinct isomorphism families which are $\ell^2$-isogenous to any isomorphism family (not represented by the $j$-invariant 0 or 1728). Combining this fact with the Theorem 4.4.1 shows that $k$-SIDH exhibits the following probability distribution for each of Bob’s $k$ guesses:

$$\left\{ \frac{1}{2}, \frac{1}{2\ell(\ell + 1)}, \ldots, \frac{1}{2\ell(\ell + 1)} \right\},$$

where $\frac{1}{2\ell(\ell + 1)}$ occurs $\ell(\ell + 1)$ times. For example, if $\ell = 2$, then the honestly computed $j$-invariant, $j_0$, occurs with probability $\frac{1}{2}$, and there are six $j$-invariants which are 4-isogenous to $j_0$ each occurring with probability $\frac{1}{12}$.

The guess that maximizes Bob’s probability of success is $j_0$ for each of the $k - 1$ unknown values, resulting in $P_1 = \frac{1}{2}$. The next most likely outcomes are those with $j_0$ for $k - 2$ of the values and one of the other $\ell(\ell + 1)$ $j$-invariants, each occurring with probability

$$P_i = \frac{1}{2^{k-2} \cdot (2\ell(\ell + 1))} \text{ for } 2 \leq i \leq (k - 1)(\ell(\ell + 1)) + 1.$$

From this we calculate $r$, the number of hashes that Bob computes before his probability of success is $\frac{1}{2}$ by solving $\frac{1}{2} = \sum_{i=1}^{r} P_i$.

The first step is to collect all guesses with the same probability of success, that is, those which select the same number of $j_0$. To achieve this we change from the variable $r$, the
total number of guesses Bob makes, to \( t \) which represents the quantity of non-\( j_0 \) elements in Bob’s choice. They are related by

\[
r = \sum_{i=0}^{t} \binom{k-1}{i} (\ell(\ell + 1))^i
\]
as each term in the summand is the number of possibilities with \( i \) non-\( j_0 \) elements. Therefore,

\[
\sum_{i=1}^{r} P_i = \sum_{i=0}^{t} \frac{1}{2^{k-1-i}(2\ell(\ell + 1))^i} \binom{k-1}{i} (\ell(\ell + 1))^i = \frac{1}{2^{k-1}} \sum_{i=0}^{t} \binom{k-1}{i},
\]
and this final sum equals \( \frac{1}{2} \) exactly when \( t = \frac{k-2}{2} \) (if \( k \) is odd then the sum needs one half times the \( \binom{k-1}{i} \) term) by the symmetry of the binomial coefficient. This implies that the number of hashes required by Bob to learn the first bit of each of Alice’s \( k \) secret keys is

\[
r = \sum_{i=0}^{\frac{k-2}{2}} \binom{k-1}{i} (\ell(\ell + 1))^i. \tag{4.8}
\]

If \( \ell = 2 \), then \( k = 60 \) gives \( r = 2^{130} \); for \( \ell = 3 \), \( 2^{131} \) hashes is achieved by \( k = 50 \).

When considering security against a quantum enabled adversary, one would expect a quadratic speedup because the runtime of Grover’s algorithm [56] on a non-uniform distribution is still \( O(\sqrt{N}) \) when searching for one item, where \( N \) is the size of the domain [13]. The domain for \( k \)-SIDH when Bob uses a malicious public key is all possible preimages to Alice’s hash. Considering an initial state of each possible preimage (where each preimage is a collection of qubits representing the associated \( j \)-invariants) all with amplitude \( \frac{1}{\sqrt{(2\ell(\ell + 1)))^{k-1}}} \), and searching for an element of the marked set (the collection of qubits corresponding to the correct preimage) gives a quantum algorithm with runtime \( \frac{\pi}{4} 2^{\frac{k-1}{2}} (\ell(\ell + 1))^{\frac{k-1}{4}} \) and requires at least \( (2\ell(\ell + 1))^{k-1} \) qubits. We then calculate the minimal \( k \) such that Bob is required to compute \( 2^{128} \) quantum operations before successfully calculating the preimage of Alice’s hash, which would reveal \( k \) bits of her secret key. Setting \( k = 113 \) is required when \( \ell = 2 \), and \( k = 94 \) suffices when \( \ell = 3 \).

These choices of \( k \) are based on the currently best known attack that satisfy Definition 4.2.2. There is the possibility that other attacks will be discovered such as modifying the elliptic curve in a public key instead of the torsion points, or perhaps stronger attacks using modified torsion points. However, if such attacks are discovered, the generality of the Theorem 4.2.5 shows that only a recalculation of \( k \) is needed to adapt as these qualify as malicious public key attacks.
To achieve a specified level of security for $k$-SIDH each individual SIDH instance must also meet that security level. Using the compression techniques of [33, §7], at the 128-bit quantum security (or 192-bit classical security) level a $k$-SIDH public key requires 37 kb when $\ell = 2$ and 31 kb when $\ell = 3$.

Regarding future work, the proposed $k$-instances model applies to key agreement schemes in which the resulting shared secret is dependent on input from both parties (not encapsulation methods) where the use of static keys may reveal private keys to a malicious participant. We have seen that this transformation applies to SIDH [53], but one may ask if it also applies to lattice based schemes. The ring-LWE key agreement protocol by Ding et al. [43] satisfies the criterion of being susceptible to such an active attack [48]. However, the scheme of Ding et al. is interactive and so it is not immediately clear how to model it as the key-establishment protocols of Definition 4.2.1.

The computational costs of $k$-SIDH are naively $k^2$ that of standard SIDH, in which parties simply perform $k^2$ independent SIDH operations. Economies of scale could be realized in an optimized implementation using (for example) SIMD, since the key establishments can be organized into $k$ groups of $k$ such that all SIDH operations in a group have one half in common.

$k$-SIDH only addresses the problem of dishonest users who manipulate elliptic curve points. It does not address the case where the curves themselves are manipulated. It may be worth examining whether approaches like $k$-SIDH can help protect against attacks involving manipulated curves. Another interesting problem comes from the heuristic assumption from [53, §4.2] which was used in the proof of Theorem 4.3.2. Although this assumption seems plausible in light of the Ramanujan property of the supersingular $\ell$-isogeny graph, a proof would be preferable, perhaps under a standard assumption such as GRH. Similar results have been achieved in the ordinary case [60].

We conclude with a summary of the work in this chapter. We presented a new key agreement model which performs $k^2$ simultaneous key agreements and defends against a specific class of active adversaries when certain assumptions about the underlying key agreement protocol are satisfied. We showed that supersingular isogeny key agreement satisfies these assumptions provided its computational problem is intractable. Using this new model, we determined that performing $60 \cdot 50 = 3000$ simultaneous instances of SIDH will protect both participants from leaking any information of their secret key against these active adversaries with classical capabilities, and $113 \cdot 94 = 10622$ suffices for protection against quantum adversaries.
Chapter 5

Cryptanalysis from Constructing Endomorphisms

Portions of this chapter were published in Eisentraeger et al. [46]. The contents of this chapter represent my contribution to that work.

We present an algorithm for computing non-trivial endomorphisms of a supersingular elliptic curve over $\mathbb{F}_{p^2}$. We then analyze its expected runtime and find it to be $\tilde{O}(\sqrt{p})$. We then discuss how to use this algorithm as a subroutine to compute the full endomorphism ring of elliptic curves again with runtime in $\tilde{O}(\sqrt{p})$, and compare it to the other endomorphism computing algorithms.

5.1 Introduction

Let $\mathbb{B}_{p,\infty}$ be a quaternion algebra ramified exactly at $p$ and $\infty$, and let $\mathcal{O}$ be a maximal order of $\mathbb{B}_{p,\infty}$. For any supersingular elliptic curve $E/\mathbb{F}_p$, the endomorphism ring $\text{End}(E)$ is isomorphic to some maximal order $\mathcal{O}$ of $\mathbb{B}_{p,\infty}$. Deuring gave a correspondence [42] between left-ideal classes of $\mathcal{O}$ and the endomorphism rings of supersingular elliptic curves over $\mathbb{F}_p$ up to Galois conjugacy of their $j$-invariants. As all supersingular $j$-invariants are defined over $\mathbb{F}_{p^2}$, there are no more than 2 isomorphism classes of supersingular elliptic curves in each Galois conjugacy class.

The security of supersingular isogeny-based schemes depends on the intractibility of the $\ell$-isogeny problem, which is the problem of determining an isogeny $\phi : E \to E'$ with $\ell$-power degree when given only $E$ and $E'$. The intractibility of the $\ell$-isogeny problem
in turn depends on the intractability of computing \( \text{End}(E) \) from a random supersingular elliptic curve \( E \). This is because the \( \ell \)-isogeny problem can heuristically be solved in polynomial time when the endomorphism rings of both the domain and codomain curves are known [65]. As the \( \ell \)-power degree in SIDH is small compared to \( p \), the isogeny output by the algorithm of [65] will also be the solution to the corresponding CSSI problem with high probability [53, Algorithm 2].

The first to study the problem of computing \( \text{End}(E) \) for a supersingular elliptic curve was Kohel in his PhD thesis [64]. The algorithms in his work find two independent cycles containing \( j(E) \) in the \( \ell \)-isogeny graph of supersingular elliptic curves, which correspond to endomorphisms of \( E \) of \( \ell \)-power degrees. These independent endomorphisms generate a finite index subring of \( \text{End}(E) \). This algorithm performs a breadth-first search of the graph to find cycles, and so it has an expected running time of \( O(p^{1+\epsilon}) \) and requires exponential storage. Heuristically, one expects this algorithm to be called \( O(\log p) \) many times before the entire endomorphism ring of \( E \) can be determined [45].

An improvement to the problem of computing endomorphisms was presented in [41], by taking a depth-first search in a graph with many prime degree isogenies (instead of only the \( \ell \)-graph), which ran in \( O(p^{1/2}(\log p)^2) \) time and required polynomial space. Again, \( O(\log p) \) many calls could be used to then determine \( \text{End}(E) \) entirely.

We present a probabilistic algorithm for finding cyclic endomorphisms of supersingular elliptic curves with prime power degrees which takes advantage of a symmetry in the \( \ell \)-isogeny graph. We prove a runtime of \( O(p^{1/2}(\log p)^2) \) with probability \( 1 - O(1/p) \), and polylog \( p \) space requirements. While this work does not represent the fastest currently known attack on supersingular isogeny-based cryptosystems, it is the fastest known algorithm for attacking such schemes by way of computing endomorphism rings.

\section{5.2 Quaternion Preliminaries}

Assume throughout that \( p \) is a prime, and \( p \neq 2, 3 \).

\( A \) is a quaternion algebra over \( \mathbb{Q} \) when it is a central, simple algebra of dimension 4 over \( \mathbb{Q} \). That is, there exists a ring homomorphism from \( \mathbb{Q} \to A \) which is an isomorphism to the centre of \( A \), and gives \( A \) the structure of a 4-dimensional vector space over \( \mathbb{Q} \), and there are no non-trivial two-sided ideals of \( A \). A lattice, \( \Lambda \), of \( A \) is a finitely generated \( \mathbb{Z} \)-module which contains a basis for \( A \) over \( \mathbb{Q} \), i.e., \( \Lambda \otimes \mathbb{Q} = A \). An order of \( A \) is a lattice containing 1. An ideal of an order of \( A \) is defined in the usual way, and they are therefore lattices not necessarily containing 1. The norm of an ideal is defined as \( N(I) = \gcd(\alpha : \alpha \in I) \).
For any prime \( q \), define \( A_q = A \otimes \mathbb{Q} \mathbb{Q}_q \) and \( A_\infty = A \otimes \mathbb{R} \mathbb{R} \). If \( A_q \) is a division algebra, then \( q \) is said to ramify; otherwise \( A_q \cong \mathbb{M}_2(\mathbb{Q}_q) \) and \( q \) is said to split. Given a finite set of places where \( A \) ramifies, there exists a unique quaternion algebra up to isomorphism of algebras.

There exists an equivalence relation on maximal orders of a quaternion algebra.

**Definition 5.2.1.** Two maximal orders, \( \mathcal{O} \) and \( \mathcal{O}' \), have the same type if there exists some quaternion \( \alpha \in \mathbb{A}^* \) such that \( \alpha \mathcal{O} \alpha^{-1} = \mathcal{O}' \). Similarly, two left-ideals, \( I \) and \( J \), of a maximal order are equivalent if there exists some quaternion \( \alpha \in \mathbb{A}^* \) such that \( I \alpha = J \).

Let \( \mathbb{B}_{p,\infty} \) be the unique quaternion algebra over \( \mathbb{Q} \) which is ramified only at \( p \) and \( \infty \). Deuring [42, §10.2] proved a bijection between the two-sided ideal classes for each type of maximal order in \( \mathbb{B}_{p,\infty} \) and the supersingular \( j \)-invariants over \( \overline{\mathbb{F}}_p \). Additionally,

**Theorem 5.2.2.** [42, §10.2] Let \( \mathcal{O} \) be a maximal order of \( \mathbb{B}_{p,\infty} \). There exists one or two supersingular \( j \)-invariants such that the elliptic curves it represents have endomorphism ring isomorphic to \( \mathcal{O} \). If the prime ideal over \( p \) in \( \mathcal{O} \) is principal, then the associated \( j \) is \( \mathbb{F}_p \)-rational; otherwise the two associated \( j \)'s are \( \mathbb{F}_p \) conjugates in \( \mathbb{F}_{p^2} \).

Kohel showed a categorical equivalence between the category whose objects are left ideal classes of a maximal quaternion order and morphisms are ideal homomorphisms, and the category whose objects are supersingular \( j \)-invariants and morphisms are isogenies [64, §5.3]. Specifically, let \( k \) be a field of characteristic \( p \) with \( q \) element, let \( \mathcal{O} \) be a maximal order in \( \mathbb{B}_{p,\infty} \) with an element of reduced norm \( q \), and let \( E_0/k \) be a supersingular elliptic curve with endomorphism ring isomorphic to \( \mathcal{O} \). Let \( S_k \) be the category with objects \((E, \pi)\) where \( E \) is a supersingular elliptic curve, \( \pi \) is the Frobenius endomorphism relative to \( k \), and morphisms

\[(E_1, \pi_1) \rightarrow (E_2, \pi_2)\]

are homomorphisms \( \psi : E_1 \rightarrow E_2 \) such that \( \psi \circ \pi_1 = \pi_2 \circ \psi \). Let \( M_{\mathcal{O}, q} \) be the category with objects consisting of \((I, \phi)\) where \( I \) is a projective right module of rank one over \( \mathcal{O} \), \( \phi \) an endomorphism of \( I \) of reduced norm \( q \), and morphisms

\[(I_1, \phi_1) \rightarrow (I_2, \phi_2)\]

consisting of homomorphisms \( \psi : I_1 \rightarrow I_2 \) such that \( \psi \circ \phi_1 = \phi_2 \circ \psi \). Then the functor \( I \) from \( S_k \) to \( M_{\mathcal{O}, q} \), taking \((E, \pi)\) to \((\text{Hom}(E_0, E), \tau_\pi)\) where \( \tau_\pi \) is the homomorphism of \( \text{Hom}(E_0, E) \) to itself given by left composition by \( \pi \) is a full and faithful equivalence from \( S_k \) to \( M_{\mathcal{O}, q} \) [64, Theorem 45, Proposition 49].
This correspondence leads to a graph similar to the isogeny graph; the graph of maximal orders in \( A \) with a vertex set of maximal orders up to type, and an edge set of ideals with norm \( \ell \) up to equivalence. When the correspondence between an ideal and an isogeny is known, the ideal norm can be computed as the degree of the isogeny. A recent result has shown that given two maximal orders, \( \mathcal{O}_0 \) and \( \mathcal{O}_1 \), one can efficiently (assuming GRH) find a smooth ideal \( I \) whose left order is \( \mathcal{O}_0 \) and whose right order is \( \mathcal{O}_1 \) \[65\]. Further analysis of this algorithm \[53\] has shown that if the endomorphism rings of the supersingular elliptic curves \( E_0 \) and \( E_1 \) are known and embedded as maximal orders into the same quaternion algebra, then the previously mentioned algorithm is likely to solve the isogeny problem underlying the supersingular isogeny-based key agreement protocol SIDH. Therefore, improvements to endomorphism ring construction algorithms lead to faster attacks on SIDH. An even more recent result showed that computing the endomorphism ring leads to breaking the CSIDH cryptosystem as well \[24\].

5.3 Algorithms for Computing Endomorphisms

There have been few results on computing endomorphisms of a fixed supersingular \( j \)-invariant. The first was the PhD thesis of Kohel \[64, \S7\]. As there is an isomorphism between \( \text{End}(E) \) and some maximal quaternion order, an endomorphism \( \alpha \) can be viewed as a quaternion. Kohel then proves that the class number of \( \mathbb{Z}[\alpha] \) is equal to the number of isomorphism families of supersingular elliptic curves (counted with multiplicity) containing an endomorphism with both trace and norm equal to that of \( \alpha \). This motivates the following theorem.

**Theorem 5.3.1.** \[64, 84\] Let \( \alpha \) and \( \beta \) be two endomorphisms of a supersingular \( E \) that intersect only at \( E \). Suppose that their norms are \( \ell^{h_1} \) and \( \ell^{h_2} \) respectively, where \( h_1 \) is the class number of \( \mathbb{Z}[\alpha] \) and \( h_2 \) is the class number of \( \mathbb{Z}[\beta] \). Then \( \text{End}(E) \) is determined uniquely by the embedding of \( \mathbb{Z}[\alpha, \beta] \).

This theorem in turn motivates an algorithm for computing four endomorphisms which are linearly independent over \( \mathbb{Z} \). The idea is to construct the entire supersingular \( \ell \)-isogeny graph for some small integer \( \ell \) and then to use brute force to find two distinct cycles, both containing the vertex \( j(E) \), corresponding to endomorphisms \( \alpha \) and \( \beta \) that satisfy the class group conditions of the above theorem. The runtime of this algorithm is \( O(p^{3/2+\epsilon}) \) and \( O(p^{1+\epsilon}) \), for any \( \epsilon > 0 \), for the deterministic and the probabilistic versions respectively.

In Eisenträger et al. \[45, \text{Proposition 8} \] a heuristic transformation was presented for turning an algorithm which finds endomorphisms into an algorithm which determines the
entire endomorphism ring. The analysis states that $\text{End}(E)$ can be output after $O(\log p)$ calls to the endomorphism finding algorithm. This implies that the algorithms of Kohel will determine $\text{End}(E)$ completely after $O(\log p)$ iterations.

Cervino [25] applied the theory of ternary quadratic forms associated to the norm of a maximal order to construct a $\Omega(p^{2+\epsilon})$ time algorithm for constructing a correspondence between every supersingular $j$-invariant and every maximal order type in characteristic $p$.

McMurdy [71] gave an algorithm which computes an isogeny $\phi$ from $E$ to an elliptic curve $E'$ with a known endomorphism ring. This can be used to determine $\text{End}(E)$ via Kohel or Deuring’s correspondence. The ring $\text{End}(E')$ will correspond to a maximal order $\mathcal{O}' \subset \mathbb{B}_{p,\infty}$, and $\phi$ will correspond to a right-ideal of $\mathcal{O}'$, some $I$. The maximal order $\mathcal{O}$ corresponding to $\text{End}(E)$ can then be computed as the left order of $I$, a computation which can be done efficiently with linear algebra. The runtime of this algorithm has not been publicly examined.

Delfs and Galbraith [41] gave a $O(p^{1/4})$ algorithm for constructing an isogeny between two supersingular elliptic curves defined over $\mathbb{F}_p$, the base field, with logarithmic space required. This can be turned into a $O(p^{1/2})$ algorithm for constructing endomorphisms of an elliptic curve $E$ by finding two paths from $E$ to elliptic curves with $j$-invariants defined in $\mathbb{F}_p$, and then solving the isogeny problem between them with the algorithm of Delfs and Galbraith. The degree of the output endomorphism will be smooth, but not a prime power. The transformation of [45] can then be used to determine $\text{End}(E)$ with $O(\log p)$ calls to the above endomorphism constructing algorithm.

A second application of the Delfs and Galbraith algorithm for constructing an isogeny between two elliptic curves defined over $\mathbb{F}_p$ is as follows: find one path from $E$ to an elliptic curve $E_0$ with a known endomorphism ring. Then, similar to McMurdy, $\text{End}(E)$ can be computed from this data. Algorithms for this task when the paths are smooth [54] or a power of $\ell$ [40]. The runtime analysis for this combination of ideas has not been yet examined to the best of my knowledge.

The following theorem from Bank et al. [7] is also relevant to the study of constructing $\text{End}(E)$ from finding cycles. Let $E(j)$ denote an elliptic curve with $j$-invariant $j$.

**Theorem 5.3.2.** [7, 5.1] Suppose two cycles in the $\ell$-isogeny graph $G(p, \ell)$ both contain the same path between vertices $E(j_1)$ and $E(j_2)$. Let $\alpha$ and $\beta$ be the corresponding endomorphisms of $E(j_1)$. If the path between $E(j_1)$ and $E(j_2)$ passes through additional vertices, or if $j_1^\ell \neq j_2$, then $\{1, \alpha, \beta, \alpha\beta\}$ is not a basis for $\text{End}(E(j_1))$. 
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5.3.1 Proposed Algorithm

From Theorem 5.3.1 we see that if a \( j \)-invariant \( j_1 \) is a part of a cycle in the \( \ell \)-isogeny graph corresponding to an endomorphism \( \alpha \), but the Galois conjugate of \( j_1 \) is not in the same cycle, then \( \log \deg \alpha \) cannot be equal to the class number of \( \mathbb{Z}[\alpha] \). We prove this in Theorem 5.3.5. This motivates an algorithm for finding cycles such that for all \( j \)-invariants in the output cycle, the Galois conjugate of that \( j \)-invariant is also in the cycle. We describe such an algorithm in this subsection.

Let \( \sigma \in \text{Gal}(\mathbb{F}_{p^2}/\mathbb{F}_p) \) be non-trivial and denote \( \sigma(j) \) by \( \overline{j} \).

**Lemma 5.3.3.** Let \( j_1, j_2 \) be \( \ell \)-isogenous \( j \)-invariants of two supersingular elliptic curves. Then \( \overline{j_1} \) and \( \overline{j_2} \) are also \( \ell \)-isogenous.

**Proof.** Suppose \( E_i \) has \( j \)-invariant \( j_i \). Let \( G \subseteq E_1 \) such that \( \phi : E_1 \to E_2 \) with \( \ker \phi = G \), \( |G| = \ell \). Denote by \( \pi \) the \( p \)-th Frobenius map of \( E_1 \). Then \( \pi(G) \subseteq E_1^{(p)} \), and \( \phi^{(p)} : E_1^{(p)} \to E_2^{(p)} \) with degree \( \ell \) and kernel \( \pi(G) \). Noting that \( j(E_i^{(p)}) = \overline{j_i} \) concludes the proof.

Note that the \( j_i \)'s above can be either in \( \mathbb{F}_p \) or \( \mathbb{F}_{p^2} \). This leads to two non-trivial cases. If both \( j_i \)'s are in \( \mathbb{F}_{p^2} \), then their conjugates are also \( \ell \)-isogenous to one another. If \( j_1 \in \mathbb{F}_p \) is \( \ell \)-isogenous to \( j_2 \in \mathbb{F}_{p^2}/\mathbb{F}_p \), then \( j_1 \) is also \( \ell \)-isogenous to \( \overline{j_2} \).

**Lemma 5.3.4.** Let \( C \) be a cycle in the supersingular \( \ell \)-isogeny graph corresponding to an endomorphism \( \alpha \) of a vertex \( j \). There exists a cycle in the supersingular \( \ell \)-isogeny graph \( \overline{C} \) whose ordered vertex set is exactly the conjugates of the ordered vertex set of \( C \). The cycle \( \overline{C} \) corresponds to an endomorphism \( \beta \) of the vertex \( \overline{j} \). Further, the degree and trace of \( \beta \) are equal to the degree and trace of \( \alpha \), respectively.

**Proof.** Let \( \alpha \in \text{End}(E) \) where \( j(E) = j \). The existence of \( \overline{C} \) follows from Lemma 5.3.3, and by that proof it follows that \( \ker \beta = \pi_E(\ker \alpha) \). We can identify \( \beta \) with an element of the endomorphism algebra \( \text{End}(E^{(p)}) \otimes \mathbb{Q} \). We claim that in this algebra, \( \beta = \frac{\pi_E \circ \alpha \circ \pi_E^{(p)}}{p} \).

As \( \ker \left( \frac{\pi_E \circ \alpha \circ \pi_E^{(p)}}{p} \right) = \pi_E(\ker \alpha) \) and \( \deg \beta = \deg \frac{\pi_E \circ \alpha \circ \pi_E^{(p)}}{p} = \deg \alpha \), this claim follows, as does this Lemma’s claim on the degree of \( \beta \). It remains to show that \( Tr(\beta) = Tr(\alpha) \). Observe,

\[
Tr(\beta) = Tr \left( \frac{\pi_E \circ \alpha \circ \pi_E^{(p)}}{p} \right) = \frac{1}{p} Tr(\pi_E \circ \alpha \circ \pi_E^{(p)}) = \frac{1}{p} (\pi_E \circ \alpha \circ \pi_E^{(p)} + \hat{\alpha} \circ \pi_E^{(p)}) = \frac{1}{p} \pi_E \circ Tr(\alpha) = Tr(\alpha).
\]
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Theorem 5.3.5. Let \( \alpha \) be an endomorphism of a supersingular \( j \)-invariant \( j_0 \), corresponding to a cycle in the \( \ell \)-isogeny graph. Suppose the cycle of \( \alpha \) contains some \( j \)-invariant \( j' \), but does not contain \( j' \). Then, \(|\text{Cl}(\mathbb{Z}[\alpha])| > \log_\ell (\deg \alpha)\).

Proof. Let \( C \) be the cycle in the \( \ell \)-isogeny graph corresponding to \( \alpha \). We know that \( C \) contains at least one vertex in \( \mathbb{F}_{p^2}/\mathbb{F}_p \), namely \( j' \). Let \( \alpha \) be the endomorphism from Lemma 5.3.4, with corresponding cycle \( C \). As \( C \) contains some vertex in \( \mathbb{F}_{p^2}/\mathbb{F}_p \), it follows that \( C \neq C \).

The class number of \( \mathbb{Z}[\alpha] \) counts the number of vertices in the \( \ell \)-isogeny graph which are contained (with multiplicity) on a cycle with degree and trace equal to that of \( \alpha \). We have exhibited above a cycle, \( \bar{C} \), which shares these properties with \( C \), but is not equal to \( C \). Therefore, \(|\text{Cl}(\mathbb{Z}[\alpha])| \geq 2 \log_\ell (\deg \alpha)\).

Corollary 5.3.6. Let \( \alpha \) be an endomorphism of a supersingular elliptic curve \( E \) with \( j \)-invariant \( j_0 \), corresponding to a cycle in the \( \ell \)-isogeny graph. Suppose the cycle of \( \alpha \) contains some \( j \)-invariant \( j' \), but does not contain \( j' \). Then, \( \forall \beta \in \text{End}(E) \) there exist at least two maximal orders of \( \mathbb{B}_p, \infty \), one of which is isomorphic to \( \text{End}(E) \), which contain an embedding of \( \mathbb{Z}(\alpha, \beta) \).

The proposed algorithm of this section uses the following idea. Let \( E(\mathbb{F}_{p^2}) \) be an arbitrary supersingular elliptic curve, with \( j \)-invariant \( j_0 \), and let \( \ell \) be any prime other than \( p \). We define the terminating vertices of the supersingular \( \ell \)-isogeny graph to be those \( j \)-invariants that satisfy either

i) \( j \in \mathbb{F}_p \), or

ii) \( j \in \mathbb{F}_{p^2}/\mathbb{F}_p \), and \( j \) is adjacent to \( j \) in the \( \ell \)-isogeny graph.

Let \( P_1 = [j_0, j_1, \ldots, j_k] \) be a non-backtracking path in the \( \ell \)-isogeny graph starting from \( j_0 \) and ending at some terminating vertex \( j_k \) and containing no other terminating vertices. If \( j_k \in \mathbb{F}_p \), then define \( P_2 = [\bar{j}_{k-1}, \ldots, \bar{j}_1, j_0] \). By Lemma 5.3.3 \( P_1 \) concatenated with \( P_2 \) still represents a walk in the isogeny-graph, and since there are no terminating vertices in \( P_1 \) other than \( j_k \) we see the concatenation \( P_1 \Vert P_2 \) is in fact a path. If \( j_k \not\in \mathbb{F}_p \), then define \( P_2 = [\bar{j}_k, \bar{j}_{k-1}, \ldots, \bar{j}_1, j_0] \). Similarly, the concatenation \( P_1 \Vert P_2 \) is a non-backtracking path from \( j_0 \) to its conjugate.

One can repeat this process to find a vertex disjoint path \( P_3 \Vert P_4 \) from \( P_1 \Vert P_2 \). Then the path \( P_1 \Vert P_2 \Vert \hat{P_4} \Vert \hat{P}_3 \) represents an endomorphism \( \alpha \) of \( E \), where \( \hat{P}_i \) denotes the vertices of \( P_i \).
taken in reverse order. See Algorithm 5.3.7 for the formal treatment. If the paths $P_1$ and $P_3$ are obtained using depth-first search, the storage cost can be kept low, so we examine the expected length of a path before a terminating vertex is found so that depth-first seach can be used (see Section 5.4). The expected length (by Theorem 5.4.4) of the cycles will also be examined in Section 5.4.

Algorithm 5.3.7.

**Input:** Primes $p$ and $\ell \neq p$, a bound $B > 0$, and a supersingular $j \in \mathbb{F}_{p^2}$.

**Output:** a simple cycle in the $\ell$-isogeny graph containing $j$.

1. $P_1 \leftarrow$ Depth-first search of depth $B$ terminating at a vertex of Type (i) or (ii)
2. If $P_1[\#P_1] \in \mathbb{F}_p$, then
3. $P_2 \leftarrow [P_1[\#P_1 - 1], \ldots, P_1[1], j]$
4. Else
5. $P_2 \leftarrow [P_1[\#P_1], \ldots, P_1[1], \bar{j}]$
6. $P_3 \leftarrow$ Depth-first search of depth $B$, avoiding $P_1 \cup P_2$, terminating at a vertex of Type (i) or (ii)
7. If $P_3[\#P_3] \in \mathbb{F}_p$, then
8. $P_4 \leftarrow [P_3[\#P_3 - 1], \ldots, P_3[1], j]$
9. Else
10. $P_4 \leftarrow [P_3[\#P_3], \ldots, P_3[1], j]$  
11. Return $P_1 \| P_2 \| P_3 \| P_4$

Algorithm 5.3.7 can easily be adapted to exclude certain vertices. For instance, when called a second time to find an endomorphism independent from the first output, a list of $j$-invariants can be passed and ignored in the two steps which perform depth-first searches.

As proposed, the cycles output by the above algorithm do not backtrack and ensures that if any $j$-invariant is in the cycle, then so is its complex conjugate. This suggests that fewer endomorphisms output from this algorithm are needed to construct the full endomorphism ring than generic endomorphisms.
5.4 Runtime Analysis

We now attempt to analyze the runtime of Algorithm 5.3.7. In particular, we need the quantity of terminating vertices. Then, under the assumption that they are uniformly distributed, we can estimate the value of the bound $B$ for the depth-first searches in Steps 1 and 6, and we can calculate the expected degree of the output endomorphisms. In fact, by the recent analysis of Arpin et al. [3, §4.3], the $j$-invariants in $\mathbb{F}_p$ will be discovered by a depth-first search in fewer steps than expected for a random subgraph due to their additional structure.

First, we recall the number of supersingular elliptic curves with $j$-invariants defined over $\mathbb{F}_p$, as these are the first type of terminating vertex. Let $S_p$ be this set of supersingular $j$-invariants defined over $\mathbb{F}_p$.

Lemma 5.4.1. [41, Eq.1] [37, 14.18] Let $h(d)$ be the class number of the imaginary quadratic field $\mathbb{Q}(\sqrt{d})$. The number of supersingular $j$-invariants in $\mathbb{F}_p$ is

$$
\begin{cases}
\frac{1}{2}h(-4p) & p \equiv 1 \text{ mod } 4 \\
h(-p) & p \equiv 7 \text{ mod } 8 \\
2h(-p) & p \equiv 3 \text{ mod } 8
\end{cases}
$$

The class number can be bounded [30, Exercise 5.27 (b)] by $h(d) < \frac{1}{\pi} \sqrt{|D|} \ln |D|$, where $D$ is the discriminant of the imaginary quadratic field. Stricter asymptotic bounds are known assuming a generalized Riemann hypothesis on Dirichlet $L$-functions [70], with unknown constant $c_2$, where $\gamma$ is the Euler–Mascheroni constant:

$$
\left(\frac{(1 + o(1))\pi}{12e^\gamma}\right) \frac{\sqrt{|D|}}{\log \log |D|} \leq h(D) \leq c_2 \sqrt{|D|} \log \log |D|.
$$

From this, we see that $|S_p| = O\left(\sqrt{p} \log(\log(p))\right)$, and $|S_p| = \Omega\left(\frac{\sqrt{p}}{\log(\log(p))}\right)$. See Figures 5.1, 5.2 for experimental evidence. Either $h(-p)$ or $h(-4p)$ is used depending on the congruence of $p \mod 4$.

The next value we need to bound is the number of supersingular $j$-invariants which are $\ell$-isogenous to their own conjugate $j$-invariant. This is related to the questions posed in Arpin et al. [3]; specifically Theorem 5.4.2 answers the lower-bound part of [3, Question 3].
Figure 5.1: Imaginary quadratic class numbers with lower bound
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Figure 5.2: Averages of imaginary quadratic class numbers
\textbf{Theorem 5.4.2.} Assume $\ell < p/4$. Let

$$\overline{S} = \{ j \in \mathbb{F}_p^2/\mathbb{F}_p : j \text{ is supersingular and } \ell\text{-isogenous to } j \}. $$

Under GRH, there exists a constant $C > 0$ (depending on $\ell$) such that $|\overline{S}| > C \frac{\sqrt{p}}{\log(\log(p))}.$

The proof of this Theorem is not my work, and therefore is omitted. See the proof of Theorem 3.9 in Eisentraeger et al. [46].

An upper bound on $|\overline{S}|$ is given in Lemma 6 of Charles, Goren, and Lauter [26] as $\sqrt{\ell} \cdot \tilde{O}(\sqrt{p})$, or more specifically as $\sqrt{\ell} |\mathcal{C}\mathcal{L}(p)|$. From this, we see that $|\overline{S}| = O\left(\sqrt{p} \log(\log(p))\right)$, and $|\overline{S}| = \Omega\left(\frac{\sqrt{p}}{\log(\log(p))}\right).$ Experimental data can be found in §5 of Arpin et al. [3].

By combining Theorem 5.4.2 and Lemma 5.4.1 we can compute the asymptotic growth of the set of terminating vertices. Let $S = S_p \cup \overline{S}$ be the set of terminating vertices. Then

$$|S| = O\left(\sqrt{\ell} p \log(\log(p))\right),$$

$$|S| = \Omega\left(\frac{\sqrt{p}}{\log(\log(p))}\right).$$

We appeal to the following result on Ramanujan graphs to determine the expected depth of a walk in the $\ell$-isogeny graph before a terminating vertex is found by depth-first search, as this is the value of $B$ in Algorithm 5.3.7.

\textbf{Proposition 5.4.3.} Let $p > 3$ be prime, and let $\ell \neq p$ also be prime. Let $S$ be any subset of vertices of the $\ell$-isogeny graph over $\mathbb{F}_p$ not containing 0 or 1728. Then a random walk of length at least

$$\log\left(\frac{p}{6 \sqrt{|S|}}\right) \log\left(\frac{\ell + 1}{2 \sqrt{\ell}}\right)$$

lands in $S$ with probability at least $\frac{6|S|}{p}.$

\textit{Proof.} See Lemma 2.1 of Jao, Miller, Venkatesan [60]. \hfill \Box
A quick calculation with the set $S$ of terminating vertices shows that, assuming $\ell$ is a constant, a walk of length approximately

$$\log \left( \frac{p^{3/4}}{\sqrt{\log(\log(p))}} \right)$$

will end in the set $S$ with probability at least

$$(\sqrt{p} \log(\log(p)))^{-1}.$$  

We can now prove the runtime of, and expected degree of endomorphisms output by, Algorithm 5.3.7.

**Theorem 5.4.4.** Let $j$ be the $j$-invariant of a supersingular elliptic curve $E/\mathbb{F}_p$, and set

$$B = \Theta \left( \log \left( \frac{p^{3/4}}{\sqrt{\log(\log(p))}} \right) \right).$$

Under GRH, repeating Algorithm 5.3.7 with an excluded list of $j$-invariants, and with input $B$ above computes two cycles in the $\ell$-isogeny graph through $j$ that generate an order in the endomorphism ring of $E$ in time $O \left( \sqrt{p} (\log p)^2 \right)$, as long as the two cycles do not pass through the vertices 0 or 1728, which occurs with probability $1 - O(1/p)$. The algorithm requires polylog $p$ space.

The proof of this Theorem is not my work, and therefore is omitted. See the proof of Theorem 3.7 in Eisentraeger et al. [46].

In light of Theorem 5.4.4, an important question to ask is: once an order of $\text{End}(E)$ is found, how can the entirety of $\text{End}(E)$ be computed? In [45, Proposition 8], they give a heuristic argument as to why $O(\log p)$ endomorphisms are sufficient to determine the whole of $\text{End}(E)$. In [46], the authors examine the constructed order locally, determine a finite list of maximal orders which may be $\text{End}(E)$, and then exhaustively check which is the correct endomorphism ring of $E$ using the methods of Galbraith, Petit, and Silva [54]. The result of [46] is that heuristically only a constant number of calls to Algorithm 5.3.7 is sufficient to then construct $\text{End}(E)$. This reduces the runtime of computing the endomorphism ring from a subring by a factor of $\log p$.

To conclude this chapter we present Table 5.1 comparing the current known algorithms for computing endomorphisms.
Table 5.1: Algorithms computing \( \text{End}(E) \)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Output</th>
<th>Runtime</th>
<th>Space Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kohel [64]</td>
<td>a suborder of ( \text{End}(E) )</td>
<td>( O(p^{1+\epsilon}) )</td>
<td>( O(p) )</td>
</tr>
<tr>
<td>Cervino [25]</td>
<td>( \text{End}(E) ) for all ( E )</td>
<td>( \Omega(p^{2+\epsilon}) )</td>
<td>?</td>
</tr>
<tr>
<td>McMurdy [71]</td>
<td>( \text{End}(E) )</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Delfs, Galbraith [41]</td>
<td>some ( \alpha \in \text{End}(E) )</td>
<td>( O(p^{1/2}(\log p)^2) )</td>
<td>polylog ( p )</td>
</tr>
<tr>
<td>[41] and [45]</td>
<td>( \text{End}(E) )</td>
<td>( O(p^{1/2}(\log p)^3) )</td>
<td>polylog ( p )</td>
</tr>
<tr>
<td>This work</td>
<td>a suborder of ( \text{End}(E) )</td>
<td>( O(p^{1/2}(\log p)^2) )</td>
<td>polylog ( p )</td>
</tr>
<tr>
<td>Eisenträger et al. [46]</td>
<td>( \text{End}(E) )</td>
<td>( O(p^{1/2}(\log p)^2) )</td>
<td>polylog ( p )</td>
</tr>
</tbody>
</table>
Chapter 6

The Security of Endomorphism-Based Key Establishment

Portions of this chapter were presented in the poster session of MathCrypt 2018. The contents of this chapter and that work are entirely my own.

Recently three Diffie–Hellman type key-exchange protocols based on elliptic curve endomorphism rings were proposed by Daghigh, Khodakaramian Gilan, and Seifi Shahpar [38]. The authors show how their novel idea can be applied to either ordinary or supersingular elliptic curves over a finite field, which is what differentiates the first two methods.

We show that each of these proposed schemes are either insecure (classically in two cases, and using quantum computations in the third) or impractical, depending on parameter selection. In particular, the protocols use a torsion point $P \in E[n]$, and we show that the shared key can be efficiently computed when $n$ is a smooth integer and that the key-exchange protocols are infeasible otherwise.

6.1 Introduction

Building off the idea of supersingular isogeny-based key-exchange [47], the creators of these new schemes [38] propose using the image of elliptic curve torsion points under random endomorphisms to create a random walk in the isogeny graph, with the goal of creating a key-exchange resistant to quantum attacks. The first method uses endomorphisms of an
ordinary elliptic curve, the second uses endomorphisms of a supersingular elliptic curve, and the third uses isogenies between two supersingular elliptic curves.

Previously known cryptanalysis did not appear to immediately apply to these schemes. The security appeared to be based on the weaker assumption of computing the endomorphism ring of supersingular or ordinary elliptic curves over a finite field. While they were never implemented publicly, a preliminary assessment would indicate no worse runtime or key size than SIDH for the second and third methods, which would suggest that these schemes may be valid post-quantum candidates.

Section 6.2 describes the protocols and the implementation details as stated in the original work. Section 6.3 then cryptanalyzes the three proposed methods. The work is divided into two cases, depending on whether or not the order of a globally published elliptic curve point is smooth.

We show that the second and third proposed methods can be broken by classical attacks when the torsion point has smooth order, and otherwise it is computationally infeasible for the honest participants to determine the shared key. For the remaining method, again depending on the smoothness of the torsion points order, there is either a classical attack with a polynomial running time or a quantum polynomial-time attack (both running times are in terms of the logarithm of the characteristic of the base field).

6.2 Protocol Overview

In this section we briefly review the three key-exchange methods [38] that will later be cryptanalyzed. As stated in the original work, the first and second protocol are essentially the same but for ordinary and supersingular elliptic curves respectively, while the third generalizes the second.

**Method 1**: Let $E$ be an ordinary elliptic curve over a finite field $\mathbb{F}_q$, $\pi_q$ the $q^{th}$ Frobenius endomorphism, and $P \in E[n]$ for some integer $n$. Alice’s private key is $m_0, m_1 \in \mathbb{Z}$, and Bob’s is $n_0, n_1 \in \mathbb{Z}$. Their corresponding public keys are $\phi_A(P) = ([m_0] + [m_1]\pi_q)(P)$ and $\phi_B(P) = ([n_0] + [n_1]\pi_q)(P)$, respectively. The points $\phi_A(\phi_B(P))$ and $\phi_B(\phi_A(P))$ are equal because $E$ is ordinary, and so this point is used as the shared key:

$$s = \phi_A(\phi_B(P)) = \phi_B(\phi_A(P)).$$

**Method 2**: Let $E$ be a supersingular elliptic curve over a finite field $\mathbb{F}_q$, $\{1, \alpha_1, \alpha_2, \alpha_3\}$ a set of generators of $\text{End}(E)$, and $P \in E[n]$ for some integer $n$. Alice’s private key
is $m_0, m_1, m_2, m_3 \in \mathbb{Z}$, and Bob’s is $n_0, n_1, n_2, n_3 \in \mathbb{Z}$. Their corresponding public keys are $\phi_A(P) = ([m_0] + [m_1]\alpha_1 + [m_2]\alpha_2 + [m_3]\alpha_3)(P)$ and $\phi_B(P) = ([n_0] + [n_1]\alpha_1 + [n_2]\alpha_2 + [n_3]\alpha_3)(P)$, respectively. The points $\phi_A(\phi_B(P))$ and $\phi_B(\phi_A(P))$ are no longer equal because $E$ is supersingular, so the endomorphisms do not commute in general. However

$$E / \langle P, \hat{\phi}_A(\phi_B(P)) \rangle \cong E / \langle P, \hat{\phi}_B(\phi_A(P)) \rangle$$

by [38, Prop. 3.1]. Alice and Bob can then use the $j$-invariant as their shared key:

$$s = j(E / \langle P, \hat{\phi}_A(\phi_B(P)) \rangle) = j(E / \langle P, \hat{\phi}_B(\phi_A(P)) \rangle).$$

**Method 3:** Let $E$ be a supersingular elliptic curve over a finite field $\mathbb{F}_q$, $\{\phi_0, \phi_1, \phi_2, \phi_3\}$ a set of isogenies in $\text{Hom}(E, E')$, and $P \in E[n]$ for some integer $n$ (see below for details). Alice’s private key is $m_0, m_1, m_2, m_3 \in \mathbb{Z}$, and Bob’s is $n_0, n_1, n_2, n_3 \in \mathbb{Z}$. Their corresponding public keys are $\phi_A(P) = ([m_0]\phi_0 + [m_1]\phi_1 + [m_2]\phi_2 + [m_3]\phi_3)(P)$ and $\phi_B(P) = ([n_0]\phi_0 + [n_1]\phi_1 + [n_2]\phi_2 + [n_3]\phi_3)(P)$, respectively. Then once again,

$$E / \langle P, \hat{\phi}_A(\phi_B(P)) \rangle = E / \langle P, \hat{\phi}_B(\phi_A(P)) \rangle,$$

by [38, Prop. 3.1]. Therefore both Alice and Bob can compute the shared key

$$s = j(E / \langle P, \hat{\phi}_A(\phi_B(P)) \rangle) = j(E / \langle P, \hat{\phi}_B(\phi_A(P)) \rangle).$$

To construct the four isogenies in the setup of method 3 the authors propose using any isogeny $\psi : E \to E'$ and the set $\{1, \alpha_1, \alpha_2, \alpha_3\}$ of generators for $\text{End}(E)$, then publishing

$$\phi_0 = \psi, \ \phi_1 = \psi \circ \alpha_1, \ \phi_2 = \psi \circ \alpha_2, \ \phi_3 = \psi \circ \alpha_3.$$

The integer $n$ is given no restrictions in any of the methods. The private keys in each method are integers, but only their values modulo $n$ are relevant, and therefore can be sampled from $\mathbb{Z}/n\mathbb{Z}$. In Section 6.3 we show these protocols are either insecure or infeasible in practice.

### 6.3 Key-Only Cryptanalysis

We divide the cryptanalysis of the three protocols into two parts depending on whether the parameter $n$ is a smooth integer or not. In each case, we only need the public-key in each scheme to determine the private key.
Note that in methods 2 and 3 we can assume the factorization of \( n \) is public. This is because in these two schemes the shared key requires Alice to compute an isogeny of degree \( n \):

\[
E/\langle P \rangle \to (E/\langle P \rangle)/\langle \hat{\phi}_A \circ \phi_B(P) \rangle.
\]

Regardless, it is easy to determine if \( n \) is smooth.

### 6.3.1 Smooth \( n \)

We first assume the integer \( n \) is a smooth integer. Write \( n = \prod_{i=1}^k \ell_i^{e_i} \) for prime numbers \( \ell_i \) less than some bound \( B \). We show how, given two public keys, one can efficiently compute the shared key in each of the three key-exchange methods. First, we look at method 2.

Recall that in method 2 Alice’s private key is \( m_0, m_1, m_2, m_3 \in \mathbb{Z} \) and her public key is \( \phi_A(P) = ([m_0] + [m_1]\alpha_1 + [m_2]\alpha_2 + [m_3]\alpha_3)(P) \). The endomorphisms \( \alpha_i \) are given in the protocol setup, \( 0 \leq i \leq 3 \). A passive adversary therefore knows the points \( P, \alpha_1(P), \alpha_2(P), \alpha_3(P) \), and Alice’s public key \( \phi_A(P) \). Note all of these points still have smooth order. Then for each \( 1 \leq i \leq k \) the adversary can solve for each \( z_0, z_1, z_2, z_3 \) modulo \( \ell_i^{e_i} \) by applying the Pohlig-Hellman algorithm [79] using the target point \( \phi_A(P) \) and the base points \( P, \alpha_1(P), \alpha_2(P), \alpha_3(P) \). Once this is solved for each \( \ell_i^{e_i} \), the Chinese remainder theorem can be used to determine values \( z_0, z_1, z_2, z_3 \in \mathbb{Z}/n\mathbb{Z} \).

Denote by \( \text{CRT}(L_1, L_2) \) the Chinese remainder theorem which takes as input two lists of non-negative integers of equal length \( k \), \( L_1 = [r_1, \ldots, r_k] \) and \( L_2 = [q_1, \ldots, q_k] \), and outputs the unique non-negative integer \( z \) less than \( \prod_{i=1}^k q_i \) which satisfies \( z \equiv r_i \mod q_i \) for each \( i = 1, \ldots, k \).

**Algorithm 6.3.1.**

**Input:** \( P \in E[n] \), \( \phi_A(P) \), generators \( \{1, \alpha_1, \alpha_2, \alpha_3\} \) for \( \text{End}(E) \), \( n = \prod_{i=1}^k \ell_i^{e_i} \).

**Output:** \( z_0, z_1, z_2, z_3 \in \mathbb{Z}/n\mathbb{Z} \) such that \( \phi_A(P) = ([z_0] + [z_1]\alpha_1 + [z_2]\alpha_2 + [z_3]\alpha_3)(P) \).

1. For \( i = 1, \ldots, k \) :
   2. \( R \leftarrow \left[ \prod_{r \neq i} \ell_r^{e_i} \right] \phi_A(P) \)
   3. \( a_i, b_i, c_i, d_i \leftarrow 0 \)
4. For $j = 1, \ldots, e_i$

5. \[ Q \leftarrow \left[ \ell_i^{e_i-j} \right] (R - [a_i]P - [b_i]\alpha_1(P) - [c_i]\alpha_2(P) - [d_i]\alpha_3(P)) \]

6. Try $s_j$, $t_j$, $u_j$, $v_j \in \mathbb{Z}/\ell_i\mathbb{Z}$ until:

7. \[ Q = [s_j]P + [t_j]\alpha_1(P) + [u_j]\alpha_2(P) + [v_j]\alpha_3(P) \]

8. \[ a_i \leftarrow a_i + s_j \ell_i^{j-1} \]

9. \[ b_i \leftarrow b_i + t_j \ell_i^{j-1} \]

10. \[ c_i \leftarrow c_i + u_j \ell_i^{j-1} \]

11. \[ d_i \leftarrow d_i + v_j \ell_i^{j-1} \]

12. \[ z_0 \leftarrow \text{CRT}(\{a_{i}\}_{i=1}^{k}, \{\ell_i^{e_i}\}_{i=1}^{k}) \]

13. \[ z_1 \leftarrow \text{CRT}(\{b_{i}\}_{i=1}^{k}, \{\ell_i^{e_i}\}_{i=1}^{k}) \]

14. \[ z_2 \leftarrow \text{CRT}(\{c_{i}\}_{i=1}^{k}, \{\ell_i^{e_i}\}_{i=1}^{k}) \]

15. \[ z_3 \leftarrow \text{CRT}(\{d_{i}\}_{i=1}^{k}, \{\ell_i^{e_i}\}_{i=1}^{k}) \]

16. Return $z_0, z_1, z_2, z_3$

There is no guarantee that $z_i = m_i$ for any of the $0 \leq i \leq 3$. However, what we have found is some endomorphism

\[ \phi_Z = [z_0] + [z_1]\alpha_1 + [z_2]\alpha_2 + [z_3]\alpha_3 \]

such that $\phi_Z(P) = \phi_A(P)$. It follows from the definition of a key exchange protocol that if two distinct private keys generate the same public key, then they will agree on every possible shared key. We make this explicit in our case anyway with the following result, which shows that the endomorphism $\phi_Z$ is enough to determine the key Alice shares with anyone else, say Bob.

**Proposition 6.3.2.** Let $E$ be an elliptic curve over a finite field $K$, $P \in E(K)$, and let $\phi, \phi_A, \phi_B$ be three endomorphisms of $E$. If $\phi(P) = \phi_A(P)$, then

\[ \langle P, \hat{\phi}(\phi_B(P)) \rangle = \langle P, \hat{\phi}_A(\phi_B(P)) \rangle. \]

The proof is similar to that of [38, Prop. 3.1].
Proof. Let $\alpha \in \text{End}(E)$ be arbitrary. Let $k = \text{Tr}(\alpha) = \alpha + \hat{\alpha} \in \mathbb{Z}$. Then
\[
\langle P, \hat{\alpha}(P) \rangle = \langle P, [k]P - \alpha(P) \rangle = \langle P, \alpha(P) \rangle.
\]
Applying this twice gives
\[
\langle P, \hat{\phi}(\phi_B(P)) \rangle = \langle P, \hat{\phi}(\phi(P)) \rangle = \langle P, \hat{\phi}_B(\phi_A(P)) \rangle = \langle P, \hat{\phi}_A(\phi_B(P)) \rangle.
\]

This procedure consists of the Pohlig-Hellman algorithm, the Chinese remainder theorem, and then Velu’s formula [95] on a point of order $n$. All three can be performed in polynomial time in $B$. This removes the possibility of $n$ being a smooth integer in method 2.

This process can be easily modified to attack method 3 as well. In this case Alice’s public key is $\phi_A(P) = ([m_0]\phi_0 + [m_1]\phi_1 + [m_2]\phi_2 + [m_3]\phi_3)(P)$. Since $P$ and each $\phi_i$ are given in the protocol setup, we simply change the base points when applying the Pohlig-Hellman algorithm to $\phi_i(P) = (\psi \circ \alpha_i)(P), 0 \leq i \leq 3$. Similarly, in method 1, the base points are $P$ and $\pi_q(P)$, and we are only looking for two coefficients instead of four. Therefore $n$ should not be smooth in any of the three schemes.

6.3.2 Non-smooth $n$

We now assume that $n$ is not smooth. Let $\ell$ be the largest prime factor of $n$. The order of the point $\phi(P)$ divides $n$, since $P \in E[n]$. Computing the isogeny, or even the coefficients of the codomain curve for
\[
E/\langle P \rangle \rightarrow (E/\langle P \rangle)/\langle \phi(P) \rangle,
\]
requires a summation over $O(\ell)$ many elements of $\mathbb{F}_q$, when using Velu’s formula [34], and $O(\sqrt{\ell})$ using the work of Bernstein et al. [9] (see Section 2.1.6).

The shared key must be feasibly computable for honest participants. Therefore $O(\sqrt{\ell})$ is a feasible amount of work in methods 2 and 3, and hence $O(n)$ is feasible as well by assumption $n = \text{poly}(\ell)$. In this case, we may brute force the private key $m_0, m_1, m_2, m_3 \in \mathbb{Z}/n\mathbb{Z}$, searching for the combination that generates Alice’s public key. As shown by Proposition 6.3.2 knowledge of the integers modulo $n$ is sufficient to recreate Alice’s side of the shared key computation. Brute force of this integer requires $O(n^4)$ operations, and so there is only a polynomial gap between the work done by honest participants and an eavesdropper.
Combining this with the previous subsection shows that methods 1, 2 and 3 are insecure when \( n \) is smooth, and Alice and Bob cannot efficiently compute the shared key when \( n \) is not smooth in methods 2 and 3. Method 1 however does not rely on an isogeny computation, so we have not yet described a flaw in the case with ordinary elliptic curves and a non-smooth choice for \( n \).

Recall, method 1 has Alice using the private key \( m_0, m_1 \in \mathbb{Z} \) and public key \( \phi_A(P) = ([m_0] + [m_1]\pi_q)(P) \in E(\mathbb{F}_q) \) for some point \( P \in E[n] \). Since the \( q^{th} \) Frobenius endomorphism can be evaluated by anyone, the inversion of key-generation can be interpreted as solving a two-dimensional elliptic curve discrete logarithm problem: given \( P \in E[n] \) find some integers \( \alpha_0, \alpha_1 \) such that

\[
\phi_A(P) = [\alpha_0] P + [\alpha_1] \pi_q(P).
\]

This discrete log problem is over an Abelian group and so it can be solved in polynomial runtime by a quantum computer using Shor’s algorithm \cite{Shor}. Note that we have no guarantee that \( \alpha_i = m_i \) for either \( i \in \{0, 1\} \), but we can once again appeal to Proposition 6.3.2 to see this is sufficient information to invalidate the security of this key-exchange scheme.

This work shows that none of the three suggested endomorphism-based key exchange schemes \cite{Method1} is a candidate for a post-quantum scheme. Further, two of the three methods (2 and 3) are not resistant to classical attacks under the assumptions that the runtime for computing isogenies is asymptotically exponential in the largest prime dividing the size of the kernel (as in Velu’s formula), and that honest participants must have the ability to compute the shared key.
Chapter 7

The Security of Supersingular Isogeny Learning with Errors

Portions of this chapter were published by Leonardi and Ruiz-Lopez [68]. The contents of this chapter represent my contribution to that work.

This chapter proposes and subsequently proves the total insecurity of a generalized learning with errors instantiation from supersingular isogenies. We first describe a public-key cryptosystem based on the learning with errors problem, and prove its correctness. We then instantiate the protocol with supersingular isogenies, and prove it to be OW-CPA when it is KP. Lastly, we show that this protocol is not KP against a quantum-enabled adversary.

7.1 Introduction

Lattice-based encryption and digital signature schemes are major candidates in post-quantum cryptography. Regev introduced the Learning with Errors (LWE) problem [80] to cryptography when he described the problem of finding solutions to a system of linear equations with noise, which has become a standard assumption in lattice-based cryptography, along with an IND-CPA public-key cryptosystem. In that work, samples are lattice points, and errors are vectors with small norm.

We generalize the concept of both a lattice and an error. This chapter presents an encryption scheme based on the problem of learning a homomorphism between two algebraic objects when given samples of input with noisy output (that is, the output is modified by
some error term). In generalizing the LWE problem, we need a notion of size so that the chosen noise does not completely hide the output, and an efficient way of removing the noise. Our proposal uses finitely generated groups as these have a natural metric (Cayley distance), and we propose using a secret normal subgroup $N \lhd H$ from which to draw noise. A decrypter could then remove noise by computing the quotient $H/N$.

In the pursuit of examining the security of supersingular isogeny-based cryptosystems, this Chapter presents and cryptanalyzes a new encryption scheme modelled after LWE schemes, but implemented with isogenies. Specifically, we instantiate the idea using supersingular elliptic curves over a finite field with a large characteristic and isogenies with smooth degree as in Jao, De Feo [58]. The isogeny actions then behave like “modding out” by a secret subgroup during decryption. The hope is that the resulting encryption scheme is secure under lattice and isogeny assumptions.

This chapter is organized as follows: Section 7.2 introduces the generic encryption scheme using finitely generated groups and normal subgroups for noise. Section 7.3 then details the supersingular isogeny-based instantiation, along with security proofs and basic analysis. The chapter concludes with Section 7.4 which describes both a classical attack and a quantum attack which totally break the isogeny instantiation.

### 7.2 Generic Encryption Construction

Let $G, H$ and $K$ be finitely generated groups, and let $\eta$ and $\chi$ be probability distributions over $G$ and $H$ respectively such that both distributions can be sampled from efficiently. The following public-key cryptosystem construction uses integer parameters $t$ and $\ell$ that will be discussed later.

**KeyGen(1$^\lambda$)**: Choose efficiently computable homomorphisms $\phi : G \to H$ and $\psi : H \to K$. For $i \in \{1, \ldots, t\}$ compute

$$(g_i, \phi(g_i)h_i) \in G \times H,$$

where $g_i$ is sampled from $\eta$ and $h_i$ is sampled from $\chi$ restricted to $\ker(\psi) \leq H$. The secret key, $SK$, is a description of $\phi$ and $\psi$. The public key, $PK$, is the set

$$\{(g_i, \phi(g_i)h_i) : i = 1, \ldots, t\} \subset G \times H,$$

together with a public element $\tau \in H \setminus \ker(\psi)$. 
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Enc($\mu, PK$) : For a message $\mu \in \{0, 1\}$ and public key $PK$, choose a word of length $\ell$, $w = w_1 \cdots w_\ell$ uniformly at random from the alphabet $\{1, \ldots, t\}$ and return

$$(g, h) = \left( \prod_{i=1}^{\ell} g_{w_i}, \left( \prod_{i=1}^{\ell} \phi(g_{w_i}) h_{w_i} \right) \tau^\mu \right) \in G \times H.$$  

Dec($g, h, SK$) : Compute $\nu = \psi(\phi(g))^{-1} \psi(h)$ and return 0 if $\nu = 1_K$, and return 1 if $\nu \neq 1_K$.

**Correctness:** If encryption and decryption are perform correctly, then:

$$\nu = \psi \left( \phi \left( \prod_{i=1}^{\ell} g_{w_i} \right) \right)^{-1} \psi \left( \left( \prod_{i=1}^{\ell} \phi(g_{w_i}) h_{w_i} \right) \tau^\mu \right)$$

$$= \left( \prod_{i=1}^{\ell} \psi(\phi(g_{w_i})) \right)^{-1} \left( \prod_{i=1}^{\ell} \psi(\phi(g_{w_i})) \psi(h_{w_i}) \right) \psi(\tau^\mu)$$

$$= \left( \prod_{i=1}^{\ell} \psi(\phi(g_{w_i})) \right)^{-1} \left( \prod_{i=1}^{\ell} \psi(\phi(g_{w_i})) \right) \psi(\tau^\mu)$$

$$= \psi(\tau^\mu).$$

Since $\tau \not\in \ker(\psi)$ and $\mu \in \{0, 1\}$, it follows that $\psi(\tau^\mu) = 1_K$ if and only if $\mu = 0$.

Observe that since the word $w$ is chosen uniformly at random, the value of $\ell$ in the interval $[0, \ldots, t]$ will follow a Gaussian distribution.

The underlying computational problems of this encryption scheme are the following.

**Problem 7.2.1.** Given a public key of $t$ samples $\{(g_i, \phi(g_i) h_i) : i = 1, \ldots, t\} \subset G \times H$, where $g_i \leftarrow \eta G$ and $h_i \leftarrow \chi \ker(\psi)$, and $\tau \in H \setminus \ker(\psi)$, compute generators for $\phi$ or $\psi$.

**Problem 7.2.2.** Given $T$ samples of encryptions of known messages $\mu_j \in \{0, 1\}$ with unknown words $w^j = w^j_1 \cdots w^j_\ell_j$ chosen uniformly at random from the alphabet $\{1, \ldots, t\}$:

$$\left( \prod_{i=1}^{\ell_j} g_{w^j_i}, \left( \prod_{i=1}^{\ell_j} \phi(g_{w^j_i}) h_{w^j_i} \right) \tau^{\mu_j} \right) \in G \times H, \ j = 1, \ldots, T,$$

determine if a given $(g, h) \in G \times H$ is an encryption of some chosen $\mu \in \{0, 1\}$ or drawn uniformly at random from $G \times H$ with probability greater than $1/2$. 
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7.3 Isogeny Encryption Construction

The above scheme can clearly be instantiated with elliptic curves groups over finite fields, and isogenies as the morphisms. That scheme will be presented in this section, along with security proofs, and analysis of key size and computation cost.

7.3.1 Protocol

Some changes have been made when translating the previous framework to that of isogenies with the goal of optimizing the message size/computation cost ratio. To allow for efficient isogeny computations, consider primes of the special form, \( p = 2^m 3^n f - 1 \), similar to that of supersingular isogeny key exchange [47]. The encrypter uses the \( 2^m \) torsion subgroups for efficiency, while the decrypter uses the \( 3^n \) torsion subgroups. For convenience, we call the following encryption scheme Supersingular Isogeny Learning with Errors (SILWE).

**Setup:** Let \( p = 2^m 3^n f - 1 \) be prime, for any small prime \( f \). Fix a supersingular elliptic curve \( E_0 \) with \( \#E_0(F_{p^2}) = (p + 1)^2 \) and two points \( R_0, S_0 \in E_0[3^n] \) such that \( \langle R_0, S_0 \rangle = E_0[3^n] \). Fix \( t \in \mathbb{N} \).

**Key Generation:** Choose \((k_1, k_2, k_3, k_4) \in R (\mathbb{Z}/3^n\mathbb{Z})^4\), where \( k_1 \) and \( k_2 \) are not both divisible by 3, and the same condition for \( k_3 \) and \( k_4 \), to be the private key. Compute

\[
\phi : E_0 \to E_1, \ker(\phi) = \langle [k_1] R_0 + [k_2] S_0 \rangle,
\]

and points \( P_1, Q_1 \in E_1[2^m], R_1, S_1 \in E_1[3^n] \) such that \( \langle P_1, Q_1 \rangle = E_1[2^m] \) and \( \langle R_1, S_1 \rangle = E_1[3^n] \). Compute

\[
\psi : E_1 \to E_2, \ker(\psi) = \langle [k_3] R_1 + [k_4] S_1 \rangle.
\]

Verify that \( \psi \) does not backtrack along the path of \( \phi \). If it does backtrack, then choose new \( k_3 \) and \( k_4 \) and repeat this last step; otherwise compute \( \psi(P_1) \) and \( \psi(Q_1) \). Choose \( 2t \) points at random:

\[
X_1, \ldots, X_t \in_R E_0(F_{p^2}),
\]

\[
Y_1, \ldots, Y_t \in_R \ker(\psi) \subset E_1[3^n].
\]

For each \( 1 \leq i \leq t \), compute the image of the \( X_i \)'s under \( \phi \). The public key is:

\[
P_1, Q_1 \text{ and tuples } (X_i, \phi(X_i) + Y_i), \text{ for } 1 \leq i \leq t.
\]
**Encryption:** Encode the message $M$ into $(M_1, M_2) \in (\mathbb{Z}/2^m\mathbb{Z})^2$, where $M_1$ and $M_2$ are not both divisible by 2. Choose a random subset $J \subseteq \{1, \ldots, t\}$, and compute the ciphertext:

$$c = \left( \sum_{i \in J} X_i, \left( \sum_{i \in J} \phi(X_i) + Y_i \right) + [M_1]P_1 + [M_2]Q_1 \right) \in E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2}).$$

**Decryption:** Given a ciphertext $c = (c_1, c_2)$, compute

$$Z = \psi(c_2 - \phi(c_1)).$$

Using the knowledge of $\psi(P_1)$, $\psi(Q_1)$ solve the two dimensional elliptic curve discrete logarithm problem

$$Z = [M'_1]\psi(P_1) + [M'_2]\psi(Q_1),$$

for $M'_1$ and $M'_2$. An efficient algorithm for solving the elliptic curve discrete log problem in two dimension is given in [33, §4, 5]. Then recover the message $M$ from $(M'_1, M'_2)$.

Note that $P_1$ and $Q_1$ are independent in $E_1[2^m]$ and $\psi$ has degree $3^n$, so $\psi(P_1)$ and $\psi(Q_1)$ are independent in $E_2[2^m]$. Therefore the discrete logarithm exists and is unique, so $(M'_1, M'_2) = (M_1, M_2)$.

### 7.3.2 Security Proofs

The goal of this section is to prove that SILWE is OW-CPA assuming that it is KP. Let $\lambda$ be the security parameter and select a prime $p = 2^m3^n f - 1 \approx 2^{6\lambda}$. Let $E_0$ be as in the setup of SILWE. We start by defining the following distributions.

**Definition 7.3.1.** Let $PK = (P_1, Q_1, (X_i, \phi(X_i) + Y_i)_i)$ be a public key for SILWE. Let $DSI_{PK}$ be the uniform distribution on the possible encryptions of the message 0:

$$DSI_{PK} = \left\{ \left( \sum_{i \in J} X_i, \sum_{i \in J} \phi(X_i) + Y_i \right) : J \subseteq \{1, \ldots, t\} \right\}.$$
**Definition 7.3.2.** Let $PK = (P_1, Q_1, (X_i, \phi(X_i) + Y_i)_i)$ be a public key for SILWE, and let $\phi, \psi$ be the isogenies derived from the corresponding private key. Let $DSI_{PK}$ be the uniform distribution on the following set:

$$DSI_{PK} = \{ (X, \phi(X) + Y) : X \in E_0(\mathbb{F}_{p^2}), Y \in \ker(\psi) \}.$$ 

The following proposition tells us that SILWE is OW-CPA if $DSI_{PK}$ is difficult to distinguish from random. We then prove that $DSI_{PK}$ looks random by reducing the problem to showing $DSI_{PK}$ looks random, which we achieve by reducing the problem to the KP problem.

**Proposition 7.3.3.** Let $PK = (P_1, Q_1, (X_i, \phi(X_i) + Y_i)_{i=1}^t)$ be a public key for SILWE. If $DSI_{PK}$ is indistinguishable from the uniform distribution on $E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2})$, then encryption is OW-CPA.

**Proof.** Suppose the algorithm $A_{PK}$ can decrypt messages successfully with probability at least $\epsilon > \frac{1}{(\log p)^e}$, for some integer $e$, and runs in time bounded above by $T$. Now we define $B_{PK}$ to be the following algorithm for distinguishing $DSI_{PK}$ from the uniformly random distribution.

Let $(c_1, c_2)$ be a given sample from either $DSI_{PK}$ or uniformly random on $E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2})$. Let $r = O((\log p)^\gamma)$, for some $\gamma > e$. Choose $r$ pairs $(u_{1,i}, u_{2,i}) \in R (\mathbb{Z}/2^m \mathbb{Z})^2$ for $i = 1, \ldots, r$ and compute

$$z = (c_1, c_2 + [u_{1,i}]P_1 + [u_{2,i}]Q_1).$$

Then run $A_{PK}$ on all $r$ pairs. If $A_{PK}(z) = (u_{1,i}, u_{2,i})$, then $B_{PK}(c_1, c_2)$ returns $DSI_{PK}$. Let $B_{PK}(c_1, c_2)$ return the uniform distribution on $E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2})$ otherwise.

Assuming the decryption oracle $A_{PK}$ returns a random pair when given a non-valid ciphertext, we can compute the probability of success for the distinguisher. $B_{PK}$ only fails when $A_{PK}$ fails for all $r$ random pairs, or when $A_{PK}$ returns a false positive (outputting the correct $(u_{1,i}, u_{2,i})$ by chance). Therefore $B_{PK}$ fails with probability $(1 - \epsilon)^r + \frac{r}{2^m}$. We have $2^{2m} \approx p$, and by the assumption $\epsilon > \frac{1}{(\log p)^e}$ we have $(1 - \epsilon)^r < (1 - \frac{1}{(\log p)^e})^r$, and so the success probability of $B_{PK}$ is non-negligible by the choice of $r$. $B$ runs in time $\tilde{O}(Tr)$ as all the elliptic curve point addition computations are negligible.

We now aim to show that $DSI_{PK}$ is indistinguishable from uniform, under the assumption that SILWE is KP.
**Lemma 7.3.4.** Let \( PK = (P_1, Q_1, (X_i, \phi(X_i) + Y_i)_{i=1}^l) \) be a public key for SILWE. There does not exist a polynomial time algorithm for distinguishing between \( DSI_{PK} \) and \( \overline{DSI}_{PK} \).

**Proof.** Let
\[
\tau_X : E(\mathbb{F}_{p^2}) \rightarrow E(\mathbb{F}_{p^2}), \ Y \mapsto X + Y,
\]
be the translation-by-\(X\) map. The result follows from the linearity of \( \phi \), the fact [87, III.3.6]:
\[
\forall X \in E(\mathbb{F}_{p^2}), \ \tau_X \text{ is an isomorphism},
\]
and that \( \ker \psi \) is closed under addition. \( \square \)

**Proposition 7.3.5.** Let \( PK = (P_1, Q_1, (X_i, \phi(X_i) + Y_i)_{i=1}^l) \) be a public key for SILWE. If inverting key generation is intractable (that is, finding \( \ker(\phi) \) or \( \ker(\psi) \) from \( PK \) is hard), then \( DSI_{PK} \) is indistinguishable from the uniform distribution on \( E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2}) \).

**Proof.** Suppose the algorithm \( A_{PK} \) can distinguish between samples from the uniform distribution on \( E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2}) \) and \( DSI_{PK} \) with advantage \( \epsilon \) in time \( T \). By Lemma 7.3.4, \( A_{PK} \) is also a distinguisher for the uniform distribution on \( E_0(\mathbb{F}_{p^2}) \times E_1(\mathbb{F}_{p^2}) \) and \( \overline{DSI}_{PK} \). Let \( (c_1, c_2) = (X, \phi(X) + Y) \in R \overline{DSI}_{PK} \).

We start by choosing a random point \( P \in E_0[3^n] \) and finding an integer \( \ell \) such that \([\ell]P \in \ker(\phi), \ 0 \leq \ell < 3^n\). Iterating this procedure correctly will reveal the kernel of \( \phi \) in \( \log \lambda \) steps as we will show momentarily. We first demonstrate that evaluating \( A_{PK} \) on the input \( (c'_1, c_2) = (c_1 + \ell P, c_2) \), for \( \ell \in \mathbb{Z} \), leaks information about \( \ker(\phi) \) and \( \ker(\psi) \). Suppose \( [\ell]P \in \ker(\phi) \). Then,
\[
(c'_1, \ c_2) = (X + [\ell]P, \ \phi(X) + Y) \\
= (X + [\ell]P, \ \phi(X) + \phi([\ell]P) + Y) \\
= (X + [\ell]P, \ \phi(X + [\ell]P) + Y) \in \overline{DSI}_{PK}.
\]
Suppose next that \( [\ell]P \notin \ker(\phi) \). Then,
\[
(c'_1, \ c_2) = (X + [\ell]P, \ \phi(X) + Y) \\
= (X + [\ell]P, \ \phi(X) + \phi([\ell]P) - \phi([\ell]P) + Y) \\
= (X + [\ell]P, \ \phi(X + [\ell]P) + (Y - \phi([\ell]P))).
\]
Observe that \( c_2 - \phi(c'_1) = Y - \phi([\ell]P) \in \ker(\psi) \) if and only if \( \phi([\ell]P) \in \ker(\psi) \). Therefore, when \( [\ell]P \notin \ker(\phi) \), the sample is from \( \overline{DSI}_{PK} \) if and only if \( \phi([\ell]P) \in \ker(\psi) \).
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Combining these two cases, we see that if \( P \) is added to some \( c_1 \) from \((c_1, c_2) \in DSI_{PK}\), then the distinguisher \( A_{PK} \) returns \( DSI_{PK} \) if and only if \( P \in \ker(\phi) \) or \( \phi(P) \in \ker(\psi) \).

By the definition of \( \phi \) and \( \psi \) their kernels are in the \( 3^n \) torsion subgroup of their respective elliptic curve domains. Recall that the kernel of the dual isogeny \( \hat{\phi} \) is generated by \( \phi(E_0[3^n]) \), and so if \( P \notin \ker(\phi) \), then \( \phi(P) \in \ker(\hat{\phi}) \). Due to the non-backtracking requirement of \( \psi \) in key generation, \( \ker(\hat{\phi}) \cap \ker(\psi) = \{\infty_{E_1}\} \). Therefore, if \( P \notin \ker(\phi) \), then \( \phi(P) \notin \ker(\psi) \). Hence, on input \((c_1 + P, c_2)\), \( A_{PK} \) returns \( DSI_{PK} \) if and only if \( P \in \ker(\phi) \).

We now explain how to iterate this process to efficiently learn \( \ker(\phi) \). The nine \( 3^n \)-torsion points of \( E_0 \) can then all be computed from the division polynomial and checked with \( A_{PK} \) to learn which three (namely \( \infty_{E_1} \) and \( \pm [3^n - 1](k_1 R_0 + k_2 S_0) \)) are in the kernel of \( \phi \). This process can then be repeated iteratively to compute \( [3^n - i](k_1 R_0 + k_2 S_0) \) for \( i = 1, \ldots, n \) as follows: given the point \( [3^n - i](k_1 R_0 + [k_2]S_0) \), find the nine \( 3^n - i - 1 \)-torsion points \( U \) that satisfy \( [3]U = \pm [3^n - i](k_1 R_0 + [k_2]S_0) \), and then use \( A_{PK} \) as above to test which are in the kernel.

After \( n \approx \frac{1}{2} \log p \) iterations this process returns a generator for the kernel of \( \phi \). Note that the samples used can be reused in subsequent steps, and so this procedure succeeds with high probability when \( t \geq \frac{1}{\epsilon} \). With \( \phi \) known, \( \psi \) can easily be found by constructing the points \( c_2 - \phi(c_1) = Y \in \ker(\psi) \).

**Corollary 7.3.6.** If SILWE is KP, and subset sum is intractable on \( E_0(\mathbb{F}_{p^2}) \) and \( E_1(\mathbb{F}_{p^2}) \), then SILWE encryption is OW-CPA.

We later show 7.4 is not KP, and hence not OW-CPA.

### 7.3.3 Key Sizes and Computation Cost

The work in this subsection follows closely the analysis of the original supersingular isogeny public-key encryption scheme [47]. Further optimizations have been made [33, 34], but as this scheme is shown to be insecure in Section 7.4, that effort will not be put in here.

**Key sizes:** Private keys can be stored as \( 2[n \log_2 3] + 2 \) bits, since the points \([k_1]R_0 + [k_2]S_0 \) can be expressed as \([\frac{k_1}{k_2}] R_0 + S_0 \) or \( R_0 + [\frac{k_2}{k_1}] S_0 \). Points can be stored using only the \( x \) and \( z \) projective coordinates, and \( x \)-coordinates are in \( \mathbb{F}_{p^2} \) while \( z \)-coordinates require only a single bit. Therefore public keys can be stored with \((2t + 2)(2\lceil \log_2 p \rceil + 2) \) bits.
Computation cost: Key generation requires two isogeny computations and two basis generations; see [34, 100] for efficient methods for these tasks. The remaining key generation operations are $t$ point additions and sampling of random points. Encryption needs only approximately $t/2 + 2$ point additions, making it the most efficient step in this protocol. Decryption requires two isogeny computations and one discrete logarithm computation. Note that the isogenies $\phi$ and $\psi$ have already been computed by the decrypter, and their images on bases can be precomputed. Therefore, the two isogeny computations in decryption can be substituted for more two discrete logarithms. When this improvement is made, only key generation contains isogeny computations.

7.4 Cryptanalysis

In this section we show that the encryption scheme defined in 7.3 is totally insecure. We divide the cryptanalysis into two parts, depending on the value $t$ (the number of tuples given in the public keys).

First, let us assume that $t \leq 4$. We will show that encryption is not one-way under a key-only attack, i.e. ciphertexts can be decrypted by any eavesdropper with access to the public key. Let

$$c = (c_1, c_2) = \left( \sum_{i \in J} X_i, \left( \sum_{i \in J} \phi(X_i) + Y_i \right) + [M_1]P_1 + [M_2]Q_1 \right)$$

be a ciphertext. Since $t \leq 4$, it follows that there are fewer than 16 possibilities for the subset $J \subseteq \{1, \ldots, t\}$. A full list of possible values for $c_1$ can then easily be computed, and compared to the ciphertext to determine the subset $J$ used in encryption. The value

$$[M_1]P_1 + [M_2]Q_1 = c_2 - \left( \sum_{i \in J} \phi(X_i) + Y_i \right)$$

can be computed, and the message can be found from this. Hence, when $t \leq 4$, a key-only message-recovery attack can be efficiently launched against this encryption scheme, showing it is not OW-CPA.

Second, and lastly, assume that $t > 4$. Again, we will totally break this encryption scheme by showing that it is not one-way under a key-only attack. In this case, we will recover part of the private key, $\ker \psi$, which enables decryption.
Recall,
\[ E_0(\mathbb{F}_p^2) \cong \mathbb{Z}/2^m\mathbb{Z} \times \mathbb{Z}/2^m\mathbb{Z} \times \mathbb{Z}/3^n\mathbb{Z} \times \mathbb{Z}/3^n\mathbb{Z}. \]
It follows that for any points \( A_1, \ldots, A_t \in E_0(\mathbb{F}_p^2) \), there exists a non-trivial solution to
\[ a_1, \ldots, a_t \in \mathbb{Z} : [a_1]A_1 + \cdots + [a_t]A_t = \infty, \]
because \( t > 4 \). Consider the function
\[ f : \mathbb{Z}^t \to E_0(\mathbb{F}_p^2), \]
\[ (a_1, \ldots, a_t) \mapsto \sum_{i=1}^t [a_i]X_i. \]
Shor’s algorithm [83] can be used with this input to solve for a non-zero element of \( \ker(f) \), say some \((b_1, \ldots, b_t)\). Similarly, since discrete logarithms are easy in the groups \( \mathbb{Z}/2^m\mathbb{Z} \) and \( \mathbb{Z}/3^n\mathbb{Z} \) using the methods of Pohlig-Hellman [79], a classical approach to finding such a solution \((b_1, \ldots, b_t)\) exists as well. Then,
\[ \sum_{i=1}^t [b_i](\phi(X_i) + Y_i) = \sum_{i=1}^t [b_i]Y_i \in \ker \psi. \]
This random element of \( \ker \psi \) can be computed directly from the public key, and therefore generates the entirety of \( \ker \psi \subset E_1[3^n] \) with probability \( 2/3 \). Hence, this encryption scheme is not KP when \( t > 4 \). It is important to note here that, in the second case \((t > 4)\), the attack works only because the elliptic curve groups are Abelian.
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Appendices
Appendix A

Relating Fixed Kernels to the Endomorphism Algebra

We present here a remark on the relationship between Proposition 3.2.1 and Lemma 42.9 of [96]. The lemma of Voight is as follows. Let $\mathbb{B}_{p,\infty}$ be the quaternion algebra ramified at exactly $p$ and $\infty$. Let $E(\mathbb{F}_p)$ be a supersingular elliptic curve with $\text{End}(E) \cong \mathcal{O} \subset \mathbb{B}_{p,\infty}$. Let $I \subset \mathcal{O}$ be a non-zero integral left $\mathcal{O}$-ideal. Define $E[I] := \bigcap_{\alpha \in I} \ker \alpha$, and denote by $\phi_I$ the isogeny $\phi_I : E \to E_I$, where $E_I = E/E[I]$.

**Lemma A.0.1.** The ring homomorphism $\iota : \text{End}(E_I) \hookrightarrow \mathbb{B}_{p,\infty}$, $\iota(\beta) = \phi_I^{-1}\beta\phi_I = \frac{1}{\deg \phi_I} \hat{\phi}_I \beta \phi_I$ is injective and $\iota(\text{End}(E_I)) = O_R(I)$, the right order of $I$.

The proof of Lemma A.0.1 can be found in [96] on page 772, as the proof of Lemma 42.2.9. To relate Lemma A.0.1 to Proposition 3.2.1 we first need the following lemma.

**Lemma A.0.2.** Let the setup be as in Proposition 3.2.1. The endomorphism $\iota := \phi \circ \psi \circ \hat{\phi} \in \text{End}(E')$ annihilates the subgroup $E'[N]$. 
Proof. Let $P \in E'[N]$ generate the ker $\hat{\phi}$, and let $Q \in E'[N]$ be linearly independent of $P$ and of full order. It is clear that $\iota(P) = \infty_{E'}$, so we must show that $\iota$ also annihilates $Q$.

Since $\iota(E'[N]) = \ker \hat{\phi}$, and $Q \not\in \ker \hat{\phi}$, we have that $\hat{\phi}(Q) \in \ker \phi$ and is of full order. But $\psi$ fixes $\ker \phi$, so $\psi \circ \hat{\phi}(Q) \in \ker \phi$. \hfill \Box

Lemma 42.2.9 of [96] states that, given an element $\beta \in \text{End}(E_I)$ and an isogeny $\phi_I : E_0 \to E_I$, the quantity

$$\phi_I^{-1} \beta \phi_I = \frac{1}{\deg \phi_I} \left( \hat{\phi}_I \beta \phi_I \right)$$

corresponds to an element of the quaternion algebra, isomorphic to $\text{End}(E_0) \otimes \mathbb{Q}$, but not necessarily to an element of $\text{End}(E_0)$. Proposition 3.2.1 and Lemma A.0.2 state that if $\beta$ fixes the kernel subgroup of $\phi_I$ and these two isogenies have coprime degrees, then the above composition is in fact an element of $\text{End}(E_0)$.
Appendix B

Convenient Bases

We examine the construction of a basis $P, Q$ of a supersingular $E(F_{p^2})$ with $j(E) = 1728$ such that $Q = \iota(P) = \pi(P)$, where $\iota$ is the distortion map

$$
\iota : E \to E, \ (x, y) \mapsto (-x, i \cdot y),
$$

for some $i \in \mathbb{F}_p \setminus \mathbb{F}_p$ with $i^2 = -1$, and $\pi$ is the Frobenius endomorphism

$$
\pi : E \to E, \ (x, y) \mapsto (x^p, y^p).
$$

**Lemma B.0.1.** Let $P$ be a point on $E(\mathbb{F}_{p^2})$. The following are equivalent

1. $\pi(P) = \iota(P)$,
2. $P = (ui, v(1-i))$ for some $u, v \in \mathbb{F}_p$, and
3. $u - u^3 = -2v^2$ for $u, v \in \mathbb{F}_p$.

**Proof.** We start by proving the first and second items are equivalent. Let $P = (r + ui, v + si) \in E(\mathbb{F}_{p^2})$, for $r, u, v, s \in \mathbb{F}_p$, and assume $\pi(P) = \iota(P)$. Then $\pi(P) = (r - ui, v - si)$ and $\iota(P) = (-r - ui, -s + vi)$. Hence, $r = 0$ and $s = -v$, and we can write $P = (ui, v(1-i))$.

Next, suppose $P = (ui, v(1-i))$ for some $u, v \in \mathbb{F}_p$. Then

$$
\pi(P) = (-ui, v(1+i)) = (-ui, (i)(v(1-i))) = \iota(P).
$$

Now we prove the second item is equivalent to the third. Suppose $P = (ui, v(1-i))$ for some $u, v \in \mathbb{F}_p$. Then

$$
(ui)^3 + (ui) = (v(1-i))^2
$$
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implying that 

\[-2v^2 = u - u^3.\]

Lastly, let \(u, v \in \mathbb{F}_p\) satisfy \(u - u^3 = -2v^2\). Then

\[(ui)^3 + (ui) = -i(u^3 - u) = -i(-2v^2) = 2iv^2 = (v(1 - i))^2,
\]

so there is a point \((ui, v(1 - i))\) on \(E(\mathbb{F}_p^2)\). \(\square\)

**Example B.0.2.** We give an example of a basis of the form \(\{P, iP\} = \{P, \pi(P)\}\) for the Round 1 SIKE submission's power of 3 torsion subgroup. Consider the prime \(p = 2^{372}3^{239} - 1\) and elliptic curve \(E : y^2 = x^3 + x\). Let

\[P = (5705564795209312420461888541236074961065601640619074666503844388499781053174279154307028528980835129876738605314313962115774283966526258409728000811219500206294237520306098215331277970869143286929076275754730669931633440054111\cdot i, 170529679711570871948934177887081253029965384490684199363649309357092795616015244936108185015599117514645468695608544218109856248721923973057187123901749477184914154330984493495718071811155130257555222340760289906055523667 + 10184180062057734381028834059979724068397424261058386970752721269697586145066646360156677471154546759610990774292323165816709405572780063041998697334869402339791792685645603489864904012880963375677659534627583898972759596053164 \cdot i).\]

Then \(P\) has order \(3^{239}\), satisfies the condition of Lemma B.0.1 (so \(i(P) = \pi(P)\)), and \(\{P, \pi(P)\}\) is a basis for \(E[3^{239}]\). Thus, by the discussion in Section 3.5, with respect to this basis for \(E[3^{239}]\), endomorphisms of the form

\[
\psi = [w] \cdot [1] + [x] \cdot i + [y] \cdot \frac{|1 + \pi|}{2} + [z] \cdot \frac{i + \pi}{2}.
\]

act as the matrix \[\begin{bmatrix}
w + \frac{w - z}{x + \frac{y + z}{w}} & -x + \frac{w - z}{x + \frac{y + z}{w}} \\
x + \frac{y + z}{w} & w + \frac{y + z}{w}
\end{bmatrix}\] on \(E[3^{239}]\).