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Public vulnerability databases such as CVE and NVD account for only 60% of security vulnerabilities present in open-source projects and are known to suffer from inconsistent quality. Over the last two years, there has been considerable growth in the number of known vulnerabilities across projects available in various repositories such as NPM and Maven Central. However, public vulnerability management databases such as NVD suffer from poor coverage and are too slow to add new vulnerabilities. Such an increasing risk calls for a mechanism to promptly infer the presence of security threats in open-source projects. In this thesis, we seek to address this problem by treating the identification of security-relevant commits as a classification task.

Since existing literature on neural networks for commit classification is sparse, we first turn to document classification for inspiration. Extensive research in this domain, on the other hand, has resulted in increasingly complex neural models, with a number of researchers questioning the necessity of such architectures. We conduct a large-scale reproducibility study of several recent neural network models, and show that well-executed, simpler models are quite effective for document classification. We find that a simple bidirectional LSTM with regularization yields competitive accuracy and $F_1$ on four benchmark document classification datasets.

Based on trends in document classification and the domain-specific peculiarities of commit classification, we build a family of hierarchical neural network models for the identification of security-relevant commits. We evaluate five different input representations and show that models that learn on tokens extracted from the commit diff are simpler and more effective than models that learn from path-contexts extracted from the AST. We also show that providing the models with contextual information through features extracted from the source code improves accuracy and $F_1$ further, and discuss why path-based models might not capture any additional information compared to token-based models for this task. Finally, we make a case for reporting standard deviation of test scores across multiple runs in order to avoid erroneous conclusions and establish robust baselines.
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Chapter 1

Introduction

The use of open-source software has been steadily increasing over the past couple of decades, with the number of Java packages in Maven Central doubling in 2018. Meanwhile, Tai [45] states that there has been an 88% growth in the number of vulnerabilities reported in open source software over the last two years. In order to develop secure software, it is essential to analyze and understand security vulnerabilities that occur in software systems and address them in a timely manner.

Common Vulnerabilities and Exposures (CVE)\(^1\) is a list of publicly known cybersecurity vulnerabilities, each with an identification number. These entries are used in the National Vulnerability Database (NVD)\(^2\), the U.S. government repository of standards-based vulnerability management data. NVD suffers from poor coverage, as it contains only 10% of the open-source vulnerabilities that have received a CVE identifier [42]. This could be due to a number of security vulnerabilities being discovered and fixed through informal communication channels between maintainers and their users in an issue tracker. To make things worse, these public databases are too slow to add vulnerabilities as they lag behind private databases such as Snyk’s DB by an average of 92 days [45]. All of the above pitfalls of public vulnerability management databases call for a mechanism to automatically infer the presence of security threats in open-source projects, and the corresponding fixes, in a timely manner.

While there exist various approaches in the literature for identifying and managing security vulnerabilities, Ponta et al. [37] argue that an effective vulnerability management approach must be code centric; rather than relying on metadata, vulnerabilities and their fixes must be analyzed at the code level. We take this approach.

\(^1\) https://cve.mitre.org/ \(^2\) https://nvd.nist.gov/
In this thesis, we treat the identification of security-relevant commits as a binary document classification problem by considering the code present in commits as documents. Given the extensive literature in the natural language processing (NLP) community on applying neural networks for document classification, we first perform a large-scale reproducibility study of several recent neural network models. We then combine the lessons learned from the reproducibility study and domain-specific knowledge on commit classification to build a family of hierarchical neural network models for the identification of security-relevant commits.

1.1 Neural Networks for Document Classification

Since existing literature on neural networks for commit classification is sparse, we turn to document classification for inspiration. We begin this thesis with an exploration into neural networks for document classification. While this topic has been studied in far more detail by the NLP community, it has also led to the development of overly complex neural architectures and modeling techniques.

Worryingly, these new models are accompanied by smaller and smaller improvements in effectiveness on standard benchmark datasets, which leads us to wonder if observed improvements are “real”. There is, however, ample evidence to the contrary. Sculley et al. [43] lament the lack of empirical rigor in the machine learning community and cite examples where improvements can be attributed to far more mundane reasons (e.g., hyperparameter tuning) or are simply noise. Lipton and Steinhardt [26] concur with these sentiments, adding that authors often use fancy mathematics to obfuscate or to impress (reviewers) rather than to clarify. Further, Crane [11] talk about the growing concern within the NLP community about the reproducibility of results. Complex architectures are more difficult to train, more sensitive to hyperparameters, and brittle with respect to domains with different data characteristics—thus both exacerbating the “crisis of reproducibility” and making it difficult for practitioners to deploy networks that tackle real-world problems in production environments.

We conduct a large-scale reproducibility study of several recent neural models and find that a simple bi-directional LSTM (BiLSTM) architecture with appropriate regularization yields accuracy and F1 scores that are either competitive or exceed the state of the art on four standard benchmark datasets. While these regularization techniques, borrowed from language modeling, are not novel, we are to our knowledge the first to apply them in this context. This work provides an open-source platform for future work in document
classification and the foundation upon which we build neural models for the identification of security-relevant commits [1].

1.2 Identifying Security-Relevant Commits

Building on our reproducibility-study on document classification, we apply some of the lessons learned to develop neural models for commit classification. We propose a family of hierarchical neural network models for the identification of security-relevant commits and the evaluation of different input representations for commit classification. These models share a hierarchical structure that uses convolutional layers to progressively build a commit-level feature vector from tokens extracted from either the commit diff or from source code.

We compare the effectiveness of five input representations:

1. **Bag of words**: a multiset of the tokens present in the commit diff, after tokenizing it with a lexer, from which tf-idf features are extracted.

2. **Bag of paths**: a multiset of the path-context vectors extracted from the abstract syntax tree (AST); we go into more detail in Section 3.2.

3. **Commit diff tokens**: a sequence of tokens extracted from the commit diff with a lexer; we remove comments from the code as may point out any vulnerabilities present or fixed.

4. **Paired source code tokens**: a pair of two token sequences extracted from the source code before and after a commit. This would have more contextual information than a diff token sequence as it contains the source code for entire Java classes, rather than just the modified chunks.

5. **Hybrid**: a combination of commit diff tokens and bag of paths. Training a model on features extracted from both the commit diff and path-contexts allows us to examine if these models are capturing different signals.

We collectively refer to models that learn from bag of paths as path-based models, and bag of words, commit diff tokens, or paired source code tokens as token-based models.

Our results show models that learn from commit diff tokens are more effective than models that learn from path-contexts extracted from the AST. In fact, Code2Vec, claimed by Alon et al. [5] to be suitable for a wide range of source code classification tasks, performs
worse than an SVM baseline. Furthermore, we show that providing the models with additional contextual information by training them on paired source code tokens improves their performance further. We also discuss why path-based models might not capture any additional information compared to token-based models for this task, with a hybrid model that learns from a combination of two input representations: diff tokens and bag of paths.

As studies that use neural networks become more prevalent, the software engineering (SE) community will also have to contend with the “crisis of reproducibility” discussed in Section 1.1. A number of studies argue that a single performance score is insufficient to compare non-deterministic approaches and emphasize reporting the standard deviation of test scores across multiple runs to ensure the stability of the results and avoid erroneous conclusions [40, 11]. We concur with this sentiment and in order to establish robust baselines, we compare score distributions based on multiple runs with different random seeds.

All of our models can be used for inference on large repositories without having to go through a time consuming compilation process. We envision that this work would ultimately allow practitioners to build a repository of potential vulnerability fixes by monitoring open-source projects in real-time and detecting security-relevant changes.

1.3 Thesis Statement

Simple neural models adapted from document classification are effective in identifying security-relevant commits from just the tokens in the commit diff.

1.4 Contributions

The main contributions of this thesis can be summarized as follows:

- A comprehensive reproducibility study of several neural network models on four benchmark document classification datasets.

- A comparative analysis of the effectiveness of several neural network models, spanning five different input representations, for the identification of security-relevant commits.

- An evaluation framework for comparing models by treating performance metrics as distributions rather than individual data points; this can be used in future SE studies that rely on a non-deterministic approach.
Two open-source libraries that can serve as the foundation for future work:

- Hedwig, which contains a range of document classification models implemented from scratch: https://github.com/castorini/hedwig
- Omniocular, which contains our hierarchical neural network models and baselines for the identification of security-relevant commits: https://github.com/omniocular/omniocular

### 1.5 Thesis Organization

The remainder of this thesis is organized as follows:

- In Chapter 2, Section 2.1 introduces the research questions we seek to answer in our reproducibility study; Section 2.2 reviews related work in document classification and regularization; Section 2.3 details the architecture of our regularized BiLSTM models; Section 2.4 discusses the experimental setup, datasets and the hyperparameter configuration; Section 2.5 presents the results of the replication study on four standard benchmark datasets.

- In Chapter 3, Section 3.1 introduces the research questions we seek to answer in our analysis; Section 3.2 reviews related work on distributed representations for source code and the identification of security vulnerabilities; Section 3.3 outlines the experimental setup and dataset; Section 3.4 details our methodology for the identification of security-relevant commits, the baselines used for comparison and the architecture of our hierarchical models; Section 3.5 presents the results of our approach and further analysis on five different input representations for commit classification; Section 3.6 discusses the threats to validity of our approach.

- Chapter 4 concludes this thesis, summarizes the main contributions and discusses future work.
Chapter 2

Neural Networks for Document Classification

In this chapter, we conduct a large-scale reproducibility study of several recent neural models on four standard benchmark datasets. We describe a simple BiLSTM model, and examine the effectiveness of regularization techniques such as embedding dropout and weight dropping for document classification. This work is reported in Adhikari* et al. [1].

2.1 Research Questions

Through this reproducibility study, we seek to answer the following research questions:

- **RQ1:** Are neural models from recent document classification literature more effective than a simple BiLSTM? We reimplement a range of neural models from recent literature and compare their effectiveness with a simple BiLSTM baseline on four standard benchmark datasets.

- **RQ2:** Does regularization improve the effectiveness of our BiLSTM model for document classification? We examine the impact of regularization techniques borrowed from language modeling on the effectiveness of our BiLSTM model.
2.2 Background and Related Work

2.2.1 Document Classification

Over the last few years, deep neural networks have achieved the state of the art in document classification. Kim [20] show that convolutional neural networks (CNNs) can effectively perform single-sentence sentiment prediction, among other sentence classification tasks. In this approach, the vector representations of the words in a sentence are concatenated vertically to create a two-dimensional matrix for each sentence. The resulting matrix is passed through a CNN to extract higher-level features for performing the classification.

Yang et al. [51] introduce the hierarchical attention network (HAN), where a document vector is progressively built with word- and sentence-level attention by first aggregating important words into sentence vectors, and then aggregating important sentences vectors into document vectors. Although this model nicely captures the intuition that modeling word sequences in sentences should be handled separately from sentence-level discourse modeling, one wonders if such complex architectures are really necessary for document classification, especially given the size of training data available for this task.

An important variant of document classification is the multi-label, multi-class case. Liu et al. [27] develop XML-CNNs for multi-label text classification, basing the architecture on KimCNN [20] with increased filter sizes and an additional fully-connected layer. They also incorporate dynamic adaptive max-pooling [10] instead of the vanilla max-pooling over time in KimCNN. The paper compares with CNN-based approaches for the multi-label task, but only reports precision and disregards recall. Yang et al. [50] instead adopts encoder-decoder sequence generation models (SGMs) for generating multiple labels for each document. Similar to our critique of HAN, we opine against the high complexity of these multi-label approaches.

2.2.2 Regularization

Deep neural networks are prone to overfitting due to the possibility of the network learning complicated relationships that exist in the training set but not in unseen test data. Dropout prevents complex co-adaptations of hidden units on training data by randomly removing—i.e., dropping out hidden units along with their connections during training [44].

There have been attempts to extend dropout [44] from feedforward neural networks to recurrent ones. Unfortunately, direct application of dropout on the hidden units of an
RNN empirically harms its ability to retain long-term information [52]. Recently, however, Merity et al. [28] successfully apply dropout-like techniques to regularize RNNs for language modeling, and show that this reduces word-level perplexity on multiple datasets. Inspired by this development, we adopt two of their regularization techniques, embedding dropout and weight-dropped LSTMs, to our task of document classification. We also adapt DropBlock, a regularization technique for CNNs, to our hierarchical models in Chapter 3.

**Weight-dropped LSTM.** LSTMs comprise eight total input–hidden and hidden–hidden weight matrices; in weight dropping, Merity et al. [28] regularize the four hidden–hidden matrices with DropConnect [47]. The operation is applied only once per sequence, using the same dropout mask across multiple timesteps. Conveniently, this allows practitioners to use fast, out-of-the-box LSTM implementations without affecting the RNN formulation or training performance.

**Embedding Dropout.** Introduced in Gal and Ghahramani [15] and successfully employed for neural language modeling [28], embedding dropout performs dropout on entire word embeddings, effectively removing some of the words at each training iteration. As a result, the technique conditions the model to be robust against missing input; for document classification, this discourages the model from relying on a small set of input words for prediction.

**DropBlock.** While dropout works well for regularizing fully connected layers, it is less effective for convolutional layers due to the spatial correlation of activation units in convolutional layers. There have been a number of attempts to extend dropout to convolutional neural networks [48]. DropBlock is a form of structured dropout for convolutional layers where units in a contiguous region of a feature map are dropped together [16].

### 2.3 Model

We design our model to be minimalistic: First, we feed the word embeddings $w_{1:n}$ of a document to a single-layer BiLSTM, extracting concatenated forward and backward word-level context vectors $h_{1:n} = h^f_{1:n} \oplus h^b_{1:n}$. Subsequently, we max-pool $h_{1:n}$ across time to yield document vector $d$—see Figure 2.1, labels a–f. Finally, we feed $d$ to a sigmoid or a softmax layer over the labels, depending on if the task type is multi-label or single-label classification (label g).

Contrary to prior art, our approach refrains from attention, hierarchical structure, and sequence generation, each of which increases model complexity. For one, hierarchical structure requires sentence-level tokenization and multiple RNNs. For another, sequence
Figure 2.1: Illustration of the model architecture, where the labels are the following: (a) input word embeddings (b) BiLSTM (c, d) concatenated forward $h_{1:n}^f$ and backward $h_{1:n}^b$ hidden features (e) max-pooling over time (f) document feature vector (g) softmax or sigmoid output.

2.4 Experimental Setup

We conduct a large-scale reproducibility study involving HAN, XML-CNN, KimCNN, and SGM. These are compared to our proposed model, referred to as R-LSTM\textsubscript{TEXT}, as well as an ablated variant without regularization, denoted LSTM\textsubscript{TEXT}. The implementation of our model as well as from-scratch reimplementations of all the comparison models (except for SGM) are provided in our toolkit called Hedwig, which we make publicly available to serve as the foundation for future work.\footnote{\url{http://hedwig.ca}} In addition, we compare the neural approaches to logistic regression (LR) and support vector machines (SVMs). The LR model is trained using a one-vs-rest multi-label objective, while the SVM is trained with a linear kernel. We chose a linear kernel as we did not see any noticeable improvement in performance with a radial basis function kernel. Both of these models use word-level tf-idf vectors of the documents as features.

All of our experiments are performed on Nvidia GTX 1080 and RTX 2080 Ti GPUs, with PyTorch 0.4.1 as the backend framework. We use Scikit-learn 0.19.2 for computing
<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of classes</th>
<th>No. of samples</th>
<th>W</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuters</td>
<td>90</td>
<td>10,789</td>
<td>144.3</td>
<td>6.6</td>
</tr>
<tr>
<td>AAPD</td>
<td>54</td>
<td>55,840</td>
<td>167.3</td>
<td>1.0</td>
</tr>
<tr>
<td>IMDB</td>
<td>10</td>
<td>135,669</td>
<td>393.8</td>
<td>14.4</td>
</tr>
<tr>
<td>Yelp 2014</td>
<td>5</td>
<td>1,125,386</td>
<td>148.8</td>
<td>9.1</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the datasets. $W$ and $S$ denote the average number of words and sentences per document, respectively.

We evaluate our models on the following four datasets: Reuters-21578, arXiv Abstract Paper dataset (AAPD), IMDB, and Yelp 2014. Reuters and AAPD are multi-label datasets, whereas IMDB and Yelp are single-label ones. For IMDB and Yelp, we use random sampling to split the dataset such that 80% is used for training, 10% for validation, and 10% for test. We use the standard ModApte splits [6] for the Reuters dataset, and author-defined splits for AAPD [50]. We summarize the statistics of these datasets in Table 2.1.

Unfortunately, there is little consensus within the natural language processing community for choosing the splits of IMDB and Yelp 2014. Furthermore, they are often unreported in modeling papers, hence preventing direct comparison with past results. We are not able to find the exact splits Yang et al. [51] use; for consistency, we use the same proportion the authors report, but of course this yields different samples in each split.

2.4.1 Datasets

2.4.2 Training and Hyperparameters

To ensure a fair comparison, we tune the hyperparameters for all baseline models. For HAN, we use a batch size of 32 across all the datasets, with a learning rate of 0.01 for Reuters and 0.001 for the rest. To train XML-CNN, we select a dynamic pooling window length of eight, a learning rate of 0.001, and 128 output channels, with batch sizes of 32 and 64 for single-label and multi-label datasets, respectively. For KimCNN, we use a batch size of 64 with a learning rate of 0.01. For training SGM on Reuters, we use the source code provided by the authors\(^2\) and follow the same hyperparameters in their paper [50].

\(^2\) https://github.com/lancopku/SGM
<table>
<thead>
<tr>
<th>#</th>
<th>Model</th>
<th>Reuters</th>
<th>AAPD</th>
<th>IMDB</th>
<th>Yelp '14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LR</td>
<td>77.0</td>
<td>74.8</td>
<td>67.1</td>
<td>64.9</td>
</tr>
<tr>
<td>2</td>
<td>SVM</td>
<td>89.1</td>
<td>86.1</td>
<td>71.1</td>
<td>69.1</td>
</tr>
<tr>
<td>3</td>
<td>KimCNN R.</td>
<td>83.5 ±0.4</td>
<td>80.8 ±0.3</td>
<td>54.5 ±1.4</td>
<td>51.4 ±1.3</td>
</tr>
<tr>
<td>4</td>
<td>KimCNN O.</td>
<td>88.8 ±0.5</td>
<td>86.2 ±0.3</td>
<td>70.2 ±0.7</td>
<td>68.7 ±0.4</td>
</tr>
<tr>
<td>5</td>
<td>XML-CNN R.</td>
<td>87.6 ±0.5</td>
<td>85.2 ±0.6</td>
<td>70.2 ±0.2</td>
<td>68.0 ±0.6</td>
</tr>
<tr>
<td>6</td>
<td>HAN R.</td>
<td>82.5 ±0.4</td>
<td>78.8 ±0.9</td>
<td>71.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>HAN O.</td>
<td>87.6 ±0.2</td>
<td>84.9 ±0.3</td>
<td>72.1 ±0.4</td>
<td>69.6 ±0.4</td>
</tr>
<tr>
<td>8</td>
<td>SGM O.</td>
<td>87.6 ±0.5</td>
<td>87.0 ±0.5</td>
<td>73.1 ±0.4</td>
<td>70.5 ±0.5</td>
</tr>
</tbody>
</table>

Table 2.2: Results for each model on the validation and test sets; best values are bolded. O. refers to point estimates copied from Tang et al. [46], Yang et al. [51] and Yang et al. [50]; R. reports mean ± SD of five runs from our re-implementations.

For the LR and SVM models, we use the default set of hyperparameters in Scikit-learn.

For R-LSTMTEXT and LSTMTEXT, we use the Adam optimizer with a learning rate of 0.01 on Reuters and 0.001 on the rest of the datasets, using batch sizes of 32 and 64 for multi-label and single-label tasks, respectively. For R-LSTMTEXT, we also apply temporal averaging (TA): as shown in Kingma and Ba [21], TA reduces both generalization error and stochastic noise in recent parameter estimates from stochastic approximation. We set the default TA exponential smoothing coefficient of $\beta_{EMA}$ to 0.99. We choose 512 hidden units for the BiLSTM models, whose max-pooled output is regularized using a dropout rate of 0.5. We also regularize the input–hidden and hidden–hidden BiLSTM connections using embedding dropout and weight dropping, respectively, with dropout rates of 0.1 and 0.2.

For our optimization objective, we use cross-entropy and binary cross-entropy loss for single-label and multi-label tasks, respectively. On all datasets and models, we use 300-dimensional word vectors [30] pre-trained on Google News. We train all neural models for 30 epochs with five random seeds, reporting the mean validation set scores and their corresponding test set results.

### 2.5 Results and Discussion

We report the mean and standard deviation (SD) of the F₁ scores and accuracy for all five runs in Table 2.2. For HAN and KimCNN, we include results from the original papers to
validate our reimplementation. We fail to replicate the reported results of SGM on AAPD using the authors’ codebase and data splits. As a result, we simply copy the value reported in Yang et al. [50] in Table 2.2, row 8, which represents their maximum $F_1$ score. To verify the correctness of our HAN and KimCNN reimplementations, we compare the differences in $F_1$ and accuracy on the appropriate datasets. We attribute the small differences to using different dataset splits (see Section 2.4.1) and reporting mean values.

**Baseline Comparison.** First off, we see that the non-neural LR and SVM baselines perform remarkably well. On Reuters, for example, the SVM beats many neural baselines, including our non-regularized LSTM\textsubscript{TEXT} (rows 2–9). On AAPD, the SVM either ties or beats the other models, losing only to SGM (rows 2–8). Compared to the SVM, the LR baseline appears better suited for the single-label datasets IMDB and Yelp 2014, where it achieves better accuracy than the SVM does. As the closest comparison point, we find no benefit to HAN as LSTM\textsubscript{TEXT} achieves just as good or better classification results without attention mechanisms (rows 6 and 9).

Our simple R-LSTM\textsubscript{TEXT} model achieves state of the art on Reuters and IMDB (Table 2.2, rows 9 and 10), establishing mean scores of 87.0 and 52.8 for $F_1$ score and accuracy on the test sets of Reuters and IMDB, respectively. This highlights the efficacy of proper regularization and optimization techniques for the task. We observe that R-LSTM\textsubscript{TEXT} consistently improves upon the accuracy and $F_1$ of LSTM\textsubscript{TEXT} across all of the tasks—see rows 9 and 10, where, on average, regularization yields increases of 1.5 and 0.5 points for $F_1$ score and accuracy, respectively.

A few of our R-LSTM\textsubscript{TEXT} runs attain state-of-the-art test $F_1$ scores on AAPD. However, in the interest of robustness, we report the mean value. We also find the accuracy of R-LSTM\textsubscript{TEXT} and our reimplemented version of HAN on Yelp 2014 to be almost two points lower than the copied result of HAN (rows 6, 7, and 10) from Yang et al. [51]. On the other hand, both of the models surpass the original result by nearly two points for the IMDB dataset. We cannot rule out that these disparities are caused by the absence of any widely-accepted splits for evaluation on Yelp 2014 and IMDB (as opposed to model or implementation differences).

**Toward Robust Baselines.** Recently, reproducibility is becoming a growing concern for the NLP community [11]. Indeed, very few of the papers that we consider in this study report results on multiple seeds. We provide the standard deviation of the scores across different seeds to demonstrate the stability of our results; doing so is good practice, since it reinforces the validity of the experimental results and claims. This is in line with previous papers [53, 39, 11] that emphasize reporting variance for robustness against potentially spurious conclusions.
2.6 Conclusions

In this chapter, we question the complexity of existing neural network architectures for document classification. To demonstrate the effectiveness of proper regularization and optimization, we apply embedding dropout, weight dropping, and temporal averaging when training a simple BiLSTM model, establishing either competitive or state-of-the-art results on multiple datasets.

This reproducibility study provides the foundation upon which we build neural models for the identification of security-relevant commits. Not only are LSTM_{TEXT} and R-LSTM_{TEXT} excellent baselines to compare our models against, we can also take inspiration from the extensive literature on neural document classification models. Like documents, commits have a hierarchical structure: a commit contains changes to multiple files, which in turn contains multiple lines of tokens. We can exploit this structure to build hierarchical models similar to Yang et al. [51], while incorporating regularization techniques such as embedding dropout and DropBlock.
Chapter 3

Identifying Security-Relevant Commits

In this chapter, building on the insights from our initial study on document classification, we propose a family of hierarchical neural network models for the identification of security-relevant commits. While this hierarchical modelling is similar to the work of Yang et al. [51] in document classification, we eschew attention mechanisms to keep our architecture simple—we instead focus on adapting regularization techniques from Section 2.2. In the process, we compare the effectiveness of five different input representations for commit classification, and examine the impact of regularization on model quality.

3.1 Research Questions

We break down our analysis into five research questions:

- **RQ1**: *Are token-based models better than path-based models for identifying security-relevant commits?* We examine how effective models that do not have access to commit metadata or actual source code for training are at identifying security-relevant commits. We compare our results with Code2Vec trained on the symmetric difference of path-contexts of all Java classes before and after a commit [9].

- **RQ2**: *Does extracting file-level features before and after a commit improve the identification of security-relevant commits?* We investigate if providing the model with contextual information, by training it on paired source code tokens, allows us to
better identify security-relevant commits. We encode all Java classes before and after a commit with two separate encoders. We then concatenate the intermediate representations from both of these encoders to get the class probability scores.

- **RQ3:** Do path-based and token-based models capture different signals when identifying security-relevant commits? If we see an improvement in performance with a hybrid model that uses the features extracted from both the commit diff and path-contexts to calculate the class probability scores, then we can say that these models are capturing different signals. If we do not, path-based models potentially do not capture any additional information compared to token-based models.

- **RQ4:** Does regularization improve the effectiveness of our models in identifying security-relevant commits? In Chapter 2, we demonstrate the effectiveness of proper regularization for document classification. We employ regularization techniques discussed in 2.2 across all our models to see if it helps with generalization and consequently improve their effectiveness.

Answering RQ1, RQ2 and RQ3 would help researchers and practitioners choose an appropriate input representation and architecture for their models, while answering RQ4 would help in fine-tuning these model architectures for this task.

### 3.2 Background and Related Work

#### 3.2.1 Distributed Representations for Source Code

In computational linguistics, there has been a lot of effort over the last few years to create a continuous higher dimensional vector space representation of words, sentences, and even documents such that similar entities are closer to each other in that space [29, 22, 23]. Mikolov et al. [29] introduced word2vec, a class of two-layer neural network models that are trained on a large corpus of text to produce word embeddings for natural language. Such learned distributed representations of words have accelerated the application of deep learning techniques for natural language processing tasks [7].

In the same vein as Mikolov et al. [29], neural networks have been used for representing snippets of code as continuous distributed vectors [5, 4]. The authors represent a path in the AST as a sequence of nodes connected by up and down arrows that symbolize the up or down link between adjacent nodes in the AST. Figure 3.1 shows one such possible path. This path representation is concatenated with the values of the leaf nodes the
path is connecting, which creates a path-context. A code snippet is a bag of its extracted path-contexts. Each element in the path-context is mapped to a distributed vector representation. These vector representations are jointly learnt with a path-attention network that aggregates these context vectors in a weighted manner.

While Code2Vec is the most popular, a number of other embedding techniques for source code are present in the literature. Henkel et al. [17] learn word embeddings from abstractions of traces obtained from the symbolic execution of a program. They evaluate their learned embeddings on a benchmark of API-usage analogies extracted from the Linux kernel and achieved 93% top-1 accuracy. Husain [18] describe a pipeline that leverages deep learning for semantic search of code. To achieve this, they train a sequence-to-sequence model that learns to summarize Python code by predicting the corresponding docstring from the code blob, and in the process provide code representations for Python.

While building usable embeddings for source code that capture the complex characteristics involving both syntax and semantics is a challenging task, such embeddings have direct downstream applications in tasks such as semantic code clone detection, code captioning, and code completion [3, 49].

### 3.2.2 Identifying Security Vulnerabilities

There exist a handful of papers in SE literature that perform commit classification to identify security vulnerabilities or fixes. Bosu et al. [8] conduct an analysis to identify which security vulnerabilities can be discovered during code review, or what characteristics of developers are likely to introduce vulnerabilities. Zhou and Sharma [54] describe a vulnerability identification system geared towards tracking large-scale projects in real time using
latent information underlying commit messages and bug reports in open-source projects. While Zhou and Sharma [54] classify commits based on the commit message, we use only the commit diff or the corresponding source code as features for our model.

Li et al. [24] describe a deep learning-based vulnerability detection system that seeks to improve the false negative rate by not requiring human experts to manually define features. Russell et al. [41] compile a dataset of potential security vulnerabilities based on the output of three different static analyzers, and use this dataset to evaluate a vulnerability detection tool that directly interprets source code using deep feature representation learning.

Closer to our work, Sabetta and Bezzi [42] propose a machine learning approach to identify security-relevant commits. Similar to our approach, they treat source code as documents written in natural language, but use well-known document classification methods to perform the actual classification. Cabrera-Lozoya et al. [9] study the impact of pre-training a variant of Code2Vec using two different pretext tasks versus a random initialization. They also claim that models trained on path-based representations outperform those that are trained on token-based representations, something that we’ll explore further in this study.

### 3.3 Experimental Setup

All of the experiments are conducted on a system equipped with a Intel Core i7 7820X CPU and a pair of Nvidia GTX 2080 Ti GPUs. Our framework is written in Python 3.7, with our neural network models implemented in PyTorch 1.1.0 [32]. We make use of Scikit-learn 0.21.2 [33] for LR and SVM baselines, and TorchText 0.3.1 for implementing data preprocessing pipelines for token-based models.

We run our experiments with 50 random seeds and report the mean and standard deviation of the metrics across all the runs. In our experiments, random seeds control both the weight initialization for our models and the order in which data is presented to our model for training.

To extract token-level features for our model, we use the lexer and tokenizer provided as a part of the Python javalang library.¹ This allows us to ensure that we do not use code comments or metadata when constructing the inputs for our models as it is possible for comments or commit messages to include which vulnerabilities are fixed, as shown in Figure 3.2. Our models would then overfit on these features rather than actually learning to identify security vulnerabilities from code.

¹ https://pypi.org/project/javalang/
Figure 3.2: A code snippet from Apache Struts with the Javadoc stating which vulnerability was addressed

```java
/**
 * Set the \( \langle \text{code}\rangle \text{acceptCookieNames}(\text{code}) \rangle \) pattern of
 * allowed names of cookies to protect against remote
 * command execution vulnerability *
 * @param pattern used to check cookie name against
 */

public void setAcceptCookieNames(String pattern) {
    acceptedPattern = Pattern.compile(pattern);
}
```

We use a manually-curated dataset of publicly disclosed vulnerabilities in 205 distinct open-source Java projects provided by Ponta et al. [36] as our positive training examples. We follow the same approach as Cabrera-Lozoya et al. [9] to generate negative training examples: for each commit in the above dataset, we pick a random commit from the same repository, under the assumption that security-relevant commits are few and far in-between. This results in a total of 1,950 commits, with equal number of positive and negative examples. We use random sampling to split the dataset such that 60% is used for training, and 20% each for validation and testing. In order to minimize the occurrence of duplicate commits in two of these splits (such as in both train and test), commits from no repository belong to more than one split.

We also compare the quality of models trained with randomly initialized and pre-trained embeddings. Since word2vec embeddings only need unlabelled data to train, the data collection and preprocessing stage is straightforward. GitHub, being a very large host of source code, contains enough code for training such models. However, a significant proportion of code in GitHub does not belong to engineered software projects [31]. To reduce the amount of noise in our training data, we filter repositories based on their size, commit history, number of issues, pull requests, and contributors, and build a corpus of the top 1000 Java repositories. We limit the number of repositories to 1000 due to GitHub API limitations. It is worth noting that using a larger training corpus might provide better results.

Similarly, we use the dataset provided by Allamanis et al. [2] to pre-train Code2Vec. This dataset contains around 700K examples in Java, split such that 9 projects are used for training, and 1 each for validation and testing.
3.4 Methodology

3.4.1 Pre-trained Embeddings

We learn token-level word2vec embeddings for code using the CBOW architecture [29] with negative sampling and a context window size of 5. We do not normalize variable identifiers into generic tokens as they can contain potentially useful contextual information. We perform minimal preprocessing on the input code sequence before pre-training the word2vec embeddings. This includes:

1. Removal of comments and whitespace when performing tokenization with a lexer.
2. Conversion of all numbers such as integers and floating point units into reserved tokens.
3. Removal of tokens whose length is greater than or equal to 64 characters.
4. Thresholding the size of the vocabulary to remove infrequent tokens.

We pre-train Code2Vec on over 700K Java methods using the semantic labelling task from Alon et al. [4], where the model is trained to predict a method’s name from the body. While Cabrera-Lozoya et al. [9] claim that training on a more relevant pre-training task such as predicting the Jira ticket priority is more beneficial, we do not adopt this approach as their dataset is not publicly available.

3.4.2 Baselines

We benchmark the performance of our hierarchical models against Logistic Regression (LR) and Support Vector Machine (SVM) baselines that are trained on tf-idf features on the Java tokens extracted from the commit diffs.

For the bag of paths baseline, we adapt the Code2Vec model from Alon et al. [4] by replacing the last layer with a fully connected softmax layer that outputs a probability distribution over the security relevance of a commit. In order to train Code2Vec on commits, we follow an approach similar to Cabrera-Lozoya et al. [9]. We transform all Java classes before and after a commit into two separate sets of path-context vectors. We take the symmetric difference between these two sets in order to remove the unchanged contexts, and then feed the resulting set of path-contexts as input to the model.
Figure 3.3: Illustration of H-CNNDIFF, where the labels refer to the following: (a) source code diffs containing multiple files, (b) stacked token embeddings, (c) convolutional feature extraction, (d) max-pool across time, (e) file-level feature maps, (f) convolutional feature extraction, (g) stacked file-level feature vectors (h) max-pool across time, (i) commit-level feature vector, (j) fully connected softmax layer and (k) softmax output.

We also adapt the document classification baselines from Chapter 2 to learn on diff tokens: LSTMDIFF is a single-layer BiLSTM and R-LSTMDIFF is a regularized variant with weight dropping and embedding dropout.

### 3.4.3 Model

We design a simple hierarchical model (H-CNNDIFF) that uses convolutional layers to progressively build a commit-level vector from token-level vectors, as illustrated in Figure 3.3. This high-level representation of the commit can then be used for classification. We represent each file in the commit diff as a concatenation of token-level vectors. These vector representations can be randomly initialized or obtained from pre-trained word embeddings. The input to our model is a concatenation of all file-level matrices in a commit diff.
Figure 3.4: Illustration of H-CNNPAIR, where the labels refer to the following: (a) source code containing multiple files before a commit, (b) source code containing multiple files after a commit, (c) H-CNNDIFF token and file encoders, (d) concatenation operation, (e) commit-level feature vector, (f) fully connected softmax layer and (g) softmax output.

Figure 3.5: Illustration of HybridDIFF, where the labels refer to the following: (a) diff tokens extracted from source code, (b) path-contexts extracted from source code, (c) H-CNNDIFF token and file encoders, (d) Code2Vec without softmax layer, (e) concatenation operation, (f) commit-level feature vector, (g) fully connected softmax layer and (h) softmax output.
Each file-level input matrix is passed through the token encoder that computes a file-level feature vector. The token encoder consists of three temporal convolutional layers in parallel, each having multiple filters of varying window sizes. A temporal max-pooling operation is applied to these feature maps to retain the feature with the highest value in every map.

We use a file encoder to compute a commit-level feature vector from these file-level feature vectors in a similar manner. This high-level commit representation is passed to a fully connected softmax layer that outputs the probability distribution over the security relevance of the commit.

We modify the architecture of our model for every research question according to the changes in the input representation.

For RQ2, we extract commit-level feature vectors before and after a commit with two separate sets of token and file encoders, as shown in Figure 3.4. We then concatenate the commit-level feature vectors and pass it through a fully connected softmax layer that outputs the required probability distribution. We require two sets of encoders as we maintain two separate vocabularies for the tokens extracted from Java classes before and after a commit, preventing us from adopting a siamese architecture.

For RQ3, we build a hybrid model that computes two commit-level feature vectors for each commit: the first from the token-based H-CNN\textsubscript{DIFF} and the second from the path-based Code2Vec. We concatenate these feature vectors and then obtain the required output probability distribution as discussed in RQ2. The architecture of this model is shown in Figure 3.5.

For RQ4, we incorporate the following regularization techniques into our model: DropBlock which was shown to be effective for object recognition [16], and embedding dropout which was shown to be effective for language modelling [28]. We apply embedding dropout on the inputs and DropBlock on the activations of the convolutional layers of H-CNN\textsubscript{DIFF} and H-CNN\textsubscript{PAIR}; we refer to these variants as HR-CNN\textsubscript{DIFF} and HR-CNN\textsubscript{PAIR}, respectively. We apply the same regularization techniques to the token-based component of Hybrid\textsubscript{DIFF} while retaining the original architecture of the path-based Code2Vec component; we refer to this variant as R-Hybrid\textsubscript{DIFF}. As a regularized baseline, we also include R-LSTM\textsubscript{DIFF}, an adapted version of R-LSTM\textsubscript{TEXT} from Chapter 2 that learns from diff tokens.

3.4.4 Training and Hyperparameters

We train all of our models for a maximum of 30 epochs with an early stopping criterion of 5 epochs. All the convolutional layers in the token encoder and the file encoder have three fil-
ter windows of size 3, 5, and 7 with 100 feature maps each. For HR-CNN$_{DIFF}$, HR-CNN$_{PAIR}$ and R-Hybrid$_{DIFF}$, we use embedding dropout and DropBlock with dropout rates of 0.2 and 0.1 respectively. We set a temporal block size of 4 for DropBlock. For LSTM$_{DIFF}$ and R-LSTM$_{DIFF}$, we choose a hidden state size of 128. In the case of R-LSTM$_{DIFF}$, we apply embedding dropout and weight dropping with dropout rates of 0.2 and 0.1 respectively.

For the path-based models, we sample a maximum of 200 path-contexts from all the files modified in a commit. Like Alon et al. [4], we did not notice any improvement in the results when increasing the number of contexts beyond 200.

For all the neural network models, we use Adam [21] for optimization, with a learning rate of $1 \times 10^{-3}$ and batch size of 16. Further, we employ dropout with a rate of 0.5 on the fully connected layers of all neural network models for regularization.

### 3.5 Results and Discussion

We report the mean and standard deviation for accuracy and F$_1$ across fifty runs in Table 3.1. The best mean scores are bolded for each metric. While we also include the results of Commit2Vec (rows 5 and 6), it should be noted that Cabrera-Lozoya et al. [9] report results over a five-fold cross validation without separate validation and test sets. This difference could be exacerbated due to differences in implementation; Commit2Vec is built on Tensorflow, while our framework is based on PyTorch. Due to this difference in the experimental setup we have to be careful when making a comparison between any of the other models and Commit2Vec. The closest alternative is Code2Vec (rows 3 and 4), though it is not a replication of Commit2Vec since we pre-train the model differently as explained in Section 3.4.

We see that there is a considerable amount of overlap in the scores across different models in Table 3.1. While we can see that LR (row 1) and Code2Vec (rows 3 and 4) perform worse than rest of the bunch, it’s hard to conclusively answer any of our research questions without analyzing these results further.

We use Tukey’s test to find mean F$_1$ scores that are significantly different from each other. Tukey’s test is a multiple comparison statistical test that simultaneously compares the means of every treatment to the means of every other treatment. The null hypothesis being tested is that all classifiers perform the same (i.e., have the same mean F$_1$ scores) and the observed differences are merely random [35]. In applying this test, we assume that our test F$_1$ scores are normally distributed and homoscedastic for each model. We apply this test individually for every research question on the test F$_1$ scores of the models from
Table 3.1: Results with mean and standard deviation across 50 runs on the test set

<table>
<thead>
<tr>
<th>#</th>
<th>Input Representation</th>
<th>Model</th>
<th>Embedding</th>
<th>Accuracy</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bag of Words</td>
<td>LR</td>
<td>–</td>
<td>65.89</td>
<td>60.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>–</td>
<td>71.28</td>
<td>68.53</td>
</tr>
<tr>
<td>2</td>
<td>Bag of Paths</td>
<td>Code2Vec</td>
<td>Random</td>
<td>59.49 ± 2.97</td>
<td>64.36 ± 2.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>57.86 ± 2.40</td>
<td>60.55 ± 2.61</td>
</tr>
<tr>
<td>3</td>
<td>Commit Diff Tokens</td>
<td>LSTMDIFF</td>
<td>Random</td>
<td>68.92 ± 3.27</td>
<td>69.87 ± 2.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>72.12 ± 0.82</td>
<td>71.83 ± 0.66</td>
</tr>
<tr>
<td>4</td>
<td>Commit Diff Tokens</td>
<td>R-LSTMDIFF</td>
<td>Random</td>
<td>69.70 ± 4.44</td>
<td>73.41 ± 2.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>72.36 ± 3.79</td>
<td>74.31 ± 1.99</td>
</tr>
<tr>
<td>5</td>
<td>Commit Diff Tokens</td>
<td>H-CNNDIFF</td>
<td>Random</td>
<td>70.73 ± 4.81</td>
<td>74.21 ± 3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>72.35 ± 3.20</td>
<td>74.44 ± 1.81</td>
</tr>
<tr>
<td>6</td>
<td>Commit Diff Tokens</td>
<td>HR-CNNDIFF</td>
<td>Random</td>
<td>71.38 ± 6.79</td>
<td>75.07 ± 3.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>67.49 ± 5.66</td>
<td>72.00 ± 3.07</td>
</tr>
<tr>
<td>7</td>
<td>Paired Source Code Tokens</td>
<td>H-CNNPAIR</td>
<td>Random</td>
<td>71.50 ± 5.49</td>
<td>75.04 ± 3.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>66.15 ± 6.53</td>
<td>71.26 ± 3.15</td>
</tr>
<tr>
<td>8</td>
<td>Paired Source Code Tokens</td>
<td>R-HybridDIFF</td>
<td>Random</td>
<td>74.48 ± 3.45</td>
<td>76.63 ± 2.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>70.62 ± 3.37</td>
<td>73.09 ± 2.41</td>
</tr>
<tr>
<td>9</td>
<td>Paired Source Code Tokens</td>
<td>HR-CNNPAIR</td>
<td>Random</td>
<td>73.66 ± 3.43</td>
<td>76.00 ± 2.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>69.32 ± 4.91</td>
<td>72.16 ± 2.63</td>
</tr>
<tr>
<td>10</td>
<td>Paired Source Code Tokens</td>
<td>HybridDIFF</td>
<td>Random</td>
<td>70.70 ± 5.67</td>
<td>72.33 ± 4.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-trained</td>
<td></td>
<td>68.53 ± 5.46</td>
<td>71.26 ± 4.32</td>
</tr>
</tbody>
</table>
Table 3.2: Results from Tukey’s range test with a family-wise error rate of 0.05

<table>
<thead>
<tr>
<th>#</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Mean Diff.</th>
<th>P-adj</th>
<th>Reject?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Embedding</td>
<td>Model</td>
<td>Embedding</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>--------------------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>-------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Code2Vec</td>
<td>Random</td>
<td>LSTM_DIFF</td>
<td>Random</td>
<td>9.05</td>
</tr>
<tr>
<td>2</td>
<td>Code2Vec</td>
<td>Pre-trained</td>
<td>LSTM_DIFF</td>
<td>Pre-trained</td>
<td>13.77</td>
</tr>
<tr>
<td>3</td>
<td>Code2Vec</td>
<td>Random</td>
<td>H-CNN_DIFF</td>
<td>Random</td>
<td>10.71</td>
</tr>
<tr>
<td>4</td>
<td>Code2Vec</td>
<td>Pre-trained</td>
<td>H-CNN_DIFF</td>
<td>Pre-trained</td>
<td>11.45</td>
</tr>
<tr>
<td>5</td>
<td>Code2Vec</td>
<td>Random</td>
<td>Code2Vec</td>
<td>Pre-trained</td>
<td>-3.82</td>
</tr>
<tr>
<td>6</td>
<td>H-CNN_DIFF</td>
<td>Random</td>
<td>H-CNN_DIFF</td>
<td>Pre-trained</td>
<td>-3.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>H-CNN_DIFF</td>
<td>Random</td>
<td>H-CNN_PAIR</td>
<td>Random</td>
<td>1.56</td>
</tr>
<tr>
<td>8</td>
<td>H-CNN_DIFF</td>
<td>Pre-trained</td>
<td>H-CNN_PAIR</td>
<td>Pre-trained</td>
<td>1.09</td>
</tr>
<tr>
<td>9</td>
<td>H-CNN_PAIR</td>
<td>Random</td>
<td>H-CNN_PAIR</td>
<td>Pre-trained</td>
<td>-3.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Code2Vec</td>
<td>Random</td>
<td>Hybrid_DIFF</td>
<td>Random</td>
<td>7.97</td>
</tr>
<tr>
<td>11</td>
<td>H-CNN_DIFF</td>
<td>Random</td>
<td>Hybrid_DIFF</td>
<td>Random</td>
<td>-2.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>LSTM_DIFF</td>
<td>Random</td>
<td>R-LSTM_DIFF</td>
<td>Random</td>
<td>0.80</td>
</tr>
<tr>
<td>13</td>
<td>H-CNN_DIFF</td>
<td>Random</td>
<td>HR-CNN_DIFF</td>
<td>Random</td>
<td>-0.03</td>
</tr>
<tr>
<td>14</td>
<td>H-CNN_PAIR</td>
<td>Random</td>
<td>HR-CNN_PAIR</td>
<td>Random</td>
<td>-0.63</td>
</tr>
<tr>
<td>15</td>
<td>Hybrid_DIFF</td>
<td>Random</td>
<td>R-Hybrid_DIFF</td>
<td>Random</td>
<td>-1.07</td>
</tr>
</tbody>
</table>
Table 3.1. We do not show all pairwise comparisons in the tables but only those pairs that are relevant to each research question.

**RQ1: Are token-based models better than path-based models for identifying security-relevant commits?**

Both randomly initialized and pre-trained LSTM\textsubscript{DIFF} models outperform their Code2Vec counterparts with a mean difference of around 9 and 14 points respectively (Table 3.2, rows 1 and 2); similarly both H-CNN\textsubscript{DIFF} models outperform Code2Vec with a mean difference of around 11 points (Table 3.2, rows 3 and 4). Interestingly, the non-neural SVM baseline (Table 3.1, row 2) has better accuracy and F\textsubscript{1} scores on average than Code2Vec, and the highest precision among all the models. This is a substantial improvement, especially considering that unlike Code2Vec or Commit2Vec, all of these models (Table 3.1, rows 1–2 and 7–14) are trained on input representations extracted from only the commit diff, without using the source code or the metadata present in a commit. With these results, we conclude that token-based models are better than path-based models for the identification of security-relevant commits.

It is worth noting that both Code2Vec and H-CNN\textsubscript{DIFF} perform worse when pre-trained than when initialized randomly (Table 3.2, rows 5 and 6). In part, this could be due to the embedding layer being frozen in the pre-trained model but not in the randomly initialized one. It could also be due to the relatively smaller sizes of the datasets we use for pre-training; we discuss this further in Section 3.6. We also see a similar pattern for Commit2Vec (Table 3.1, rows 5 and 6) when pre-trained on the semantic labelling task. One side-effect of pre-training embeddings is that it results in consistently less variation in the performance of these models across different runs as the random seed has no effect on the initialization of embeddings (Table 3.1, rows 7–18).

Based on the model’s ability to predict method names in files across different projects, Alon et al. [4] claim that Code2Vec can be used for a wide range of programming language understanding tasks. However, for this specific task, most of our token-based models perform better than Code2Vec.

While Cabrera-Lozoya et al. [9] claim that pre-training tasks that are closer to the identification of security-relevant commits can improve the performance of Code2Vec, such a two-staged training process is a lot more involved as it requires a labelled training dataset and a relevant semi-supervised pre-training task along with the associated data. It might not always be possible to come up with a relevant task or a dataset large enough for pre-training.
Network architectures that are effective for a certain task, such as predicting method names, are not necessarily effective for other unrelated tasks. Choices between neural models should be made considering the nature of the task and the amount of training data available.

| Our results strongly show that token-based models are better than path-based models for the identification of security-relevant commits. |

RQ2: Does extracting file-level features before and after a commit improve the identification of security-relevant commits?

Of all the models considered in this study, H-CNN\textsubscript{PAIR} achieves the highest mean accuracy and F\textsubscript{1} scores (Table 3.1, row 15). We see an improvement of around 1.5 points on average with a randomly-initialized H-CNN\textsubscript{PAIR} compared to its H-CNN\textsubscript{DIFF} counterpart (Table 3.2, row 7).

On the other hand, there is not enough evidence to show that pre-trained H-CNN\textsubscript{PAIR} performs better than pre-trained H-CNN\textsubscript{DIFF}, even though the mean F\textsubscript{1} score has improved by more than one point (Table 3.2, row 8). In part, this could be due to the fact that H-CNN\textsubscript{PAIR} performs worse when pre-trained than when initialized randomly (Table 3.2, row 9), and the drop in performance is greater than what we see with H-CNN\textsubscript{DIFF}.

While we see improvements due to the additional contextual information available in paired source code tokens, we feel that our dataset is not large enough to train these models to effectively use this additional information, and that we’d see larger gains with a bigger dataset.

| Providing our models with additional contextual information by training them on paired source code tokens does improve the identification of security-relevant commits. |

RQ3: Do path-based and token-based models capture different signals when identifying security-relevant commits?

By combining the path-based Code2Vec and the token-based H-CNN\textsubscript{DIFF}, we get a hybrid model that performs better than Code2Vec, but not H-CNN\textsubscript{DIFF} (3.2, rows 10 and 11). Despite the additional information that could be present in the bag of paths input, Hybrid\textsubscript{DIFF} achieves accuracy and F\textsubscript{1} in the same ballpark as our token-based models (3.1,
row 19). These results show that Code2Vec does not capture any additional information compared to H-CNN$_{DIFF}$ for this task.

Since using pre-trained embeddings did not result in a noticeable difference in performance for both Code2Vec and H-CNN$_{DIFF}$, we skip that variant for Hybrid$_{DIFF}$.

While our results show that path-based models don’t capture any additional information compared to token-based models for the identification of security relevant commits, it is not possible to confirm this without manual analysis of the predictions of these models and categorizing them based on the vulnerabilities in the dataset.

RQ4: Does regularization improve the effectiveness of our models in identifying security-relevant commits?

In the case of the R-LSTM$_{DIFF}$, where we apply embedding dropout and weight dropping, we see an increase in the mean $F_1$ score over LSTM$_{DIFF}$. However, this increase is lower than what we observed in Section 2.5 for document classification, and is not significant enough to reject the null hypothesis (Table 3.2, row 12). Likewise, we do not have sufficient evidence to show that applying embedding dropout and DropBlock affects the performance of HR-CNN$_{DIFF}$ and HR-CNN$_{PAIR}$ (Table 3.2, rows 13 and 14). In the latter scenario however, we actually see a drop in mean $F_1$ scores. It would be useful to conduct a comprehensive ablation study to determine the individual effect of these regularization techniques on these models across a range of SE tasks.

However, interpreting these results is less straightforward in the case of the R-Hybrid$_{DIFF}$ (Table 3.2, row 15). Regularization decreases the mean $F_1$ score, and to a greater degree than in the other cases. This might be due to the fact that we only apply regularization to the token-based H-CNN$_{DIFF}$ component, while retaining the original architecture of the path-based Code2Vec component. Since we primarily focus on token-based models, coming up with regularization techniques for path-based models is outside the scope of this study.

We do not have sufficient evidence to show that applying embedding dropout, weight dropping or DropBlock for regularization improves the performance of our models.

Toward Robust Baselines. Looking at the standard deviation of the scores across different models allows us to compare the stability of these results. We feel that this is an important aspect to consider when training neural networks on smaller datasets, which is a typical scenario in SE. When training on a larger dataset, there is more data to order and
more weight updates to move away from a bad initialization [13]. However, on a smaller dataset like the one we use in this study, we can expect a much larger standard deviation of these scores across all models, as there are fewer weight updates to move away from a bad initialization. We see that this is indeed true, comparing the standard deviations from Table 3.1 to that of Table 2.2.

Most of the SE papers discussed in Section 3.2 that use neural networks in their approach treat scores as point estimates when comparing the performance of different models [4, 24, 41, 9]. While Cabrera-Lozoya et al. [9] do report standard deviations of their scores across five cross-validation splits, they draw their conclusions based only on a comparison of the mean scores.

3.6 Threats to Validity

The lexer and tokenizer we use from the javalang library target Java 8. We are not able to verify that all the projects and their forks in this study are using the same version of Java. However, we do not expect considerable differences in syntax between Java 7 and Java 8 except for the introduction of lambda expressions.2

There is also a question of to what extent the publicly disclosed vulnerabilities provided by Ponta et al. [36], used for evaluation in this study, represent the vulnerabilities found in real-world scenarios. While creating larger ground-truth datasets would always be helpful, it might not always be possible. To reduce the possibility of bias in our results, we ensure that we do not train commits from the same projects that we evaluate our models on. We also discard any commits belonging to the set of evaluation projects that are mined using regular expression matching.

Alon et al. [4] pre-train their model on 10M Java methods, much larger than the 700K Java methods we use in this study. It is possible that the performance of Code2Vec is considerably better than the results in Table 3.1 after pre-training on a larger dataset. Cabrera-Lozoya et al. [9] pre-train Commit2Vec on 12M Java methods and do not see an improvement compared to random initialization, thereby limiting this threat to validity, but not eliminating it due to differences in the experimental setup between our studies.

2 https://www.jcp.org/en/jsr/detail?id=335
3.7 Conclusions

In this study, we evaluate five different input representations for the identification of security-relevant commits with a family of hierarchical neural network models. We show that models such as LSTM_{DIFF} and H-CNN_{DIFF} that learn on commit diff tokens are more effective than path-based models such as Code2Vec and Commit2Vec. In fact, we find no benefit in these pre-trained path-based models for this task. Not only is such a two-staged training process more time- and compute-intensive, but these models actually perform worse than a simple LSTM baseline. We also observe how H-CNN_{PAIR} makes use of the additional contextual information available in paired source code tokens and improves upon H-CNN_{DIFF}. Finally, with the help of Hybrid_{DIFF}, we discuss why path-based models might not capture any additional information compared to token-based models for this task.
Chapter 4

Conclusions and Future Work

In this thesis, we show that simple neural models adapted from document classification, such as LSTM$_{\text{DIFF}}$ and H-CNN$_{\text{DIFF}}$, are effective in identifying security-relevant commits using just the commit diff tokens. In the process, we question the need for complex neural network architectures for document classification and establish strong neural baselines for the identification of security-relevant commits. As neural networks become more prevalent, one of the key takeaways for the SE community is the importance of robust baselines and an evaluation framework that compares performance metrics as distributions rather than individual data points. This would help researchers ensure the stability of their results and avoid erroneous conclusions [11].

While we only study the specific task of identifying security-relevant commits, our approach deserves exploration in other commit classification tasks as well. Such future research could be a step towards generalizing this thesis for commit classification altogether. Furthermore, it would be interesting to compare our models to the recent line of pre-trained Transformers, the state of the art for document classification.

Due to the limited number of ground-truth training samples, we are unable to exploit the full potential of deep learning. A reflection on the current state of labelled datasets in software engineering throws light on limited practicality of deep learning models for a lot of software engineering tasks [25]. This could potentially be solved with pre-trained deep language representation models for source code. Neural networks are becoming increasingly deeper and complex in the NLP literature, with significant interest in deep language representation models such as ELMo, GPT, and BERT [34, 38, 12]. Since all of these models are pre-trained in a semi-supervised manner, the vast amount of data available on GitHub can be used for this purpose. Such pre-trained models can be fine-tuned more...
effectively on smaller datasets [19]. Ongoing research on Transformer-based contextual embeddings for source code is a step towards this goal [19, 14]. Drawing parallels with the recent history of NLP research, we are hoping that future research in this direction will considerably accelerate progress in tackling software problems with deep learning.
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