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Abstract

The drive to reduce fossil fuel consumption due to its environmental impacts has generated renewed interest in employing magnesium (Mg), the lightest industrial metal, and its alloys in vehicle manufacturing. One of the qualifying metrics for structural application of Mg in transportation vehicles is its high durability. The low fatigue strength of these alloys has been an obstacle to using them in load-bearing components. Thus, methods for improving the fatigue properties of Mg alloys are of interest. Shot peening is a cold-working process employed to improve the fatigue properties of materials. The shot peening process induces compressive residual stress at the material’s surface and at a layer in the order of a few hundred micrometers deep, which improves the fatigue life by retarding the crack initiation as well as growth; however, the increased surface roughness has a detrimental effect on fatigue life. These competing effects of peening have created interest in finding the optimum peening intensity that will maximize fatigue life. Modeling reduces the cost of experimentally evaluating optimum peening conditions. However, modeling the shot peening of Mg alloys remains complicated due to the anisotropic and asymmetric properties of wrought Mg alloys, and the complex unloading behavior and rate-sensitivity behavior of these materials. To address these challenges, a comprehensive experimental and numerical-analytical study of shot peening on AZ31B-H24 rolled sheet was conducted and is reported in this thesis.

First residual stress distributions through the depth of the material were measured. Among the methods for residual stress measurement, X-ray diffraction (XRD) has attracted researchers’ attention because: 1) it is a non-destructive method; 2) it can measure residual stress at the surface, and 3) the spatial resolution can be less than 0.3 mm. However, due to the low x-ray mass attenuation coefficient of Mg alloys, x-ray penetration in the material is significant which needs to be accounted for. The residual stresses in as-received and shot peened AZ31B-H24 rolled sheet samples were measured using the 2D-XRD method. The electro-polishing layer removal method was used to find the residual stress pattern through depth. Due to the high depth of penetration, a correction had to be made to account for the penetration depth. The results showed that the corrected residual stresses in a few tens of micrometers layer from the surface were different from the raw stresses. To better estimate the residual stress distribution in a few micrometers from the surface, the grazing-incidence x-ray diffraction (GIXD) method was applied to evaluate the stresses in the surface layer. This study also showed how small uncertainty in measuring the observed residual stress and in evaluating the depth of the polished area in layer removal leads to high uncertainty in the corrected residual stresses. The XRD results showed the creation of compressive residual stress through the depth as well as a good agreement between the XRD and hole-drilling and GIXD results.
Modeling the shot peening process first requires an understanding of how Mg alloys behave at large strain values during loading-unloading. The tension-compression (TC) and compression-tension (CT) in the in-plane directions were obtained using an anti-buckling fixture. By comparing the compression part of the CT curves along the rolling direction (RD) with the ones using a cuboid sample, the negligible effect of using the anti-buckling fixture was shown. A novel fixture was designed to obtain the CT and TC curves in the through-thickness (normal direction: ND) of the rolled sheet, which is only 6.3 mm thick. FEM was employed to evaluate the consistent area for strain measurement using DIC in the designed setup. The CT and TC curves along ND were obtained using the new fixture. The results of the new fixture were verified by comparing the curves obtained by the new fixture in RD with those obtained by using the anti-buckling fixture.

Different effects of shot peening on the AZ31B-H24 rolled sheet were characterized in this study by measuring the residual stress and micro-hardness distribution through the depth, followed by measuring surface roughness and texture evolution at the surface of samples shot peened under Almen intensities ranging from 0.05 mmN to 0.6 mmN. To obtain the optimum peening intensity, rotating bending fatigue tests were performed on peened samples at different intensities. It was found that increasing the peening intensity, increases the surface roughness and hardness at the surface layer. In addition, the depth of the maximum compressive stress and the depth of the induced compressive residual stress layer have a direct relation with the peening intensity. The material showed a high sensitivity to shot peening under different intensities, due to the over-peening effects in the peening on Mg alloys. Peening at the optimum intensity increases the fatigue strength moderately, from 130 MPa to 150 MPa.

During investigations to find an accurate and a computationally efficient method for capturing the complex behavior of Mg alloys, it was found that stringent assumptions are needed to allow for a closed-form analytical solution when calculating residual stresses induced by shot peening. This limits the application of these models to idealized conditions. On the other hand, and because of the complex behaviors of Mg alloys, such as complex unloading behavior and rate-sensitivity, it is difficult to provide numerical solutions such as finite element that are capable of mimicking actual material’s behavior once it is released from an over-strain loading state. Moreover, modeling full coverage shot peening condition is time-consuming and computationally expensive. A single-shot finite element model was combined with an analytical model using actual loading-unloading material behavior to propose a hybrid FEM-analytical model for prediction of the residual stress distribution in shot peening. First, the shot peening process was divided into a loading phase, modeling the impact of a shot and substrate, and an unloading phase, modeling the rebounding of the shot. Finite element was employed to model a single shot impingement on a substrate using the actual loading properties of the substrate. Using the results of the loading phase, an analytical
model was proposed to predict stresses due to the unloading phase, using the actual unloading behavior of the material. The proposed hybrid model accounts for the actual behavior of a material, actual elastic-plastic contact analysis, strain rate effect, and friction. The model was then verified by predicting residual stresses induced in a SAE1070 and an Al2024-T351 sheet. Results were compared with the available experimental results and showed close agreements.

The application of the proposed hybrid numerical-analytical model was extended to use with an asymmetric and anisotropic material that also has complex unloading behavior, i.e., Mg alloys. First, the loading state of material under peening and the effects of the material’s asymmetry and anisotropy were discussed, then the numerical modeling of the loading step was provided. Finally, the actual unloading curves, measured using the designed fixture, of the material were used to estimate the residual stress profiles. The strain rate effect was also considered in the modeling. The results were matched closely with the XRD and hole-drilling experimental measurements.
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Nomenclature

\(a\)  Radius of indentation
\(A\)  Cross-section area of the target material
\(D\)  Shot diameter
\(d\)  Lattice spacing
\(E\)  Young’s modulus
\(E_H\) Contact equivalent Young’s modulus
\(h\)  Target thickness
\(I\)  Moment of inertia of the target material
\(l\)  X-ray Intensity
\(k\)  Efficiency coefficient
\(p_0\) Maximum contact pressure
\(V\)  Shot velocity
\(w\)  Target width
\(z\)  Depth
\(\alpha\) Ratio of plastic to elastic radius of indentation
\(\gamma\) The angle along each diffraction ring, orthogonal to the \(2\theta\) direction
\(\varepsilon\) Strain
\(2\theta\) Diffraction angle
\(\lambda\) Wavelength
\(\mu\) Linear absorption coefficient
\(\nu\) Poisson’s ratio
\(\rho\) Density
\(\sigma\) Stress
\(\varphi\) Rotation angle about the surface normal
\(\psi\) Tilt angle between the specimen’s normal surface and the diffraction vector
\(\omega\) X-ray incident angle

Subscripts
\(0\)  Stress-free
\(eq\)  Equivalent
\(s\)  Shot
\( t \) Target

\( y \) Yield

\( z \) Depth

Superscripts

0 Initial

\( e \) Elastic solution

\( ep \) Elastic-plastic solution

\( un \) Unloading
Chapter 1
Introduction

1.1 Research motivations

Steel and aluminum have been the dominant materials in vehicle manufacturing since the 1920s [1]. The material selected for a vehicle’s construction is a key factor in the vehicle’s overall weight and therefore is directly linked to its fuel efficiency. As legislative requirements for cleaner and safer vehicles are forcing automakers to reduce the amount of exhaust emissions, and as carbon dioxide emission is in direct proportion to fuel consumption [2], car weight has become one of the most critical criteria in efficient designing of vehicles. Reducing the automotive weight by a certain amount will result in a similar percentage of improvement in the fuel economy [1]; as a result, interest in magnesium (Mg), the lightest engineering metal commercially available, has increased in the auto industry [2], [3].

Volkswagen was the first automotive company to apply Mg, in its Beetle model, which used 22 kg of Mg in each car [4]. Porsche first worked with a Mg engine in 1928 [2]. Since then, the average usage of Mg in the automotive industry has grown by 10-15 percent annually over the past 15 years to an average of 10-12 lbs. (range 1-35 lbs.) [5]. To decrease the weight of a car, the use of light metals should be extended to load-bearing structural components. Many such components are under cyclic loading that can fail due to the fatigue mechanism. Thus, significant research is still needed to enhance Mg’s mechanical properties in order to extend its applications in this industry.

Shot peening has been widely used to improve the fatigue life of different materials since the 1920s. The shot peening process induces compressive residual stress at the material’s surface and at a layer in the order of a few hundred micrometers deep; this is beneficial, but it also increases surface roughness, which has a negative effect on fatigue strength. The trade-off of these effects forces researchers to find the optimum peening process parameters. To this end, a verified method for finding the optimum peening conditions for Mg alloys is needed. However, while the investigation of optimal peening parameters has been an active research topic for the past 15 years [6], the modeling of shot peening and the gathering of experimental measurements on Mg alloys remain challenging due to the material anisotropy, asymmetry and high depth of x-ray penetration through the depth of Mg alloys. A key factor in evaluating the optimum peening condition is to model the residual stress distribution through the depth of peened samples. Available modeling methods of the shot peening process are not capable of modeling the anisotropic and asymmetric materials. Therefore, developing a method that can capture the actual complex properties of Mg alloys is of significance. In addition, there is no study regarding the characterization and finding the optimum
peening condition for the AZ3B-H24 rolled sheet. These needs have motivated the research as described in this thesis.

1.2 Research objectives

The major objectives of this study are as follows:

1.2.1 Modeling the residual stress distribution after shot peening of Mg alloys

The main objective of this study is to provide a method to capture the complex material properties of Mg alloys in modeling the residual stress profile induced in the peening process. The new method should automatically be capable of evaluating the residual stresses in materials with isotropic and symmetric properties such as steel and aluminum alloys. Therefore, first, the proposed model is verified by modeling the residual stress distribution on steel and aluminum alloys, then extended to capture the properties of Mg alloys.

1.2.2 Characterization and experimental evaluation of the optimum shot peening condition to enhance the fatigue life of AZ31B-H24 rolled sheet

This study characterizes the effects of shot peening under different conditions on the AZ31B, most widely used Mg alloy, rolled sheet, including residual stress, micro-hardness, surface roughness, and texture evolution. This characterization is necessary to investigate reasons for improved fatigue life. In addition, such characterization could be employed in future studies to verify the modeling of different effects of peening on the material. The optimum peening situation is experimentally obtained by evaluating the fatigue lives of the peened samples under different peening conditions. Then, the samples are peened at the optimum intensity, and the S-N curves of the as-received samples and peened ones are compared to investigate the effect of peening on the improvement of the fatigue life of the material.

1.3 Thesis overview

In addition to the current chapter, there are seven more chapters, including five manuscripts either submitted or ready for submission in peer-reviewed journals.

Chapter 2 is divided into two sections: background and literature review. The background section discusses the significance of using Mg alloys in the automotive industry, then the shot peening process is introduced and different parameters involved in this process are discussed. The background section is followed by an introduction to the fundamentals of measuring residual stress using two-dimensional x-ray diffraction (2D-XRD). In the literature review section, two types of shot peening modeling, analytical and
finite element modeling (FEM), are introduced and reviewed. Finally, relevant studies on the effects of shot peening on Mg alloys are discussed.

Chapter 3 discusses the residual stress measurement through the depth of Mg alloys, using XRD. The primary purpose of this study is to model the residual stress distribution through the depth of the AZ31B-H24 peened samples. To verify the modeling, it is necessary to accurately measure the residual stresses experimentally. XRD is among the most used methods for residual stress measurement. As x-rays penetrate Mg alloys too deeply, one of the objectives of the current research is to address the challenges involved in residual stress measurement of Mg alloys using XRD and to show the steps required to evaluate the errors in stress measurement on Mg alloys.

In Chapter 4, large-strain loading and unloading behaviors of the AZ31B rolled sheet are evaluated. Shot peening generates large plastic deformations on the substrate as the shots impact the material. Modeling the residual stress distribution induced in a material requires the loading-unloading properties to be known in advance, so the tension-compression (TC) and compression-tension (CT) stress-strain curves need to be evaluated. As Mg alloys are asymmetric and anisotropic, its TC and CT curves differ from each other and they also differ when tested in different directions. In this research, the properties in the rolling direction (RD) and transverse direction (TD) are evaluated using a new anti-buckling fixture and the effect of using the anti-buckling has been discussed. In normal direction (ND) of the sheet, a novel fixture has been designed in order to obtain the CT and TC curves of a sample with a total length of 6.1 mm.

In Chapter 5, different effects of shot peening on the AZ31B rolled sheet are evaluated. These effects include residual stress and micro-hardness distributions through the depth, surface roughness measurement and texture evolution at the surface, and fatigue life. The samples are peened under different conditions and in different directions. Rotating bending tests are conducted to obtain the optimum peening intensity at which the peening maximizes fatigue life. Finally, the S-N curves of the as-received samples and peened samples at the optimum intensity are obtained and compared to each other.

Chapter 6 discusses the analytical and finite element modeling of the shot peening process in detail and discusses the shortages of existing methods and proposes a new hybrid analytical-numerical method that predicts the residual stress distribution more accurately and easily. It also provides a general solution that accounts for the actual loading-unloading behavior of a material, actual elastic-plastic contact analysis, strain rate effect, and friction. In this method, the loading step of the peening process is modeled using FEM, and the unloading part is modeled analytically. The results are compared with the available experimental measurements for steel and aluminum alloys and show that this hybrid modeling provides accurate residual stress distribution prediction through the depth of the materials.
Chapter 7 employs the hybrid analytical-numerical method proposed in the previous chapter to model an asymmetric and an anisotropic material that also has complex unloading behavior such as the Mg alloys. The results of residual stress distribution through the depth of Mg alloys are compared with experimental measurements done by XRD and hole-drilling methods. This section extends the application of the hybrid method to asymmetric and anisotropic materials with customized hardening behavior and confirms the capability of the proposed hybrid method to model materials with complex behavior.

The main contributions of this work and future research directions are presented in Chapter 8: Conclusions and Future Works.
Chapter 2
Background and literature review

This chapter consists of two major parts: 1) introducing background knowledge on magnesium (Mg) alloy, the shot peening process, and residual stress measurement using X-ray diffraction (XRD); and 2) assessing the current literature on modeling the shot peening process, including on the analytical and the numerical modeling of residual stress distribution. This section concludes with a discussion of the peening of Mg alloys and a review of studies that have attempted to identify the optimum peening parameters.

2.1 Background

2.1.1 Mg alloys

One of the world’s lightest known metals, Mg, is abundant in both seawater and the earth’s crust and was first extracted and refined by Sir Humphrey Davy in 1808 [7]. About a century later, this metal began to be employed in the automotive industry, especially in the manufacture of the Volkswagen beetle [4]. At that time, Mg was generally used as an alloying element in aluminum alloys rather than as a structural material. However, some technical problems and a demand for higher performance in the automotive industry led to a decline in the use of Mg [8].

Since 1990, the drive to reduce fossil fuel consumption due to its environmental impact has generated renewed interest in employing Mg and its alloys in the automobile and aerospace industries and for other structural applications [9]. Currently, the use of Mg alloys, particularly wrought Mg, which has specific valuable characteristics, is expanding rapidly in North America and Europe [2].

Magnesium has a range of useful properties that enables it to be exploited on a commercial scale. It has a density of $1.75 \text{ gr/cm}^3$, roughly one quarter that of steel and two-thirds that of aluminum, and offers the highest stiffness to weight ratio among the common engineering metals [7]. Other advantages of Mg and its alloys are their good castability, suitability for high pressure die-casting, good machining behavior, weldability under controlled atmosphere, and availability [8]. However, some of Mg’s shortcomings (e.g., inadequate strength at high temperatures, poor cold workability, weak corrosion resistance [10]–[13]) have restricted its use for many applications [9]. Moreover, its complicated behavior (e.g., asymmetric mechanical behavior under tension and compression, anisotropic properties related to the direction of a structure in some cases) can make analyzing the behavior of Mg difficult [9], [14]. The asymmetry in Mg alloys, unlike strength differential effect [15] which is pressure dependent, is due to its hexagonal lattice.
crystal structure. The hexagonal close-packed (HCP) crystal does not have enough basal slip systems at room temperatures to provide uniform deformation [16]–[18], causing the poor deformability at low temperatures. Another deformation mechanism in HCP metals is twinning [17], [18]; however, only the extension twinning on the (1012) plane is active at room temperature [16]–[18]. Figure 2.1 shows the primary slip deformation mechanisms and also the pyramidal twin plane.

![Figure 2.1 Predominant slip and twin planes in HCP metals](image)

Several researchers have investigated the monotonic and fatigue behavior of Mg alloys (AZ31 in [20]–[33], ZEK-100 in [34], AZ80 in [35]–[39], and ZK60 in [40], [41]) including the loading path sensitivity [42], [43]. The other disadvantage of Mg is that it is not possible to use conventional alloying techniques to alleviate some of these undesirable properties. The solubility of alloying elements in Mg is limited, restricting the possibility of improving its mechanical properties and chemical behavior. In addition, some of its properties are related to its microstructure; for example, the hexagonal crystal structure of Mg limits its inherent ductility [8]. Adding various elements to Mg such as aluminum, zinc, manganese, and zirconium can improve some of its properties. For example, aluminum is added to Mg to provide solid solution strengthening and to facilitate age-hardening [44]. This combination also increases tensile strength and hardness. The addition of small amounts of zinc to Mg elevates its corrosion resistance [45]. Aluminum and zinc combined with Mg constitute the AZ group of alloys, which have greater mechanical strength, castability, workability, formability, weldability, and corrosion resistance than pure Mg alone. In AZ alloys, manganese is often added (usually less than 1wt%) to refine the grain size of the alloy [46]. This combination results in better ductility and castability, higher strength, and enhanced energy absorption. When zinc and zirconium are added to Mg to produce the ZK group of alloys, the hot workability of the material is improved [47]–[51]. This enhancement is important to the manufacture of parts that require hot working processes such as hot rolling and forging.
2.1.2 Shot peening process

Shot peening is a cold-working process primarily used to enhance the fatigue life of metallic structural components. Small particles – typically made of hard metal, glass, and ceramics – are used to impact the surface of the structural component at a velocity of 30-100 m/s. The result of these impacts is the local plastic deformation. The induced plastic layer is approximately several hundred micrometers thick, and a compressive residual stress field develops in the near-surface layer of the structural component.

Residual stress is defined as stress that remains in material, at equilibrium, after removal of all external loads [52]. The compressive stress induced by shot peening prevents a crack from forming by negating the tensile loading contribution of the cyclic stress amplitude of fatigue. A crack cannot grow theoretically through the compressive stress field; hence, fatigue life increases.

Many shot-peening parameters that affect the residual stress and fatigue properties of shot-peened samples can be classified into the following three groups [53]:

- Shot parameters: Type, size, shape, density, hardness, yield strength, stiffness, etc.
- Target parameters: Hardness, yield strength, stiffness, work hardness, chemical composition, pre-stress condition, etc.
- Flow parameters: Mass flow rate, pressure, velocity, angle of impingement, standoff distance

In industry, two control parameters – peening intensity and surface coverage – have been suggested as sufficient to characterize the effectiveness and the repeatability of the shot peening process. Shot peening intensity is related to the amount of kinetic energy transferred from the shot stream to the sample during the process. The Almen intensity method, widely used to quantify peening intensity [54], is calculated by measuring the maximum height of the standard Almen strips after shot peening. To determine the Almen intensity of a given process, a certain number of strips must be peened under the same peening parameters but for different exposure times. A saturation curve can then be evaluated by plotting the arc height at different exposure times. Saturation time (T) is the earliest point at which doubling the exposure time (2T) changes the height of the strips by no more than 10%. Under those conditions, the Almen intensity is the specific arc height obtained at saturation time (T). In Figure 2.2, Almen strips are shot peened under the same conditions as the sample under the peening process. When they are removed from the fixture, strips are deformed due to unbalanced residual stresses. Figure 2.3 shows the saturation curve of the shot peening.
The second key shot-peening parameter is surface coverage, which is defined as the ratio of the area covered by peening impingement to the total treated surface area, expressed as a percentage [56]. In general, it is difficult to confirm a 100% coverage rate; thus, 98% of surface coverage is usually considered as a full coverage condition. A higher coverage percentage can be achieved by extending the duration of full coverage (e.g., 200% coverage by doubling the exposure time of full coverage) [57].

2.1.3 Residual stress measurement using XRD

The measurement of residual stress by XRD relies on the fundamental interactions between the wavefront of the x-ray beam and the crystal lattice. A crystalline material is made up of many crystals, defined
as solids composed of atoms arranged in a periodic pattern in three dimensions. These periodic planes of atoms can cause constructive and/or destructive interference patterns by diffraction. The nature of the interference depends on the inter-planar spacing (d), and the wavelength of the incident radiation (λ). The strain-free crystal Bragg’s law is given by equation (2.1). As shown in Figure 2.4, in a stress-free sample, the x-rays are diffracted at an angle of θ₀; changing the lattice spacing (d) causes a shift in the diffraction angle.

\[ \lambda = 2d_0 \sin(\theta_0) \]  

(2.1)

The application of stress will change the lattice spacing, and that, according to Bragg’s law, leads to a change in the diffraction angle. Bragg’s law for the second state is given by equation (2.2).

\[ \lambda = 2d \sin(\theta) \]  

(2.2)

![Figure 2.4 Bragg's law for strain measurement [59]](image)

The sin²ψ method is one of the most common and simplistic XRD methods for residual stress measurement, and standardized approaches using this method have already been suggested [60]. One problem with the sin²ψ method, however, is that it is not easy to make accurate residual stress measurements for large grain or highly textured metals when employing only one-dimensional detectors. In the last twenty years, an XRD method for residual stress measurement, which uses two-dimensional (2D) detectors, has been developed. The method focuses on the direct relationship between the stress tensor and the distortion of the diffraction cones.

The fundamentals and details of 2D-XRD have been described well in a book [59]. However, a standard methodology for 2D-XRD has not been established yet, as this method has only been relatively recently applied to residual stress measurements. 2D-XRD approaches collect data with an area detector (also referred to as a 2D detector), collecting more data points in less time than previous 1D-XRD approaches. The diffraction pattern gathered with an area detector provides a 2D frame. Figure 2.5 shows
the sample orientation on the machine stage that will be used in the residual stress measurements using 2D-XRD.

**Figure 2.5 Sample orientation angles on stage** [59]

When the x-ray incident beam reaches a specimen, the x-rays are reflected through diffraction in two conic sections. 1D detectors capture only one point of the cones, while 2D detectors capture a part of the diffraction cone as a diffraction ring. Figure 2.6 shows the diffraction cones.

**Figure 2.6 Diffraction cones** [59]

For residual stress measurement using 2D detectors, there are two cones (a distorted diffraction cone due to the applied stress and a diffracted cone from the unstressed sample) as shown in Figure 2.7. The bright rings (unstressed diffraction cones) are stress-free and, as a result, the 2θ angles are constant at all γ angles. However, the dark rings are the cross-sections of the distorted diffraction cones due to the presence of stresses.
Figure 2.7 Diffraction cones and distorted diffraction cones [59]

$2\theta$ is a function of angles $\gamma$, $\omega$, $\psi$, and $\phi$ and can be shown as $2\theta = 2\theta(\gamma, \omega, \psi, \phi)$ [59]. Thus, the strain calculated by the $2\theta$ shift is a function of $(\gamma, \omega, \psi, \phi)$, as shown in equation (2.3).

$$
\varepsilon(\gamma, \omega, \psi, \phi) = \ln \frac{d}{d_0} = \ln \frac{\sin(\theta_0)}{\sin(\theta)} = \ln \frac{\lambda}{2d_0\sin(\theta)}
$$

(2.3)

where $d_0$ and $\theta_0$ are the stress-free values, and $d$ and $\theta$ are measured values from the points on the distorted diffraction ring corresponding to $(\gamma, \omega, \psi, \phi)$.

To measure the residual stress using the XRD method, it is necessary to obtain the diffraction ring of one specific lattice plane in different orientations, given there are six unknown values to be determined. Equation (2.4) shows the system of equations that should be solved to obtain the residual stress tensor.

$$
f_{11}\sigma_{11} + f_{22}\sigma_{22} + f_{33}\sigma_{33} + f_{12}\sigma_{12} + f_{13}\sigma_{13} + f_{23}\sigma_{23} = F(\theta_0, \theta)
$$

(2.4)

Takakuwa and Soyama [61] optimized the number of orientations to achieve acceptable results. Their experiments were conducted on three stainless steel specimens. Different combinations of the tilt angle between the specimen’s normal surface and the diffraction vector ($\psi$) and the rotation angle about its surface normal ($\phi$) were studied with a view to finding the optimum condition.
2.2 Literature review

This section reviews the literature on analytical and numerical modeling of the shot peening process and the effects of shot peening on Mg alloys.

2.2.1 Analytical modeling of the shot peening process

Shot peening dynamically transfers a small amount of energy to the surface of a target workpiece via small metallic, glass, or ceramic shots. In effect, the energy transferred to the workpiece creates a small indentation. This permanent indentation indicates that plastic deformation has occurred, and residual stress at and under the surface of the target material has formed. Plasticity theory is an integral part of modeling the residual stress. The theory of plasticity has been in development throughout the last 100 years. As a result, shot peening has received considerable theoretical attention only during the last 40 years. Plasticity theory provides the tools necessary to predict when yielding in a material will occur. Several yield criteria have been proposed and employed to model plastic flow in a large variety of materials. For example, the Von Mises criterion is widely used to solve the residual stresses induced by shot peening [56].

In general, the process of shot peening can be divided into two phases: 1) shot impacting and penetrating into the substrate-the loading phase; and 2) shot rebounding from the substrate-the unloading phase. The loading phase includes high strain-rate impact and severe localized plastic deformation. The unloading phase includes elastic unloading, which may or may not include reverse yielding. Therefore, shot peening is a highly nonlinear process due to severe plasticity, shot-substrate contact, and elastoplastic unloading.

The earliest analytical technique used to solve the residual stresses induced by shot peening, developed by Flavenot [62], was based on the concept of a stress source. The source of stress is introduced to the material from the peening process, take for example an Almen strip confined by a holder. During and just after peening, the holder exerts an axial force and bending moment on the strip to prevent it from elongating and deflecting. However, once removed, the strip is free to bend and elongate, and therefore an axial and bending stress is induced within the specimen. The stress source is not equilibrated and is considered to be the residual stress that develops in a semi-infinite surface (e.g., very thick plate) and is governed by the laws of elasticity. Using the principle of superposition, the stress source ($\sigma_x^{ind}$) is summed with both the axial ($\sigma_x^{force}$) and bending ($\sigma_x^{bending}$) stresses to allow for equilibrium to occur (Figure 2.8). Flavenot used the experimental equation for the normal strain through the depth and developed his proposed function for the residual stress. In this semi-analytical method, the distribution of residual stress through the depth is modeled as a function of the plate deflection and the diameter of plastic indentation on the
surface of the sample. Al-Hassani [63] used an analogy with the pressurized spherical cavities to model the shot peening of materials with elastic-perfectly plastic behavior. He assumed that the stress field below the indentation can be interpreted as a spherical cavity undergoing elastic-plastic deformation.

\[ \sigma_{x}^{\text{ind}} \]

\[ F_x \quad M_y \]

\[ \sigma_{x}^{\text{force}} \quad \sigma_{x}^{\text{moment}} \]

\[ h \]

![Diagram](image)

**Figure 2.8 Definition of the stress source (\( \sigma_{x}^{\text{ind}} \)) and equilibrium of peened sample after relaxation from the fixture [64]:** a) Sample is peened inside a fixture, \( \sigma_{x}^{\text{ind}} \) is the induced residual stress, \( F_x \) and \( M_y \) are the axial force and bending moment applied by the fixture, b) the axial normal and bending stresses due to the force and moment of the fixture, c) residual stress profile (\( \sigma_{x}^{\text{res}} \)) after relaxation of the plate from the fixture

Li et al. [65] developed a method for considering the strain hardening in modeling. They employed the Hertz contact theory [66] to estimate stress components in the surface layer of a peened material. They considered the modeling as a quasi-static problem where a shot is pressed into a semi-infinite solid. Based on the assumption of the relevancy of the ratio of the plastic to elastic indentation radii to the ratio of the plastic strain to elastic strain, they converted their proposed elastic solution to a plastic one. Iliushin's elastic-plastic theory [67] was employed to calculate the elastic-plastic stresses. In the unloading step, Li et al. [65] assumed that after reverse yielding, the plastic strain deviators take on a form similar to that of the elastic strain deviators. A noticeable limitation in their approach was the use of an empirical equation based on a static force.

To remove the empirical equation, Shen and Atluri [68] proposed calculating the plastic indentation by using the average pressure distribution put forward by Al-Hassani [69], which acts to counter the force of the impinging shot and accelerates it away from the surface. Later, Franchim et al. [70] investigated the effect of the plastic behavior of the target material on the compressive residual stress profile using the Ramberg–Osgood and Ludwick constitutive models. Their results showed that the hardening properties of materials play a significant role in residual stress profile prediction.

Miao et al. [64] presented an analytical model based on the Hertz contact theory for the prediction of Almen intensity and residual stress distribution on an Almen strip. Using their model, the influence of shot-peening parameters (e.g., shot type, size, velocity, and peening angle) on the Almen intensity can be studied.
easily. This study was aimed at estimation of the velocity of shot peening based on a desired Almen intensity for industrial applications. Their results showed a fairly accurate estimation of the residual stress profiles for the shot peening of steel alloys [64].

Sherafatnia et al. [71] produced an analytical model by modifying the work of Shen [68], in which the modifications are related to the friction coefficient effect and the fraction of kinetic energy transmitted to the treated material. Moreover, the effect of the Coulomb friction between the target surface and the shots was evaluated. To accomplish this, the interior stresses caused by tangential tractions of friction force were determined analytically. They developed an analytical model with two modifications as follows: (1) the stresses created due to Coulomb friction are added to the stresses caused by normal pressure, and (2) the percentage of the energy transferred from a shot stream to the media is developed with the function of shot velocity. Experiments were carried out on medium carbon steel to validate the results from the analytical model. The results of the comparison indicate that the analytical relations agree well with the experimental data.

Sherafatnia et al. [72] extended the analytical modeling of shot peening to consider the initial residual stresses in the material. The effect of a primary hardened surface layer was also taken into account by adjusting the yield stress of the material for each point through the depth. They used silicon carbide to grind 0.4 mm off the surface, and then peened the samples. The evaluations of the residual stress distribution were obtained for both conditions, peening of the ground samples, and also for peening on the as-received material without initial surface treatment.

2.2.2 Finite element modeling of the shot peening process

The development of FEM and computational power have made numerical modeling of the shot peening process possible. Numerical modeling provides more details such as different stress and strain components, which are not possible to obtain in the analytical modeling. It also needs fewer assumptions than the ones in analytical modeling. The earliest numerical modeling of the peening process involved modeling a limited number of shots and predicting the residual stress profile based on those shots. These models (shown in Figure 2.9) gradually developed from 2D simulations [73] to 3D modeling [74]–[76]. These studies mostly focused on how changing the peening parameters affects residual stress distribution. The 2D model was introduced by Mori et al. [73] and simulated the plastic deformation of the target. They used an axisymmetric 2D model to predict the plastic deformation in peening by one shot. In FEM of the peening process, symmetry cells were employed to lower the computational costs. The modeling of a finite number of shots is important because it cannot be assumed that the residual stress due to one-shot is similar
to the residual stress in full coverage peening. In addition, in the case of modeling only a single shot, evaluation of the surface roughness is impossible. Meguid et al. developed FEM for single-shot [74] and twin-shot impacts [75] to investigate the effects of shot velocity and separation distance on plastic deformation and residual stresses. They also employed a multiple impingement model using a rate-sensitive material to conduct dynamic analysis [76] and determined the material damping parameters in order to dampen numerical oscillations [76]. They found that shot peening involves strain rates in the order of $10^5$ 1/s (i.e., quite a high rate); therefore, strain rate effects should be incorporated into any modeling. Using a 3D model with two symmetry surfaces, Guagliano found a relation between the residual stresses in a peened samples to Almen intensity. As such he was successfully able to relate the Almen intensity to the shot velocity [77].

The next step in modeling the peening process was to approximate 100% coverage peening by using a finite number of shots and calculating the average of residual stresses through the depth so as to obtain the residual stress distribution. Multiple impact models with predefined assembly patterns have also been widely studied in the literature. Majzoobi et al. [78] presented a numerical model that included multiple shot impacts of 4, 6, 8, 9, 13, and 25 beads at specified locations, in order to reproduce a uniform residual stress profile through the depth. They found that under those peening conditions and symmetry cell geometry (0.8 x 0.8 x 1.6 mm), 25 shots lead to a consistent residual stress distribution between points A, B, C, and D (Figure 2.10(b)). Comparing the uniform residual stress with the experimental results showed satisfactory results. Meguid et al. [79], Kim et al. [80], and Kubler et al. [81] applied the idea of an area average solution to a symmetry cell to obtain a realistic residual stress distribution through the depth. In this approach, the average residual stress, in all elements at a specific depth from the surface, is introduced as the amount of shot peening induced residual stress at that depth.

Later, random multiple impact models were proposed to simulate the shot peening process more realistically. In this approach, the number of shots to achieve the full coverage condition should be known and is obtained using one of two approaches. First, the number of shots is estimated in advance using the Avrami equation [82]. This statistical-based method evaluates an appropriate number of impingements in the simulation, in an effort to achieve a given coverage for a given target area and is used in studies by Miao [57]. Second, the surface treatment after each shot impact is monitored, and the coverage at each step is evaluated. In this method, a subroutine is linked to the FEM software to compute the coverage in each step and stop the modeling when full coverage occurs. Gangaraj [83], Bagherifard et al. [84], and Xiang et al. [85] employed this method to present an actual coverage evolution.
Figure 2.9 Development of FEM modeling of shot peening process from a) 2D [73] to b) 3D model with two symmetry surfaces [74], c) modeling twin shot impact [75], d) 3D model with four symmetry surfaces [76]

Figure 2.10 FEM of peening [78] using four symmetry cells a) nine-shot impingement b) the target plate the impact points of 25-shot impingement modeling

To optimize multiple random peening modeling computationally while keeping it accurate, mesh analysis and assembly studies have been done by Miao et al. [57] and Gariepy et al. [86]. The random FEM proposed by Miao et al. [57] consisted of four square regions in the surface plane and two regions through
the depth. In Figure 2.11 (a), the shots impact the surface within region 3, and region 4 is used for the residual stress measurements.

Later, Gariepy et al. [86] modified and optimized the geometry introduced by Miao et al. [57] and proposed the geometry dimensions of the surface regions (Figure 2.12) for $l$, $t_{\text{int}}$, and $t_{\text{ext}}$ to be 0.75, 0.125, and 0.75 mm. The element sizes are also mentioned in Table 2.1.

![Figure 2.11 Surface geometry and regions for 3D random FEM [57], a) surface geometry and regions, and b) the meshed sample and two regions through the depth.](image)

![Figure 2.12 a) Schematic view of the regions at the surface and b) 3D meshing and assembly of multiple random peening](image)
In addition, to optimize the modeling time of multiple random shot impingement, Gariepy et al. [86] showed that two shots have independent effects if they are 0.1 mm apart in the z-direction. They also determined that two simultaneous impacts (two shots at the same height) can be considered separately if the minimum distance between them is 2xD$_{\text{shot}}$. Using a DSLR camera with a macro lens, they also experimentally confirmed the distance between the two shots is greater than the minimum distance obtained for shot assembly in FEM.

<table>
<thead>
<tr>
<th>Mesh type</th>
<th>Dimension</th>
<th>Location, X-Y</th>
<th>Location, Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>0.1x D$_{\text{shot}}$</td>
<td>Region 1</td>
<td>Lower layer</td>
</tr>
<tr>
<td>Fine</td>
<td>0.05x D$_{\text{shot}}$</td>
<td>Regions 2-4</td>
<td>Upper layer</td>
</tr>
</tbody>
</table>

Table 2.1 element size [86]

Regarding the modeling on Mg alloys, Shayegan et al. [87] modeled the cold spray process on an AZ31B substrate, then evaluated the effect of cold spray parameters on the residual stress profile through the depth using LS-DYNA software. An asymmetric material model was used to capture the asymmetric behavior of AZ31B. The minimum difference between the predicted and measured stress at the surface was 27%.

### 2.3 Shot peening on Mg alloys

This section discusses the literature related to the shot-peening of Mg alloys. It is notable that only experimental studies exist; there is no modeling in the literature investigating shot peening on Mg alloys. The various substrate materials, shot materials and sizes, and Almen intensities, used in the peening processes of Mg alloys are summarized in Table 2.2.

Dorr et al. [88] reported the results of shot peening on 2024 Al-T4 and Mg alloy AZ80 using various peening media (cast steel, ceramic, and glass beads), peened at various intensities. It was shown that the fatigue performance depends mainly on the Almen intensity, and a change in the shot material at the same intensity does not affect fatigue performance. They captured the sensitivity of the fatigue life of AZ80 to the peening intensity, as shown in Figure 2.13. However, they did not observe high sensitivity in 2024 Al alloy.
Table 2.2 Summary of studies on the effect of shot peening on Mg alloys

<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Shot material</th>
<th>Shot diameter (mm)</th>
<th>Almen intensity (mmN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[88], 1999</td>
<td>AZ80</td>
<td>Glass, Steel, ...</td>
<td>0.66</td>
<td>0.03-0.9</td>
</tr>
<tr>
<td>[89], 1999</td>
<td>AZ80</td>
<td>Glass, Steel</td>
<td>0.36 and 0.65</td>
<td>0.04-0.62</td>
</tr>
<tr>
<td>[90], 2003</td>
<td>wrought AZ80</td>
<td>Steel</td>
<td>0.36</td>
<td>0.18- 0.55</td>
</tr>
<tr>
<td>[91], 2005</td>
<td>wrought AZ80</td>
<td>Glass</td>
<td>0.3-0.4</td>
<td>0.04-0.4</td>
</tr>
<tr>
<td>[92], 2009</td>
<td>Cast Magnesium A8</td>
<td>Glass</td>
<td>0.245</td>
<td>0.127</td>
</tr>
<tr>
<td>[93], 2009</td>
<td>ZK60-T5</td>
<td>Glass</td>
<td>0.35</td>
<td>0.02-0.4</td>
</tr>
<tr>
<td>[94], 2010</td>
<td>wrought AZ80</td>
<td>Glass, B30, Ce-ZrO2</td>
<td>0.3-0.8</td>
<td>0.04-0.06</td>
</tr>
<tr>
<td>[95], 2011</td>
<td>Mg-10Gd-3Y alloys</td>
<td>Glass</td>
<td>0.35</td>
<td>0.05-0.6</td>
</tr>
<tr>
<td>[96], 2011</td>
<td>ZK60</td>
<td>Glass</td>
<td>0.35</td>
<td>0.02-0.4</td>
</tr>
<tr>
<td>[97], 2011</td>
<td>ZK60-T5, ZK60</td>
<td>Glass</td>
<td>0.35</td>
<td>0.1-0.4</td>
</tr>
<tr>
<td>[98], 2018</td>
<td>AZ31B</td>
<td>Ceramic</td>
<td>0.1-0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Wagner [89] investigated the effect of shot peening on the fatigue performance of titanium, Al, and magnesium alloys. He also discovered the high sensitivity of AZ80 to the peening intensity, as shown in Figure 2.14. He concluded that although compressive residual stress occurs with the peening of Mg alloys, surface roughness or tiny cracks induced during the shot peening process critically affect the materials’ fatigue performance.

![Figure 2.13 Fatigue life of a) 2024 Al-T4 and b) AZ80 alloys peened at different intensities [88]](image-url)
Wendt et al. [90] evaluated the effects of test temperatures ranging from -25°C to 50°C on the fatigue life of peened AZ80. They found that shot peening improves fatigue life at all temperatures, but minimal improvement occurs at 0°C. Zhang et al. [91] studied the influence of shot peening on the fatigue performance of extruded AZ80, and also reported on AZ80’s sensitivity to the peening intensity (Figure 2.15). After evaluating the effects of peening intensity on the surface roughness and micro-hardness through the depth, they concluded that higher Almen intensity leads to a higher roughness and micro-hardness at the surface and a deeper plastically deformed layer. Shot peening at the optimum intensity improved the endurance limit of AZ80 by about 60%. They claimed that the reason for the over-peening effect is the increase of the surface roughness and also the creation of micro-cracks at higher intensities.
Barry et al. [92] explored how shot peening affects the fatigue life of the sand-cast A8 Mg alloy. After peening at one intensity (0.245 mmN) and a coverage of 200%, they reported an increase of 30% in the endurance limit of this material. In addition, the peened samples had significantly higher surface roughness than the as-machined samples.

Liu et al. [93] studied the effects of shot peening at different intensities on the fatigue performance of ZK60-T5 and also observed the over-peening effect on ZK60 (Figure 2.16). Peening at the optimum intensity of 0.05 mmN was found to increases the fatigue strength (at 10^7 cycles) from 150 to 195 MPa.

![Figure 2.16 Fatigue life of ZK60 at different Almen intensities, tested at stress amplitudes of 185 and 200 MPa [93]](image)

To assess the effect of shot peening on notched AZ80 (Kt=2.3), Zhang et al. [94] used various shot peening media at various Almen intensities. They claimed that no over-peening effect is observed in the peening of notched samples. Moreover, in contrast to the smooth samples, in notched samples, the fatigue cracks initiate from the materials’ surface due to their high stress concentration factor.

Liu et al. [95] studied how shot peening affects the fatigue performance of Mg–10Gd–3Y Mg alloys under four different conditions: as-cast, cast-T6, as-extruded, and extruded-T5. They found that the optimum peening intensities for the four conditions were 0.40, 0.50, 0.10 and 0.10 mmN, respectively. Peening at the optimum intensities for each material improved fatigue endurance limits by about 35%, 19%, 43%, and 45%, respectively.

An examination of shot peening’s influence on the fatigue life enhancement of extruded ZK60 Mg alloy by Dong et al. [96] concluded that the process can significantly improve the fatigue life of a smooth ZK60 sample (e.g., the fatigue strength at 10^7 cycles changed from 140 to 180 after peening at the optimum
intensity). They claimed that the limited deformability of magnesium alloys at room temperature leads to micro-crack initiation and results in Mg alloys’ sensitivity to peening intensity.

Liu et al. [97], considering the effect of shot peening on notched ZK60 and ZK60-T5 Mg alloys ($K_t=2.3$), observed the optimum intensities of 0.3 and 0.4 mmN, followed by fatigue strength changes from 150 and 155 MPa to 220 and 240 MPa for the two material respectively.

Bagherifard et al. [98] studied severe shot peening on AZ31B to get nano-grains to improve the properties of this alloy for a biological environment. They considered an Almen intensity of 0.4 mmN, 1000% coverage as the severe shot peening condition (SSP) and compared the results with a conventionally shot peened (CSP) sample (Almen intensity of 0.15 mmN and 100% coverage). They found a thicker affected surface layer in the SSP and finer grains than in the CSP. In addition, both of the processes involved randomized textures at the surface layer. As expected, the CSP has a smoother and less-defective surface. The residual stress measurements showed higher and deeper compressive residual stresses after the SSP treatment.
Chapter 3

On the Residual Stress Measurement of Mg alloys Using Two-dimensional X-ray Diffraction

Abstract

Due to the low x-ray mass attenuation coefficient, x-ray penetration in magnesium alloys is significant. To measure the surface, and through the depth residual stresses in magnesium alloys, a correction needs to be made to account for the depth of penetration. The residual stresses in as-received and shot peened AZ31B-H24 rolled sheet samples were measured using the 2D-XRD method. The electro-polishing layer removal method was used to find the residual stress pattern through the depth. The results showed that the corrected residual stresses in a few tens of micrometers layer from the surface are different from the raw stresses; the corrected stresses predict negligible tensile residual stresses up to 40 micrometers below the surface, while the raw data shows compressive residual stress between -10 to -20 MPa. To better estimate the residual stress distribution in a few micrometers from the surface, grazing-incidence x-ray diffraction (GIXD) method was applied to evaluate the stresses in the surface layer. Additionally, the lateral cross-section of the peened specimens confirmed the presence of micro-cracks in this region, causing to vanish the residual stresses. The difference between the corrected and raw data becomes negligible after around 100 micrometers below the depth. Also due to the low x-ray absorption coefficient of Mg alloys, this study shows how small uncertainty in measuring the observed residual stress and in evaluating the depth of the polished area in layer removal lead to high uncertainty in the corrected residual stresses. The XRD results show the creation of compressive residual stress through the depth as well as a good agreement between the XRD and hole-drilling and GIXD results.

Keywords- Residual stress measurement, X-ray diffraction, Magnesium alloys, Stress correction factors, Shot peening

3.1 Introduction

Magnesium (Mg), the lightest commercially available industrial metal, is of growing interest to automotive companies who are now motivated to increase the fuel efficiency of vehicles by decreasing their weight through employing lightweight materials such as Mg alloys. Using these alloys in load-bearing components, first requires that their fatigue life be improved. Different processes induce different residual stresses in materials. Shot peening, welding, machining, cold spray, and laser shock peening are examples
of processes that induce residual stress in a material. Among the methods for residual stress measurement, x-ray diffraction (XRD) has attracted researchers’ attention because: 1) it is a non-destructive method; 2) it can measure residual stress at the surface, and 3) the spatial resolution can be less than 0.3 mm. The sin²ψ method is the most common XRD method for residual stress measurement, and standardized approaches using this method have already been suggested [60]. One problem with this method, however, is that accurate residual stress measurement for large grain or highly textured metals is difficult when employing only one-dimensional detectors. Applications for two-dimensional x-ray diffraction (2D-XRD) theory discovered in 1999 have since been developed [59]. The 2D-XRD method focuses on the direct relationship between the stress tensor and the distortion of the diffraction cone. The fundamentals and details of 2D-XRD have been described well in [59]. However, a standard methodology has not yet been established as this method has only recently been applied to residual stress measurements.

One of the most applicable equations governing x-rays, Bragg’s law (equation 3.1), shows that diffraction patterns are produced when diffracted beams interfere constructively.

\[ n\lambda = 2d\sin(\theta) \]  

(3.1)

In equation 3.1, d is the interatomic lattice spacing between two planes, and \( \theta \) is half of the diffraction angle. The concept of measuring the residual stress using XRD is based on the relation between the lattice spacing and the diffraction angle, meaning that the applied stress changes the diffraction angle in 1D detectors or distorts the diffraction ring in 2D detectors. To measure the residual stresses using the 2D-XRD method, it is necessary to obtain the diffraction ring of one specific lattice plane in different orientations. Takakuwa and Soyama [61] optimized the number of sample orientations to achieve acceptable results. They measured the residual stresses from three different processes, annealing, cavitating jet in the air, and disc grinding, using combinations of sample orientations, aiming to obtain the minimum number of orientations for reliable measurements.

For measuring the residual stress distribution through the depth of material, there are two methods: layer removal technique and grazing-incidence x-ray diffraction (GIXD) method. The layer removal method is widely used to polish the surface of a material to remove a thin layer from the surface of a material using an elector-polisher. GIXD is a non-destructive method that uses different low incident angles for providing the different depth of penetrations through the depth [59], [60], [99]. Depending on the material’s mass attenuation coefficient, the maximum penetration depth achievable with the GIXD method varies significantly. Both methods require the application of corresponding stress correction factors [59], [60], [99].
XRD method has been employed to measure the residual stress in Mg alloys in several studies. All use \( \sin^2\psi \) method for stress measurement and layer removal for evaluation of residual stress distribution through the depth. In the shot peening process, Zhang and Lindemann [91], Liu et al. [95], Liu et al. [97], Zinn and Scholtes [100], and Bagherifard et al. [98] evaluated the residual stress distribution due to the shot peening of AZ80, Mg–10Gd–3Y, ZK60, AZ31, and AZ31B, respectively. In welding processes, different studies have been done on measurement of the residual stresses due to welding of Mg alloys at different distances from the weld centerline: friction stir welding/processing of AZ31 [101]–[103], friction stir welding of ZK60 [104], tubular laser welding of AZ31 [105], butt joint welding of AZ31B and 304L steel alloy by hybrid laser-TIG [106], and laser beam welding of AZ31B [107]. The residual stress in longitudinal and transverse directions of AZ91 welded by a CO\(_2\) laser as well as the in-depth distribution of residual stress using layer removal method was studied by Kouadri and Barrallier [108]. Various researchers have measured the residual stresses induced in manufacturing of various materials: due to machining of AZ31B [109], due to dry and cryogenic machining of AZ31B on the surface and sub-surface in circumferential and axial directions [110], cold expansion of AZ31B sheets [111], [112], and due to equal-channel angular pressing of AZ31 [113]. A few other studies have considered processes such as cold spray [87], [114]–[117] and laser shock peening [118]. Shayegan et al. [87] measured the residual stress in cold sprayed AZ31B and mentioned that corrections have been applied, but did not discuss the calculation of error bars. Finally, the in-depth residual stress distributions in laser shocked peened samples of AZ31B were measured using the layer removal method by Zhang et al. [118].

The x-ray mass attenuation coefficient is a material constant that indicates the level of x-ray penetration through the depth of a material. The higher the coefficient, the lower the penetration through the depth. As Mg has a low density and low atomic number, its x-ray mass attenuation coefficient is very low resulting in deeper x-ray penetration as compared to materials with higher atomic numbers such as steel alloys. In this case, measured residual stress by XRD will only be an average over considerable depth and would require correction. Most of the literature on the measurement of residual stress through the depth of Mg alloys have not addressed this shortfall, or have not discussed how it was handled when processing the XRD raw data. In this paper, we have addressed the effect of low x-ray mass attenuation coefficient of Mg on residual stresses induced after shot peening of an AZ31B-H24 Mg sheet. The stress correction factors due to the x-ray depth penetration and layer removal are applied to raw data to evaluate the actual residual stress at each depth. The error bars associated with the corrected stresses are calculated by combining the uncertainties in observed residual stresses and in depth measurements of removed layers in electropolishing. The corrected stress profiles are compared with the results of GIXD in the vicinity of the surface.
layer. To verify the results of having no residual stress close to the surface after shot peening, the surface topography of the lateral cross-section of the as-received and peened samples are evaluated using an optical microscope to confirm the existence of micro-cracks. Further comparison is made with residual stress measurement using the hole drilling method.

3.2 Material and Experimental Procedure

3.2.1 Material

The material used in this study is the AZ31B-H24 rolled sheet with a thickness of 4 mm. The chemical composition of this alloy is shown in Table 3.1 [119]. The density and Young’s modulus of elasticity are 1770 Kg/m3 and 45 GPa, respectively [120].

<table>
<thead>
<tr>
<th>Composition</th>
<th>Al</th>
<th>Zn</th>
<th>Mn</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight %</td>
<td>2.73</td>
<td>0.915</td>
<td>0.375</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Table 3.1 Chemical composition of AZ31B rolled sheet [119]

Texture measurements were carried out on a Bruker D8 Discover X-ray diffractometer equipped with a VÅNTEC-500 2D detector using Cu-\(K_\alpha\) beam radiation at 40 kV and 40 mA. The process involved measuring the incomplete pole figures of \(\{0001\}\), \(\{10\overline{1}0\}\), \(\{10\overline{1}1\}\) and \(\{1\overline{1}02\}\) planes for tilt angle \(\psi\) between 0° and 75° and in axis rotation \(\phi\) between 0° and 360°, as described in [121]. The complete pole figures were obtained using DIFFRAC.TEXTURE software, version 3.0.4 developed by Bruker AXS.

3.2.2 Shot peening

Shot peening is widely used in the industry to enhance the fatigue strength of materials. This process impinges small shots on the target surface at a velocity of 30-100 m/s. The resulting specific plastic deformation of the surface layer creates compressive residual stress in this layer. Inducing the compressive residual stress is beneficial as it retards the crack initiation and growth in load-bearing components. Metal Improvement Co., in Brampton, shot peened the samples with an Almen intensity of 0.4 mmN, a working distance of 10 cm, in full coverage, and vertical peening. Glass and steel shots with respective diameters of 350 and 280 micrometers were used. The Mg samples were cut to the dimensions of 35 x 35 x 4 mm.

3.2.3 X-ray diffraction

The residual stress measurements were performed on the samples, using a Bruker D8-Discover equipped with a VÅNTEC-500 area detector, with a radius of 135 mm. The two main tubes used in XRD
machines are Cu and Cr ones. The effects of these two x-ray sources on the diffraction pattern of AZ31B and on residual stress measurement are discussed in the results section. Due to the higher mass attenuation coefficient of the Cr tube compared to the Cu one, x-rays penetrate Mg alloys less when a Cr tube is used. However, as the most commonly used tube for XRD is the copper radiation source [122]–[124], in this study, the Cu tube has been selected for stress measurements. It provides bright and sharp peaks for many materials; however the use of Cu-Kα radiation in alloys containing iron results in fluorescent background intensities that reduce the signal-to-noise ratio [122], [125]. Thus, Cu-Kα radiation was used at 40kV and 40 mA. The collimator size was 1.0 mm. Samples were mounted on a motorized stage. To obtain the optimum x-ray exposure time, the AZ31B samples were impinged at different exposure times, with and without sample oscillation. For testing with sample oscillation, amplitudes of 1.3 and 1.2 mm, and speeds of 3.5 mm s⁻¹ and 5.5 mm s⁻¹ for the X and Y axis were used, respectively. As discussed in the introduction, according to Bragg's law, the d value is related to the diffraction angle, so any change in the lattice spacing shifts the diffraction angle to the left or right. The diffraction angle (2θ) shifts can be used to calculate residual stress. In general, to obtain the stress tensor at a point, there are six unknown stress values. Thus, to evaluate the residual stress components, the sample should be tested in different orientations to find all the stress values. Different angles and orientations are demonstrated schematically in Figure 3.1 [61].

![Figure 3.1 Sample orientation guide [61]](image)

The orientations used for each residual stress measurement are listed in Table 3.2 [61].

<table>
<thead>
<tr>
<th>Ψ (°)</th>
<th>Φ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0, 45, 90, 135, 180, 225, 270, 315</td>
</tr>
<tr>
<td>50</td>
<td>0, 45, 90, 135, 180, 225, 270, 315</td>
</tr>
</tbody>
</table>
Equation 3.2 shows the system of equations that should be solved to obtain the residual stress tensor.

\[ f_{11}\sigma_{11} + f_{22}\sigma_{22} + f_{33}\sigma_{33} + f_{12}\sigma_{12} + f_{13}\sigma_{13} + f_{23}\sigma_{23} = F(\theta_0, \theta) \]  

(3.2)

Based on the results of x-ray exposure time, samples were scanned for 60 s at each orientation. The Debye–Scherrer diffraction rings were collected using the area detector in a 2-D diffraction image. The planes of 1124 \((2\theta_0 = 99.22^\circ)\), 2023 \((2\theta_0 = 90.45^\circ)\), and 2131 \((2\theta_0 = 96.833^\circ)\) were used for stress measurements. Leptos software, version 7.8 developed by Bruker AXS, was used for residual stress calculation.

### 3.2.4 Layer removal for through-depth measurement

Electro-polishing, a chemical etching process, is used to remove a thin layer of surface material. In this process, a sample is made to act as the anode in an electrolytic cell. A thin material layer is removed, without inducing any residual stress that can happen in mechanical layer removal. A probe is placed at the surface of the sample and, by applying a voltage over a specific time, the material is removed via the electro-polishing process. To measure the residual stress through the depth, the layer removal method using an electro-polishing device was employed. For this purpose, the Proto electrolytic Model 8818-V3, working at the voltage of 50V and the probe diameter of 15 mm, was used to remove a layer without inducing residual stresses. The electrolyte was mixed as a combination of ethanol 95%, distilled water, and perchloric acid 60%, based on the ASTM standard [126]. For measuring the residual stress through the depth, first, the stress was measured at the surface using XRD, then a few micrometers of the surface were removed by the electro-polisher, and the depth of polishing was measured using a dial indicator. Again the newly revealed surface was exposed to the x-ray for stress measurement.

### 3.2.5 Stress correction methods

There are two stress correction factors that must be applied; first, due to the x-rays penetration depth [59] and second, because of the effect of the stress re-distribution after layer removal [60]. The first stress correction factor, related to the x-ray depth penetration, is necessary for measuring the residual stress through the depth of Mg alloys because of its low mass attenuation coefficient (39.79 cm²/gr for the Cu-Kα beam) [127]. Respectively, 50% and 90% of the exposed x-rays are diffracted from the surface up to 36.2 μm and 126.8 μm through the depth. These penetration depths for steel alloys in which the mass attenuation coefficient is 299.7 cm²/gr [127] are 1.1 μm and 3.7 μm for 50% and 90% of x-ray diffraction, respectively. As such, for steel alloys, the observed stress can be considered as a surface (actual) stress, but in Mg alloys, the stress correction factor should be applied to compensate for the volume of element exposed
to the ray. Consequently, by measuring the stress before and after polishing, and knowing the depth of polishing, the actual residual stress at the surface can be evaluated. Figure 3.2 shows the concept of the diffraction of x-rays from different locations through the depth.

Figure 3.2 Concept of stress correction factor due to x-ray depth penetration through the depth

The method of correcting the observed residual stress after each polishing step is described in [60] and [128]. The ratio, $G_z$, of the diffracted beam from the surface to the depth $z$, $I_z$, to the total impinged intensity, $I_T$, is calculated using equation 3.3,

$$G_z = \frac{I_z}{I_T} = 1 - \exp\left[ -\mu z \left( \frac{1}{\sin \omega} + \frac{1}{\sin(2\theta - \omega)} \right) \right]$$  

(3.3)

where $\mu$, $z$, $\omega$, and $2\theta$ are the linear absorption coefficient, depth, incident angle, and diffraction angle, respectively. The linear absorption coefficient is calculated by multiplying the density by the mass attenuation coefficient. By defining $A$ as shown in equation 3.4,

$$A = \mu \left( \frac{1}{\sin \omega} + \frac{1}{\sin(2\theta - \omega)} \right)$$  

(3.4)

equation 3.3 can be rewritten to equation 3.5.

$$G_z = 1 - e^{-Az}$$  

(3.5)

Using the concept of weight averaging, the observed stress at each depth is obtained by equation 3.6 [59].

$$\bar{\sigma}(z) = \frac{\int_{z}^{\infty} \sigma(\tau) e^{-A(\tau-z)} d\tau}{\int_{z}^{\infty} e^{-A(\tau-z)} d\tau}$$  

(3.6)
By differentiating equation 3.6 with respect to \( z \) and simplifying, the corrected stress (\( \sigma \)) is evaluated from the measured (observed) residual stresses (\( \hat{\sigma} \)), using equation 3.7.

\[
\sigma_i = \hat{\sigma}_i - \frac{1}{A} \left( \frac{\hat{\sigma}_{i+1} - \hat{\sigma}_i}{z_{i+1} - z_i} \right)
\]  

(3.7)

The second stress correction factor is concerned with the re-distribution of residual stresses after removing a layer. When a stressed layer is removed, the residual stress measured in the sub-surface layer must be corrected to consider the effect of stress relaxation created by removing that stressed layer. Figure 3.3 demonstrates the concept of the correction factor due to the re-distribution of residual stresses after layer removal, showing the actual residual stresses \( \sigma_i \) before polishing, plus the measured residual stresses after each layer-removal step \( \hat{\sigma}_i \).

![Figure 3.3 Stress correction factor due to re-distribution of residual stress after layer removal for flat plate](image)

Using the theory of elasticity and Taylor’s series, equation 3.8 provides the method for stress correction after layer removal for a flat sample [60], where \( H \) is the initial thickness of the substrate, and \( z_i \) is the updated thickness of the material after layer removal.

\[
\begin{align*}
\sigma_1 &= \hat{\sigma}_1 & \text{For surface point} \\
\sigma_i &= \hat{\sigma}_i - 4\hat{\sigma}_{i-1} \left( z_{i-1} \right) & \text{For other points}
\end{align*}
\]  

(3.8)

### 3.2.6 Grazing-incidence X-ray Diffraction method (GIXD)

The grazing-incidence method is introduced to non-destructively measure the residual stresses in samples having a stress gradient in the surface and sub-surface layer. As shown in equation 3.3, the x-ray depth penetration is a function of the linear absorption coefficient, incident angle, and diffraction angle. Thus, to change the penetration depth, one or a combination of these three parameters should be modified. The first approach to change the x-ray penetration depth starts with a change in the linear absorption
coefficients and uses incident rays with a different energy. This approach is used in some methods such as neutron diffraction [129]. The second approach uses different diffraction angles and has been used in [130] and [131] for measuring the residual stress in thin films and coatings, respectively. The third approach uses various incident angles, which provides different penetration depths in each measurement [99], [132], [133]. The relation of the incident angle and x-ray depth penetration provides an opportunity to obtain the stress profile within a few to several tens of micrometers without layer removal in Mg alloys. In this method, a corresponding depth for an incident angle is defined as a thickness in which 50% of the impinged rays are diffracted up to the desired depth [59]. So, considering $G_z = 0.5$, the associated effective depth can be calculated by equation 3.9. Figure 3.4 shows the concept of reducing the x-ray penetration depth through the thickness of a material and effective depth ($\bar{z}$), where 50% of the incident beams are diffracted up to that depth.

$$\bar{z} = \frac{0.693 \sin \omega \cdot \sin(2\theta - \omega)}{\mu (\sin \omega + \sin(2\theta - \omega))}$$

(3.9)

Figure 3.4 X-ray penetration through the depth of material, using lower incident angle and corresponding effective depth

Therefore, the corrected stress values are calculated as shown in equation 3.10 [59].

$$\sigma_1 = \hat{\sigma}_1$$

For surface point

$$\sigma_i = (\hat{\sigma}_i - \hat{\sigma}_{i-1}) \exp\left(\frac{z_{i-1}}{z_i}\right) + \hat{\sigma}_{i-1}$$

For other points

(3.10)

To avoid the defocusing problem in small incident angles, a smaller collimator with a diameter of 0.3 mm was used in this study. Thus, the x-ray exposure time was increased to 12 min in each orientation to capture enough intensity. Table 3.3 shows the effective depth that x-ray penetrates Mg alloys using the Cu-Kα source, associated with each x-ray incident angle for $2\theta_0 = 99.22^\circ$. 
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Table 3.3 Cu-Kα effective penetration depths for Mg alloys, corresponding to different incident angles

<table>
<thead>
<tr>
<th>$\omega$ (°)</th>
<th>$\bar{z}$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.7</td>
</tr>
<tr>
<td>10</td>
<td>14.3</td>
</tr>
<tr>
<td>15</td>
<td>19.8</td>
</tr>
<tr>
<td>25</td>
<td>28.3</td>
</tr>
<tr>
<td>35</td>
<td>33.8</td>
</tr>
</tbody>
</table>

3.2.7 Error calculation

This section attempts to provide a method for calculating error in the corrected stresses due to the layer removal and depth penetration corrections. The error of corrected stresses was calculated based on the root mean square approach. In this method, if $R$ is a function of $X_1, X_2, \ldots, X_n$ with respective errors of $\omega_1, \omega_2, \ldots, \omega_n$ (equation 3.11),

$$R = f (X_1 \pm \omega_1, X_2 \pm \omega_2, \ldots, X_n \pm \omega_n)$$  \hspace{1cm} (3.11)

then the error in $R$ is calculated using equation 3.12.

$$\omega_R = \left(\left(\omega_1 \frac{\partial R}{\partial X_1}\right)^2 + \left(\omega_2 \frac{\partial R}{\partial X_2}\right)^2 + \cdots + \left(\omega_n \frac{\partial R}{\partial X_n}\right)^2\right)^{1/2}$$  \hspace{1cm} (3.12)

The error bar of the observed stress measurement was obtained to include the three measurements at different hkl planes plus the error bar calculated by the Leptos software for each stress measurement. The accuracy of measuring the polishing depth using the dial indicator was ±6 μm.

3.2.8 Hole drilling

The residual stresses were measured by the hole-drilling method as well. In this method, strain gauges are attached to the surface of a material, and a drill tool creates a hole. By measuring the strain relaxation through the drilling, the residual stress distribution through the depth can be calculated [134]. In this study, an MTS3000, Sint Technology hole-drilling machine was used to measure the residual stress profile through the depth. Conventional HBM three-element strain gauge rosettes were installed on the surface of the AZ31B rolled sheet. The 400,000 rpm rotation speed of a drill tool with a 2 mm diameter was performed to create a shallow hole in the center of the strain gauge rosettes as shown in Figure 3.5.
Figure 3.5 Hole drilling experiments set-up, showing the drilling tool in the center of the strain gauge rosettes

3.3 Results and Discussion

Figure 3.6 shows the texture of the as-received material, showing a strong basal texture in the normal direction (ND) of the sheet, which is typical in rolled magnesium alloy.

![Figure 3.6 Texture of AZ31B-H24 rolled sheet with 4 mm thickness](image)

Figure 3.6 Texture of AZ31B-H24 rolled sheet with 4 mm thickness

Figure 3.7 shows the effect of sample oscillation and exposure time on the estimation of the diffraction angle. It indicates that 60s exposure time when using oscillation would be enough. As expected, the sample oscillation yields less variation and dampens the variation of peak angle measurement. Oscillating the sample also has the benefit of measuring the residual stress based on the residual stress distribution at different locations. In this case, the results would be the average residual stress in the x-ray exposed area.

The diffraction patterns of AZ31B-H24 using Cu-Kα₁ and Cr-Kα₁ are shown in Figure 3.8. Using the Cu tube, the peaks are much sharper and more intense. However, when the goal is to find the high diffraction angles in stress measurements (Figure 3.9), both Cu and Cr tubes provide comparable peak to noise ratios.
The main difference between Cu and Cr tubes in stress measurement is in their mass attenuation coefficients, which result in each having different penetration depth through the Mg alloys. Table 3.4 provides the mass attenuation coefficients of these two x-ray beams, used in stress measurement of Mg alloys, and also provides associated depths where 50% and 90% of the x-rays are diffracted. Cr-Kα₁ has lower penetration, with 90% of the detected beams diffracted up to 40.05 μm. Although this depth is 68% less than the corresponding depth when using the Cu tube, the stress correction factors must still be applied.
when there is a high residual stress gradient through the thickness of a material. This penetration depth is calculated assuming the same diffraction angle of 99.22° for both tube materials, and it is assumed that the tube and the source are at the same angle, half of the diffraction angle (Brag’s condition). As discussed in section 2, the Cu tube has been selected for the rest of the stress measurements.

![Diffraction pattern of AZ31B-H24, using Cu-Kα₁ and Cr-Kα₁ beams](image)

**Figure 3.9 Diffraction pattern of AZ31B-H24, using Cu-Kα₁ and Cr-Kα₁ beams**

Figure 3.10 demonstrates the results of the observed (before stress correction) residual stress in the shot peened plate using the steel shot in the rolling direction (RD) and transverse direction (TD). It shows that the residual stresses are very close to each other in RD and TD, a fact which is in agreement with the axisymmetric nature of the texture along the ND (Figure 3.6). Thus, as the material is approximately in-plane isotropic [121], the residual stresses are similar in RD and TD. From this point on, the reported residual stress measurement results are the average values of residual stresses in RD and TD.

**Table 3.4 Mass attenuation coefficients of different x-ray beams used in stress measurement of Mg alloys and associated depths where 50% and 90% of the x-rays are diffracted**

<table>
<thead>
<tr>
<th>Beam</th>
<th>Mass attenuation coefficient (cm²/gr) [127]</th>
<th>Depth associated with 50% of diffraction (μm)</th>
<th>Depth associated with 90% of diffraction (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-Kα₁</td>
<td>39.79</td>
<td>38.16</td>
<td>126.78</td>
</tr>
<tr>
<td>Cr-Kα₁</td>
<td>125.9</td>
<td>12.06</td>
<td>40.05</td>
</tr>
</tbody>
</table>
Figure 3.10 Observed residual stresses (before stress correction) induced after peening using steel shots along RD and TD

Figure 3.11 shows the observed residual stress measurement results obtained from the Leptos software. The error bars were calculated based on three measurements at three lattice planes of $\langle 11 \bar{2} 4 \rangle$ ($2\theta_0 = 99.22^\circ$), $\langle 20 \bar{2} 3 \rangle$ ($2\theta_0 = 90.45^\circ$), and $\langle 21 \bar{3} 1 \rangle$ ($2\theta_0 = 96.833^\circ$). This figure indicates a negligible residual stress in the as-received AZ31B-H24 rolled sheet, and also compressive residual stress distributions in the sub-surface layer of the peened samples. The two peened profiles are in a good agreement at the measurements of the surface residual stress, maximum compressive residual stress and its corresponding depth. However, the sample peened with steel shots shows a deeper depth of compressive residual stress. The results of this figure should be corrected using the two stress correction factors as they are shown in Figure 3.12.
Figure 3.11 Observed (before stress correction) residual stress on as received AZ31B—H24 plate and after shot peening with steel and glass shots

Figure 3.12 Corrected (actual) residual stress on the as-received AZ31B—H24 plate and after shot peening with steel and glass shots
The hole-drilling method was also used to measure the residual stress in the same as-received and shot peened samples. Figure 3.13, Figure 3.14, and Figure 3.15 show the results of the corrected residual stresses in the as-received sample and induced by the peening process with steel and glass shots, respectively, and a comparison with the hole-drilling results. All the XRD and hole-drilling methods evaluate a similar residual stress distribution through the depth. In the as-received sample, both XRD and hole drilling methods predict negligible residual stresses through the depth. In the peened samples, in particular, the hole drilling predicts a shallower depth with compressive residual stress. The hole drilling is not able to measure the residual stress at the surface, and the closest data point in depth is 25 micrometers below the surface. Therefore, a more detailed comparison close to the surface, where XRD corrections showed considerable changes as compared to observed measurements, was not possible.

![Figure 3.13 Residual stress distribution of the as-received sample and comparison with the hole-drilling method](image-url)
Figure 3.14 Residual stress distribution of shot peened AZ31B using steel beads and comparison with the hole-drilling method

Figure 3.15 Residual stress distribution of shot peened AZ31B using glass beads and comparison with the hole-drilling method
To further examine the considerable impact of corrections near the surface, the GIXD method was considered. The residual stresses in a thin layer from the surface were measured using the GIXD method. Figure 3.16 and Figure 3.17 show the results of the GIXD method on peened samples using steel and glass shots, respectively, and comparison with the corrected stresses evaluated by XRD. It shows that the GIXD method’s results follow the corrected residual stresses, confirming that the stress correction factors impact on the residual stress measurements of Mg alloys.

![Figure 3.16 Results of the GIXD method on the shot peened sample using steel shots, and comparison with corrected stress evaluated by XRD](image1)

![Figure 3.17 Results of the GIXD method on the shot peened sample using glass shots, and comparison with corrected stress evaluated by XRD](image2)
In general, shot peening creates compressive residual stress at the surface and sub-surface layer of a material, however here, as concluded by the corrected XRD results and confirmed by the hole-drilling and GIXD methods, there is no compressive residual stress up to 40 micrometers below the surface. To investigate what is the cause of these unexpected results, the microstructure of the as-received and peened samples were examined. Samples from as-received and peened sheets near the surface were cut and polished, and then observed under an optical microscope. Figure 3.18 shows the cross-section of the as-received and peened samples. It indicates that the as-received sample has a uniform and undamaged microstructure and smooth surface, but the peened sample shows clear damage and much rougher surface near the surface where the material was work hardened due to the peening. This figure also shows the presence of micro-cracks up to 34.4 micrometers below the surface, where the corrected residual stresses are showing negligible residual stress even though the observed measurements show increasing compressive residual stress within this layer. In the presence of micro-cracks, the residual stresses are expected to vanish in this section. Thus, the corrected residual stress profiles agree with the surface topography of the peened sample.

a) As-received

![As-received sample](image1)

b) Peened sample

![Peened sample](image2)

Figure 3.18 Lateral cross-section of a) as the received sample, b) peened using steel shots
Conclusion

Several studies have used the XRD method for residual stress measurement, however, the effect of the depth of x-ray penetration in Mg alloys on the results of measurements has not been fully studied. To study this effect, the residual stress distribution of AZ31B-H24 before and after peening under two different peening conditions were measured using conventional 2D-XRD, GIXD, and hole-drilling methods. For the evaluation of residual stress profiles through the depth, the electro-polishing method for layer removal was employed, and the critical effect of stress correction factors was discussed. It was shown that due to the low mass attenuation coefficient of Mg, that results in a high depth of penetration of Cu-kα1 rays, the uncertainty of the residual stress measurement is high. To account for the high depth of penetration, a correction to the measured residual stress was proposed. However, due to the low x-ray absorption coefficient of Mg alloys and as suggested by equation 3.7, the error in corrected values will be high. Therefore, this high uncertainty should always be considered when using XRD on magnesium. The difference between the corrected and measured residual stress profiles was proven to be significant in the first 40 micrometers from the surface. To verify the accuracy of the corrected values, two other methods were used; GIXD technique and hole drilling. Both GIXD and hole-drilling measurements were in good agreement with the corrected stresses, showing there is no compressive residual stress within a layer close to the surface. Examination of as-received and peened microstructure near the surface revealed the surface deterioration within the 34.4 micrometers from the surface, where the stresses are believed to be released due to the local damage caused by the peening process. For the residual stress values beyond this layer, the measured and corrected residual stresses were close and in agreement with the hole-drilling method results.
Chapter 4
Large strain loading and unloading behavior of AZ31B rolled sheet in thickness and in-plane directions

Abstract

Understanding the behavior of Mg alloys at large strain values in loading-unloading is important in many processes such as deep drawing, shot peening, laser shock peening, cold spray, and hole cold expansion. The main problem in obtaining the tension-compression (TC) and compression-tension (CT) in the in-plane directions is the buckling which researchers have used two approaches: 1) using anti-buckling fixtures and 2) using bulk materials for testing. In addition, the main problem in the CT and TC behavior in the normal direction (ND) of the rolled sheet is the short sample length. This paper evaluates the CT and TC behavior of the AZ31B-H24 rolled sheet in different directions. The TC and CT curves unloaded at different strain values are obtained using an anti-buckling fixture in the rolling direction (RD) and a novel fixture in ND. The results show the negligible effect of using the anti-buckling fixture on stress-strain curves in RD. The results of ND confirms the efficiency of the new fixture to evaluate TC and CT curves in ND of sheets. Finite element method has been employed to evaluate the consistent area for strain measurement using digital image correlation (DIC) in the new setup. The TC and CT results of the new fixture have been verified by comparing the curves obtained by the new fixture in RD by those obtained by using the anti-buckling fixture.

Keywords: Large strain loading-unloading, Normal direction, Compression-tension, Tension-compression, Mg alloys

4.1 Introduction

The application of Mg, the lightest industrial metal, in the automotive industry is increasing. Since the initial employment of Mg alloys in vehicles in the 1920s [2], recent legislation and competition among automotive companies have created renewed interest in increasing fuel efficiency through weight reduction. In order to expand the application of Mg, its properties should be known to design processes such as machining, deep drawing, shot peening, laser shock peening, cold spray, and hole cold expansion. These processes induce residual stresses, meaning the loading-unloading behavior of the material should be known for modeling purposes. The loading step in these processes creates a significant work-hardening in a material, which requires large strain loading-unloading behavior. Buckling is the main problem in the
compression part of the loading-unloading tests. Using bulk material and using anti-buckling guides are two approaches for compression tests; however, the bulk material cannot be used in the tensile part of the CT and TC curves.

Using a bulk material to measure the compression stress-strain curve has been standardized [135]. This experimental set up requires accurate machining, as described in [135]. Depending on the as-received material type (e.g., sheet, bar, etc.), the geometry of the sample could be different. The acceptance criteria require getting an acceptable Young’s modulus of elasticity. The compression behavior of 6 mm long and 4 mm wide cuboid AA6060 samples was studied using a customized fixture in which the extensometer was installed on the grip to measure the strain. In studies concerned with the Mg properties, the same fixture was employed to obtain the compression behavior of AZ31B and ZEK100 using rectangular sheet samples [136]. Ghaffari Tari et al. [137] evaluated the compression stress-strain curve of cuboid AZ31B samples, using a different customized fixture.

For evaluation of compression-tension behavior, an anti-buckling fixture can be used. Packing several samples such as a laminate with an external lateral support was the initial attempt to prevent buckling [138]. Using a similar method, recently, Yoshida et al. [139] packed several samples and used a special fixture with coil-springs to obtain the cyclic behavior of steel sheets. To reduce friction between the anti-buckling fixture and the plates, they employed Teflon sheets which are covered with vaseline. The next step was to employ glue to keep the plates together [140], followed by using lateral plates as a support [141]–[145]. In this approach, one specimen is used instead of packed specimens or glued samples in previous approaches. One disadvantage of these fixtures is the buckling in high compression loads at the small unsupported length between the machine grip and the anti-buckling fixture. The next generation of anti-buckling fixtures was developed by Kuwabara et al. [146] to support the whole length of a sample between two grips. Their novel fixture uses comb-type dies to support a specimen. In this case, the anti-buckling fixture moves by the machine’s cross-head movement to support the whole length of a material. Cao et al. [147] designed two angular blocks on each side of a material connected by a pre-loaded spring. This design also provides full-length support of a specimen. Dietrich et al. [148] developed a fixture to support the whole length of a sample during cyclic loading by connecting the lateral-supporting plates with the machine’s grips. [149], [150] employed the same fixture in their research. Concerned with the bi-axial stress state when using an anti-buckling fixture, made [151]–[154] to use a servo-hydraulic system to apply consistent and small lateral force on a specimen to guarantee that stress remains uniaxial. Researchers assembled setups to measure the friction between an anti-buckling fixture and a sample to compensate for
its effect on the evaluation of the stress-strain curve [148], [150]. They reported that the friction values are relatively small, and the friction forces are negligible compared to the loading on a sample.

Modeling of some processes requires understanding the loading-unloading stress-strain curves in the normal direction (ND) of sheets. Park et al. [155] obtained the cyclic behavior of 50 mm thick AZ31B rolled sheet in ND, using a cylindrical specimen. Due to the high thickness of the material, they were able to machine scaled dog-bone samples in ND. Wu [156] used the in-situ XRD and neutron diffraction to evaluate strains in the cyclic loading of ZK60-T5 and AZ31B-H24 plates in the normal direction. He machined cylindrical specimens, with a gauge length of 6.35 mm and a gauge diameter of 2.92 mm. The total length of the specimen was 22.35 mm. A servo-hydraulic MTS machine with a miniature extensometer with a gauge length of 5 mm was used. There are other studies for evaluation of tensile behavior of mini-specimens [157]–[159] however their sample geometries and fixtures are not designed for reverse loads.

In this paper, we provide the CT and TC properties of the 4 mm thick AZ31B-H24 rolled sheet in the rolling direction (RD). The samples are loaded and unloaded from different compressive/tensile strains. It is also shown that the anisotropy between RD and TD is negligible. By comparing the results when using the anti-buckling fixture and results obtained from cuboid samples, the negligible effect of using anti-buckling on the stress-strain curve is confirmed. We also introduce a new experimental set up for obtaining the TC and CT curves along the ND of the rolled sheets. The accuracy of using the new fixture and experimental set-up have been verified, first by evaluating the Young’s modulus of elasticity from experiment, second by modeling the experiment using FE analysis to verify the consistent area of uniform strain and stress field, and third by comparing the TC and CT curves obtained with new set up with small specimens machined in the RD with the results obtained by employing the anti-buckling fixture with standard samples. The results show Young’s modulus of close to 45 MPa in ND. The FEM results confirm that an area in the middle of the sample can be used for TC and CT testing of a material. Finally, the obtained curves of the samples tested in RD are in good agreement with the ones obtained using the anti-buckling fixture.

4.2 Material and experiments

4.2.1 Material

AZ31B-H24 rolled sheets with thicknesses of 4 and 6.35 mm, provided by Magnesium Elektron of North America (MENA) were used in this study. The chemical composition of the experimental material is tabulated in [119].
Table 4.1 Major alloying elements in the composition of the AZ31B-H24 rolled sheet [119].

<table>
<thead>
<tr>
<th>Element</th>
<th>Al</th>
<th>Zn</th>
<th>Mn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt. %</td>
<td>2.73</td>
<td>0.915</td>
<td>0.375</td>
</tr>
</tbody>
</table>

Texture measurements were carried out on a Bruker D8 Discover X-ray diffractometer equipped with a VÂNTEC-500 2D detector using Cu-\(K\alpha\) beam radiation at 40 kV and 40 mA, by measuring the incomplete pole figures of \{0001\}, \{10\overline{1}0\}, \{10\overline{1}1\} and \{1\overline{1}02\} planes for tilt angle \(\psi\) between 0° and 75° and in axis rotation \(\varphi\) between 0° and 360°, as described in [121]. The complete pole figures were obtained using DIFFRAC.TEXTURE software, version 3.0.4, developed by Bruker AXS.

4.3 Monotonic compression test

Monotonic compression tests were performed on cuboid specimens to obtain the compression stress-strain curve at large strain values. The cuboid specimens, 6×6×8 mm, were machined with parallelism and perpendicularity tolerances shown in Figure 4.1. In order to ensure proper positioning of the cuboid specimens between compression anvils, an adjustment tool was designed (Figure 4.1). Compression anvils were gripped between jaws of a 50 KN MTS 810 servo-hydraulic material test frame.

![Figure 4.1 Schematics of the compression test setup with the adjustment tool (numbers in mm).](image-url)
GOM ARAMIS 5M digital image correlation (DIC) system, equipped with Titanar 50 mm lenses, was employed for strain measurement during all conducted experiments. Prior to measurement, speckle pattern was painted on the specimen’s face.

4.4 CT and TC tests along RD

For the purpose of preventing specimen buckling during CT and TC loading of the AZ31B-H24 sheet in RD, the proposed anti-buckling fixture in [148] was herein customized. Figure 4.2a depicts the schematic assembly of the fixture. In this design, on one hand, side plates, which move together while the test is running, provide lateral support to avoid buckling. Springs, on the other hand, allow deformation in ND during compressive loading. Teflon sheets were used to minimize friction between contacting surfaces.

![Figure 4.2 a) Conceptual design of anti-buckling fixture and sheet specimen assembly; b) the assembly mounted on the test frame facing DIC cameras.](image)

The geometry of the 4 mm-thick sheet specimen for CT and TC tests is shown in Figure 4.3. The experiments were conducted on the MTS test frame at ambient temperature. The specimen’s side (thickness) surface was painted and faced DIC cameras for strain measurement, as depicted in Figure 4.2b.

![Figure 4.3 Specimen geometry used with the anti-buckling fixture for CT and TC tests in RD (dimensions in mm).](image)
4.5 CT and TC tests along ND

Considering dimensional limitation along ND of rolled sheets, sub-sized I-shaped specimens, with the geometry, shown in Figure 4.4a, were machined from 6.35 mm-thick AZ31B-H24 rolled sheet. The specimen’s thickness is 1.20 mm. In order to test such small specimens under CT and TC loading, a new fixture is designed, as partly displayed in Figure 4.4b. The proposed fixture includes three stacked steel plates on each gripper side, with the middle one being 1.55 mm shorter than the side ones. This gap is filled with the specimen’s grip section, providing a lateral mounting force on the specimen via the side plates as the fixture is clamped between the universal machine’s jaws. This configuration allows compressive force to be applied to the specimen through the middle plate. Tensile force, on the other hand, is applied to flanges of the specimen, through four mounting brackets (see Figure 4.4), which are fixed to the stacked plates by bolts.

![Figure 4.4 Setup for CT and TC tests in ND; a) specimen geometry (dimensions in mm), b) conceptual design, and c) clamped fixture and specimen assembly.](image)

To identify an appropriate area for strain measurement, finite element modeling of the compression-tension test has been carried out using Abaqus. Due to the symmetry, only 1/8 of the assembly is modeled. The stacked sheets and mounting brackets are involved in this model. For the compression stage, the top surfaces of the center and side stacked sheets, and the mounting bracket are moving down together, and during tensile unloading, all are moved up. The side stacked sheet is only allowed to move in the y-direction. The mounting bracket does not play a role in compression, but it is the main contributor in the tensile unloading. The results of the compressive loading are considered as an initial state for the tensile unloading.
The compressive behavior of the Mg sample along ND is the input of the modeling, and the material is assumed to follow isotropic hardening. Figure 4.5 shows the geometry and meshing of the experiment’s set-up. The model uses eight-node linear brick elements with reduced integration (C3D8R) and an element size of 10 x 10 x 10 μm for the sample. Symmetry conditions were applied at the xz, xy, and yz planes. The penalty contact algorithm was applied with isotropic coulomb friction coefficient of 0.2.

Figure 4.5 FEM modeling of the new fixture: geometry and meshing

4.6 Results and discussion

Figure 4.6 and Figure 4.7 show the basal (0002) and prismatic (1010) pole figures for the AZ31B-H24 rolled sheets with 4 mm and 6.35 mm thicknesses, respectively, showing strong basal texture in the normal direction (ND) of the sheet, which is typical in wrought magnesium alloy. The two sheets have approximately the same initial texture.

Figure 4.6 Basal (0002) and prismatic (1010) pole figures for the 4 mm thick AZ31B-H24 rolled sheet
Figure 4.7 Basal (0002) and prismatic (10\bar{1}0) pole figures for the 6.35 mm thick AZ31B-H24 rolled sheet CT and TC curves in RD

The CT test results in RD are shown in Figure 4.8. The twinning of the material in compression, followed by the tension-twinning, is clearly shown in the CT curves of the material in RD. This figure also shows a comparison between the curves obtained using the anti-buckling fixture and the cuboid specimen. The results are in a good agreement, confirming that there is no need to use a hydraulic servo-motor to apply constant pressure to reduce the effect of stress biaxiality. Using the method as mentioned above for the anti-buckling fixture leads to equally acceptable results.

Figure 4.8 Experimental CT results of AZ31B rolled sheet in rolling direction using the anti-buckling fixture and comparison with the cuboid sample
The results of the Young’s modulus and yield stresses in the RD obtained from the compression tests are mentioned in Table 4.2. The compression tests’ results using the anti-buckling fixture predict the Young’s modulus of elasticity and yield stress accurately in compression. It shows that the predicted Young’s modulus and yield stress when using the anti-buckling and cuboid geometry are 4.66% and 5.16% different, respectively. This table also shows that there is no significant difference between the properties of 6.35 and 4 mm sheets. To better compare the compression behavior of 6.35 mm and 4 mm sheets, the compression test on 6.35 mm sheet was compared with the experimental results on the 4 mm sheet [120]. Figure 4.9 shows the comparison of the two sheets, confirming that the difference is negligible, specifically in the plastic region.

Table 4.2 Young’s modulus and yield stress of AZ31B-H24 in the rolling direction in the compression test

<table>
<thead>
<tr>
<th>Compression test</th>
<th>Young’s modulus in GPa (standard deviation)</th>
<th>Yield stress in MPa (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using anti-buckling (4 mm sheet)</td>
<td>46.07 (1.12)</td>
<td>170.36 (8.31)</td>
</tr>
<tr>
<td>Cuboid specimen test (6.3 mm sheet)</td>
<td>44.02 (6.59)</td>
<td>159.08 (1.53)</td>
</tr>
<tr>
<td>Cuboid specimen test (4 mm sheet) [120]</td>
<td>40.8 (3.1)</td>
<td>162 (2.8)</td>
</tr>
</tbody>
</table>

Figure 4.9 Compression test of cuboid samples machines from 6.35 mm sheet, and 4 mm sheet [120]

To confirm the negligible effect of anisotropy in RD and TD, the CT behavior of one sample in RD and one in TD are compared in Figure 4.10. Having the same stress-strain curve in CT, the isotropic behavior of the AZ31B-H24 sheet in RD and TD is confirmed, although due to the axisymmetric texture of
the material along the ND (Figure 4.6), this isotropic behavior was predictable. Thus, the TC and TC properties are obtained in the RD only.

**Figure 4.10 CT curves in RD and TD of AZ31B rolled sheet**

**Figure 4.11 Experimental TC results of AZ31B rolled sheet in rolling direction using the anti-buckling fixture [160]**
Figure 4.11 shows the TC results of AZ31B-H24 in the RD [160]. Faghih et al. [160] used the same material and anti-buckling fixture to obtain the TC behavior of the material at large strain values. As expected, based on the initial texture of the material (Figure 4.6), the TC curves demonstrate slip deformation during the tensile loading, followed by twinning in the compressive unloading.

4.6.1 CT and TC in the ND

The FEM results of the new fixture indicate that the 1 mm x 1mm area at the center of the sample provides a region in which the stress states are uniaxial with less than 5% error. This conclusion has been made by comparing the stress and plastic strain in the loading direction with the equivalent stress and equivalent plastic strain of elements in this region.

![FEM results of the new fixture for cyclic testing in the normal direction of plates, a) Compressive loading, b) Tensile unloading](image-url)

Figure 4.12 FEM results of the new fixture for cyclic testing in the normal direction of plates, a) Compressive loading, b) Tensile unloading
Figure 4.12 demonstrates the strain field under compressive loading and the stress field under the tensile unloading as representatives of the stress-strain field in the loading-unloading modeling. It compares the plastic strain in the loading direction and equivalent plastic strain at the end of the compressive loading. It also compares the stress in the loading direction and equivalent stress at the end of the tensile unloading step. As shown, to obtain the stress-strain curve using DIC, the FEM model predicts that extracting the stress-strain curve from the 1 mm x 1mm area at the center of the sample produces accurate results.

The results of the CT tests in the ND of the sheet are shown in Figure 4.13. Due to the initial texture of the material (Figure 4.7), the basal planes are aligned in the ND; thus, the deformation mechanism in the CT of the material would be similar to those in the TC in the RD: slip in the loading and twinning in the unloading. This figure clearly shows slip deformation during the compressive loading, followed by twinning in the tensile unloading.

![Figure 4.13 Experimental CT results of the AZ31B rolled sheet in the normal direction, using the proposed fixture](image)

Figure 4.13 Experimental CT results of the AZ31B rolled sheet in the normal direction, using the proposed fixture

Figure 4.14 shows the TC results of the material in the ND. Again, as the deformation mechanism in this case is similar to the CT in the RD, the material twins in the tensile loading, and de-twins in the compressive unloading. The compressive curves unloaded at lower strains show small twining and behave
closer to the monotonic compressive stress-strain curve along the ND. As the unloaded strains increases, the level of twinning in the material increases.

![Stress-Strain Curve](image)

**Figure 4.14** Experimental TC results of AZ31B rolled sheet in the normal direction, using the proposed fixture

Table 4.3 provides the elastic modulus of elasticity and yield stress of the samples tested in the RD and ND, demonstrating that the Young’s modulus is accurately estimated, at around 45 GPa. The yield stresses in the RD are higher than those in the ND, by 54.93% and 122.27% in compression and tension, respectively.

**Table 4.3 Elastic modulus and yield stress in compression and tension tests in RD and ND**

<table>
<thead>
<tr>
<th>Direction</th>
<th>Elastic modulus in GPa (standard deviation)</th>
<th>Yield stress in MPa (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression-RD</td>
<td>46.07 (1.12)</td>
<td>170.36 (8.31)</td>
</tr>
<tr>
<td>Tension-RD</td>
<td>46.06 (0.89)</td>
<td>204.58 (4.05)</td>
</tr>
<tr>
<td>Compression-ND</td>
<td>46.77 (3.35)</td>
<td>111.08 (4.94)</td>
</tr>
<tr>
<td>Tension-ND</td>
<td>43.19 (3.27)</td>
<td>92.04 (5.06)</td>
</tr>
</tbody>
</table>
To verify the results of TC and CT using the proposed fixture, the same experiments were done with the mini I samples machined in the RD. Figure 4.15 and Figure 4.16 show the results of TC and CT curves obtained by testing the samples in the RD, and comparison with the results obtained by employing the anti-buckling fixture, respectively. Comparison of the CT curves shows that the new fixture estimates the CT behavior accurately and in a good agreement with the curves obtained using the anti-buckling fixture. The maximum difference between the experimental data is 17.5%, which is related to the estimation of the yield stress. Other than that, the two methods predict the plastic behavior and unloading behavior very similarly. The TC results of these experimental methods are also in a good agreement in the plastic region; however, the mini I samples predicts the yield stress 23% less than those obtained in the experiments using an anti-buckling fixture.

Figure 4.15 TC results of AZ31B rolled sheet in the rolling direction, using the mini I sample and comparison with samples tested using the anti-buckling results
Figure 4.16 CT results of AZ31B rolled sheet in the rolling direction, using the mini I sample and comparison with samples tested using the anti-buckling results

Conclusion

In this study, we proposed a modified version of an anti-buckling fixture used to obtain the CT and TC curves of AZ31B-H24 sheet at different large strain values. The negligible effects of using an anti-buckling fixture were experimentally confirmed by comparing the results with the results of compression tests using cuboid samples and a corresponding fixture. A new fixture and adjustment tool were introduced that can increase the accuracy of compression tests using cuboid samples. A new fixture was designed to obtain the CT and TC curves of the material in the ND of the sheet. FEM evaluated the uniaxial region for strain measurement. Comparison of the results obtained using the mini samples machined in RD and those tested using the anti-buckling verified the accuracy of the new fixture. As predicted by the deformation mechanism and initial texture of the material, the CT in ND and TC in RD behave similarly, deforming by slip mechanism in the loading and twinning in the unloading step. Similarly, the same deformation behavior was obtained in TC tests in ND and CT ones in RD. The results show that the rolled sheet exhibits strong asymmetry in tension and compression, and strong anisotropy between the RD and ND, but negligible anisotropy in the RD and TD.
Chapter 5
Characterization and experimental optimization of shot peening intensity to enhance the fatigue life of AZ31B rolled sheet

Abstract

There is renewed interest in using the magnesium (Mg), the lightest industrial metal, and its alloys in vehicle components. This study characterizes the effects of shot peening on AZ31B-H24 rolled sheet by measuring the residual stress and micro-hardness distribution through the depth, followed by measuring surface roughness and texture evolution at the surface. To obtain the optimum peening intensity, rotating bending fatigue tests are done at different intensities. The material shows a high sensitivity to shot peening under different intensities, due to the over-peening effects in the peening on Mg alloys. Peening at the optimum intensity increases the fatigue strength from 130 MPa to 150 MPa.

Keyword: Shot peening, Magnesium (Mg) alloy, Fatigue life, Residual stress, Surface roughness, Micro-hardness, Texture

5.1 Introduction

Strong competition between automotive companies to increase the fuel efficiency of vehicles has created renewed interest in the lightest industrial metals, magnesium (Mg) and its alloys. Mg, widely available in both seawater and the earth’s crust, has been in use since the early 19th century [7], although its application in the automotive industry dates back to early in the 20th [9]. The environmental impacts of fuel consumption have led manufacturers to decrease the weight of vehicles through the use of Mg and its alloys [9]. Expanding the application of Mg alloys to components with failures driven by fatigue loads requires their fatigue properties to be improved.

Shot peening is a process of impinging small spherical particles on the surface of a material to enhance its fatigue properties [161], [162]. The compressive residual stress induced during this process retards crack initiation as well as growth, and improves the fatigue life; however, the increased surface roughness has a detrimental effect. These competing effects of peening on fatigue life create interest in finding the optimum peening intensity that will maximize fatigue life.

To date, the effects of shot peening on certain Mg alloys, ZK60 [93], [96], [97], [163], AZ80 [88–91], [94], AZ91 [164], Mg A8 [92], Mg-10Gd-3Y [95] and AZ31B [98], have been studied experimentally. These studies were mostly concerned with determining the residual stress and microstructure after shot
peening, and also with finding the optimum peening conditions for maximum fatigue life. The residual stresses after peening on Mg alloys have been measured using two methods, hole drilling [92], [94] and XRD sin $^2\psi$ [6], [8], [9], [18], [19]. During these measurements, the maximum compressive residual stresses of 20-110 MPa were induced at the depth of about 100-150 μm below the surface, depending on the material and peening conditions. Recently, the authors of this paper discussed the challenges and required considerations for measuring the residual stress of Mg alloys using XRD, as shown in chapter 3. Studies on how shot peening affects surface roughness show that the surface roughness after peening of Mg alloys increases, and that a higher intensity leads to a higher surface roughness [89]–[98], [163]. Micro-hardness distribution through the depth before and after shot peening has been evaluated for ZK60 [93], [96], [97], [163], and AZ80 [91]. In these studies, 40-100 gf were used for micro-hardness measurements. It was found that the hardness values at the surface and the affected depth increase as the peening intensity increases. Texture evolution after peening has also been investigated by [93], [98]. They concluded that the process randomizes the texture compared to the as-received conditions. Experimental evaluation of optimum peening intensity has been done for AZ80 [89], [91] and ZK60 [96], using rotating bending fatigue tests for samples peened at different Almen intensities in one or two stress amplitudes. The fractography of failed ZK60 samples showed that cracks are initiated in the subsurface region when samples are peened at optimum intensity value [163], indicating the shift of the traditional initiation region where the cracks initiate from the surface to subsurface areas. Liu et al. [163] also showed that increasing the peening intensity beyond this optimum point of ZK60 creates more crack nucleation areas, and these critical regions move from the subsurface to the surface of the material. The same behavior was observed by Zhang and Lindemann [91] in the peening of AZ80. Additionally, they showed that at low intensities, the crack initiation region is in agreement with the depth of the plastically deformed layer evaluated by micro-hardness measurement. [91], [96], [97], [163] introduced brittle second phases as crack initiation sources.

The present research explores the characterization of different effects of shot peening on AZ31B rolled sheet at different intensities, including the residual stress, surface roughness, texture evolution, rotating bending fatigue tests, micro-hardness, and fractography after failure. Finally, this study aims to find the optimum intensity for peening AZ31B rolled sheet. The fatigue life curves are obtained before and after peening at optimum intensity.
5.2 Materials and experiments

5.2.1 Material

The material used in this study is AZ31B-H24 rolled sheet with a thickness of 6.35 mm. Its chemical composition and texture are shown in [119] and Figure 5.1, respectively. The density and Young’s modulus of elasticity are 1770 Kg/m3 and 45 GPa, respectively [120].

<table>
<thead>
<tr>
<th>Composition</th>
<th>Al</th>
<th>Zn</th>
<th>Mn</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight %</td>
<td>2.73</td>
<td>0.915</td>
<td>0.375</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Table 5.1 Chemical composition of AZ31B rolled sheet [119]

Figure 5.1 Texture of AZ31B-H24 rolled sheet

Figure 5.2 shows the machining direction (a) and the drawing of the samples (b). The samples are aligned lengthwise in the rolling direction (RD). The samples are stress-relieved at 150°C for 60 minutes, according to the ASTM standard [167].

Figure 5.2 Machining of rotating bending samples, a) sample machining from a rolled sheet, b) drawing of the samples
5.2.2 Shot peening

The shot peening treatment was done at Metal Improvement Co., in Brampton under Almen intensities of 0.05, 0.075, 0.1, 0.15, 0.2, 0.3, 0.4, 0.6 mmN, under the full coverage. Flat samples of 35 x 35 x 6.35 mm cut from the sheet were also shot peened under the same conditions. The samples were peened with the probe perpendicular to the surface in all directions, but due to the anisotropy of the sample, two peening directions are discussed here; peening in the normal direction (ND) and in the transverse direction (TD) (peening the thickness of the sheet parallel to the transverse direction). Thus, there are regions that were peened in ND or in TD, as shown in Figure 5.3.

![Peening directions, peening in ND and peening in TD](image)

Figure 5.3 Peening directions, peening in ND and peening in TD

5.2.3 Residual stress measurement

The residual stresses are measured using two methods; x-ray diffraction (XRD) to measure the residual stresses at the surface layer of the material to compare the values evaluated at different directions, and hole-drilling method to obtain the residual stress distributions through the depth.

In XRD, residual stresses at the surface layer were measured using two-dimensional x-ray diffraction (2D-XRD). The Bruker D8-Discover equipped with a VÂNTEC-500 area detector, with a radius of 135 mm and using Cu-Kα radiation at 40kV and 40 mA, was used in this measurement. The samples were located on the motorized stage with the oscillation amplitudes of 1.3 and 1.2 mm, and speeds of 3.5 mm/s and 5.5 mm/s for the X and Y axes, respectively. The sample orientations used in the 2D-XRD method are shown in Table 5.2. A 1 mm collimator was used to expose x-rays to the material for 60 s in each orientation. The diffraction ring from the plane of 1214 (2θ₀ = 99.22°) was employed for stress measurement, using the Leptons software. The XRD measurements were employed to compare the residual stresses at the surface layer of the samples, peened under different directions and different intensities. Due to the low atomic number of Mg, the x-rays penetrate significantly through the depth (e.g., under the experiment...
condition, respectively, 50% and 90% of the x-rays are diffracted from the surface layer of up to 36.2 μm and 126.8 μm through the depth). Thus, the stresses evaluated by XRD cannot be considered as surface residual stresses in Mg alloys, and are considered to be the average residual stresses of the surface layer.

Table 5.2 Different sample orientations for stress measurement using 2D-XRD

<table>
<thead>
<tr>
<th>Ψ-tilt (°)</th>
<th>Φ-tilt (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0, 45, 90, 135, 180, 225, 270, 315</td>
</tr>
<tr>
<td>50</td>
<td>0, 45, 90, 135, 180, 225, 270, 315</td>
</tr>
</tbody>
</table>

The residual stress measurement through the depth was carried out using the hole-drilling method, by means of an MTS3000, Sint Technology hole-drilling machine with conventional HBM three-element strain gauge rosettes, installed on the material’s surface. Drilling with a 2 mm diameter tool and speed of 400,000 rpm was performed to create a shallow hole in the center of the strain gauge rosettes.

5.2.4 Texture evolution

To determine the effect of shot peening under different Almen intensities on the surface texture evolution of the material, the same XRD machine was employed. The experiment included measuring the incomplete pole figures of \(\{0001\}\), \(\{10\overline{1}0\}\), \(\{10\overline{1}1\}\) and \(\{1\overline{1}02\}\) planes for tilt angle \(\psi\) between 0° and 75° and in axis rotation \(\phi\) between 0° and 360° using Cu-Kα radiation at 40 kV and 40 mA, as described in [121]. The complete pole figures were obtained using DIFFRAC.TEXTURE software, version 3.0.4, developed by Bruker AXS.

5.2.5 Surface roughness

Surface roughness measurements were performed using a Keyence VK-X250 confocal laser microscope. For each peening condition, three replicates with the area dimensions of 1500 μm by 1000 μm were scanned, and waveform correction was done during the post-processing of results.

5.2.6 Micro-hardness

Micro-structure samples were prepared initially by hand-sanding with 600, 800 and 1200 grit SiC paper, then by finely polishing with 6, 3, 1 μ diamond paste and an oil-based lubricant on imperial cloth. The micro-hardness distribution was measured on the lateral cross-section of the peened samples. Indentations of 50 gf (HV0.05) were performed, using Wilson Instruments 402 MVD on two paths, from the surface of the material towards the depth. To measuring the hardness at the depth of 25 μm, the 10 gf
(HV0.01) was used, in order to meet the minimum distance criteria for both between-the-indentations and from the surface edge.

### 5.2.7 Rotating bending fatigue tests

An Instron RR Moore four-point rotating-bending fatigue testing machine was employed for fatigue tests. All tests were performed at fully reversed loading (R=-1), and at the frequency of 90 Hz. Based on the initial results, two stress amplitudes of 150 and 185 MPa were selected to compare fatigue lives at high and low cycle fatigue regions. The tests were stopped after the full failure of the material, and the run-out life is considered to be $10^7$ cycles. Two samples were tested at each intensity and at each stress amplitude. The optimum intensity was then selected to peen afterward to complete the S-N curve and allow comparison with the as-received condition.

### 5.3 Results and discussion

The residual stresses measured at the surface layer of the peened samples show that the peening induces small average compressive residual stress at the surface layer, as shown in Figure 5.4. The residual stresses in RD and TD at the surface layer in the samples peened in ND are the same, which is reasonable as the sheet is assumed to be isotropic in RD and TD. The texture evaluation shown in Figure 5.1 confirms the sheet’s isotropic properties in RD and TD. Moreover, the residual stresses in RD in both flat and rounded samples are equal, meaning that the residual stress measurement through the depth of the flat samples can be considered as the residual stress measurement through the depth of the rounded samples when peened under the same conditions. This fact is also predictable because the thickness of the peened material in flat samples and the diameter of the rounded samples are similar, and the peening conditions are the same. As such, the same residual stress distribution is expected in both flat and rounded samples when peening conditions and directions, and also the substrates’ thicknesses are the same. The geometrical difference between the RD and TD in rounded samples in peening in ND is significant (as shown in Figure 5.3), causing the residual stresses to differ. Figure 5.4 shows that the as-received stress-relieved samples have only negligible residual stresses, and the peened samples acquire average compressive residual stresses in their surface layers. It is also found that the average compressive residual stresses at the surface layer of samples peened under the intensities of 0.05 and 0.075 mmN are higher than samples peened under higher intensities.
Figure 5.4 Residual stress at the surface of the peened and as-received flat and rounded samples in different directions

Figure 5.5 shows the results of residual stresses at the surface layer of the rounded peened samples. The absolute value of average compressive residual stresses at the surface layers of the areas peened in ND are less than those in TD. This fact increases the chance of failure from the locations peened in ND.

Figure 5.5 Residual stresses at the surface of the rounded samples, peened at two perpendicular directions
Figure 5.6 shows the residual stress distribution through the depth of as-received and peened samples under different intensities. The hole-drilling result of the as-received sample clearly indicates that the stress-relieved sample has no residual stress at the surface and through the depth; however, the peening process induces compressive residual stress in the material. This figure also shows that the peened sample at the intensity of 0.05 mmN has the highest compressive residual stress at the surface. The trend of the residual stress distributions shows that the maximum residual stress and the corresponding depth increase with an increase in the peening intensity, and the higher the intensity, the higher the depth of the layer with the compressive residual stress.

![Figure 5.6 Residual stress measurement through the depth of stress-relieved and peened samples under different intensities](image)

Figure 5.7 shows the distribution of micro-hardness through the depth of the as-received and peened samples under different intensities. As the peening creates plastic deformation, the hardness increases in the affected area of the peened samples. Increasing the intensity is shown to increase the hardness of the surface layer and the depth of the affected layer.
Figure 5.7 Micro-hardness measurement through the depth of as-received and peened samples

Figure 5.8 demonstrates the results of surface roughness ($R_a$ and $R_z$) at the surface of the as-received (0 mmN) and peened samples. At lower intensities, the peening intensity has a direct relationship with the surface roughness parameters; however, this figure shows saturation after 0.4 mmN.

Figure 5.8 Surface roughness measurements of the as-received and peened samples, including the flat and rounded samples
Figure 5.9 Texture evolution of the flat samples, peened in ND

Figure 5.9 shows the texture evolution of the as-received and peened samples in the ND under different intensities. The initial texture shows strong basal orientation aligned in ND; however, the peening rotates the c-axis from ND and randomizes the texture. As the peening intensity increases, the maximum texture intensity decreases, meaning more and more grains have basal texture tilted from the ND due to the twinning.

Figure 5.10 shows the RBM results of the as-received and peened samples under two stress amplitudes: 150 and 180 MPa. The over-peening effect of Mg alloys is clearly seen, and the optimum intensity occurs at 0.05 mmN. It is notable that in the peening industry, 0.05 mmN is considered to be a very low intensity, and practically it is impossible to get lower intensities. At the stress amplitude of 150 MPa, peened samples of both intensities of 0.05 and 0.075 mmN passed the $10^7$ cycles, but at a stress amplitude of 180 MPa, the intensity of 0.05 mmN shows better results than 0.075 mmN. Thus, the intensity of 0.05 was selected as the optimum peening intensity.

To determine why the fatigue life drops after the 0.1 mmN (over-peening effect), the surfaces of the peened samples were examined for surface morphology. Figure 5.11 shows the surface topology of the as-received and peened samples under different intensities. The high level of surface degradation at the surface of the peened samples is obvious, especially after 0.1 mmN. These surface topologies create a large stress
concentration, consequently reducing the fatigue life. The root cause of such deterioration even in low intensities could be associated with the limited deformability of magnesium alloys at room temperature [168].

**Figure 5.10 Fatigue life vs. peening intensity**

Figure 5.12 shows the S-N curves of the as-received and peened samples under the optimum intensity (0.05 mmN). Shot peening is found to improve fatigue life, both in low-cycle and high-cycle regimes. In this study, the fatigue strength is considered to be when two replicates do not fail before $10^7$ cycles. In this case, peening improved the fatigue strength from 130 MPa to 150 MPa.

Fracture surfaces of the as-received and peened samples, both tested at 180 MPa, are shown in Figure 5.13 and Figure 5.14, respectively. As the level of induced compressive residual stress is very low, cracks are initiated at the surface or very close to the surface (<100 μm) where the β–phases present. The EDX of some crack initiation zones shows that the aluminum, silicon, and manganese oxides initiate cracks in the surface and subsurface layers of the material.
Figure 5.11 The surface profile of the as-received and peened samples under different intensities

It was noted in the discussion of Figure 5.5 that due to the lower average compressive residual stresses in the range of 0 to 126.8 μm from the surface in areas along the ND than those along TD, the chance of failure from the areas along the ND is higher. The fractography of the failed peened samples under different intensities indicates that the crack initiation zones (Region 1) are along the ND, although the exact location depends on the presence of the second phases.
Figure 5.12 S-N curves of as-received samples and peened ones under the optimum intensity (rotating bending tests in the air)

Figure 5.13 SEM images with EDX spectrums of the crack initiation zone in the fracture surface of the as-received sample
Conclusion

This study evaluated the different effects of peening on AZ31B-H24. The following conclusions are made from the above results and discussion:

1. Small on-average compressive residual stresses (<30 MPa) at the surface layer of up to around 130 μm are induced by peening under all intensities. Peening at 0.05 and 0.075 mmN intensities induces the maximum on-average compressive residual stress in the surface layer.

2. Residual stress distributions through the depth reveal that, as the peening intensity increases, the depth of the maximum compressive stress and the depth of the induced compressive residual stress layer increase, but the induced compressive residual stress at the surface is at its maximum at 0.05 mmN.

3. The hardness increases in the plastically deformed area of the peened samples. It is found that the higher the intensity, the higher and deeper the hardness of the surface layer.

4. Both $R_a$ and $R_z$ increase when the peening intensity increases.

5. The peening randomizes the surface layer’s texture due to the twinning.

6. Shot peening on AZ3B-H24 clearly shows the over-peening effect where the optimum intensity is 0.05 mmN. The deteriorated surfaces cancel the beneficial effect of compressive residual stress, causing fatigue life to decrease at higher intensities.

7. Peening at optimum intensity increases the endurance limit of the material by 15%.
8. Fractography of the fracture surfaces reveals that cracks are initiated where the second phases are present in the surface layer of the material.
Chapter 6
A hybrid numerical-analytical model for residual stress distribution prediction in shot peening

Abstract
Stringent assumptions need to be made to allow for closed-form analytical solutions for calculations of residual stresses induced by shot peening. This limits the application of these models to idealized conditions. On the other hand, and because of phenomena like Bauschinger Effect in high strength metals and the complexity associated with their modeling, it is difficult to provide numerical solutions such as finite element that are capable of mimicking actual material behavior once they are released from an over-strain loading state. Moreover, modeling of full coverage shot peening condition is time-consuming and computationally expensive. A single-shot finite element model is herein combined with an analytical model using actual loading-unloading material behavior to propose a hybrid FEM-analytical model for prediction of the residual stress distribution in shot peening. First, the shot peening process is divided into a loading phase, modeling the impact of shots and substrate, and an unloading phase, modeling the rebounding of the shots. Finite element is employed to model a single shot impingement on a substrate using the actual loading properties of the substrate. Using the results of the loading phase, an analytical model is proposed to predict stresses due to the unloading phase, using the actual unloading behavior of the material. The proposed hybrid model accounts for the actual behavior of a material, actual elastic-plastic contact analysis, strain rate effect, and friction. The model is then employed to predict residual stresses induced in a SAE1070 and an Al2024-T351 sheet. Results are compared with the available experimental results which show close agreements.

Keyword: Shot peening, Residual stress, Hybrid modeling, Finite element, Analytical modeling
6.1 Introduction

Shot peening is a cold-working process primarily used to enhance the fatigue life of metallic components [161], [162]. In this process, small spherical particles are propelled at the surface of the component, impacting it at velocities in the range of 30-100 m/s, and creating a local plastic deformation. The induced plastic layer is approximately a few hundred micrometers in thickness, causing a compressive residual stress field to develop in the near-surface layer of the structural components [169]. The compressive stress induced by the shot peening prevents crack formation by negating the tensile loading contribution of the cyclic stress loading, which results in increased fatigue life. Hence the ability to estimate the residual stress magnitudes and distributions induced by the peening process is of paramount importance in preparing fatigue life calculations for treated parts.

In general, the process of shot peening can be divided into two phases: first, the loading phase of shot impacting and penetrating into the substrate, and second, the unloading phase of shot rebounding from the substrate. The loading phase includes high strain-rate impact and severe localized plastic deformation. The unloading phase includes elastic unloading, which may or may not include reverse yielding. Therefore, shot
peening is a highly nonlinear process due to severe plasticity, shot-substrate contact, and elastoplastic unloading. Modeling is, therefore, an essential tool in providing a better understanding of this complex process and also offering a reliable estimation of the residual stresses. There have been numerous studies on the modeling of shot peening. These studies can be categorized into two approaches: analytical modeling, and finite element (FEM) modeling.

The analytical modeling of the shot peening provides a low-cost estimation of the residual stress through the depth of a material. Al-Hassani [63] was amongst the first to propose an analytical solution for materials with elastic-perfectly plastic behavior. He discussed different static and dynamic aspects involved in the peening process and used an analogy with the pressurized spherical cavity to propose a method to evaluate the residual stress distribution after shot peening of a surface. Li et al. [65] developed a method to consider the strain hardening in the modeling. They employed the Hertz contact theory [66] to estimate stress components in the surface layer of a peened material. They considered the modeling as a quasi-static problem where a shot is pressed into a semi-infinite solid. Based on the assumption of the relevancy of the ratio of the plastic to elastic indentation radii to the ratio of the plastic strain to elastic strain, they converted their proposed elastic solution to a plastic one. They employed Iliushin’s elastic-plastic theory [67] to calculate the elastic-plastic stresses. In the unloading step, Li et al. [65] assumed that after reverse yielding, the plastic strain deviators take on a form similar to that of the elastic strain deviators. A noticeable limitation in their approach was the use of an empirical equation that was based on a static force. To remove the empirical equation in [65], Shen and Atluri [68] proposed calculating the plastic indentation by using the average pressure distribution put forward by the work of Al-Hassani [69] that acts to counter the force of the impinging shot and accelerates it away from the surface. Later, Franchim et al. [70] suggested the use of Ramberg–Osgood and Ludwick relations to model the effect of the actual plastic behavior of a material on the residual stress distribution. Their results showed that the hardening properties of materials play a major role in the residual stress profile prediction. More recently, Miao et al. [64] employed an analytical model based on the Hertz contact theory to predict the Almen intensity and residual stress distribution of an Almen strip. They were able to study the influence of shot-peening parameters like shot type and size, velocity, and peening angle on the Almen intensity. This study was aimed at estimation of the velocity of shot peening based on a desired Almen intensity for industrial applications. Their results demonstrated a fairly accurate estimation of the residual stress profiles for the shot peening of steel alloys [64].

With the development of the FEM and computational power, numerical modeling of the shot peening process was made possible. Numerical modeling provides more details such as different stress and strain
components, which are not possible to obtain in the analytical modeling. Also, the assumptions involved in the FEM are much less than those involved in the analytical modeling. The initial numerical modeling of the peening process involved the prediction of the residual stress profile due to the impingement of one or a limited number of shots. These models gradually developed from 2D simulations \cite{73} to 3D modeling \cite{74,76,170,173}. These studies were mostly focusing on the effects of different parameters on residual stress distribution. Using a few numbers of shots, Guagliano related the Almen intensity to the velocity of shot peening \cite{77}. To account for full coverage, Kim et al. \cite{80} and Meguid et al. \cite{174} applied the concept of an area average solution to a symmetry cell to obtain a realistic distribution of shot peening residual stress. In this approach, the average of the residual stress values in all elements at a specific depth was introduced as the amount of the shot peening induced residual stress at that depth. Further treatments included random impact models to capture the stochastic nature of shot peening. This method begins with the required number of shots for a specific coverage being calculated by methods like using Avrami equation \cite{82} as well as the results from the single shot impingement, or by examining the treated surface step by step \cite{175,176}. The residual stress profile is then calculated by averaging the residual stress distributions through the depth for different points \cite{177,178,180}. Later, combined DEM-FEM methods were employed to simulate the peening process more realistically by modeling the shot impingement from the nozzle, where the shots are impinged to the target. This method considers the shot-shot and shot-target interactions and monitors the surface to reach the full coverage \cite{181,183}.

A comprehensive review of the literature on the analytical and FEM modeling of the shot peening process reveals that several assumptions have been made that are far from the actual behavior of the material or the characteristics of the processes. The analytical modeling has several shortfalls: 1) the elastic-perfectly plastic behavior is assumed for evaluation of plastic radius of indentation, 2) evaluation of the loading strains assuming the ratio of the plastic to elastic indentation radii is the same as the ratio of the plastic strain to elastic strain, 3) friction is negligible and 4) strain rate variation in time and position through the depth is ignored. In the FEM approach, the actual unloading behavior of material may not be modeled closely by the available hardening models in FEM commercial software. In particular, materials with a strong Bauschinger Effect can show a strong dependency on the loading overstrain in their unloading stress-strain curve that the available kinematic or combined hardening models in commercial FEM packages are unable to capture \cite{184,186}. Also, multiple random peening models are computationally expensive.

In this paper, to overcome the shortfalls of analytical and FEM approaches, we propose a hybrid FEM-analytical modeling of the shot peening process. The suggested hybrid modeling is based on modeling the loading step of the shot peening by FEM and the unloading step analytically. In this case, assumptions
normally made in the loading step of the analytical solution are removed, making it possible to capture the actual hardening behavior of a material, friction effect, and actual strain rate effect in the loading step. In the unloading phase, an analytical model capable of considering the actual unloading behavior of the material is proposed. The proposed hybrid modeling of the shot peening process is capable of considering the actual loading and unloading behavior of a material, accounts for the elastic-plastic contact between shot and substrate, allows for the inclusion of the actual high strain rate effect of shot impingement in the solution, and incorporates the friction between shot and substrate.

The simplicity of the hybrid method over the FEM methods can be demonstrated by comparing the one-shot impingement modeling in the hybrid method with multiple random peening or symmetry cell modeling in the literature. The multiple random peening or symmetry cell models [175]–[179], due to the presence of multiple shots, has a very high cost of simulation. As an example, for a standard PC, the computational time required for multiple random shots using the FEM model of this study is 72 hours as opposed to 10 minutes for one-shot impingement. Therefore, the proposed hybrid model needs significantly less computational power for residual stress prediction. Another advantage of the hybrid method over the fully FEM modeling is its capability to easily capture the actual hardening behavior of a material. This actual unloading behavior includes the Bauschinger Effect, the changes of the unloading Young’s modulus based on the loading strains, and the different unloading curves for different loading strains. Such details allow for better prediction of the plastic and reverse yielding zones upon unloading.

6.2 Theoretical background

As the unloading step of the proposed hybrid method is based on the analytical solution, a theoretical background of the available analytical model [64] is reviewed in this section. The problem is the impingement of a single spherical shot to an infinite target plate. The analytical modeling is divided into four parts. The first section covers how to obtain the loading elastic solution based on the Hertz contact theory. As shown in Figure 6.1a, the elastic loading assumes elastic behavior for both shot and target, and evaluates different parameters at the end of the loading step when the shot velocity becomes zero, and after that, the rebounding happens. The second section describes how to evaluate the elastic-plastic stresses and strains by converting the elastic solution into elastic-plastic solution (Figure 6.1b). The third section describes the elastic-plastic unloading step which the induced residual stresses are evaluated (Figure 6.1c). The fourth section describes a method for the evaluation of the residual stresses after full coverage condition, based on the results of one-shot impingement (Figure 6.1d).
Figure 6.1 Schematic view of the impact zone and stresses a) at the end of the loading step showing radius of elastic indentation of $2a_e$ and elastic loading equivalent stress and its in-plane component through plate depth, b) at the end of the loading with elastic-plastic correction on indentation radius $2a_p$ and stresses, c) after unloading step showing induced residual stress and d) after application of multiple shots for the full coverage conditions and the induce residual stress relaxation due to sample released from the substrate.

Step 1: Elastic contact analysis

In this step, the loading stresses are obtained by assuming that the material is elastic. The Hertzian contact stresses and elasticity rules are employed in this section. First, the radius of elastic indentation is calculated by equation 6.1,

$$a_e = \frac{D}{2} \left[ \frac{5}{4} \pi \rho_s \frac{V^2}{E_H} \right]^{\frac{1}{5}}$$

(6.1)

where $D$, $\rho_s$, $V$ are the shot diameter, shot density, and shot velocity, respectively. $E_H$ is the equivalent Young’s modulus and is calculated by equation 6.2,
\[
\frac{1}{E_H} = \frac{1 - v_t^2}{E_t} + \frac{1 - v_s^2}{E_s}
\]  
(6.2)

where \(v_t, v_s, E_t, \text{and} \ E_s\) are the target (substrate) Poisson’s ratio, shot Poisson’s ratio, target Young’s modulus of elasticity, and shot Young’s modulus of elasticity, respectively. \(k\) is an efficiency coefficient which is defined as the ratio of transmitted energy during the impact to the supplied total kinetic energy of a shot. As proposed by Johnston [187], \(k\) is assumed to be 0.8 [56], [64], [68], [70]. The maximum contact pressure applied at the point of impact can be then estimated by equation 6.3.

\[
p_0 = \frac{1}{\pi} [40\pi k \rho_s E_H^4 v^2]^{\frac{1}{5}}
\]  
(6.3)

The Hertz contact stresses are used to evaluate the elastic stresses in the loading step. Considering the \(z\)-axis to be along through the depth direction, \(\sigma_x^e(z), \sigma_y^e(z), \text{and} \ \sigma_z^e(z)\) are obtained using equation 6.4 [188].

\[
\sigma_x^e(z) = \sigma_y^e(z) = -p_0 \left[ -\frac{1}{2} \left[ 1 + \left( \frac{z}{a_e} \right)^2 \right]^{-1} + (1 + v_t)(1 - \frac{z}{a_e}\tan^{-1}\left(\frac{a_e}{z}\right)) \right]
\]  
(6.4)

\[
\sigma_z^e(z) = -p_0 \left[ 1 + \left( \frac{z}{a_e} \right)^2 \right]^{-1}
\]

The Von Mises equivalent stress defined as:

\[
\sigma_{eq}^e = \frac{1}{\sqrt{2}} \left[ (\sigma_x^e - \sigma_y^e)^2 + (\sigma_x^e - \sigma_z^e)^2 + (\sigma_z^e - \sigma_y^e)^2 \right]^{\frac{1}{2}}
\]  
(6.5)

Then, the equivalent strain is calculated using Hooke’s law.

\[
\varepsilon_{eq}^e = \frac{\sigma_{eq}^e}{E_t}
\]  
(6.6)

Figure 6.2 shows the schematic stress-strain curve of target materials and the parameters involved in the analytical modeling [64].
Step 2: Elastic-plastic analysis

The radius of plastic indentation can be calculated using equation 6.7,

$$a_p = \frac{D}{2} \left[ \frac{8 \rho_s V^2}{9 \sigma_t^y} \right]^{\frac{1}{4}} \quad (6.7)$$

where $\sigma_t^y$ is the yield strength of the target material. Based on the method proposed in the [65], the ratio of the radius of plastic indentation to the radius of the elastic indentation ($\alpha = \frac{a_p}{a_e}$) is assumed to be equal to the ratio of the equivalent plastic strain to the elastic strain, so the elastic-plastic strain can be calculated by equation 6.8.

$$\varepsilon_{eq}^{ep} = \begin{cases} 
\varepsilon_{eq}^e & \text{for } \varepsilon_{eq}^{ep} \leq \varepsilon_y \\
\varepsilon_y + \alpha (\varepsilon_{eq}^e - \varepsilon_y) & \text{for } \varepsilon_{eq}^{ep} > \varepsilon_y 
\end{cases} \quad (6.8)$$

$\varepsilon_y$ is calculated using $\frac{\sigma_t^y}{E}$ and shows the strain value where the yield occurs. $\sigma_{eq}^{ep}$ can then be calculated using the material’s stress-strain curve.

Step 3: Residual stresses after unloading

Assuming that material follows isotropic hardening behavior and that the hydrostatic stresses do not introduce plastic deformation, the equation 6.9 can be used to obtain the induced residual stress,
\[
\sigma_{ij}^r = \begin{cases} 
0 & \text{for } \sigma_{eq}^e \leq \sigma_{eq}^\gamma \\
 s_{ij}^{ep} - s_{ij}^e & \text{for } \sigma_{eq}^\gamma < \sigma_{eq}^e \leq 2\sigma_{eq}^{ep}
\end{cases}
\]  

(6.9)

where \(s_{ij}^e\) and \(s_{ij}^{ep}\) are the deviatoric components of stress in the elastic and elastic–plastic domain, respectively. If the x, y, and z are the principal axes, then the components of induced residual stresses are calculated by equation 6.10.

\[
\begin{align*}
\sigma_x^r &= \sigma_y^r = \frac{1}{3}(s_{eq}^{ep} - s_{eq}^e) \\
\sigma_z^r &= -2\sigma_x^r
\end{align*}
\]  

for \(\sigma_{eq}^\gamma < \sigma_{eq}^e \leq 2\sigma_{eq}^{ep}\)  

(6.10)

In the case of isotropic hardening assumption \(\sigma_{eq}^e > 2\sigma_{eq}^{ep}\), reverse yielding occurs; in this condition, the same assumption is made for the relation between the elastic-plastic and elastic strain. In this case, first, the elastic unloading stress is subtracted from elastic equivalent stress shown by equation 6.11.

\[
\Delta \sigma_{eq}^e = \sigma_{eq}^e - 2\sigma_{eq}^{ep}
\]  

(6.11)

Next, the elastic strain released in unloading can be calculated by equation 6.12.

\[
\Delta \varepsilon_{eq}^e = \frac{\Delta \sigma_{eq}^e}{E_t}
\]  

(6.12)

Then, the plastic strain after reverse yielding is obtained by equation 6.13.

\[
\Delta \varepsilon_{eq}^{ep} = \alpha \Delta \varepsilon_{eq}^e
\]  

(6.13)

Knowing the unloading strain, the increase in unloading plastic stress (\(\Delta \sigma_{eq}^{ep}\)) can be evaluated. Finally, if \(\sigma_{eq}^e > 2\sigma_{eq}^{ep}\), the induced residual stress can be estimated by equation 6.14.

\[
\begin{align*}
\sigma_x^r &= \sigma_y^r = \frac{1}{3}(s_{eq}^{ep} - 2\sigma_{eq}^{ep} - \Delta \sigma_{eq}^{ep}) \\
\sigma_z^r &= -2\sigma_x^r
\end{align*}
\]  

for \(\sigma_{eq}^e > 2\sigma_{eq}^{ep}\)  

(6.14)

Step 4: Extending one-shot results to full coverage

The induced residual stresses obtained by equations 6.10 and 6.14 represent one-shot impingement condition. The stresses obtained by these equations do not satisfy the equilibrium equations. In order to resolve that, a portion of these stresses should be relaxed, which can be considered using Hooke’s law. The induced residual stresses after the full coverage peening can be calculated using equation 6.15.

\[
\begin{align*}
\sigma_x^{ind} &= \sigma_y^{ind} = \frac{1 + v_t}{1 - v_t} \sigma_x^r \\
\sigma_z^{ind} &= 0
\end{align*}
\]  

(6.15)
Figure 6.3 Equilibrium of peened sample after separation from the fixture [64]: a) Sample is peened inside a fixture, $\sigma_x^{ind}$ is the induced residual stress, $F_x$ and $M_y$ are the axial force and bending moment reactions of the fixture, b) the axial normal and bending stresses due to the force and moment of fixture, c) residual stress profile ($\sigma_x^{res}$) after relaxation when it is separated from the fixture.

This stress distribution is not self-equilibrated and there will be a force and a bending moment that will be released by removing a sample from the shot peening fixture. Figure 6.3a shows that the induced residual stress is not self-balanced and the final residual stress, Figure 6.3c, is the summation of the induced stress, the released force, and moment stresses after relaxation from the peening fixture (Figure 6.3b). The force and the bending at the cross-section is obtained using equation 6.16,

$$
\begin{align*}
\int \sigma_x^{ind} wdz + F_x &= 0 \\
\int \sigma_x^{ind} \left( \frac{h}{2} - z \right)wdz + M_y &= 0
\end{align*}
$$

where $h$ and $w$ are the height and width of the plate. Then the residual stress distribution can be evaluated using equation 6.17,

$$
\sigma_x^{res} = \sigma_x^{ind} + \frac{F_x}{A} + \frac{M_y(\frac{h}{2} - z)}{I}
$$

where $A$ and $I$ are the cross-section area and area moment of inertia of the target material, respectively.

This background review discloses several assumptions that are made in the analytical modeling, most importantly the assumption in the loading step of the peening process modeling, the impact of a shot. As discussed in the introduction, these assumptions include the effects of friction and actual strain rate, in addition to the assumptions in the conversion of the elastic to elastic-plastic solution in the loading step. The unloading step of the present analytical modeling [64] also employs the conversion of the elastic to elastic-plastic solution similar to the loading step.
6.3 Proposed hybrid numerical-analytical modeling

As discussed in the introduction, the shortfalls of the analytical modeling are mostly in the loading step of the peening process. The introduction also reviewed how in the unloading step, modeling the actual unloading behavior of materials may not be possible in FEM commercial software. In addition, modeling the full coverage in FEM simulation requires modeling multiple random shots which is computationally expensive. To leverage the advantages of both analytical and FEM, and remove the main shortfalls of current literature, we are proposing a new hybrid numerical-analytical modeling of the shot peening process. The proposed method models the loading step using FEM, which enables the model to capture the effects of strain rates, friction and provides more realistic simulations for evaluating stresses and strains. In the unloading step, an analytical approach is developed to calculate the residual stresses by capturing the actual unloading behavior of materials and allows for expanding the solution to multiple shots.

6.3.1 Modeling the loading step

In the hybrid method and in the loading step, the FEM modeling of the single-shot peening is done in two steps. First, the elastic material behavior is assigned for a target plate to obtain the equivalent stress of each element (Figure 6.4a). Next, the elastic-plastic modeling is performed to evaluate the equivalent plastic strain and equivalent stress for each element (Figure 6.4b). The end of the loading step is defined when the shot velocity becomes zero, and after that, the rebounding happens.

Figure 6.4 Schematic view of the impact zone and stresses and strains a) at the end of the loading step showing elastic loading equivalent stress through the plate depth, assuming the elastic behavior for the substrate, b) at the end of the loading, showing equivalent stress and equivalent plastic strain distribution through the plate depth

The single-shot peening process was modeled in Abaqus/Explicit to generate the FEM solution for the loading process. Shots are assumed to be elastic, and targets are considered to follow the elastic-plastic
behavior. Figure 6.5 shows the geometry and meshing of the single shot simulation. The model uses eight-node linear brick elements with reduced integration (C3D8R) and element size of 5 x 5 x 5 μm at the impact point. The sample width and height are greater than 5R where R is the radius of the shot. Mesh sensitivity was performed to finalize the element size of the model. The accuracy of the selected element type and size have been confirmed by getting similar results when using a more computationally expensive element type and finer meshes. All degrees of freedom at the bottom of the target were fixed and symmetry conditions were applied at the xz and yz planes as depicted by Figure 6.5. Although employing a damping model has a negligible effect in the single-shot modeling, however, the damping model proposed in [76] was used to damp unnecessary oscillations. It is notable that applying a damping model and infinite boundary conditions are necessary for the multiple shot peening to damp the results of previous shots before impinging the next one. The penalty contact algorithm was applied with isotropic coulomb friction coefficient of 0.2 [57], [189].

Figure 6.5 Single-shot FEM modeling: geometry and meshing

6.3.2 Modeling the unloading step

In the proposed unloading step the assumption made by equation 6.13 is replaced by a method based on the strain compatibility equations to obtain the unloading strains. In addition, the proposed hybrid method includes the actual unloading behavior of a material. The unloading solution starts with equation 6.18 to calculate the resulting residual stress components. Therefore, the material does not have to follow the isotropic hardening rule, as enforced by earlier models (e.g., [64]). Figure 6.6 demonstrates the schematic stress-strain curve of the substrate and the parameters involved in the proposed modeling.
Figure 6.6 Schematic material stress-strain curve and proposed hybrid modeling parameters

\[
\sigma_{ij}^r = \begin{cases} 
0 & \text{for } \sigma_{eq}^e \leq \sigma_y^r \\
\sigma_{ij}^{ep} - \sigma_{ij}^{ep} & \text{for } \sigma_y^r < \sigma_{eq}^e \leq 2\sigma_y^{un}
\end{cases}
\]

(6.18)

where \(\sigma_y^{un}\) is yield stress in the unloading process. (e.g. in isotropic hardening, \(\sigma_y^{un} = \sigma_{eq}^{ep}\)).

Equation 6.19 determines the components of induced residual stress.

\[
\begin{align*}
\sigma_x^r &= \sigma_y = \frac{1}{3}(\sigma_{eq}^{ep} - \sigma_{eq}^e) \\
\sigma_z^r &= -2\sigma_x^r
\end{align*}
\]

(6.19)

Using the strain compatibility equations, Davis and Ramulu [190], showed that in-plane strains after the full coverage is zero. This means that \(\varepsilon_{xx}\) and \(\varepsilon_{yy}\) at the end of the loading step vanish during the unloading step to satisfy the full coverage condition. Since the elastic part of strain components is negligible compared to the plastic ones, to satisfy compatibility conditions \(\varepsilon_{xx}^{ep}\) and \(\varepsilon_{yy}^{ep}\) become zero at the end of the unloading step. Consequently, \(\varepsilon_{zz}^{ep}\) becomes zero due to the incompressibility condition [64]. Therefore, it is assumed that \(\varepsilon_{zz}^{ep}\) of the elements in the path from the impact point through the depth of a target at the end of the loading step is equal to \(\varepsilon_{eq}^{ep}\) in the unloading step. As such, in the cases when \(\sigma_{eq}^e > 2\sigma_y^{un}\), the plastic strain is obtained by equation 6.20.

\[
\Delta \varepsilon_{eq}^{ep} = \varepsilon_{eq}^{ep}
\]

(6.20)

Knowing the unloading behavior of a material and a strain value at the end of the unloading step, an increase in the unloading stress (\(\Delta \sigma_{eq}^{ep}\)) can be calculated. Finally, if \(\sigma_{eq}^e > 2\sigma_y^{un}\), the induced residual stress is estimated by equation 6.21.
\[
\begin{align*}
\sigma_x^r &= \sigma_y = \frac{1}{3}(\sigma_{eq}^{ep} - 2\sigma_{un}^{y} - \Delta\sigma_{eq}^{ep}) \\
\sigma_z^r &= -2\sigma_x^r
\end{align*}
\]  

for \( \sigma_{eq}^{ep} > 2\sigma_{un}^{y} \) \hspace{1cm} (6.21)

The next steps in the hybrid method are to follow equations 6.15-6.17 to obtain the residual stress distribution through the depth of a target.

### 6.4 Model verification

To verify the proposed model, two examples are considered here. The first example is shot peening of a steel alloy SAE 1070; and the second example is shot peening of an aluminum alloy AL2024-T351, with properties and experimental results given in [64], [191] and [192], respectively. These two examples have been selected based on the availability of experimental and peening process data. First, the material properties and peening parameters are described, then the FEM loading solutions are obtained. Next, the residual stresses calculated by the proposed hybrid numerical-analytical model are compared with the experimental data.

#### 6.4.1 Material properties and peening parameters

The steel alloy is an Almen strip type A, SAE1070 spring steel, with dimensions 76 mm×19 mm×1.29 mm [64]. The aluminum alloy sheet is Al2024-T351 with a thickness of 12.5mm [192]. The strain-rate effect can be modeled using the well-known Johnson-Cook model [193]:

\[
\sigma_{eq}^{ep} = (A + B\varepsilon_{eq}^{epn})(1 + C \ln\dot{\varepsilon}^*)
\]  

where A, B, C, and \( n \) are material constants, \( \sigma_{eq}^{ep} \) is the equivalent stress, \( \varepsilon_{eq}^{ep} \) is the equivalent plastic strain, and \( \dot{\varepsilon}^* \) is the strain rate parameter defined as

\[
\dot{\varepsilon}^* = \frac{\dot{\varepsilon}}{\dot{\varepsilon}_{ref}}
\]  

with \( \dot{\varepsilon}_{ref} \) being a reference strain rate. For the SAE1070 stress-strain curve can be closely approximated by a bilinear curve with the average elastic properties given in Table 6.1. The Johnson-Cook parameter for strain rate effect is \( C = 0.0134 \) and the reference strain rate is taken to be 7500 1/s [194], [195]. The material unloading curve follows the isotropic hardening [64].
Table 6.1 Mechanical properties of SAE1070: E and ν are modulus of elasticity and Poisson’s ratio; \( \sigma_y \) and \( \sigma_{ut} \) are yield and ultimate strength, and \( \varepsilon_b \) is the strains at which perfectly plastic behavior starts

<table>
<thead>
<tr>
<th>Material</th>
<th>E (GPa)</th>
<th>ν</th>
<th>Density (Kg.m(^{-3}))</th>
<th>( \sigma_y ) (MPa)</th>
<th>( \varepsilon_b )</th>
<th>( \sigma_{ut} ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAE1070 spring steel</td>
<td>200</td>
<td>0.31</td>
<td>7800</td>
<td>1120</td>
<td>0.082</td>
<td>1270</td>
</tr>
</tbody>
</table>

For the Al2024-T351, the average elastic properties, as shown in Table 6.2, are \( E=74.2 \) GPa and \( \nu=0.33 \) [192]. The plastic behavior is approximated by the Johnson-Cook model [193] with the coefficients of \( A=299 \) MPa, \( B=471 \) MPa, and \( n=0.406 \) [196]. Seidt [196] showed that the strain-rate has no considerable effect on the Al2024-T351 sheet and hence \( C=0 \).

Table 6.2 Mechanical properties of Al2024-T351: E and \( \nu \) are modulus of elasticity and Poisson’s ratio; \( A, B, n, \) and \( C \) are the Johnson-Cook model parameters

<table>
<thead>
<tr>
<th>Material</th>
<th>E (GPa)</th>
<th>( \nu )</th>
<th>Density (Kg.m(^{-3}))</th>
<th>( A ) (MPa)</th>
<th>( B ) (MPa)</th>
<th>( n )</th>
<th>( C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al2024-T351</td>
<td>74.2</td>
<td>0.33</td>
<td>2800</td>
<td>299</td>
<td>471</td>
<td>0.406</td>
<td>0</td>
</tr>
</tbody>
</table>

For the unloading, the Bauschinger Effect has been considered using equation 6.24 to obtain the reverse yield stress in unloading from each equivalent plastic strain,

\[
\sigma_{y}^{un} = \sigma_{y}^{0} + Q_{\infty}(1 - e^{-b\varepsilon_{eq}})
\]  

(6.24)

where \( \sigma_{y}^{0} = 299 \) MPa is the initial yield stress. \( Q_{\infty} = 220 \) MPa and \( b = 14 \) are the material constants [197].

The SAE1070 spring steel alloy [64] and the Al2024-T351 sheet [192] were shot peened using steel shots and Zirshots ceramic beads, respectively. The shot peening parameters and shot properties are given in Table 6.3.

Table 6.3 Shot peening conditions and shot properties: D, V are the shots diameter and velocity [64] [192]

<table>
<thead>
<tr>
<th>Shot material</th>
<th>E (GPa)</th>
<th>( \nu )</th>
<th>Density (Kg.m(^{-3}))</th>
<th>D (mm)</th>
<th>V (m/s)</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel shot</td>
<td>210</td>
<td>0.31</td>
<td>7800</td>
<td>0.4</td>
<td>45</td>
<td>100 %</td>
</tr>
<tr>
<td>Zirshot Ceramic Z425</td>
<td>300</td>
<td>0.27</td>
<td>3850</td>
<td>0.512</td>
<td>66.2</td>
<td>100%</td>
</tr>
</tbody>
</table>
6.4.2 Results of the loading analysis

The three parameters that are needed from the loading step analysis for the estimation of the residual stress distribution are $\varepsilon^p$, $\sigma_{eq}^{ep}$, and $\sigma_{eq}^e$. Figure 6.7 and Figure 6.8 present the FEM results of one-shot impingement on the SAE1070 spring steel and Al2024-T351 sheet, respectively, showing the three parameters ($\varepsilon^p$, $\sigma_{eq}^{ep}$, $\sigma_{eq}^e$) needed for the estimation of the residual stress distribution.

a) Equivalent plastic strain  
b) Equivalent stress in elastic-plastic modeling  
c) Equivalent stress in elastic modeling

Figure 6.7 FEM results of single-shot impingement on steel alloy SAE1070 at the end of loading; a) Equivalent plastic strain, b) Equivalent stress (in Pa) in elastic-plastic modeling, c) Equivalent stress (in Pa) in elastic modeling
a) Equivalent plastic strain

b) Equivalent stress in elastic-plastic modeling

c) Equivalent stress in elastic modeling

Figure 6.8 FEM results of single-shot impingement on aluminum alloy Al2024-T351 at the end of loading: a) Equivalent plastic strain, b) Equivalent stress (in Pa) in elastic-plastic modeling, c) Equivalent stress (in Pa) in elastic modeling

Figure 6.9 and Figure 6.10 shows the results of the loading step in modeling the SAE1070 and Al2024-T351 that are required for the residual stress evaluation in the unloading step, respectively.
Figure 6.9 Distribution of the required parameters through the depth from the loading at the end of the loading step, equivalent plastic strain, equivalent elastic stress, and equivalent elastic-plastic stress in modeling the peening on SAE 1070

Figure 6.10 Distribution of the required parameters through the depth from the loading at the end of the loading step, equivalent plastic strain, equivalent elastic stress, and equivalent elastic-plastic stress in modeling the peening on Al2024-T351
6.4.3 Prediction of the residual stress

The unloading phase of the shot peening in the proposed hybrid method is modeled analytically; however, it incorporates experimentally obtained actual unloading curves. The unloading stresses, as discussed, are calculated analytically after the full coverage conditions. In the unloading step, equations 6.18-6.21 are utilized to calculate the induced residual stresses followed by equations 6.15-6.17 to obtain the residual stress distribution through the depth of a target.

Figure 6.11 shows the residual stress distribution results of the proposed method for the evaluation of the residual stress distribution through the depth of the SAE1070 spring steel in the full coverage condition. The figure also provides a comparison with the experimental residual stress measurement data [64]. The proposed hybrid method’s predicted profile follows the experimental results, including the prediction of reverse yielding, the extent of the compressive region and the maximum value of residual stress, closely.

![Figure 6.11 Results of residual stress distribution due to shot peening of SAE1070 spring steel and comparison with the experimental data [64]](image)

Figure 6.12 shows the residual stress distribution results of the proposed model in the case of the shot peening on the Al2024-T351 sheet, as well as the experimental measurement by Miao et al. [192]. The experimental data [192] was available in two conditions: one for partial coverage (87% coverage) and the other one after over peening, so both data points are plotted in Figure 6.12. One expects the residual stress of full coverage to be somewhere in between partial and over coverages. Similar to results for steel plate, results for aluminum sheet presented in Figure 6.12 confirm that the proposed method predicts the residual
stresses closely as compared to the experimental measurements. It shows that in all four important parameters of residual stress at the surface, maximum compressive residual stress, depth of maximum compressive stress, and depth of the compressive residual stress, the proposed method is very close to the experimental data. A good estimation of the loading strains, using FEM, and considering the actual unloading curves are the main reasons for the close results of the proposed method.

Figure 6.12 Results of residual stress distribution due to shot peening of Al2024-T351 sheet and comparison with the experimental data [192]

6.5 Discussion and sensitivity analysis

6.5.1 Peening on SAE 1070

To understand the role of different parameters on the residual stress profiles predicted by the hybrid method, the results of the sensitivity analysis of peening on SAE 1070 is discussed. First, sensitivity analysis has been done to better understand the significance of different parameters involved in the loading modeling using FEM. As discussed above, there are three main parameters of strain rate effect, friction, and actual strain hardening of a material that are involved in the FEM solution. In this section, one of these effects is ignored at a time, and the results of the loading plastic strains are obtained in each step. As depicted in
Figure 6.13, the results of this sensitivity analysis for the loading step of the shot peening shows the perfectly plastic behavior increases the maximum plastic strain as the material does not have any hardening resistance. Sensitivity analysis also shows that the friction only affects tens of micrometers from the surface, and shifts the distribution of equivalent plastic strains towards the surface. In this case, the maximum plastic strain in the loading step remains the same. Figure 6.13 also shows that removing the strain rate effect in FEM increases the maximum equivalent plastic strain as the material is getting stronger in higher strain rates.

![Graph showing equivalent plastic strain at the end of the loading step using FEM for SAE 1070 in different conditions of no hardening, no friction, and no strain rate.](image)

**Figure 6.13 Equivalent plastic strain at the end of the loading step using FEM for SAE 1070 in different conditions of no hardening, no friction, and no strain rate**

Second, sensitivity analysis is used to understand the significance of different parameters in the evaluation of the residual stress profile. Similar to the loading step, one of these parameters is ignored in each step, and its effect on the residual stress profile obtained by the hybrid method is discussed. Figure 6.14 shows that removing the strain rate effect changes the results only within the first 30 micrometers of SAE 1070 substrates. The strain rates of the surface elements are much higher than those of the underneath layers [198]. Thus, there is a small shift in the predicted residual stress distribution in the surface layer. The SAE 1070 is not significantly rate-sensitive, so the shift in the residual stress is small. The next analysis is to find the effect of friction between the shot and the substrate. In this case, as it is expected, the friction only affects the residual stress in the surface layer and similar to the effect of strain rate, it only changes within tens of few micrometers through the depth. The third parameter of the sensitivity analysis is the
actual hardening of a material. Figure 6.14 shows the effect of considering the hardening of the material in the prediction of the residual stress profile. In this scenario, a shift in the residual stress prediction is obvious, and although the hardening of SEA 1070 is not significant ($\sigma_{ut} = 1.13\sigma_y$), it is well shown that hardening plays an important role in residual stress prediction. The above sensitivity analysis results confirm that strain rate and friction (in case of SAE 1070) slightly affect the surface residual stress evaluation, and the actual hardening affects the residual stress evaluation significantly.

Figure 6.14 Results of residual stress distribution due to shot peening of SAE 1070 spring steel and comparison with the experimental data [64], and sensitivity analysis results of hybrid modeling of peening on SAE 1070

6.5.2 Further discussion

These two examples, peening on SAE 1070 and AL2024-T351, have been selected based on the availability of experiments and process data. The reason the prediction of the proposed method when ignoring the hardening, friction, and strain rate in the sensitivity analysis shown in Figure 6.14 does not differ significantly from the experimental values, in SAE1070, is a result of the fact that the material behavior is close to the elastic-perfectly plastic condition at high strain values which makes the estimation
of the equivalent plastic strain in the loading not affecting the estimation of the equivalent stress. Another condition that could create a significant difference in residual stress prediction is when the unloading behavior of a material is far different from the isotropic hardening behavior of SAE 1070. Thus, to determine how different the results of the residual stress distribution would be when the actual loading-unloading behavior of a material is involved, two peening examples are considered here. These two examples are meant to show the effects of actual hardening and actual unloading behavior of material. In all of the following examples, the peening process parameters are assumed to be the same as the peening condition of SAE 1070 example [64].

6.5.2.1 Material with a significant hardening

To better show the effect of material’s loading behavior on the residual stress, a material with sigmoidal hardening is considered. This type of hardening behavior is typical in some HCP materials like wrought magnesium alloys [30], [36]. The peening parameters and the elastic behavior of these examples are assumed to be the same as the ones of peening on SAE 1070 [64]. Figure 6.15 shows the sigmoidal hardening and perfectly plastic behavior of the materials considered in this example.

![Figure 6.15 Hardening behavior of a material approximated by a few simple piecewise linear lines](image)

Figure 6.15 shows that by considering the actual hardening of the material in this example, the maximum compressive residual stress is twice larger than the case of a perfectly plastic material.
6.5.2.2 Material with nonlinear kinematic-isotropic hardening

The significance of the actual unloading behavior on the residual stress distribution is discussed here. AISI M4333 has been selected as its unloading behavior is significantly different from isotropic hardening [199]. To show the effect of the actual unloading behavior, it is assumed that the material is elastic-perfectly plastic and strain rate insensitive. The yield stress is given as 1070 MPa. This material has a strong Bauschinger Effect which makes its elastic unloading happening at $1.3\sigma_{eq}^{ep}$, compared to $2\sigma_{eq}^{ep}$ in isotropic hardening case [199], [200]. The simplified loading and unloading behavior of AISI M4333 and the comparison of the unloading curve with an isotropic material is shown in Figure 6.17. The elastic behavior of AISI M4333 and the peening conditions are the same as the ones in SAE1070.

Figure 6.16 Residual stress distribution of peening on a non-hardening and hardening materials
Figure 6.17 Simplified loading and unloading behavior of AISI M4333

Figure 6.18 clearly shows the significance of using the actual unloading behavior of a material in the calculation of residual stress profile. It shows that in case of AISI M4333, with significant Bauschinger Effect, the residual stress at the surface and the maximum compressive residual stress are around four times over predicted if Bauschinger Effect is not considered.

Figure 6.18 Residual stress distribution of peening on AISI M4333 with and without Bauschinger Effect
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The above hypothetical examples clearly showed in case of peening on materials with the high strain hardening and complex unloading behavior, employing a method capable of capturing the actual material properties and process parameters is necessary for estimation of the residual stress distribution.

Conclusions

A hybrid FEM-analytical method was introduced which takes advantage of both numerical and analytical methods to provide a simple and accurate solution for modeling the residual stress distribution in the full coverage condition. This method models the loading step of shot peening by FEM and the unloading step analytically. The results of shot peening on steel and aluminum alloys confirmed that the prediction of residual stress using the hybrid method adheres well to the experimental measurements. The hybrid method not only predicted accurate results for steel and aluminum alloys, but also captured the actual loading-unloading behavior of a material. The model also makes the modeling of more complex material behavior possible. The major capabilities of the proposed model are in including: actual strain hardening behavior of material, strain rate effect, friction, and actual unloading behavior including Bauschinger Effect. Through different numerical examples presented in this study, the following conclusions regarding the impact of the above capabilities in the prediction of residual stress can be made:

1. Friction plays a small role in residual stress prediction. It mainly affects the value of residual stress at the surface.
2. Strain rate has been shown to affect the residual stress distribution in the vicinity of the surface layer.
3. The unloading behavior, and in particular Bauschinger Effect has a significant role in the magnitude and distribution of the residual stress.
Chapter 7
Modeling of residual stress distribution in shot peened magnesium alloys using the hybrid numerical-analytical method

Abstract

As Magnesium (Mg) is the lightest industrial metal, there is a significant interest in replacing vehicle components with Mg alloys. On the other hand, the low fatigue strength of these alloys has been an obstacle to use them in load-bearing components. Thus, the fatigue properties of Mg alloys should be improved. Shot peening is a cold-working process employed to improve the fatigue properties of materials. This process involves the impingement of small shots on a material’s surface, inducing compressive residual stress, which is known to retard crack initiation and growth in load-bearing components. Modeling provides a low-cost estimation of residual stress distribution compared to experimental methods. This paper extends the application of an existing hybrid numerical-analytical model to use with an asymmetric and anisotropic material that also has complex unloading behavior, such as Mg alloys. First, the loading state of material under peening and the effects of the material’s asymmetry and anisotropy are discussed, then the numerical modeling of the loading step is provided. Finally, the actual unloading curves of the material are used to estimate the residual stress profiles. The strain rate effect is also considered in the modeling. The results are matched with experimental measurements done by x-ray diffraction (XRD) and hole-drilling methods.

Keyword: Shot peening, Residual stress, Magnesium (Mg) alloy, Asymmetry, Anisotropy, Hybrid numerical-analytical methods
Nomenclatures

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Subscripts</th>
<th>Superscripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Cross-section area of the target material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>Shot diameter</td>
<td>$eq$</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
<td>$s$</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>Target thickness</td>
<td>$t$</td>
<td>$y$</td>
</tr>
<tr>
<td>$l$</td>
<td>Moment of inertia of the target material</td>
<td>$y$</td>
<td></td>
</tr>
<tr>
<td>$V$</td>
<td>Shot velocity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>Target width</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Strain</td>
<td>$0$</td>
<td>$un$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio</td>
<td>$e$</td>
<td>$ep$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>$ep$</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stress</td>
<td>$un$</td>
<td></td>
</tr>
</tbody>
</table>

7.1 Introduction

Steel and aluminum have been the dominant materials in vehicle manufacturing since the 1920s [1]. The material selected for a vehicle’s construction is a key factor in the vehicle’s overall weight, as it is directly linked to the vehicle’s fuel efficiency. Magnesium (Mg) was selected as an automotive-industry material in the early 20th century [9]. Since then, the drive to reduce fossil fuel consumption due to its environmental impacts has generated renewed interest in employing Mg and its alloys in vehicle manufacturing [9]. One of the qualifying metrics for structural application of Mg in transportation vehicles is its high durability.

Shot peening is a cold-working process primarily used to enhance the fatigue life of metallic components [161]. In this process, small spherical particles are propelled at the surface of a component, impacting it at a velocity of 30-100 m/s, and creating local plastic deformation. The induced plastic layer is approximately a few hundred micrometers in thickness, causing a compressive residual stress field to develop in the near-surface layer of the structural component [201]. The compressive stress induced by shot peening prevents crack formation and growth by negating the tensile loading contribution of the cyclic stress loading, which in turn results in increased fatigue life. Studies relevant to this paper are discussed in two sections: 1) studies on the effects of shot peening on Mg alloys, and 2) studies regarding the modeling of shot peening.
To date, the effects of shot peening on Mg alloys have only been studied experimentally. These studies were mostly concerned with determining the optimum shot peening conditions that will produce the maximum fatigue life. For this purpose, researchers have measured the residual stress and fatigue life of shot peened samples at different Almen intensities [202] and reported the optimum shot peening conditions. In most of these studies, glass shots are used for peening Mg alloys since steel shots deposit contamination on the surface of Mg alloys, consequently creating corrosion problems [164]. Two experimental techniques, hole drilling [92], [94] and XRD sin²ψ [91], [93], [95], [97], [165], [166], have been used for measuring the residual stresses induced by the peening process. Table 7.1 summarizes various studies on the peening of magnesium alloys, including the materials, peening details, methods of residual stress measurement, and the maximum residual stresses induced during peening treatments. The experimental results show the maximum compressive residual stresses of between 20-120 MPa.

### Table 7.1 Summary of the studies on the effect of shot peening on Mg alloys

<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Shot material</th>
<th>Shot diameter (mm)</th>
<th>Almen intensity (mmN)</th>
<th>Method of stress measurement</th>
<th>Maximum compressive stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[88], 1999</td>
<td>AZ80</td>
<td>Glass, Steel, ...</td>
<td>0.66</td>
<td>0.03-0.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[89], 1999</td>
<td>AZ80</td>
<td>Glass, Steel</td>
<td>0.36 and 0.65</td>
<td>0.04-0.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[90], 2003</td>
<td>wrought AZ80</td>
<td>Steel</td>
<td>0.36</td>
<td>0.18- 0.55</td>
<td>XRD (sin²ψ)</td>
<td>80-110</td>
</tr>
<tr>
<td>[91], 2005</td>
<td>wrought AZ80</td>
<td>Glass</td>
<td>0.3-0.4</td>
<td>0.04-0.4</td>
<td>Hole-drilling</td>
<td>100</td>
</tr>
<tr>
<td>[92], 2009</td>
<td>Cast Magnesium A8</td>
<td>Glass</td>
<td>0.245</td>
<td>0.127</td>
<td>Hole-drilling</td>
<td>100</td>
</tr>
<tr>
<td>[93], 2009</td>
<td>ZK60-T5</td>
<td>Glass</td>
<td>0.35</td>
<td>0.02-0.04</td>
<td>XRD (sin²ψ)</td>
<td>50-100</td>
</tr>
<tr>
<td>[94], 2010</td>
<td>wrought AZ80</td>
<td>Glass, B30, Ce-ZrO2</td>
<td>0.3-0.8</td>
<td>0.04-0.06</td>
<td>Hole-drilling</td>
<td>40-115</td>
</tr>
<tr>
<td>[95], 2011</td>
<td>Mg-10Gd-3Y alloys</td>
<td>Glass</td>
<td>0.35</td>
<td>0.05-0.6</td>
<td>XRD (sin²ψ)</td>
<td>83 to 95</td>
</tr>
<tr>
<td>[97], 2011</td>
<td>ZK60-T5, ZK60</td>
<td>Glass</td>
<td>0.35</td>
<td>0.1-0.4</td>
<td>XRD (sin²ψ)</td>
<td>20-120</td>
</tr>
<tr>
<td>[98], 2018</td>
<td>AZ31B</td>
<td>Ceramic</td>
<td>0.1–0.15</td>
<td>0.15</td>
<td>XRD (sin²ψ)</td>
<td>30</td>
</tr>
</tbody>
</table>
In modeling the process, loading and unloading terms are used frequently. The loading is the phase of shot impacting the substrate and penetrating through the material up to the point where its velocity decays to zero, and the unloading step starts when the shot media rebounds from the substrate’s surface. There are three types of residual stress modeling: Analytical, FEM, and hybrid numerical-analytical modeling. The analytical modeling is the first priority due to its low estimation cost. The analytical estimation of residual stress has three sections: 1) obtaining the loading elastic solution, 2) converting the elastic to the elastic-plastic solution, and 3) evaluating unloading stresses.

Al-Hassani [63] introduced the first analytical modeling for elastic-perfectly plastic material, using a highly simplified method. One of the major analytical modeling studies was done by Li et al. [65]. They used the Hertz contact theory [66] to evaluate the loading stress components, assuming that the shot peening process is similar to a quasi-static process of pressing a spherical material into a semi-infinite plate. They also evaluated the loading strains by assuming that the ratio of the radius of plastic to elastic indentation is the same as the ratio of the plastic strain to elastic strain.

Li et al. [65] also assumed that the above-mentioned ratio is applicable in the unloading step. Shen [68] improved analytical modeling by removing the empirical relation and including the effect of shot velocity. Miao et al. [64] studied the influence of shot type, size, velocity, and peening angle on the Almen intensity. They also accurately estimated residual stress through the depth, induced by the shot peening of steel alloys.

The next modeling type is FEM modeling. Unlike the analytical method, all stress-strain related parameters can be evaluated by the FEM method. The numerical modeling of shot peening was started by 2D modeling of one or a limited number of shots propelled at the target surface [73], and continued by 3D modeling [74]–[76], [170]–[173]. The main purpose of these studies was to figure out the effect of different peening parameters on residual stress distribution. Two strategies were employed to model the residual stress after full coverage peening. First, symmetry cells were used to evaluate the residual stresses after limited shot impingement [80], [174]. Second, multiple random peening method was employed to model the complex nature of this process. In earlier studies, the required number of shots were assembled on top of a target surface, and impinged the plate consequently [177]–[179]. Later, combined DEM-FEM methods were introduced to model shot impingement from a nozzle and consider the shot-shot and shot-target interactions. The substrate’s surface is monitored to reach full coverage [181]–[183]. The residual stress distribution is calculated by averaging the residual stress profiles through the depth of different points.

The last way to model the shot peening process is the hybrid numerical-analytical method introduced by the authors of this paper. This method uses the advantages of both numerical and analytical modeling.
and can capture the actual loading-unloading behavior of materials, plus the strain rate effect and friction. In the hybrid method, the loading step is modeled by FEM and the unloading step is modeled analytically. The main advantages of the hybrid method are that it removes the assumptions of analytical modeling, which are mostly in the loading step, and also enables the model to capture the actual unloading behavior of a material. As the loading behavior of Mg alloys differs greatly from that of elastic-perfectly plastic materials, modeling the whole process analytically is not accurate, and also as the hardening behavior is far different from isotropic or kinematic hardening, it is complex to model the actual behavior using FEM software in the unloading step.

A comprehensive review of the modeling of the shot peening process reveals that, to date, there has been no work reported on modeling the shot peening of Mg alloys. There are complexities in Mg alloys’ behavior, including the asymmetry in tension and compression, anisotropy in different directions, complex unloading behavior, and complex strain rate effect on the stress-strain behavior in each direction. In this paper, the shot peening process is modeled to obtain the residual stress distribution through the depth for an asymmetric, anisotropic material with both complex hardening and strain-rate-sensitive behaviors.

### 7.2 Material and methods

#### 7.2.1 Material

The material used in this study is AZ31B-H24 rolled sheets with thicknesses of 4 and 6.35 mm. Table 7.2 shows the chemical composition of this alloy [119]. The density and Young’s modulus of elasticity are 1770 Kg/m³ and 45 GPa, respectively [120]. Figure 7.1 shows the texture of the 6.35 mm thick sheet, highlighting the strong basal texture in the normal direction (ND) of the sheet.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Al</th>
<th>Zn</th>
<th>Mn</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight %</td>
<td>2.73</td>
<td>0.915</td>
<td>0.375</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Modeling residual stress requires knowing the loading-unloading behavior of a material. As the material of interest in this paper is both asymmetric and anisotropic, the loading-unloading curves, the compression-tension (CT) and tension-compression (TC) curves in all three directions, might be needed for residual stress modeling. The authors of this study evaluated the CT and TC of the same material in different directions, concluding that the material could be assumed to be in-plane isotropic. Thus, the properties in the rolling direction (RD) are used for both the RD and transverse direction (TD), but the CT and TC properties in ND are different from those in the RD. As such, for the loading state of the peening, there
could be four curves to consider, tension or compression in RD and or in ND. These four curves are shown in Figure 7.2, which clearly shows strong asymmetric behavior in tension and compression, and strong anisotropy between the material behavior in the RD and ND.

![Figure 7.1 Texture of AZ31B-H24 rolled sheet with a thickness of 6.35 mm](image)

![Figure 7.2 AZ31B tension and compression curves in RD and ND](image)

### 7.2.2 Shot peening parameters

The shot peening process was done at Metal Improvement Co., in Brampton, Ontario, under Almen intensities of 0.05, 0.2 mmN using glass shots and under 0.4 mmN and using glass and steel shots. The diameters of the glass and steel shots were 350 and 280 micrometers, respectively. Samples of 35 x 35 x 4 mm sheets were shot peened from the working distance of 10 cm, in full coverage, and vertical peening.
7.2.3 Nano-indentation

Various values for the modulus of elasticity for glass shots have been reported in the literature [203] and [204]. A Nano-indentation test [205] was performed to measure the modulus of elasticity for the glass shots used in this study. The shots were put in a cylinder with a conic hole that was then filled with liquid glue. The shot size ranged from 270-360 μm. The samples were then finely polished with 6, 3, 1 and 0.1-μ diamond paste and an oil-based lubricant on imperial cloth. Finally, the samples were polished with 0.05 μ master prep colloidal silica on a black CHEM pad. Figure 7.3 shows the mounted samples and the surface of the polished sample. An in-situ Nano-indentener from Nanomechanics Inc. was used for this test. The level of indentation forces applied to the surface was below 1.3 μN. To verify the results, the Nano-indentation test was also carried out with typical steel shots with a known modulus of elasticity. The indentations and measurements were repeated 25 times for each material.

![Image](image1.png)

**Figure 7.3 Measurement of glass shots modulus of elasticity:** a) sample mount for Nano-indentation, b) Image of the polished surface

7.3 Modeling of residual stress induced by peening using the hybrid method

As discussed in Chapter 6, the authors have proposed a new hybrid numerical-analytical modeling of shot peening, which leverages the advantages of both analytical and FEM and removes the main disadvantages involved in the literature. The hybrid method models the loading step using FEM, enabling the model to capture the actual stress-strain behavior plus the effects of strain rate and friction. In the unloading step, an analytical approach is employed to evaluate the residual stresses by capturing the actual unloading behavior of materials.
7.3.1 Modeling the loading step

The hybrid method requires modeling of the loading phase of single-shot peening in two steps. First, the substrate is assumed to behave elastically, to obtain the elastic equivalent stresses of all elements at the center of the impact through the depth (Figure 7.4a). Second, the actual elastic-plastic behavior of the material is used in modeling the loading phase to evaluate the equivalent plastic strain and equivalent stress for each element (Figure 7.4b).

![Figure 7.4 Schematic view of the impact zone and stresses and strains a) at the end of the loading step, showing elastic loading equivalent stress through the plate depth, assuming the elastic behavior for the substrate, b) at the end of the loading, showing equivalent stress and equivalent plastic strain distribution through the plate depth](image)

Abaqus FEA software has been used to model the single shot peening process. Shots are assumed to have elastic behavior, and substrates are considered to have actual elastic-plastic behavior. The geometry and meshing of modeling the single shot peening are shown in Figure 7.5. The model uses eight-node linear brick elements with reduced integration (C3D8R) and the element size of 5 x 5 x 5 μm at the impact point. The sample width and height are greater than 5R, R being the radius of the shot. Mesh sensitivity analysis was performed to finalize the element size of the model. All degrees of freedom at the bottom face of the substrate were fixed, and symmetry conditions were applied at the xz and yz planes as depicted in Figure 7.5. The damping model proposed in [76] was used to damp unnecessary oscillations. The penalty contact algorithm was applied with the isotropic coulomb friction coefficient of 0.12. As the material shows asymmetric and anisotropic properties, first, the loading state in the peening process is discussed conceptually, then the predicted effects of these behaviors are confirmed using FEM software. To represent the effect of the material’s asymmetric properties, the asymmetric material model (MAT 124) of LS-DYNA software has been employed in this study. The effect of the material’s anisotropy has been modeled using the Hill’s yield function [206] in Abaqus. The strain rate effects in the loading direction are estimated using
experimental data on the effect of strain rate on the stress-strain behavior of AZ31B-H24 rolled sheet along compression tests in different directions [207]. Finally, for modeling the loading phase, the strain rate dependent plastic model of Abaqus is used, as it is able to capture the actual stress-strain curve at each strain rate value.

![Figure 7.5 The geometry of the FEM model using Abaqus software](image)

In the shot peening industry, the Almen intensity concept is used to show the amount of kinetic energy transferred to a material. Almen and Black [54] introduced this method to measure the value of shot peening intensity. In modeling, the velocity of shots should be evaluated first using the known Almen intensity and shot peening parameters. Miao et al. [64] proposed an accurate analytical approach to relate the Almen intensity to the velocity of shots. In the present study, the shot velocities were calculated based on their studies [64], using the average shot diameter. The shot peening parameters and shot properties are given in Table 7.3.

**Table 7.3 Shot peening conditions and shot properties**

<table>
<thead>
<tr>
<th>Intensity (mmN)</th>
<th>Shot material</th>
<th>$E_s$ (GPa)</th>
<th>$v_s$</th>
<th>Density (Kg.m$^{-3}$)</th>
<th>$D$ (mm)</th>
<th>$V$ (m/s)</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>Glass shot</td>
<td>70.2</td>
<td>0.22</td>
<td>2500</td>
<td>0.350</td>
<td>8</td>
<td>Full coverage</td>
</tr>
<tr>
<td>0.2</td>
<td>Glass shot</td>
<td>70.2</td>
<td>0.22</td>
<td>2500</td>
<td>0.350</td>
<td>33</td>
<td>Full coverage</td>
</tr>
<tr>
<td>0.4</td>
<td>Glass shot</td>
<td>70.2</td>
<td>0.22</td>
<td>2500</td>
<td>0.350</td>
<td>94</td>
<td>Full coverage</td>
</tr>
<tr>
<td>0.4</td>
<td>Steel shot</td>
<td>210.0</td>
<td>0.30</td>
<td>7850</td>
<td>0.280</td>
<td>50</td>
<td>Full coverage</td>
</tr>
</tbody>
</table>
7.3.2 Modeling the unloading step

The unloading behavior of Mg alloys cannot be modeled by isotropic hardening nor by kinematic. It is even impossible to model the unloading curve by just considering the Bauschinger Effect. The reason for this difficulty is that not only do the yield stresses at unloading depend on the loading strains, but also the shape of the unloading curves differs. In this study, depending on the loading strain for each point through the depth, an unloading curve has been assigned to evaluate the residual stress for that point. The actual unloading curves are used to calculate the reverse yield stresses for each curve.

The unloading step of the residual stress prediction using the hybrid method employs a form of analytical modeling that is capable of capturing the actual unloading behavior of a material. Figure 7.6 demonstrates the schematic stress-strain curve of the substrate and the parameters involved in the modeling.

![Material stress-strain curve and proposed hybrid modeling parameters](image)

**Figure 7.6 Schematic material stress-strain curve and proposed hybrid modeling parameters**

As discussed in Chapter 6, equation 7.1 evaluates the induced residual stress components.

\[
\begin{align*}
\sigma_x^r &= \sigma_y^r = \frac{1}{3}(\sigma_{eq}^{ep} - \sigma_{eq}^e) \\
\sigma_y^r &= -2\sigma_x^r \\
\text{for} & \quad \sigma_y^r < \sigma_{eq}^e \leq 2\sigma_y^{un} \\
\end{align*}
\]

(7.1)

Using the strain compatibility equations, it was shown that, in the cases when $$\sigma_{eq}^e > 2\sigma_y^{un}$$, the plastic strain is obtained by equation 7.2.

\[
\Delta\varepsilon_{eq}^{ep} = \bar{\varepsilon}^p
\]

(7.2)

Knowing the unloading behavior of a material and a strain value for each element at the end of the unloading step, an increase in the unloading stress $$\Delta\sigma_{eq}^{ep}$$ can be calculated. Finally, if $$\sigma_{eq}^e > 2\sigma_y^{un}$$, the induced residual stress is estimated by equation 7.3.
\[
\begin{align*}
\sigma^r_x &= \sigma^r_y = \frac{1}{3} (\sigma_{eq}^{ep} - 2\sigma_{un}^{ep} - \Delta \sigma_{eq}^{ep}) \\
\sigma^r_z &= -2\sigma^r_x
\end{align*}
\]

for \( \sigma_{eq}^{ep} > 2\sigma_{un}^{ep} \)  \( (7.3) \)

The next step in the hybrid method as in the analytical method is to extend the results of the induced residual stresses to the ones in the full coverage condition. To do so, the induced residual stresses after the full coverage peening can be calculated using equation 7.4.

\[
\begin{align*}
\sigma^i_x &= \sigma^i_y = \frac{1 + v_t}{1 - v_t} \sigma^r_x \\
\sigma^i_z &= 0
\end{align*}
\]

where \( v_t \) is the target’s (substrate’s) Poisson’s ratio. As the stress distribution is not self-equilibrated, a force and a bending moment will be released by removing a sample from the shot peening fixture. The force and the bending at the cross-section is obtained using equation 7.5,

\[
\begin{align*}
\int \sigma^i_x w dz + F_x &= 0 \\
\int \sigma^i_x \left( \frac{h}{2} - z \right) w dz + M_y &= 0
\end{align*}
\]

where \( h \) and \( w \) are the height and width of the plate. Then the residual stress distribution can be evaluated using equation 7.6,

\[
\sigma_x^{res} = \sigma_x^{ind} + \frac{F_x}{A} + \frac{M_y (\frac{h}{2} - z)}{I}
\]

where \( A \) and \( I \) are the cross-section area and area moment of inertia of the target material, respectively.

7.4 Results

7.4.1 Evaluation of glass shots’ Young modulus

Table 7.4 shows the results of the modulus of elasticity measurements using Nano-indentation for the steel and glass shots.

<table>
<thead>
<tr>
<th>Material</th>
<th>Modulus of elasticity (GPa)</th>
<th>Standard deviation (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel shots</td>
<td>243.6</td>
<td>22.8</td>
</tr>
<tr>
<td>Glass shots</td>
<td>70.2</td>
<td>4.5</td>
</tr>
</tbody>
</table>
The results on steel shots indicate that this method can successfully be used to measure the modulus of elasticity of shots.

7.4.2 Results of the loading step

7.4.2.1 Effect of material asymmetry and anisotropy

In the hybrid method, the loading state of each point through the depth is assumed to be the same as the loading state at the point of impact through the depth. Thus, the loading state of the path from the impact point through the depth is of interest. The asymmetric properties of Mg alloys in tension and compression and anisotropic properties in RD and ND need to be addressed at this point. To show the dominancy of tension or compression curve in RD or ND, first the loading state of the elements in the path from the center of the impacts through the depth is considered here. Due to the loading and geometry conditions, the axisymmetric condition is applicable for this path. As the shot compresses the substrate in ND, we expect to get the strain field shown in equation 7.7, which is exactly the loading state in the monotonic compression of the material along ND. Thus, it is predicted that the loading-unloading state of the material in the peening process can be approximated by the compression-tension in ND of the sheet.

\[ \varepsilon_x^p = -2\varepsilon_y^p \]

To confirm the results, the asymmetric and anisotropic material properties are modeled in LS-Dyna and Abaqus, respectively. To account for the asymmetry, an available asymmetric material model (MAT_124) of LS-DYNA is employed to determine if one of the compression or tension curves is dominant. In the first attempt, both the tension and compression curves in ND were given to the software. In the next steps, just the tension and compression curves were used. In this part of the modeling, it is assumed that the material has isotropic hardening properties. Figure 7.7 shows the results of the loading plastic strain and equivalent stresses using tension-compression curves or just tension, or just compression. Figure 7.7 demonstrates the residual stresses after single shot peening assuming isotropic hardening. The figure shows that the results for the asymmetric material are the same as the ones when considering a symmetric material with the compression curve as a material behavior.
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Figure 7.7 Distributions of equivalent plastic strain, equivalent stress and residual stress through the depth, considering asymmetric properties or just tension or just compression behavior

It is concluded that the compression stress-strain curve dictated the stresses in modeling the shot peening process.

To consider the effect of anisotropy in modeling the shot peening process, the POTENTIAL option has been used, which uses Hill’s yield function [206] to capture the anisotropy of the material. As this material model scales only the properties of the material in one direction to the other ones, using coefficients of $R_{11} = R_{22} = 1.32$, $R_{33} = 1$, $R_{12} = R_{13} = R_{23} = 1$ produced the scaled curves of compression along ND to be assumed for the in-plane material properties. These coefficients have been evaluated to capture the maximum difference between the compressive behavior of the material along RD and ND. Figure 7.8 shows the hypothetic stress-strain curve of the material in RD and TD, and the actual properties along ND.
Figure 7.8 Material in-plane and along ND for determining the effects of anisotropy

Figure 7.9 Distributions of equivalent plastic strain, equivalent stress and residual stress through the depth, considering anisotropic properties or just compression in RD or just compression in ND
7.4.2.2 Considering the strain rate effect

Zhao et al. [207] did experiments to obtain the flow curves of AZ31B-H24 at different strain rates in compression along ND of the sheet (Figure 7.10). Looking into the effect of strain rate on the compression behavior of the material in ND, it is found that the strain rate does not change the yield stress, but as the plastic strain is increased, the strain rate hardens the material more. The same pattern in the effects of strain rate on the compression behavior of AZ31B-O along ND has been proposed by [208]. The authors of the present study are proposing equation 7.8, fitted to the experimental data as shown in Figure 7.10.

\[
\sigma_{C-ND} = a_0 + (a_1 + \exp(a_2 \ln(\dot{\varepsilon}_p)) \exp(a_3 + a_4 \bar{\varepsilon}_p) (\bar{\varepsilon}_p^n) + a_5 \exp(a_6 \ln(\dot{\varepsilon}_p))
\]

where \( \bar{\varepsilon}_p \) and \( \dot{\varepsilon}_p \) are the effective plastic strain, and the rate of effective plastic strain, respectively. The coefficients are provided in Table 7.5.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>-641.4</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>17.214</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>0.2479</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>3.577</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>-1.515</td>
</tr>
<tr>
<td>( a_5 )</td>
<td>753.3</td>
</tr>
<tr>
<td>( a_6 )</td>
<td>-0.001206</td>
</tr>
<tr>
<td>( n )</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 7.5 Values of coefficients used in equation 7.8

The quasi-static behavior of the material used in [207] is very close to the compression curve of the material used in this study. However, to obtain the strain rate effect on the compression behavior of AZ31B-H24, used in this study, it is assumed that the ratio of the stress value at a high strain rate to the stress at the quasi-static condition at each plastic strain is the same for both materials. Thus, equation 7.9 is used to generate the material behavior of AZ31B-H24 at high strain rates.

\[
\sigma_{C-ND}^{AZ31B-H24}(\bar{\varepsilon}_p, \dot{\varepsilon}_p) = \frac{\sigma_{C-ND}(\bar{\varepsilon}_p, \dot{\varepsilon}_p)}{\sigma_{C-ND}(\bar{\varepsilon}_p, \dot{\varepsilon}_p = 0.001 \text{ 1/s})} \sigma_{C-ND}^{AZ31B-H24}(\bar{\varepsilon}_p, \dot{\varepsilon}_p = 0.001 \text{ 1/s})
\]

(7.9)
Figure 7.10 Strain rate effect on the compression of AZ31B-H24 along ND obtained experimentally [207] and fitted model using equation 7.8

7.4.2.3 Modeling the loading phase in peening the Mg alloy

Based on the results of the effect of material asymmetry and anisotropy, the properties of compression along the ND are considered for the loading phase simulation. The required parameters for predicting the residual stress distribution using the hybrid method are the equivalent plastic strain ($\dot{\varepsilon}^p$), equivalent elasto-plastic stresses $\sigma_{eq}^{ep}$, and equivalent stress in elastic modeling $\sigma_{eq}^{e}$. Figure 7.11 presents the FEM results of one-shot impingement on the AZ31B-H24 using a steel shot, showing the parameters of ($\dot{\varepsilon}^p, \sigma_{eq}^{ep}, \sigma_{eq}^{e}$) needed for estimating the residual stress distribution.
a) Equivalent plastic strain

b) Equivalent stress in elastic-plastic modeling

c) Equivalent stress in elastic modeling

Figure 7.11 FEM results of single-shot impingement on AZ31B using steel shots at the end of loading; a) Equivalent plastic strain, b) Equivalent stress (in Pa) in elastic-plastic modeling, c) Equivalent stress (in Pa) in elastic modeling

Figure 7.12, Figure 7.13, and Figure 7.14 show the results of the required parameters: loading equivalent plastic strain, equivalent stress, and equivalent elastic stress from the loading phase of the hybrid method, respectively. These parameters are then employed to calculate the residual stress distributions in the shot peening of AZ31B-H24 under different conditions. Figure 7.12 shows that increasing the peening intensity increases the maximum plastic strain and its associated depth in the loading phase of the modeling. In addition, the depth of the plastically deformed layer has a direct relation with the peening intensity. However, the peening intensity slightly affects the plastic strain at the surface of the substrate. In the case of peening under 0.4 mmN using glass and steel shots, both peening conditions have similar distributions; however, due to the differences in shot’s properties, diameters, and velocities, these two curves are not well fitted.
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Figure 7.12 Distribution of the equivalent plastic strain through the depth at the end of the loading step in modeling peening under different peening conditions

Figure 7.13, showing the distribution of equivalent stress in elastic-plastic simulation through the depth, follows the patterns described in Figure 7.12. Increasing the intensity leads to get a higher maximum equivalent stress and deeper deformed layer. In the case of peening under 0.4 mmN and according to the shot velocities and diameters, the strain rates when peening with glass shots are a bit higher than the ones when peening with steel shots. Thus, although the maximum plastic strain in peening by steel shots is higher, the maximum equivalent stress in peening by glass beads is a bit higher than when the peening involves steel shots. The same trend for increasing the peening intensity is also visible in Figure 7.14, where the equivalent elastic stresses show higher values when peening happens at higher intensities.
Figure 7.13 Distribution of the equivalent stress through the depth at the end of the loading step in modeling peening under different peening conditions.

Figure 7.14 Distribution of the equivalent elastic stress through the depth at the end of the loading step in modeling peening under different peening conditions, assuming elastic behavior for the substrate.
7.4.2.4 Modeling the residual stress distribution in peening the Mg alloy

Figure 7.15 shows the experimental compressive loading and tensile unloading curves along the ND of the material that are used in modeling the residual stress prediction of peening on rolled sheets. Each element through the depth follows one of these curves, depending on the equivalent plastic strain evaluated in the loading step.

![Graph showing stress vs. strain for different strain values.](image)

**Figure 7.15 The compressive loading and tensile unloading at different strain values along ND**

The residual stress profiles through the depth are evaluated analytically by using the results of the loading step obtained numerically for the four peening conditions mentioned in Table 7.3. The experimental hole drilling results have been evaluated for all four peening conditions. Due to a limitation of the hole drilling method, the first experimental data is obtained at 25 micrometers below the depth. Residual stresses have been also measured using the XRD method when the samples are peened at 0.4 mmN using glass and steel shots. Figure 7.16 to Figure 7.19 show the results of residual stress distributions through the depth of the samples peened under the various conditions. Figure 7.16 provides the modeling and experimental data for the peening under 0.05 mmN. The modeling predicts the maximum compressive residual stress to be at the surface (-52 MPa). Due to the low intensity of the peening, modeling predicts a small depth with the compressive residual stress (~100 μm). According to the small compressive residual stress and its shallow depth, the tensile residual stresses are predicted to be less than 3 MPa. In this figure and also under other peening conditions, due to the high rate-sensitivity of the material, and high gradient of stress and strain...
within a few hundreds of micrometers, and following a different procedure and an unloading path based on the results of the loading step for each element, the modeling data are noisy. Figure 7.16 shows that the modeling results are in good agreement with the experimental data.

![Figure 7.16 Residual stress profile through the depth due to shot peening at 0.05 mmN and comparison with the experimental results of hole drilling method](image)

**Figure 7.16 Residual stress profile through the depth due to shot peening at 0.05 mmN and comparison with the experimental results of hole drilling method**

Figure 7.17 demonstrates the results of the hybrid method for the sample peened under the intensity of 0.2 mmN. It shows that, compared to the results of the residual stress profile of 0.05 mmN, the depth with the compressive residual stress is deeper (225 μm) and the depth of the maximum compressive residual stress shifts toward the underneath layer (100-150 μm) instead of occurring at the surface. In the case of peening at 0.2 and 0.4 mmN, a sudden change of the residual stress is visible within the first 50 μm, and modeling predicts the reason to be related to the high rate-sensitivity of the material and the existence of a high strain rate within this layer. In addition, modeling shows that as the material is significantly rate-sensitive, the friction coefficient plays an important role in the prediction of residual stress within the first 50 μm sub-surface. The difference between the modeling and experimental results in this thin layer may also contribute to the surface damage within this layer. As shown in Chapter 5, the surface is significantly damaged, and cracks start to initiate after the intensity of 0.075 mmN. Thus, the residual stresses start to disappear within this layer, while the modeling ignores the effects of surface topography and damage. Further discussion about the first 50 μm is provided in the discussion section. Figure 7.17 shows that the
experimental results match well with the modeling ones after the first 50 μm, including in prediction of the maximum residual stress, its associated depth, and the depth of the compressive-induced residual stress.

Figure 7.17 Residual stress profile through the depth due to shot peening at 0.2 mmN and comparison with the experimental results of hole drilling method

Figure 7.18 and Figure 7.19 show the residual stress distribution of the samples peened under 0.4 mmN, using glass and steel shots, respectively. In both cases, due to higher peening intensity, the depths of the plastically deformed layers and the depths with the compressive residual stresses are higher than when the sample was peened at 0.2 mmN. In addition, the maximum compressive residual stresses are higher than the ones at the lower intensities. In addition to the hole drilling results, the authors have evaluated the experimental results using the XRD method in these two cases. Similar to the peening under 0.2 mmN, the modeling results follow the experimentally measured residual stresses in all the important parameters, except those at the surface layer, whose possible reasons were discussed.
Figure 7.18 Residual stress profile through the depth due to shot peening at 0.4 mmN using glass shots and comparison with the experimental results of hole drilling method and XRD method.

Figure 7.19 Residual stress profile through the depth due to shot peening at 0.4 mmN using steel shots and comparison with the experimental results of hole drilling method and XRD method.
7.5 Discussion and sensitivity analysis

This section discusses the effects of different parameters on the residual stress evaluation due to the peening of AZ31B-H24. From the four peening examples, peening under 0.4 mmN using steel shots has been used for the sensitivity analysis, except during sensitivity analysis on the effect of friction coefficient, for which the example of peening under 0.05 mmN has been added.

7.5.1 The effect of material’s rate-sensitivity

In this section, the significance of considering the effects of strain rate on the stress-strain curve of the material is discussed. Figure 7.20 shows the experimental residual stresses and the modeling results with and without considering the strain rate effect. Due to the high rate-sensitivity of the material, the residual stress prediction when ignoring the rate effects is significantly different from the experimental results and from the modeling, when the rate effects are considered in the modeling. In the first 200 micrometers below the surface where the material is plastically deformed (Figure 7.12), the results of the modeling are different.

![Figure 7.20](image)

Figure 7.20 The effects of material’s rate sensitivity on the predicted residual stress profiles through the depth due to shot peening under 0.4 mmN, using steel shots and comparison with the experimental results of hole drilling method and XRD method
7.5.2 The effect of friction

To discuss the residual stress prediction’s sensitivity to the friction coefficient, first, the residual stresses are evaluated using the friction coefficients of 0, 0.12, and 0.2 for two peening examples, peening under 0.05 mmN using glass shots and peening under 0.4 mmN using steel shots. These two examples have been selected as in one of them (peening at 0.05 mmN), the predicted residual stresses are in a good agreement with the experimental data within the first 50 micrometers below the surface, and in the other one (peening under 0.4 mmN), the predicted residual stresses and the experimental data differ within this layer. Figure 7.21 and Figure 7.22 show the results of residual stress distribution for the cases of peening under 0.05 mmN and 0.4 mmN, respectively. As shown in these figures, the friction coefficient significantly affects the residual stresses at the surface of the material.

Figure 7.21 The effects of friction coefficient on the predicted residual stress profiles through the depth due to shot peening under 0.05 mmN, using glass shots and comparison with the experimental results of hole drilling method.
The effects of friction coefficient on the predicted residual stress profiles through the depth due to shot peening under 0.4 mmN, using steel shots and comparison with the experimental results of hole drilling method and XRD method

In the case of peening on AZ31B, as the material’s sensitivity to strain rate is significant, and shows significant hardening after the initial yield, a change in the friction coefficient leads to a high difference in the estimation of equivalent stresses, which consequently changes the residual stresses.

7.5.3 The effect of material’s unloading behavior

To determine the effect of employing the actual unloading curves of the material, the residual stress distributions modeled by assuming isotropic hardening and kinematic hardening have been obtained. Figure 7.23 confirms the significant contribution of considering the actual unloading behavior in modeling the residual stress distribution through the depth. Assuming isotropic or kinematic hardening for this material significantly changes the residual stress prediction, whereas considering the actual CT curves along ND as the material’s loading-unloading behavior leads to results much closer to the experimental data.
Figure 7.23 The effects of material’s unloading behavior on the predicted residual stress profiles through the depth due to shot peening under 0.4 mmN, using steel shots and comparison with the experimental results of hole drilling method and XRD method

7.5.4 The effect of using the properties of the appropriate material’s direction

It was shown that the loading-unloading behavior of the peening process can be assumed to be the CT along a direction in which the shots have impinged. In this section, the residual stresses are evaluated using the CT along RD. Figure 7.24 shows the CT curves of the material tested in RD.

Zhao et al. [207] also did experiments to obtain the flow curves of AZ31B-H24 at different strain rates in compression along RD of the sheet. In this present work, similar to the procedure in ND, the strain rate effect on the compression behavior of AZ31B-H24 along RD was obtained by assuming the same ratio of the stress value at a high strain rate to the stress at the quasi-static condition at each plastic strain. Thus, equation 7.10 is used to generate the material behavior of AZ31B-H24 at high strain rates along RD.

\[
\sigma_{RD}^{AZ31B-H24}(\varepsilon_p, \dot{\varepsilon}_p) = \frac{\sigma_{RD}^{C-ND}(\varepsilon_p, \dot{\varepsilon}_p)}{\sigma_{RD}^{C-ND}(\varepsilon_p, \dot{\varepsilon}_p = 0.001 \text{ 1/s})} \sigma_{RD}^{AZ31B-H24}(\varepsilon_p, \dot{\varepsilon}_p = 0.001 \text{ 1/s})
\]  

(7.10)
Figure 7.24 The compressive loading and tensile unloading at different strain values along RD

Figure 7.25 and Figure 7.26 show the residual stress profiles predicted by the hybrid method, when using the properties along RD, for the examples of peening under 0.05 and 0.4 mmN, respectively. These figures also provide the predicted residual stresses when the ND properties are used for the modeling, plus the experimental values as shown in Figure 7.16 and Figure 7.19 to help understanding the significance of using the appropriate material properties for modeling the peening process. The residual stresses when RD and ND properties are used differ significantly, as their compression behavior, rate-sensitivity and unloading behavior have numerous differences.

The figures show that in both cases, the compressive residual stresses at the surface layer and also the maximum compressive residual stresses are larger when the RD’s properties are used. However, due to the higher yield stress in RD, the depth of the plastically deformed layer and consequently the depth with the compressive residual stress are shallower when the RD properties are used.
Figure 7.25 The predicted residual stress profiles through the depth due to shot peening under 0.05 mmN, using CT curves in RD and ND and comparison with the experimental results of hole drilling method

Figure 7.26 The predicted residual stress profiles through the depth due to shot peening under 0.4 mmN, using CT curves in RD and ND and comparison with the experimental results of hole drilling method and the XRD method
Figure 7.27 Schematic view of the predicted residual stresses in RD for the areas peened under 0.05 mmN along ND and TD

Figure 7.27 schematically shows the residual stresses induced in the RD for areas peened along the ND and TD. The hybrid method predicts that the residual distribution when TD properties are employed can be estimated as the induced residual profile when the sample is peened along TD (here, the TD properties are the same as RD ones). Thus, the predicted residual stress profile when using TD properties has assigned to the area peened along TD in Figure 7.27. Although a better approximation would be provided when a general solution for the anisotropy of the substrate in all directions is developed, as in the example of peening along TD, the in-plane properties (RD and ND) differs and the material is not in-plane isotropic. These findings can be verified experimentally. The first experimental verification is the residual stress measurements at the surface of the samples peened at different intensities along different directions, using XRD (Figure 7.28). This figure shows that the material has more compressive on-average residual stresses when the samples are peened along TD, which has the same properties as RD. The term on-average is used in this part because as mentioned in Chapter 3, respectively, 50% and 90% of the exposed x-rays are diffracted from the surface up to 36.2 μm and 126.8 μm through the depth.
Figure 7.28 The on-average residual stresses measured at the surface of the peened samples along ND and TD

The second experimental verification for the higher compressive residual stress involves crack initiation areas in the rotating bending samples, in which some areas are peened along ND, and some areas are peened along TD. Fractography of the fracture surface revealed that more than 90% of the crack initiation zones are located close to the areas peened along ND. As these areas’ compressive residual stresses are lower than the ones peened along TD, the cracks are initiated there.

7.5.5 The texture evolution and its prediction by the hybrid method

The hybrid method explained that the peening loading-unloading process can be modeled by the compression-tension of the sample in the peening direction. In addition, as mentioned in equation 7.2, when the material yields in the unloading phase, the final plastic strain of the unloading phase is equal to the plastic strain obtained in the loading step. The stress-strain behavior of the material required for modeling the residual stress distribution when peened along ND is shown in Figure 7.29. It shows the CT curves of the same material in ND in the negative strain values. The CT curves along ND predict the slip deformation in compression during the loading phase or penetration of a shot in the material, followed by the twinning during the unloading or rebounding of the shots from the surface. On the other hand, and as shown in Figure 7.12, higher peening intensity leads to higher plastic strain in the loading step of the peening, so the twinning in the unloading step would be greater, causing more grains to tilt from the ND toward the in-plane directions. Thus, the strongest basal texture along ND is expected in the as-received sample, and as the
peening intensity increases, the texture randomizes more and the c-axis tilt more from the ND to the in-plane directions. Figure 7.30 shows the texture evolution of the as-received and peened samples under different intensities. The initial texture shows that the strong basal orientation is aligned in ND; however, the peening rotates the c-axis from ND and randomizes the texture. As the peening intensity increases, the maximum texture intensity decreases, meaning more and more grains have a basal texture perpendicular to the ND as the intensity increases. Thus, the experimental results are compatible with the prediction of the hybrid method regarding the loading-unloading state of the material.

To support the predictions of the hybrid method, the samples were also peened normal to the cross-section of the sheet, meaning the peening was done along TD. During the compression-tension of the material in TD, twinning happens both in compression, during the loading phase, and also in tensile unloading. Figure 7.31 shows the CT curves of the same material in RD. As the material is in-plane isotropic, the CT behavior in TD is assumed to be the same for the RD. This figure shows the twinning deformation during the compression and de-twinning during the following tension. Thus, predicting a trend for the texture evolution after the peening is difficult. Figure 7.32 shows the texture evolution during the peening in TD, demonstrating that no trend is predictable for the texture evolution after peening in this direction. Again, this finding is compatible with the texture evolution during compression-tension of the material in TD.

Figure 7.29 CT curves of AZ31B rolled sheet in ND
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Figure 7.30 Texture evolution of the flat samples, peened in ND

Figure 7.31 CT curves of AZ31B rolled sheet in RD
Conclusion

The hybrid numerical-analytical modeling of the shot peening process was extended to model the residual stress distribution of Mg alloys, asymmetric and anisotropic materials, with significant rate-dependency and a complex unloading behavior. The results confirmed that the material’s asymmetric and anisotropic behaviors do not play a role in modeling the shot peening process when the compression-tension behavior of the material along the peening direction is used for modeling. The residual stress results of the material peened under different intensities confirmed that the prediction of residual stress using the hybrid method adheres well to the experimental measurements. For the lowest intensity, 0.05mmN, the hybrid method follows the experimental data well. However, at higher intensities, the predicted residual stresses differ from the experimental values only at the first 50 μm from the surface, perhaps because the surface is damaged and the residual stresses have vanished. Through the different sensitivity analyses and experimental studies presented in this paper, the following conclusions can be made:

1- The actual unloading behavior has a significant role in the distribution of residual stress through the depth of the material.
2- Due to the high level of the material’s rate-dependency, incorporating the strain rate affects the residual stress distribution in the vicinity of the surface layer.

3- Friction plays a significant role in residual stress prediction at the surface layer of peened Mg alloys.

4- The results of using the properties along RD in the case of peening along ND prove that the predicted residual stresses differ significantly from the experimental values, confirming the accuracy of considering the compression-tension along the peening direction as a material behavior required for the modeling.

5- The texture evolution of the peened samples under different intensities and in different directions justifies the accuracy of the loading-unloading state used in the hybrid method.
Chapter 8
Conclusions and Future Works

8.1 Conclusions

The research supports the following conclusions:

1. As in contrast to steel and aluminum, Mg alloys have a low x-ray mass attenuation coefficient, x-rays penetrate Mg alloys deeply. In this case, applying the stress correction factors is critical, especially where there is a high stress gradient in the surface layer of the material.

2. Due to the low mass attenuation coefficient of Mg, the uncertainty of the corrected residual stress is high. This high uncertainty should always be considered when using x-ray diffraction (XRD) on materials with a low x-ray absorption coefficient, such as Mg alloys.

3. The differences between the observed (before correction) residual stresses and corrected ones were mainly within 40 micrometers of the surface, where the micro-cracks release the residual stresses, even though the observed measurements fail to confirm this fact. Grazing incidence x-ray diffraction (GIXD) method and surface topography did confirm that residual stresses vanish within the first 30-40 micrometers from the surface.

4. Results of the corrected residual stress measurements taken through the depth using 2D-XRD were in a good agreement with the results of the hole-drilling method.

5. Shot peening generates large plastic deformations on the substrate as the shots impact the material. Thus, obtaining the large-strain loading-unloading behavior of the material is necessary when modeling this process. During the compression tests in the rolling direction (RD), the negligible effect of using anti-buckling was confirmed by comparing the results with those from the compression of cubic samples.

6. A novel custom fixture and a specimen geometry were designed to obtain the compression-tension (CT) and tension-compression (TC) curves of a sample with a total length of 6.1 mm. The accuracy of the results obtained by the new method was confirmed by employing the new experimental set-up to evaluate the CT and TC behaviors in RD, for which the results of using an anti-buckling fixture were available for comparison. This fixture enables researchers to do cyclic testing in the normal direction (ND) of plates, having a small thickness.
7. The results of CT and TC in RD and ND reveal both the anisotropic and asymmetric behaviors of the AZ31B-H24 rolled sheet. Modeling the unloading behavior of the material requires using actual complex properties and so cannot be done using simplified isotropic or kinematic hardening.

8. Conducting the peening on AZ31B-H24 under different intensities reveals that small on-average comprehensive residual stresses (>30 MPa) at the surface layer of up to around 130 μm are induced during peening under all intensities. Peening at 0.05 and 0.075 mmN intensities induces the maximum on-average compressive residual stress in the surface layer.

9. Residual stress distributions through the depth reveal the fact that as the peening intensity increases, the depth of the maximum compressive stress and the depth of the induced compressive residual stress layer increase, but the induced compressive residual stress at the surface is maximum at the 0.05 mmN.

10. It is found that the higher the intensity, the higher and deeper the hardness of the surface layer, also the higher $R_a$ and $R_z$.

11. The peening randomizes the texture in the surface layer due to the twining.

12. Shot peening on AZ3B-H24 clearly shows an over-peening effect where the optimum intensity is 0.05 mmN. The deteriorated surfaces cancel out the beneficial effect of compressive residual stress, causing fatigue life to decrease at higher intensities. Peening at optimum intensity increases the endurance limit of the material by 15%. The fractography of the fracture surfaces reveals that cracks are initiated where the second phases are present in the surface layer of the material.

13. The fully analytical modeling of the peening process fails to consider the effects of the actual stress-strain behavior of a material, friction, and strain rate in the loading step of the shot peening process. On the other hand, FEM modeling of shot peening is computationally expensive, and it is complicated to model the actual unloading behavior of complex materials such as Mg alloys. In this thesis, a new hybrid analytical-numerical method is proposed that predicts the residual stress distribution more accurately and easily than earlier methods. This new method was shown to provide a general solution that accounts for the actual loading-unloading behavior of a material, plus the effects of the strain rate and friction. Before the hybrid method was applied in modeling the residual stress in Mg alloys, the method was verified by peening on steel and aluminum alloy examples. Comparing the results of the hybrid method with the available experimental measurements for these two alloys shows that this hybrid modeling provides more-accurate residual stress distribution prediction through the depth of the materials.

14. Using the FEM method showed that the loading state of the shot peening can be assumed to be the same as the loading state in the compression-tension of the material in the shot peening direction. Thus,
if shots hit the substrate vertically, the compression-tension in the normal direction of the plate would be the loading state. Thus, the residual stress distribution induced during the peening of the AZ31B-H24 rolled sheet was modeled using the hybrid model while considering the CT behavior of the material in ND. The texture evolution during the peening under different intensities supports the assumed loading state. In addition, The hybrid method predicts the higher residual stress at the surface layer when the sample is peened along RD or TD compared to the along the ND. The results of the fatigue tests, using rotating bending samples, reveal that in the majority of the samples, the cracks are initiated and grows along ND of the sheet.

15. Using the hybrid method confirmed that considering the strain rate, friction, and actual unloading behavior of the material significantly affects the residual stress prediction. It is also concluded that using the appropriate loading-unloading direction is anisotropic and asymmetric materials play an important role in residual stress modeling.

16. The predicted residual stress distributions through the depth of AZ31B under four different peening conditions follow the experimental results of the XRD and the hole drilling. The hybrid method fails to model the residual stresses at the first 50 μm from the surface at high intensities which could be attributed to the surface deterioration/cracking in those intensities, while in the lower one, 0.05 mmN, the predicted residual stress at the surface layer follows the experimental measurement.

8.2 Thesis Contributions

This research work has produced the following major contributions:

1- Methodology for Mg residual stress measurement using X-ray diffraction

2- Optimum peening of AZ31B sheet for maximum fatigue life, and characterization of different effects of peening on the material, including evaluation of residual stress, surface roughness, hardness, texture, and finally the fatigue life for samples peened under different intensities.

3- A Novel test methodology for obtaining the cyclic response of short samples with application for properties in the thickness directions of relatively thin sheets.

4- A novel computationally cost-effective and high-fidelity hybrid method for peening process modeling, incorporating strain rate, friction, and actual loading/unloading behaviors

5- Extension of the proposed hybrid method to model asymmetric and anisotropic materials that also have complex unloading behavior, such as the Mg alloys.
The novel findings of this research have been documented in the form of five journal papers either submitted or ready to be submitted to internationally renowned journals in the field of experimental mechanics and modeling and designs.

8.3 Future work

In continuation of the presented research, recommendations for future research directions are given next.

1. As shot peening modeling requires data on the high strain rate behavior of a material, experimental investigations are needed on the compression-tension behavior of materials at high strain rate, plus evaluation of the effect of loading strain rates on the unloading behavior of materials. Such characterization plays an important role in modeling the residual stress distribution through the depths of materials.

2. This study discussed the anisotropic properties of the rolled sheet between rolling direction and normal direction; however, the material was assumed to be isotropic between rolling and transverse directions. Conducting research to address the anisotropic behavior of a material in all directions would be valuable. Such a modeling method would act as a general method for modeling the residual stress in shot peened samples.

3. Predicting fatigue life and finding the optimum peening intensity have been valuable, as it reduced the cost of experimental research. It would also be useful to combine the modeling of the residual stress distribution, surface roughness, and hardness evaluation through the depth so as to obtain the fatigue life at each peening intensity. Incorporating fracture mechanics and considering the crack initiation criteria would help to find realistic results. After the model verification, optimization methods could help to find the optimum peening intensity that leads to the maximum fatigue life.

4. This thesis proposed a novel fixture for carrying out cyclic tests in the normal direction of thin plates. However, for sheets that are thinner than plates, it would be useful to design a fixture that can obtain the compression-tension behavior in the normal direction, independent of the sheet thickness (i.e., performing bi-axial TC in the RD and TD and measuring the in-plane or out-of-plane strains using DIC).
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