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Abstract

The year 2021 is the 30th anniversary of carbon nanotube (CNT) discovery in 1991
by Sumio Iijima. CNTs, a cylindrical hollow shape, exhibit fascinating electrical and
optical properties. CNTs have been at the heart of the fundamental research and en-
gineering applications in various studies last three decades. Especially, CNTs are at-
tractive because they have unique electronic structures which show different band gap
energy as a function of their size. Nevertheless, we face two serious technical challenges
with regards creating large-scale electronic and photonic devices using CNTs. First, we
need to solve a sorting problem to extract a specific size of CNTs. Second, we have to
control the alignment and orientation of sorted CNTs. Here, we present research pro-
gresses to master a sorting technique and to form an aligned CNT thin-film followed by
device fabrication and characterization of sorted films.

We decide to apply aqueous two-phase extraction (ATPE) method to purify vari-
ous CNT synthesis sources. ATPE shows strong advantages in scalability and relatively
simple and low-cost processing steps over other methods. We manage to achieve high
purity metallic and semiconducting CNTs in large volumes. We attempt a vacuum fil-
tration method to make thin-films with sorted CNT solutions for devices. Although we
need a transferring step to place films on substrates, we enjoy the flexibility to choose a
variety of substrate form factors with size and thickness control.

In order to characterize electrical performance of CNT films, we fabricate planar
two-terminal devices using different sizes of metallic and semiconducting CNT films
with and without alignment. We examine the film quality and basic electrical per-
formance via DC resistance and low frequency noise properties from temperature-
dependent measurements. Our lessons are that aligned CNT film devices behave better
than other conditions in terms of smaller resistance and more linear-like current-voltage
characteristics at low temperatures. All film devices follow the 1/f noise behavior and
we will pursue further quantitative assessment of their noise properties in depth. We
envision that we will make high performance quantum devices based on sorted CNT
thin-films.
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Chapter 1

Introduction

The history of human beings evolves with the discovery of materials. The first age
of a specific material occurred in the Stone Age, when people made knapped stones
for use in hunting. Next in the Bronze Age and the Iron Age, people used fire cast
weapons and household items with bronze and iron each era. At this point, people
who discovered and were good at dealing with new materials ruled territories and led
the era. We observe a similar phenomenon in our Modern Age. When we consider the
evolutionary progresses of transistors which are the main part of integrated circuits in
computers, sillicon (Si) has had an indispensible role in making transistors. Especially,
since metal-oxide-semiconductor field-effect transistor (MOSFET) was invented in 1959
by Mohamed Atalla and Dawon Kahng at Bell Labs [67], Si has been cemented as a king
of materials. There is no compatible material substituting Si which is as abundant in the
earth and non-toxic for the environment with reasonable mobility and energy band gap.
Because all electrical equipment has this Si circuit, this current era is called ”the Silicon
Age”, the successor of the Iron Age. This impactful material has governed the whole
world over 60 years. It is not visibly or physically enforced like war in prehistoric era
rather than it permeates in our lives without recognition and conquers contemporary
people all over the world. This phenomenon implies the history of human beings is not
made by man-kind, but by dominant material. Therefore, we think searching for and
developing a good material is a worthwhile task for a scientist.

We usually refer to Moore’s law predicted by Gordon Moore, who is a co-founder of
Intel, when we discuss the development of computers [65]. This law says the number of
transistors in a integrated circuit doubles every 18 months, in other words, integrated
circuits get smaller exponentially. So far this has held true, but we are talking about
the next generation of integrated circuits as physically the size of Si transistors seem
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almost at the end of their limit. For the next generation material, we study CNTs. Sci-
entists have called CNTs a promising material since Sumio Iijima discovered CNTs in
1991 [42], which triggered a boom of research into CNTs. This material has outstanding
electrical, chemical, mechanical, and optical properties. Thanks to these properties, an
article was published recently which demonstrated another improved carbon nanotube
field-effect transistor (CNTFET) computer. Although it was not the first demonstra-
tion, this demonstration confirms CNT is a viable material in future computers [37].
Specifically, SWNT, which is one form of CNT, can be either metallic or semiconduct-
ing depending on the chirality of the CNT, and the semiconducting SWNT has different
band gap energies so that we can manipulate them for different applications.

In order to separate SWNTs into metallic or semiconducting groups, or even one spe-
cific chilarity, we need to sort them because synthesis does not result in a homogenized
target. Among many methods, I performed ATPE which is able to separate them by di-
ameter, or metallic or semiconducting status, in a relatively economic way and at a large
volume. By using sorted metallic and semiconducting SWNTs [25], we benchmarked
electrical devices in the former, we have fabricated and characterized CNT two-terminal
electrical devices.

With these motivations, we introduce general information of CNTs in Chapter 2 and
Chapter 3: what CNT is and its properties in Chapter 2, and synthesis and sorting in
Chapter 3. Specifically, we will discuss one sorting method, ATPE, in Chapter 4. In
Chapter5, fabrication and characterization of CNT film are discussed and device level
discussions are presented in Chapter 6.
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Chapter 2

Carbon Nanotubes

CNT is a member of the carbon family which includes: fullerene which is a zero-
dimensional structure of C60 descovred in 1985, graphene which has a two-dimensional
structure, and CNT which is a one-dimensional structure.

2.1 History of Carbon Nanotubes

CNTs are widely known to have been discovered by Sumio Iijima, in the form of
multi-walled nanotube (MWNT) in 1991, and form of SWNT in 1993 [42, 43]. Al-
though Iijima gave scientists all over the world the chance to study these materials by
introducing carbon cylindrical tube structures called ’microtubules’, CNTs, similar car-
bon tubule structures were clearly observed in 1952 in the form of the MWNTs which
were 50 nm diameter and detected by transmission electron microscope (TEM) [75].
As those were discovered by two Russian scientists publishing in a Russian journal, the
Journal of Physical Chemistry of Russia, and it was during the Cold War period, this dis-
covery was not widely distributed amongst the world wide research communities. Until
publishing the papers by Iijima, there were several other discoveries in 1976, 1981, and
1987. The first SWNT, grown by a chemical vapor deposition (CVD) like method, was
observed by Oberlin et al. under a scanning electron microscope (SEM)[71]. Russian
scientists found that CNTs consist of graphene wrapped like into a cylindrical shape in
1981 and Howard Tennet applied for a patent of this cylindrical shape as carbon fibrils
[75].
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After fullerene had a spotlight in 1985 when it was first discovered and published,
and then Kroto, Curl, and Smalley got a Nobel prize in 1996 [59], CNTs were start-
ing to get attention from 1991 when Sumio Iijima observed MWNTs [42]. These have
diameters which range from 4 to 30 nm, and were named microtubules of graphitic car-
bon initially. Iijima and his colleague Ichihashi observed SWNTs, whose diameter was
around 1 nm two years later, in 1993 [43]. Although these discoveries by Iijima were
not the first, they were what caused huge interest in scientists all over the world because
CNTs show outstanding electrical and mechanical properties with nano-size scale.

2.2 Carbon and Carbon Allotropes

Electrons in atoms occupy orbitals following Hund’s rules, filling from the lowest
energy level orbitals first. However, there are different orbitals forming between 2s
orbital and 2p orbitals through hybridization. These hybridized orbitals are made by
combination of s orbital and p orbitals in Fig.2.1.

Figure 2.1: Hybridized orbital by combination of s orbital and p orbital

CNTs are made of carbon atoms whose symbol is ’C’, atomic number is 6, and that
have 6 electrons, located in group 4 and period 2 in the Periodic table. According to
the electron configuration in s and p orbitals 1s22s22p2, it has four outer electrons [78].
Even though carbon itself is non-metal element, carbon allotropes show either metallic
or semiconduncting properties according to the formation of electron orbitals and car-
bon structures. These 4 electrons in 2s orbital and 2p orbitals transform into orbitals
which is called ’Hybridization’ in order to minimize the total energy level and angular
momentum. There are three different hybridization forms as shown in Fig.2.2.

Depending on the number of hybridized orbitals, the hybridization name and struc-
ture are denoted, sp-, sp2-, and sp3-hybridization. In case of sp2-hybridization, there are
three sp2 orbitals and one 2pz orbital to minimize angular momentum. Carbon atoms
are connecting through these hybridized orbitals presenting in Fig.2.3.

sp-, sp2-, and sp3-hybridization form linear, trigonal planar, and tetrahedral struc-
tures, respectively. These structures are found in different alloptropes of carbon as
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Figure 2.2: Electron configuration of carbon and three different hybridizations. Each
arrow represents the spin of electron.

shown in Table 2.1. Carbon allotropes are grouped by dimension from 0-dimension to
3-dimension. They can also be classified by hybridization: sp3 is a well-known orbital
which is common in diamond, sp is carbyne which is predicted but it is under study,
and sp2 shows three different allotropes, fullerene, graphene, and carbon nanotube.
This sp2 hybridization basically has a trigonal planar structure but allotropes are di-
vided by form of dimension, sphere for fullerene, cylinder for carbon nanotube, and
plane for graphene. Interestingly, CNTs have unique electronic properties of metals or
semiconductors. Even among semiconducting SWNTs, the band gap energy can vary
because the band gap energy is defined according to the chirality, which will be further
explained in section 2.4. On the other hand, fullerene is a semiconductor with fixed
band gap energy 1.9 eV and graphene is semi-metal with zero band gap energy.

These CNT properties arise from sp2 hybridization, specifically determined by the pz
orbital. This is explained by a tight binding model of with boundary conditions along
the circumferal direction of CNTs.
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Figure 2.3: Structure of hybridizations.

Dimension 0-D 1-D 2-D 3-D

Allotropes Fullerene Carbon Nanotube / Carbyne Graphene Diamond

Hybridization sp2 sp2 / sp sp2 sp3

Density [g/cm3] 1.72 1.2-2.0 / 2.68-3.13 2.26 3.515

Bond length [Å] 1.40 (C=C) 1.44 (C=C) 1.42 (C=C) 1.54 (C-C)

Electronic properties Semiconductor Eg=1.9eV Metal or semiconductor Semimetal Insulator Eg=5.47eV

Table 2.1: Table of carbon allotropes [78].

2.3 Types of Carbon Nanotube

CNT is a so called one-dimensional material because it has a cylindrical shape with
diameter 0.7 - 10.0 nm and length which lie on the nano-meter to centi-meter scale.
Normally the ratio of length and diameter is 104 - 105, this is the reason why we call
CNT a one-dimensional structure. In order to imagine this structure, we are able to
think of a cylindrical shape like a prolonged version of zero-dimension of fullerene or
a 2-dimension graphene sheet which is rolled up. CNTs are composed by a hexagonal
lattice outer shell and hollow interior. There are interesting features depending on the
number of wrapping sheets: SWNT for one sheet, double-walled nanotube (DWNT)
for two sheet, and MWNT for more than three sheets in Fig.2.4 [57]. Apparently, the
number of sheets is increased, the diameter become thicker. Generally, the thickness
of SWNT is thinner than 2 nm. Furthermore, SWNT and DWNT show either semicon-
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ducting or metallic properties depending on the chirality [78, 87]. On the other hand,
MWNTs are known to be metallic [92].

Figure 2.4: Types of CNTs. (Reprinted with permission from reference [57]. Copyright
2017 Elsevier Ltd.)

2.4 Electronic Properties of Carbon Nanotube

2.4.1 Uniqueness of Carbon Nanotube’s Electric Property

CNTs, especially SWNTs have a unique electrical property; unlike other materials,
they can be metallic or semiconducting with various band gap energy values depending
on the chirality. This is a powerful advantage in material because other materials have
their own determined energy band gap so that we have to search different material if
we need specific band gap energies.

Fig.2.5(a) represents energy diagrams of semiconducting and metallic SWNTs matched
with density of states (DOS) [30]. As we know, the metallic materials do not have band
gap energy due to the touched energy diagram, whereas, the semiconducting diagram
has the gap between valence band and conduction band. When we take it account the
DOS, there are non-smooth points attributed to van Hove singularities (VHS). Energy
transitions occur between these flat areas and generate band gap energies. And inter-
esting result is that metallic SWNTs have also band gap energies.

According to the Kataura plot explanation [54], different diameters of SWNTs are
matched with different band gap energies and even metallic SWNTs have band gap
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energies due to VHS in the DOS. A smaller diameter SWNT has higher band gap energy
and there are several electric transitions which are denoted transition levels such as E11,
E22, E33, and E44, where E11 is the transition between the first valence and conduction
band. It is also separate metallic and semiconducting cases, M11, M22, M33, and M44
for metallic and S11, S22, S33, and S44 for semiconducting, because the range of energy
gaps varies. And as the transition energy value is larger, the energy gap is higher. For
diameter between 0.7 and 1 nm in S11 case, the band gap energy range is 1.00 - 1.42 eV,
which corresponds to near infrared wavelength range, 873 - 1240 nm [90]. In Fig.2.5(b),
we can see the range of band gap energies depending on the diameter and transition
type. Open circles are semiconducting, solid circles are metallic, and double circles are
armchair metallic. S11 is starting from the bottom open circle plot.

Figure 2.5: (a) Energy diagrams and DOS for metallic and semiconducting SWNTs.
(Reprinted with permission from reference [30].) (b) The Kataura plot which shows the
relations between a diameter of SWNTs and energy band gap. Open circles are semi-
conducting, solid circles are metallic, and double circles are armchair metallic SWNTs.
(Reprinted with permission from reference [54]. Copyright 1999 Elsevier Science S.A..)

Gallium arsenide (GaAs) and indium phosphide (InP) are able to be substituted
by SWNTs regarding energy band.Since band gap energy of GaAs is 1.43 eV which is
similar S11 band gap for chiarlity (6,4) and energy band of InP is 1.35 eV which is S11
band gap for chirality (9,1). This energy band gap associated with diameter is coming
from the boundary condition of circumferential direction. We will discuss the details
in energy band calculation section.
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2.4.2 Band Structure of Graphene and Carbon Nanotube

This section describes the band structure of CNTs. Graphene is a mother material of
CNTs so that we start with a graphene bands structure and impose a specific periodic
boundary condition to derive the CNT band structure.

Graphene

Starting with a graphene structure is a simple way to figure out the CNT structure.
As can be seen in Fig.2.6, graphene is a single sheet of carbon hexagonal arrays which
is coming from carbon sp2 hybridization. The typical starting point is to define two
primitive vectors, −→a1 and −→a2 , which in real space are not orthogonal and so require
special care or attention when we calculate energy bands and express vector form and
position,

−→a1 = (

√
3

2
a,

1
2
a), −→a2 = (

√
3

2
a,−1

2
a).

where a = |−→a1 | = |−→a2 |. Note that a is not the distance between carbon atoms which is
denoted as ac−c. Distances (ac−c) for graphene and CNT are different as CNTs are curved
whereas graphene is planar. ac−c in graphene is 1.42 Å and in CNT is 1.44 Å. A unit cell
is drawn using four adjacent hexagonals with a rhombus shape connected four centers
of hexagons. This unit cell contains two carbon atoms, which is a starting point of the
band structure calculation.

−→
Ri , (i = 1,2,3) in Fig.2.6(a) are vectors to describe positions

of nearest-neighbor carbon atoms explicitly specified,

−−→
R1 = (−

√
3

6
a,

1
2
a),

−−→
R2 = (−

√
3

6
a,−1

2
a),

−−→
R3 = (

1
√

3
a,−1

2
a).

Regarding reciprocal space, there are two reciprocal lattice vectors,
−→
b1 and

−→
b2 , de-

fined by the relation between primitive vectors and reciprocal lattice vectors, −→ai ·
−→
bj =

2πδij . The Brillouin zone is a hexagonal shape as in Fig.2.6(b). There are three crucial
points, which are called critical points or high symmetry points, in reciprocal space
which are denoted as Γ , K, and M. The Γ point represents the center of the Brillouin
zones, K points are the corners of a hexagonal lattice in 2-dimension, and M points are
center of a hexagonal lattice edge [41, 13, 79].The triangle made by Γ , K, and M is called
”Irreducible Brillouin Zone” which is the crucial and smallest zone not being folded
anymore. Due to the hexagonal geometry, this is three-fold rotation symmetry so that
an edge point is not folded right next edge point. Therefore, the inequivalent K’ exists.
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Figure 2.6: Images of real and reciprocal space of graphene sheet. (a) Real space in a
graphene. (b) Reciprocal space in a graphene.

Carbon Nanotube

As the CNT structure is cylindrical, it can be spread like a graphene sheet and ex-

amined with graphene information. Using the primitive vectors,
−−→
Ch which is a chiral

vector and written in terms of the primitive vectors of a graphene denote like, −→a1 and
−→a2 ,

−−→
Ch = n−→a1 +n−→a2 ≡ (n,m), (2.1)

where n and m are integers. In this case,
−−→
Ch can be a circumference of the CNT. Then,

the diameter is calculated as,

diameter dt =
|
−−→
Ch |
π

=

√
(
−−→
Ch ·

−−→
Ch

π
=
a
√
n2 +m2 +nm

π
. (2.2)

The angle between −→a1 and −→a2 is 60°, where should be careful to calculate because
it is normally 90°for common unit vectors. In order to express the longitudinal axis of
CNT, translational vector, we introduce a

−→
T , which is perpendicular to the chiral vector.
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Using the perpendicular relation between two vectors,
−−→
Ch ·
−→
T = 0,

−→
T is represented by

definition in terms of −→a1 and −→a2 ,

−→
T = t1

−→a1 + t2
−→a2 ≡ (t1, t2), (2.3)

where t1 = 2m+n
dR

, t2 = −2n+m
dR

. dR is defined as greatest common divisor (gcd)(2n+m,2m+
n) of two integers from 2n +m and 2m + n. The relation of two integers, 2n +m and
2m+n, can be expressed by (n−m), whether (n−m) is multiples of 3 or not. If (n−m) is
the number of multiple of 3, dR gcd=(n,m). If (n−m) is not the number of multiples of
3, dR =gcd(n,m)×3.

Let’s consider an explicit example. Fig.2.7 shows a CNT with chirality (6,2) unrolled

into a graphene sheet. The primitive vectors,
−−→
Ch and

−→
T are directly drawn and the

values (n,m) and (t1, t2) are written. Then two vectors,
−−→
Ch and

−→
T , define a red-colored

rectangular region, a unit cell of a CNT.

Figure 2.7: Structure of spread CNT with
−−→
Ch and

−→
T and an example of chilarity (6,2).

Fig.2.8 includes the series of
−−→
Ch at a same hexagonal lattice. Chiral vectors are

located between 0° and 30° when n ≥ m, and the angle is defined from the ‘Zigzag’ di-
rection to chiral vector. On the other hand, n ≤m, the angle range between 30° and 60°,
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is mirror symmetry case we call as an enantiomer. Because the ‘Zigzag’ is represented
simply by −→a1 , the angle can be expressed with a cosine form,

cosθ =
−−→
Ch · −→a1

|
−−→
Ch ||−→a1 |

=
2n+m

2
√
n2 +m2 +nm

. (2.4)

When we look into chiral vector series, we can group metallic and semiconducting
SWNTs by chirality. If (n−m) is multiples of 3, it is metallic and marked with red dots
in Fig.2.8, whereas semiconducting SWNTs are marked with blue dots. Specifically,
there are two symmetric chilarity cases which are (n,n) and (n,0). As can be seen shapes
in the figure, interesting names were coined such as (n,n) for an ‘Armchair’ and (n,0)
for a ‘Zigzag’ SWNT. Only n = multiple of 3 in zigzag cases are metallic, whereas all
armchairs are metals.

Figure 2.8: Series of chiral vectors on hexagonal lattice.
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2.5 Energy Band

Energy band calculation of CNT is doing by a tight binding method among various
methods in Fig.2.9 [73]. A tight binding model is one of the methods based on atomic or-
bital which periodic potential is strong enough where an electron in an atom is bounded
so that it is calculated as lattices or atomic orbitals. As CNT is formed by sp2 hybridiza-
tion and each carbon atom has pz orbital and carbon atoms form the hexagonal lattice,
tight binding model is applied for energy band calculation of CNT.

Energy band calculations are basically solving a secular equation of Hamiltonian
matrix (section 2.5.1). After we layout the mathematical framework of secular equa-
tion calculation explicitly, whose method is first applied to calculate graphene band
structure (section 2.5.2), followed by a SWNT band structure (section 2.5.3)

Figure 2.9: There are various band structure calculation methods and tight binding
model will be used for carbon nanotube calculation [73]

13



2.5.1 Secular Equation

A wave function Ψ is required to meet a Bloch’s theorem in a crystal due to the trans-
lational crystal structure symmetry for the direction of the lattice vector −→aj ,

T−→a Ψ = ei
−→
k ·−→aj Ψj , (2.5)

where −→aj is lattice vectors (j = 1,2,3), Ψ is any wave function of the lattice, T−→a is trans-

lational operator along the lattice vector −→aj , and
−→
k is a wave vector. A Bloch function

Φj(
−→
k , −→r ) is written as,

Φj(
−→
k , −→r ) =

1
√
N

N∑
−→
R

ei
−→
k ·−→Rϕj(

−→r − −→R ), (j = 1, · · · ,n) (2.6)

where
−→
R is a position of the atom, ϕj is an atomic wavefunction in state, N is the

number of unit cells, and n is the number of atomic wavefunctions in the unit cell.
Eq.(2.6) satisfies Eq.(2.5) as below.

Φj(
−→
k , −→r + −→a ) =

1
√
N

N∑
−→
R

ei
−→
k ·−→Rϕj(

−→r + −→a − −→R ), (2.7)

= ei
−→
k ·−→a 1
√
N

N∑
−→
R−−→a

ei
−→
k ·(−→R−−→a )ϕj(

−→r + (
−→
R − −→a )), (2.8)

= ei
−→
k ·−→a Φj(

−→
k , −→r ) (2.9)

Then, the eigen function Ψj(
−→
k , −→r ) is represented by the sum of linear combination of

Bloch functions,

Ψj(
−→
k , −→r ) =

n∑
j ′

Cjj ′ (
−→
k )Φj ′ (

−→
k , −→r ), (2.10)

where Cjj ′ is coefficient to be determined. As the energy eigenvalues can be expressed
by Hamiltonian,

Ej(
−→
k ) =

〈Ψj |H|Ψj〉
〈Ψj |Ψj〉

=

∫
Ψ ∗j HΨjdr∫
Ψ ∗j Ψjdr

, (2.11)
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where H is Hamiltonian.

Plugging Eq.(2.10) into Eq.(2.11),

Ei(
−→
k ) =

∑n
jj ′=1 C∗ijCij ′〈Φj |H|Φj ′〉∑n
jj ′=1 C∗ijCij ′〈Φj |Φj ′〉

, (2.12)

=

∑n
jj ′=1Hij ′ (

−→
k )C∗ijCij ′∑n

jj ′=1 Sij ′ (
−→
k )C∗ijCij ′

. (2.13)

Here we define Hij ′ (
−→
k ) as transfer integral matrices and Sij ′ (

−→
k ) as overlap integral

matrices in Eq.(2.14) and Eq.(2.15).

Hij ′ (
−→
k ) = 〈Φj |H|Φj ′〉, (2.14)

Sij ′ (
−→
k ) = 〈Φj |Φj ′〉. (2.15)

In order to minimize Ei(
−→
k ), the coefficient C∗ij should be optimized by using partial

differentiation,

∂Ei(
−→
k )

∂C∗ij
=

∑N
j ′=1Hjj ′ (

−→
k )Cij ′∑N

jj ′=1Sjj ′ (
−→
k )C∗ij ′Cij ′

−
∑N
j,j ′=1Hjj ′ (

−→
k )C∗ijCij ′

(
∑N
jj ′=1Sjj ′ (

−→
k )C∗ijCij ′ )2

n∑
j ′=1

Sij ′ (
−→
k )Cij ′ = 0 (2.16)

By multiplying both side with
∑N
jj ′=1Sjj ′ (

−→
k )C∗ijCij ′ and plugging in Eq.(2.13),

N∑
j ′=1

Hjj ′ (
−→
k )Cij ′ = Ei(

−→
k )

N∑
j ′=1

Sjj ′ (
−→
k )Cij ′ (2.17)

Introducing the matrix form of Ci as Ci =


Ci1
...

CiN

, Eq.(2.17) is simply written in terms

matrix forms, reaching Eq.(2.18) as below.
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HCi = Ei(
−→
k )SCi (2.18)

In order to obtain the allowed energy, Ei(
−→
k ), we can make the formula all in the left

side and rearrange them with common part, Ci , then result is [H− Ei(
−→
k )S]Ci = 0. If

there is a inverse matrix of [H− Ei(
−→
k )S], Ci should be a null vector which is not the

eigenfunction. Therefore, [H− Ei(
−→
k )S] has not to have inverse matrix which we reach

to the last equation, the secular equation in Eq.(2.19).

det[H−Ei(
−→
k )S] = 0 (2.19)

2.5.2 Tight Binding Method in Graphene

According to the secular equation method, we need to figure out 2 by 2 matrix for
transfer integral matrix and overlap integral matrix so as to obtain the energy matrix.
In terms of graphene case, there are two carbon atoms we need to think about as two
carbon atoms exit in a unit cell.

When we look into 2 by 2 matrix of transfer integral matrix which is Hamiltonian
Hij , (i, j = A,B), there are four terms grouped by two, interaction between same folded
atoms, HAA and HBB, and interaction between different folding atoms, HAB and HBA.

H =
(
HAA HAB
HBA HBB

)
(2.20)

At first, the diagonal terms in the Hamiltonian can be explained sum of Hamiltonian
which is applied certain position of carbon atom A in Fig.2.10 interacting same folding
atoms, blue position atoms, 0 is the very itself position which is a most dominant term,
1 is the next nearest, etc. There are different distance results in a HAA, we can take
the nearest term for further calculation because it is the most dominant term in the
Hamiltonian. When we add normalized term 1

N ,HAA can be expressed ε2p and is equal
to HBB.
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Figure 2.10: Hexagonal lattice for graphene in real space. The numbers represent the
level of distance from carbon atoms in the unit cell.

HAA(r) =
1
N

∑
R,R′

eik(R−R′)〈ϕA(r −R′)|H|ϕA(r −R)〉, (2.21)

= (between blue interactions) 0© term + 1© terms + 2© terms · · · , (2.22)
� ε2p, (2.23)
= HBB(r). (2.24)

The next part is off-diagonal terms between different folding atoms case. Method-
ology is same as HAA except interaction carbons. Suppose calculating HAB. A is the
reference carbon atom, then there are three nearest carbon atoms which is positioned
as Ri described brown colored 1© in Fig.2.11. It is finally denoted as transfer integral t
and phase factor f (k),

HAB(r) =
1
N

∑
i=1,2,3

∑
R

ei
−→
k ·−→R i 〈ϕA(r −R)|H|ϕB(r −Ri)〉, (2.25)

� t(ei
−→
k ·−→R 1 + ei

−→
k ·−→R 2 + ei

−→
k ·−→R 3), (2.26)

= tf (k) =HBA(r)∗. (2.27)
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Figure 2.11: Nearest neighbors in terms of atom A in a unit cell.

where t = 〈ϕA(r−R)|H|ϕB(r−Ri)〉 and f (k) is simplified with kx and ky applying position

vector
−→
Ri ,

−−→
R1 = (− a

2
√

3
,
a
2

),
−−→
R2 = (− a

2
√

3
,−a

2
),
−−→
R3 = (

a
√

3
,0),

f (k) = ei
−→
k ·−→R 1 + ei

−→
k ·−→R 2 + ei

−→
k ·−→R 3 , (2.28)

= e
ikxa√

3 + 2e
− ikxa

2
√

3 cos
kya

2
. (2.29)

By definition of the overlap integral matrix S , it can be derived same as the transfer

integral matrix H. Then, H and S are prepared for solution for E(
−→
k ).

H =
(
ε2p tf (k)
tf (k)∗ ε2p

)
, S =

(
1 sf (k)

sf (k)∗ 1

)
. (2.30)

Plugging these two results in secular equation, solutions of the eigenvalue E(
−→
k ) can

be expressed as below.
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Eg2D(
−→
k ) =

ε2p ± tw(
−→
k )

1± sw(
−→
k )

, (2.31)

where w(
−→
k ) =

√
|f (
−→
k |2 =

√
1 + 4cos

√
3kxa
2 cos

kya
2 + 4cos2 kya

2 . Here we take ε2p = 0 and

s = 0, t = 1, then Eg2D(
−→
k ) becomes both π energy band which is positive sign result and

anti-π energy band which is negative sign result are symmetry and energy diagram of
Eq (2.32) is shown in Fig.2.12.

Eg2D(kx, ky) = ±t

√
1 + 4cos

√
3kxa
2

cos
kya

2
+ 4cos2

kya

2
, (2.32)

There are six K points which are known as Dirac cone and Γ point at the center.

Figure 2.12: Energy diagram of graphene as a result of Eg2D with ε2p = s = 0, and t = 1.
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2.5.3 Carbon Nanotube Energy Band with Boundary Conditions

CNTs’ band structure calculation is starting from graphene’s band structure calcula-
tion results. In addition, we need to take into account of the boundary conditions of

CNTs because they are wrapped as cylindrical shape. According to the
−−→
Ch , circumfer-

ence of CNT is determined and calculate energy dispersion of CNT Eµ.

Eµ(k) = Eg2D(k
−−→
K2

|−−→K2 |
+µ
−−→
K1 ), (µ = 0, · · · ,N − 1,&− π

T
< k <

π
T

) (2.33)

Here, it looks it is consisted of two vectors, reciprocal vector for CNT
−−→
K1 and

−−→
K2 , but it

is mainly impacted by
−−→
K1 because

−−→
K2 is just described different form and fixed, and the

only
−−→
K1 can be varied and determine the Eµ(k) depending on the µ which comes from

chirality.
−−→
K1 and

−−→
K2 are defined with

−−→
Ch and

−→
T in CNT level. Following the formula

between primary vector and reciprocal vector, primary vector and reciprocal vector in
the CNT region relations can be described as below.

−−→
Ch ·
−−→
K1 = 2π

−−→
Ch ·
−−→
K2 = 0

−→
T · −−→K1 = 0

−→
T · −−→K2 = 2π

(2.34)

−−→
K1 = 1

Ng
(−t2
−→
b1 + t1

−→
b2 )

−−→
K2 = 1

Ng
(m
−→
b1 −n

−→
b2 ). (2.35)

where, Ng is the number of hexagons per unit cell, Ng = 2(n2+m2+nm)
dR

.

In Table 2.2, there is a summary of parameters for the energy band calculation for
CNT.

Symmetry Carbon Nanotube Cases: Armchair and Zigzag

Symmetry CNT cases such as armchair which is (n,n) and zigzag which is (n,0) are
readily approached as the chiral vector direction is on the ky and kx, respectively. Based

on the definition of relation between chirality vector and reciprocal lattice vector,
−−→
Ch is
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Symbol Name Formula Remark

a length of unit vector a =
√

3ac−c = 2.49Å ac−c = 1.44Å

−→a1 , −→a2 unit vectors (
√

3
2 a,

1
2a), (

√
3

2 a,−
1
2a) x,y coordinate

−→
b1 ,
−→
b2 reciprocal lattice vectors ( 2π√

3a
, 2π
a ), ( 2π√

3a
,−2π

a ) x,y coordinate

−−→
Ch chiral vector

−−→
Ch = n−→a1 +m−→a2 ≡ (n,m) 0 ≤m ≤ n

L length of
−−→
Ch L = |

−−→
Ch | = a

√
n2 +m2 +nm

dt diameter dt = L/π

d gcd(n,m)

dR gcd(2n+m,2m+n) dR =
{
d, if (n−m) is multiple of 3d

3d, if (n−m) is not multiple of 3d

−→
T translational vector

−→
T = t1

−→a1 + t2
−→a2 ≡ (t1, t2) gcd(t1, t2) = 1

t1 = 2m+n
dR

, t2 = −2n+m
dR

Ng number of hexagons in the nanotube unit cell Ng = 2(n2+m2+nm)
dR

−−→
K1 ,
−−→
K2 reciprocal lattice vectors for CNT

−−→
K1 = 1

Ng
(−t2
−→
b1 + t1

−→
b2 ),

−−→
K2 = 1

Ng
(m
−→
b1 −n

−→
b2 )

Table 2.2: Table of parameters for CNT [78].

on the kx for armchair case so that
−−→
K1 should be on the ky .

−−→
K1 for zigzag case is on the

kx with similar manner. From this result, we can get boundary condition as,

n
√

3kx,qa = 2πq, (q = 1, · · · ,2n) for armchair (2.36)
nky,qa = 2πq, (q = 1, · · · ,2n) for zigzag (2.37)

here q is integer which is smaller than N , the number of hexagons in the nanotube unit
cell. Because armchair is (n,m) and zigzag is (n,0), q for both cases are same as 2n.
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When we write Eq.(2.32) with Eq.(2.36) and Eq.(2.37), we can obtain results of energy
dispersions of armchair and zigzag.

Eaq(k) = ±t
√

1± 4cos
qπ

n
cos

ka
2

+ 4cos2 ka
2
, (−π < ka < π) for armchair (2.38)

Ezq(k) = ±t

√
1± 4cos

√
3ka
2

cos
qπ

n
+ 4cos2 qπ

n
, (− π√

3
< ka <

π
√

3
) for zigzag (2.39)

Fig.2.13 represents the results of examples with armchair cases, (n,m) = (5,5) and
(10,10). As can be seen, shapes of the energy band structure are symmetric. DOS is
also shown in the same panel at the right side. Transfer matrix value t is applied 2.9 eV
which is same as Kataura plot. From this calculation, we can obtain transition energy
E11 for (5,5) is 4.498 eV and for (10,10) is 1.848 eV. DOS readily shows that armchair
is metallic as valence band and conduction band are connected: it is also observed in
energy band structure. Furthermore, the chiral number is larger, there are more sub
small energy bands observed when we compare (5,5) and (10,10). In case of armchair,
the number of energy band is 2n. For example, chirality (5,5) has 10 energy bands in
the valence band and conduction band. However, we cannot see 10 energy bands in the
energy band structure because energy band structure has degeneracy. So, for the (5,5)
case, there are 6 energy bands, which means there are 4 degenerate energy bands.

Figure 2.13: Energy dispersion diagrams for armchair cases. (a) Energy dispersion for
(5,5). (b) Energy dispersion for (10,10).

Fig.2.14 shows zigzag semiconducting SWNTs, (n,m) = (5,0) and (10,0). This dia-
gram is also applied transfer matrix value t is 2.9 eV. There is no contact point between
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conduction band and valence band as we expected it is semiconducting. These results
are also observed in DOS. There are large number of energy sub bands in (10,0) than
(5,0) similar manner like the armchair example. The transition energy E11 for (5,0) is
2.267 eV and for (10,0) is 1.011 eV.

Figure 2.14: Energy dispersion diagrams for zigzag semiconducting cases. (a) Energy
dispersion for (5,0). (b) Energy dispersion for (10,0).

From the metallic and semiconducting property relation, we can observe metallic
case in zigzag. Chirality (6,0) is an example in Fig.2.15. As can be seen, there is connec-
tion between valence band and conduction band in DOS, also it is observed in energy
band structure. The transition energy E11 for (6,0) is 2.476 eV, which is higher than
semiconducting (5,0).

Figure 2.15: Energy dispersion diagrams for zigzag metallic case.
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Non-Symmetry Case: General Chiral Cases

Using Eq.(2.33), we can obtain general form of energy band structure. Chirality (6,5)
and (7,6) are examples. Transfer matrix values are different for matching with exper-
imental results [90]. For the (6,5) case, t is 3.2 eV and for the (7,6) case, t is 3.2 eV.
Energy diagram and DOS are shown in Fig.2.16.

Figure 2.16: Energy dispersion diagrams for (6,5) and (7,6).
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Chapter 3

Preparation of Sorted Carbon
Nanotubes

MWNTs were first discovered accidentally Sumio Iijima in 1991 who introduced to
make C60 by arc discharge method for C60. Two years later, he found SWNT in a sim-
ilar manner[74]. After Iijima’s discovery discovered method of CNT fabrication, there
are five different systematic synthesis methods developed: arc discharge (ADC), laser
abalation (LA), sono-chemical or hydro-thermal, electrolysis, and CVD. Among them,
the CVD method is commonly used and various sub-CVD methods are established;
cobalt and molybdenum catalysts and CO gases (CoMoCAT) and high pressure carbon
monoxide (HiPCO) are representative methods in the CVD growth. Diameter distribu-
tions of CNTs varies depending on the synthesis methods. During synthesis of CNTs
specifically for SWNTS, chirality is not controlled factor so that there would be made
mixture of SWNTs. Therefore, people have been working on sorting SWNTs in order
to obtain pure semiconducting or metallic SWNTs or even single chilarity for electrical
and optical devices.

Section 3.1 summarizes these synthesis methods to generates raw CNT materials,
followed by several purification methods in section 3.2. In particular, we attempt a
cost-effective ATPE as our sorting choise, whose details are described in section 3.3 and
optical chracterization results in section 3.4.
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3.1 Methods of Carbon Nanotube Synthesis

3.1.1 Arc Discharge (ADC)

An ADC is the method of emergence of CNT introduced by Sumio Iijima [42, 43].
There are two carbon electrodes in the center of chamber and high currents, 200 A
for Iijima, are applying to grow CNT on negative carbon electrode. Iijima filled the
chamber with methane and argon adding the iron as catalysts on the electrode, whereas
Journet et al. [53] and Bethune et al. [11] with helium and mixture of iron (Fe), nickel
(Ni), and cobalt (Co). With this method, SWNTs are synthesized in the 0.7-to 1.65 nm
diameter range. A schematic of the ADC chamber is shown in Fig.3.1 [20]. There are
graphite electrodes, small carbon fragments are generated by high current in anode and
deposited forming the CNT shape on the cathode in parallel. Inert gas becomes plasma
in high temperature, > 1500℃, and low pressure, 50 - 700 mbar, affects the formation
of CNTs with types of inert gases, temperature in the chamber, current, and catalysts.
Specifically, the type of CNTs are determined by existence of the catalysts: SWNT with
catalysts or MWNT without catalysts.

Figure 3.1: Drawing of arc discharge synthesis method. (Reprinted with permission
from reference [20].)
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3.1.2 Laser Ablation (LA)

LA method is another oldest one to synthesize CNTs. A main different step in the
laser from the ADC is that laser directly shines the graphite target which contains cata-
lysts and is surrounded by a inert gas like helium (He). Guo et al. demonstrated the LA
method in 1995 and pursued since this method is better than ADC in terms of higher
yields, better control graphite electrodes, and sustainable operation due to the direct
laser exposure on the target [34]. A principle of process is explained in Fig.3.2 [20]. A
laser strikes target passing through the inner gas at 1200℃, evaporating graphite as-
sisted by inert gas and catalysts, and CNTs are formed on the water-cooled collector. In
this case, MWNTs or SWNTs are synthesized depending on the catalysts on the graphite
similar to the ADC method.

Figure 3.2: Drawing of laser ablation synthesis method. (Reprinted with permission
from reference [20].)

Despite these two methods, the ADC and the LA, are the oldest and common ways
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from the early stage of CNT synthesis, there are several disadvantages. First, both are
required high energy to generate arc or laser so that they have scalability limitation
as well as inefficient input energy consumption. Second drawback is that both have
evaporation steps which is not sufficient in scalability as well. Last is that they suf-
fer from many contamination such as catalysts not desirable being generated on CNTs.
That is why the produced CNTs in these methods needs purification step, another cost
expected[74]. Overcoming these three limitation in both old methods, CVD method is
common in these days.

3.1.3 Chemical Vapour Deposition (CVD)

The CVD technique is a common and popular synthesis of CNTs after arc discharge
and laser ablation methods by increasing purity in a relatively well-controlled man-
ner. Unlike previous two methods which physically impact by high voltage or laser,
the CVD method forms CNTs on the catalysts decomposing hydrocarbon gas. Li et
al. demonstrated the CVD methodology in 1996 with acetylene for hydrocarbon gas
and iron nanoparticles as a catalyst at 700℃[62]. CNTs grow directly on the catalysts
which are laid on substrates in a furnace as shown in Fig.3.3 [88]. These processes can
be performed synthesis continuously as long as hydrocarbon gases are supplied and
enough substrates are prepared in the furnace in atmospheric pressure. Through these
advantages, CVD can be suitable for mass production with maximizing yield and min-
imizing cost. However, precise control of catalysts size and temperature of substrates
are required because diameter of CNT is related to the size of nanoparticles. There are
other derivatives of CVD, such as hot filament, water assisted, oxygen assisted, radio-
frequency, thermal, and plasma enhanced. In particular, the plasma enhanced chemical
vapor deposition (PECVD) is able to generate vertically aligned CNTs without porous
substrates [74].

3.1.4 Other Chemical methods : High Pressure Carbon Monoxide®
(HiPCO) and Cobalt-Molybdenum Catalyst®(CoMoCAT)

HiPCO and CoMoCAT methodologies are similar CVD methods but advanced syn-
thesis methods for large scale productions. Nikolaev et al. claims that SWNTs are syn-
thesized in a gas-phase catalytic process [69]. This process is similar to a standard CVD
; SWNTs are formed on substrates in a furnance. The gas-phase process is unique in
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Figure 3.3: Schematic of chemical vapor deposition synthesis method. (Reprinted with
permission from reference [88].)

this methodology when applying carbon monoxide (CO) for carbon supply and iron
pentacarbonyl (Fe(CO)5) as a catalyst precursor at high pressure, 1 - 10 atmospheric
pressure, and high temperature, 800 - 1200℃[69]. Bronikowski et al. optimizes the
growth parameters of the HiPCO process such as pressure, temperature, and they at-
tain the SWNTs 10 gram per day. The spray shape in a scheme of the HiPCO equipment
in Fig.3.4 seems to be a main apparatus in order to generate SWNTs [14].

The CoMoCAT process is known as high selectivity, reducing the variation of the
SWNT diameters which means the number of chirality is decreased. The secret of this
process is the combination of Co and molybdenum (Mo), and the power of those two-
element effect is discovered by Resasco et al. [76] and Fig.3.5 presents how the Co and
Mo work during growth. There is no reaction existence of each element on a substrate.
From the Co and Mo interaction makes synthesis process.

3.1.5 Summary of Synthesis Methods

Above methodologies can be classified by either a physical process or a chemical pro-
cess. Physical processes are developed in the early stage of the CNT synthesis and they
are inefficient in all of the comparison aspects. On the other hand, chemical processes
are controllable economical Table 3.1. Table 3.1 summarizes three representative CNT
synthesis methods and compares them in 8 distinct aspects. All of them possess pros
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Figure 3.4: Drawing of High Pressure Carbon Monoxide synthesis method. (Reprinted
with permission from reference [14]. Copyright 2001 America Vacuum Society.)

and cons and at present CVD-grown CNTs are dominantly available from commercial
vendors. The prices are still very high, which is a big challenge for ubiquitous use in
future applications.

3.2 Sorting Methods

As we discussed in chapter 2, SWNTs exhibit metallic or semiconducting properties,
furthermore although they are made of same carbons, they have various energy band
gaps in semiconducting cases. These properties are related to the chilarity which is rep-
resented as (n,m), at the moment we can not obtain or synthesize certain or specified
chirality by various methods which we discussed in chapter 3. There are quantitative
results as our wish we can figure out easily in Fig.3.6 which demonstrate large diame-
ter variation, corresponding chirality variation for synthetic methods. A big challenge
produced in CNTs, for functional application is sorting problem, even though it is be-
lieved as promising material in numerous fields, we cannot select a pure chirality so as
to use special energy band gap or even combination of pure semiconducting or metallic
property of CNTs. For this reason, researchers who are inspired by superb material,
CNTs, have been exploring lots of sorting methods since it was become widely known
by Sumio Iijima. It has been more than 15 years, and several methods are well explained
chronologically in a review paper [95].
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Figure 3.5: Sketches of a CoMoCAT synthesis method. (Reprinted with permission from
reference [20].)

3.2.1 Ion Exchange Chromatography

A first attempt of the CNT sorting was done by ion exchange chromatography for
DNA-wrapped SWNTs [96]. The results were not attractive compared to those from
modern techniques, however the early attempt gives us possibilities and clues of strate-
gic of sorting methods of SWNTs. This approach is explained two different manner,
atomic structure-based and electonic structure-based. Basically, SWNTs are wrapped
by DNA, namely, SWNTS are physically covered with biology background knowledge
technique which is atomic structure-based sorting manner, whereas ion exchange chro-
matography is for electronic structure-based sorting manner in 2003.

3.2.2 Density Gradient Ultracentrifugation (DGU)

A next approach is conceptually based on the density of SWNTs because of differ-
ent of chiralities. Elaborately, large-diameter SWNTs are heavier than small diameter
ones, thus separation is done by ultracentrifugation which arranges SWNTs by the or-
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Process / Property Arc-discharge Laser Ablation Chemical Vapor Deposition

Raw materials availability Difficult Difficult Easy, abundantly available

Energy requirement High High Moderate

Process control Difficult Difficult Easy, can be automated

Reactor design Difficult Difficult Easy and can be designed as large scale process

Production rate Low Low High (HiPCO, CoMoCAT)

Purity of product High High High

Yield of process Moderate (70 %) High (80 - 85 %) High (95 - 99 %)

Post treatments requirements Require refining Require refining No extensive refining required

Process nature Batch type Batch type Continuous

Per unit cost High High Low

Table 3.1: Table of comparison of synthesis methods of CNTs [74]

der of densities. This is named as density gradient ultracentrifugation (DGU) which was
starting in 2005 [5]. This also used DNA-wrapped SWNTs in dispersion and separating
them and density gradients of iodixanol leveling density of SWNTs. Before doing DGU
process, Wenseleers et al. attempted to use surfactants, sodium cholate (SC), sodium
deoxycholate (DOC), etc. in order to disperse SWNTs in water [91]. This attempt was
borrowed into SWNT sorting and has been influenced not only DGU but other methods
such as selective extraction, gel chromatography, ATPE.

3.2.3 Selective Extraction

Another sorting attempt is selective extraction which is first demonstrated in 2007.
SWNTs produced by HiPCO and CoMoCAT are soluble in several different polymers,
poly[9,9-dioctylfluorenyl2,7-diyl], poly[9,9-dihexylfluorenyl-2,7-diyl], poly[(9,9-diocty-
lfluorenyl-2,7-diyl)-co-(1,4-phenylene)], and poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-
(1,4-benzo-2,10 ,3-thiadiazole)], refered as PFO, PFH, PFO-P, and PFO-BT, respectively.
Interesting results showed different absorbance and photoluminescence map associ-
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Figure 3.6: Large diameter range in each SWNT synthesis method. (Reprinted with
permission from reference [24]. Copyright 2013 Woodhead Publishing Limited..)

ated with specific poymer solutions, which mean that solution contains different chiral-
ity and selectively sorted SWNTs in not so big different chemical structured polymers
[70]. This study demonstrated a possibility that different solvents selectively dissolve
SWNTs, but it is impractical because we are not able to use non-dissolved SWNTs.
Gel chromatography sorting method was executed for SWNTs in 2009 [82], which is
a standard method in biotechnology. There are four different specific implementation
ways with agarose gel, which is polysaccharide and is made from red seaweed resulting
in metallic and semiconducting separation; freezing SWNTs in gel and separating by
thawing solution of metallic, centrifugating SWNTs in gel, and mixing SWNTs in elu-
tion buffer or surfactant with gel and separating. Tanaka et al. also mentioned it can be
scale up. This method is regarded as a kind of selective extraction method but it would
be a different branch of separation method due to the first demonstration of sequential
separation to my best knowledge.

The last sorting method is ATPE. This method will be discussed in detail at chapter
4 as it is our choice of the SWNT separation which we have sorted SWNTs.
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Chapter 4

Aqueous Two-Phase Extraction (ATPE)

An ATPE method is also called as aqueous two-phase system (ATPS), and has been
also developed in the fields of biotechnology from a long time ago with a long history.
A two-phase system was found with immiiscible aqueous gelatin in 1896 by Martinus
Willem Beijerinck by accident [32]. Currrent ATPE form of a polymer-polymer immis-
cible systems was discovered by Per-Åke Albertsson using polyethylene glycol (PEG)
and dextran (DX) in 1960 [56]. After his discovery, ATPE has been improved and ap-
plied in various aspects: purification and separation of protein, enzymes, monoclonal
antibodies, DNA, virus, drug residues in food and water, etc. [1]. An ATPE in SWNTs
was first attempted in 2013 by a group of researchers in National Institute of Standards
and Technology (NIST) [58]. This ATPE approach contains some features of previous
four different sorting methods, DNA-warpped SWNTs, DGU, selective extraction, and
gel chromatography because SWNTs are wrapped by surfactants selectively and sepa-
rated due to the density and hydrophobicity differences during ATPE process. How-
ever, ATPE has homogeneous top and bottom phases such that copnsecutive separation
steps can be done sequentially, and it gives reproducible results with varying the surfac-
tant concentrations. Furthermore, it is relatively low-cost compared to aforementioned
methods above and it possesses a great potential to scale up in large quantities. In terms
of separation results, ATPE isolates SWNTs not only by diameters but also metallic and
semiconducting nature via redox process [33].
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4.1 Principle

Two key factors of sucessful ATPE sorting are 1© two-phase polymer-polymer separa-
tion, 2© surfactant concentration control. Summary of ATPE sorting process exploiting
SWNTs is able to simplify as below.

• Polymers : PEG and DX - must be care of phase diagram to sustain two clear
phases

• Surfactants : concentration is determined by diameter of SWNTs

1. Diameter separation : sodium dodecyl sulfate (SDS) and DOC

2. Metallic & semiconducting separation : SDS and SC with sodium hypochlo-
rite (NaClO)

4.1.1 Polymers and Phase Diagram

ATPE process separates SWNTs by diameters or metallic and semiconducting prop-
erties arising from the interplay of polymer and surfactants. As the name of the process
indicates, solution is divided to two-phases by two mixed immiscible polymers as we
discussed above, PEG and DX, as common and popluar choice in biology. Since the
molecular masses of polymers play a role in stabilizing bi-phase, similar to DGU, we
use 6 kdalton (Da) of PEG and 70 kDa DX so that heavier DX goes down. And depend-
ing on the mass-ratio, the solution can exhibit a single phase which should be avoided.
Hence, the phase diagram of PEG and DX is the one of the crucial prerequisite tasks for
SWNT separation with ATPE because we cannot separate without biphasic condition.
A binodal curve in Fig.4.1(a) is the boundary of biphasic or monophaic region for us to
establish phase diagram PEG and DX, which identifies monophase and biphase..

There is no clear explanation how these phases form so far. One commonly accepted
model is by Albertsson’s model. A partition coefficient K is expressed by five different
factors,

lnK = lnK0 + lnKelec + lnKhfob + lnKaffinity + lnKsize + lnKconf (4.1)

where elec, hfob, affinity, size, and conf are electrochemical, hydrophobic partitioning,
affinity partitioning, molecular size or surface area of moleculers, and conformation,
respectively. K0 is all other factors such as environment [1]. This equation indicates
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these five factors control ATPE process. Here in this diagram Fig.4.1(a), phases are de-
termined by top and bottom concentrations; in order to make stable biphasic solutions,
we should prepare PEG and DX above certain concentrations. The line drawn by T and
B which are on the binodal curve is a tie line, namely; combinations on tie line have all
equilibrium composition for top and bottom phase. At point C which is a critical point,
the top and bottom phases have the same volume theoretically.

Fagan et al. demonstrated the phase diagram with and without surfactants in Fig.4.1(b),
SDS and DOC, in PEG and DX. The shape of the binodal curves is not exactly symmetric
as the general binodal curve in Fig.4.1(a) because of molecular weight differences [7],
but it shows the surfactant effect in that surfactants move binodal curve to a upper side
[25].

We also established our own phase diagram [21] so as to confirm our ATPE results
with our own recipes and to figure out the surfactants concentration effects. The re-
sults are shown in Fig.4.1(c). Although we did not obtain the nice shape of the binodal
curve, the results clearly conclude that a phase diagram tends to push upward as the
concentrations of the surfactants increase. We may not draw the binodal curve in our
data because it is difficult to find out the boundary of biphasic and monophasic regions.
The key point is that we successfully identify the biphasic region. With these points, we
also fit to the data in three aqueous two-phase system (ATPS)-specific coefficients [7].
With a theoretical binodal equation is expressed as below,

[P EG] = C1e
C2[DX]0.5+C3[DX]3

, (4.2)

where [PEG] and [DX] correspond the concentrations of polymers and Ci are fitting
parameters. Without perceiving the importance of understanding the phase diagram,
we did not recognize the reason why the monophasic status came out during sorting
process, especially sorting with purple colored SWNT soultion when we used higher
surfactant concentrations. In addition, we also encountered murky solution from time
to time during ATPE, and we attribute the cause to the fact that solutions are near the
binodal line, where two polymers are partly mixed so that we did not obtain ideally
well-separated SWNT solutions. In conclusion, finding, understanding, and reproduc-
ing a good phase diagram is a starting point for successful ATPE outcomes.

Separation with Surfactants: Partition coefficient, Hydrophobicity, and Structure

Given a phase diagram of two polymers, a next step is making proper concentration
combination of surfactants for diameters. We already know that polymers form two
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Figure 4.1: Phase diagrams with two-different polymers. (a) General phase diagram.
(Reprinted with permission from reference [7]. Copyright 2016 American Chemical
Society.) (b) Phase diagram with and without surfactant in PEG 6 kDa and DX 70 kDa.
(Reprinted with permission from reference [25].) (c) Phase diagram with and without
surfactant in PEG 6 kDa and DX 70 kDa done by ourselves [21].

phases but it is hard to explain how which the SWNTs go to top or bottom phases in
those polymers. One background theory expresses partition coefficients described as
below [58].

Ki =
CT op,i
CBottom,i

= exp(−
µ0
T op,i −µ

0
Bottom,i

kbT
), (4.3)

where µ0
T op,i and µ0

Bottom,i are the standard chemical potentials in the top and bottom
phases for a surfactant i, kb is Boltzmann constant, and T is absolute temperature. With
Eq.(4.3) and Fig.4.2, separation is explained by partition coefficients Ki and the values
of Ki vary with surfactants.

In a diameter separation, for example in Fig.4.2(a), where DOC concentrations fixed,
and SDS concentration is selected depending on the separation boundary, which is de-
termined by an operator who wants to extract a certain chirality which is related to the
diameter. That concentration combination of SDS and DOC determines coefficient Ki
based on chemical potential differences in the equation. Diameter separation is done
with DOC, on the other hand, metallic and semiconducting separation is done with
SC in Fig.4.2(b). This is a similar concept that varying the concentration of SDS but
different pairing surfactant SC with the fixed SC concentration. One more hidden fac-

37



tor is NaClO which is an oxidant agent to facilitate for metallic and semiconducting
separation. Let me discuss the role of NaClO in the next redox section.

Figure 4.2: Separation coefficient diagrams. (a) Sepration coefficient with varied SDS
concentration at fixed DOC for diameter separation. (Reprinted with permission from
reference [25].) (b) Separation coefficient with varied SDS concentration at fixed SC for
metallic and semiconducting separation. (Reprinted with permission from reference
[25].)

Although the separation of SWNTs with surfactants is explained with partition coef-
ficients, there are still puzzles how different surfactants are selectively covering SWNTs
and placing in different phase; empirically, SDS is in the top phase PEG, and DOC for
diameter separation or SC for metallic or semiconducting separation are in the bottom
phase DX. This puzzle may be solved by hydrophobicity and structure of surfactants.

There is hydrophobicity difference in two polymers, PEG and DX. Hydrophobicity
is closely related to the concentration of the polymers. Therefore, when these two poly-
mers form a biphasic system, two polymers show hydrophobicity differences and PEG
is more hydrophobic than DX [94]. In the presence of surfactants, specifically, among
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SDS, DOC, and SC, SDS shows more hydrophobic property than DOC and SC [81].
From these inherent differences in polymers and surfactants, there exist distinct affini-
ties between polymers and surfactnats; PEG tends to pair with SDS and DX tends to
with DOC and SDS. Therefore, SDS goes up to the PEG phase, whereas DOC and SC
goes down to the DX phase. Then, the last puzzle is left the reason how surfactants
selectively adhere on SWNTs.

As can be seen in Fig.4.3, there are two chemical structures of SDS and DOC. SDS
has a long chain while DOC does not have a long chain. From this structural difference,
wrapping SWNTs conditions are different; the long chain of SDS is relatively easy to
cover larger-diameter SWNTs and DOC is for smaller-diameter SWNTs.

Figure 4.3: Chemical structure of SDS and DOC. (Reprinted with permission from ref-
erence [91]. Copyright 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.)

Redox for Metallic and Semiconducting Separation

Reduction-oxidation reaction, redox in short, is a typical chemical reaction result-
ing from the electron transfer between molecules. Redox chemistry also adds a novel
method to enhance the efficiency of sorting metallic and semiconducting SWNTs. Fig.4.4
captures the results of redox sorting with five distinct conditions: fully reduced, semi-
reduced, ambient, semi-oxidized, and fully oxidized. As can be seen for fully reduced,
ambient, and fully oxidized cases all SWNTs go to one phase, in other words, the sort-
ing fails. However, for semi-reduced and semi-oxidized cases we observe two different
colors in the top and bottom phases where the sortings work. Note that the color con-
figurations are opposite between semi-reduced and semi-oxidized. This means that
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metallic is in top phase and semiconducting is in bottom phase for semi-reduced and
vice versa for semi-oxidized.

The principle of these phenomena is accounted for band gap which we discussed
in chapter 2. The oxidation process carries out by adding various oxygen or losing
electrons. If we assume there are two different band gap SWNTs, one has larger band
gap than the other, the smaller band gap SWNT is easy to lose electron and be oxidized.
According to this principle, metallic SWNTs are most SWNT to be oxidized since they
have no band gap, readily losing electron. Smaller band gap semiconducting SWNTs are
the next easist to be oxidized, and larger band gap semiconducting SWNTs are hardest.
Oxidized SWNTs are wrapped by SC and go down to the bottom phase of DX. Some
explanation of NaClO is one of standard oxidation agents and even small amount of
NaClO signifies the separation. For example, typical amount of adding oxidation agent,
NaClO is 6 mL - 8 mL for 1 mL of total amount of solution; here concentration of NaClO
is 1/100th of original solution purchased at Sigma-Aldrich, 425044.

Figure 4.4: Separation results in reduced or oxidized solutions. (Reprinted with per-
mission from reference [33]. Copyright 2015 American Chemical Society.)

Brief Scheme of the Aqueous Two-Phase Extraction

If we put all of these together, forming the biphasic system of polymers (PEG and
DX), and coming the interplay of hydrophobicity of polymers (PEG and DX) and sur-
factants (SDS, DOC, and SC), and chemical structure of surfactants (SDS, DOC, and
SC), we can imagine how SWNTs are wrapped by surfactants and are separated in the
ATPE process. Due to the diameter differences for each chirality SWNTs, there are cur-
vature differences. These curvatures are related to chemical structure of surfactants.
According to the proper concentration of SDS and DOC which are correlated with di-
ameters of SWNTs, there are two groups: relatively larger diameter group wrapped
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SDS and smaller diameter group with DOC. And then two groups are moving along
the hydrophobicity so that in the end, larger diameter SWNTs go to the top PEG phase
and smaller diameter ones go the bottom DX phase in concentration dependent ATPE
Fig.4.5. In addition, density of smaller-diameter of SWNTs which is wrapped by DOC
is higher than larger diameter SWNTs, this is another reason going to the bottom phase.

Figure 4.5: A schematic of separation of SWNTs in biphsic system. (Reprinted with
permission from reference [25].)

4.2 Process

ATPE process consists of three steps: pre-process, main process, and post-process.
Pre-process consists of preparing solutions of SWNT and other stocks for the main
step. First, we need to disperse SWNTs in water with surfactants and purify the so-
lutions for removing impurities. Stocks in bulk of solutions essential for ATPE are
polymers and surfactants doing steps smoothly and quickly because we do not make
certain concentration of solutions each time. Once pre-process are done, we can move
the main process. This main process is ATPE itself, tracking concentration of solution
is a main point. And executing many times delivers high purity SWNT solution. The
last step is measurement parts which confirms contents of solutions. UV-vis and Raman
measurements are able to show chirality in solution. Then, removing polymers and re-
duce concentration of surfactants so as to use sorted SWNTs. Below steps are simplified
process of ATPE.

1. Pre-process: Make SWNT solutions and prepare stocks
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2. Main process: Proceed ATPE repeatably

3. Post-process : Characterize sorted solutions for chirality classification and do poly-
mer exchange

4.2.1 Schemaitc of ATPE Process and Result with Surfactant Concen-
tration

Through the understanding of the ATPE separation principle, we can obtain sorted
SWNTs by repeating sequential ATPE steps in Fig.4.6. Because each ATPE results in
two outputs top and bottom, which contain mixtures of SWNTs with several chiralities.
Therefore, we need to repeat many steps in order to obtain high purity of a certain
SWNT. A crucial control parameter is varying the concentration of surfactants.

Figure 4.6: A schematic of ATPE process. (Reprinted with permission from reference
[25].)

Fig.4.7 captures one of the ATPE results to isolate SWNTs of a specific chirality
represented by SWNT diameter in terms of the SDS concentration while the DOC con-
centration is fixed at 0.045 %. This result is extremely impressive because most of the
chirality of SWNTs are on the green curve except several points, which demonstrates
that controlling a ratio of surfactant concentrations determines a chirality of sorted
SWNTs. Combining this relation with aforementioned synthesis method, we can pre-
dict the range of diameter of SWNTs and design ATPE considering the concentration of
surfactants.
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Figure 4.7: The relation between the concentration of SDS and the diameter of SWNTs
at a fixed DOC 0.45 %. (Reprinted with permission from reference [25].)

4.2.2 Pre-Process: Make SWNT Solution and Prepare Stocks

There are four sub-steps the pre-process, prepares essential SWNT dispersions and
necessary stocks during ATPE and it consists of 4-sub steps.

1. Dispersing SWNTs in surfactants

ATPE process works in solution-base. However, because CNTs are hydrophobic
CNTs are not easily dispersed in water; therefore we need to make homogeneous
solutions with the help of surfactants. There are two surfactatns commonly used
for dispersing CNTs; DOC is for SWNTS and SC is for MWNTs.

For dispersing SWNTs, we apply concentration of DOC is 1.6 % which is the
optimal concentration for dispersion [12]. The concentration of CNTs is 1 mg/mL
which is commonly used. Because CNTs are nano-particles which may be haz-
ardous to human-beings through inhalation, we need to proceed the dispersion
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process inside a glove box. In order to make 1 mg/mL CNT concentration, a sur-
factant mixed solution at a known weight is put in the glove box and CNTs are
added.

2. Doing bath and tip sonications

Although surfactatns are in Milli-Q water (MQW), CNTs are not dispersed in
the surfactant solution because of highly attractive van der Walls force between
CNTs. Therefore, external forces are needed to break aggregated CNT particles.
Once CNTs are in surfactant solution, the first step is bath sonication for 10 min-
utes, initial dispersion followed by tip sonication for 2 hours.

We use a Q125 sonicator made by QSONICA in a 2-seconds-on and 1-seconds-
off mode with 71 % amplitude. There are two probes depending on the amount
of solution volume, the 1/8 inch diameter of a tip is used for 500 µL - 15 mL and
the 1/4 inch diameter of a tip is used for 10 mL - 50 mL. We can clearly observe
well-dispersed CNT solutions after tip sonication.

3. Centrifuging to remove impurities

Our raw CNTs typically in powder form and are not 100 % pure, contains also
95 % of carbon junks such as amorphous carbon, and carbon soot. In addition,
there are catalysts as well. For instance, SG65i which is purchased from Sigma-
Aldrich, has 95 % of CNTs, that means 5 % of impurity exists. Ultra-centrifugation
removes these impurities. There are two steps of ultra-centrifugation. The first
step is at 20,000 rpm for 1 hour 45 minutes and the second step is at 60,000 rpm
for 45 minutes in Optima XE-100 ultracentrifuge made by Beckman Coulter. This
process is time consuming and has risks because high speed spinning may gener-
ate extremely big force even with tiny weight of particles. Therefore, we must be
cautious balancing the solutions when loading samples in a ultra-centrifuge. We
take 60 % - 80 % of supernatants for top partition which means pure solution in
each step and rest of solution for bottom partition except pellets which are stuck
at the bottom of tubes. These top and bottom solutions are used for ATPE process.
Table 4.1 collects information of raw CNTs which we use for separation.

4. Preparing polymer and surfactant stocks

In the main process of ATPE, we need to make different surfactant concentra-
tions in every step promptly. If we prepare larger volumes of stocks, this is an
efficient process before starting main process. There are two polymers, three sur-
factants, and a oxidant. The concentration of solutions are recommended by Jeffey

44



Product Distributor Product number CNT Type Synthetic method Average diameter Median length

SG65i Sigma-Aldrich 773735 SWNT CoMoCAT 0.78 nm 1 µm

SG76 Sigma-Aldrich 704121 SWNT CoMoCAT 0.83 nm 1 µm

SWNT Sigma-Aldrich 704113 SWNT CoMoCAT 0.7 - 1.3 nm 1 µm

MWNT Sigma-Aldrich 698849 SWNT CVD 12 nm 10 µm

Purified SWNT NanoIntegris SWNT HiPCO 0.8 - 1.2 nm 100 - 1 µm

Table 4.1: Information of carbon nanotubes which we used for ATPE [46, 47, 48, 45, 44]

A. Fagan [25]. Detail information is in Table 4.2. Concentration unit of polymers
is mass per mass [% m/m] and surfactants is mass per volume [% m/v]. (For
instance, 1 % m/v = 1 g/10mL)

Product Maker Solution Remark
Target concentration Target amount Polymer or surfactant MQW

PEG 6k Alfa Aesar 25 % 402 mL 134 g 402 mL

DX 70k TCI 20 % 400 mL 100 g 400 mL

SDS Sigma-Aldrich 4.5 % 400 mL 18 g 400 mL OibXtra > 99 %

DOC Sigma-Aldrich 4.0 % 400 mL 16 g 400 mL OibXtra > 98 %

SC Sigma-Aldrich 4.5 % 400 mL 18 g 400 mL OibXtra > 99 %

NaClO Sigma-Aldrich 1/100th 100 mL 1 mL 99 mL 10 - 15 % Chlorine

Table 4.2: Table of information of stocks for ATPE [25].

4.2.3 Main Process: Proceed ATPE Repeatably

The main process can be divided into two different steps.

1. Preparation of SWNT Solutions
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Basically, overall ATPE progress is undergoing at DOC concentration, 0.04 %.
Because the DOC concentration in pre-process is set as 1.6 %, we need to lower
the DOC concentration before starting the ATPE. Two different sorting options
are existent, one is for diameter separation at the beginning after the preparation
step and the other is for metallic and semiconducting separation. For diameter
separation keeping the DOC concentration as 0.04 % is not a big problem because
diameter separation needs SDS and DOC combination. On the other hand, for
metallic and semiconducting separation, DOC concentration should be lower than
0.02 %, that is the reason why those two recipes are different. Another interesting
point is the choice of sorting methods relies on the raw materials. Specifically,
SG65i and purified SWNT by Nanointegris start with diameter separation and
SG76 and SWNT by Sigma-Aldrich with metallic and semiconducting separation.
Here are the condition of preparation steps in Table 4.3.

Material Preparation #1 [%] Preparation #2 [%]

PEG DX DOC SC PEG DX DOC SC

SG65i & SWNT by NI∗ 9 - 10 5 - 6 0.40 - 0.45 9 - 10 5 - 6 0.2 - 0.225

SG76 & SWNT by SA∗ 9 - 10 5 - 6 0.35 - 0.40 9 - 10 5 - 6 <0.045 0.9

Table 4.3: Recipes of preparation steps [18]. ∗NI (NanoIntegris), SA (Sigma-Aldrich)

2. Main Procedure: Sorting CNTs

As we discussed, diameter separation is done by SDS and DOC. While concen-
tration of DOC is fixed, at 0.04 % , SDS concentration is varied with diameters as
the overall guide line of the separation. And metallic and semiconducting sepa-
ration is done by SDS and SC. Often metallic and semiconducting separation is
proceeding after diameter separation, and concentration of DOC should be under
0.02 % not to be affected by diameter separation effect [25]. A biphasic system is
made when the vial is left in ambient condition by natural gravity or low speed
centrifuge. Low speed centrifuge accelerates separation speed and time, so we
apply 1,500 rpm for 3 minutes with ST8 bench top centrifuge manufactured by
ThermoFisher.
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Fig.4.8 captures the highlights of ATPE procedure for CoMoCAT and HiPCO
SWNTs: SG65i, SG76, and SWNTs by Sigma-Aldrich and NanoIntegris. Diam-
eter range of these SWNTs is 0.7 - 1.3 nm so that concentration range of SDS is
between 0.6 % and 1.0 % for diameter separation. When we start with diameter
separation, the first aim is grouping larger diameter SWNTs and smaller diameter
SWNTs whose boundary concentration of SDS is around 0.75 %. Then, we move
to metallic and semiconducting separation. For this separation, concentration of
SC is fixed, at 0.9 % and SDS concentration is up to 1.1 %. NaClO is added in or-
der to oxidize the solution at the end of mixture. Its amount is 6 - 8 µL per 1 mL of
total volume. Here we use NaClO for 1/100th diluted solution. Whenever separa-
tion with handling higher concentration surfactants, a serious care is required to
form a biphasic system. In order to obtain pure SWNT solutions, repeated ATPEs
are done.

The successful sorting recipes are obtained through concentration monitoring
at each step with the following assumptions. PEG and DX are separated and only
exist in each top or bottom phase. For example, when we discard top phase, we
consider and calculate only the bottom DX phase . Another assumption is that
surfactants are homogeneously distributed so that concentration of surfactants in
solution is same. In this way, we have calculated and proceeded with assumptions
and the process went well.

In case of SG76 and SWNT by Sigma-Aldrich, it starts with metallic and semi-
conducting separation. However, once it is done that separation, the rest of steps
are same.

The summary of this simple metallic and semiconducting separation recipe with
SG65i is as below. It is only four steps to complete metallic and semiconducting separa-
tion well. Steps (1) and (2) are for diameter separation, and steps (3) and (4) are metallic
and semiconducting separation.

1. Surfactants : SDS 0.7 %, DOC 0.04 % / Polymers : PEG is around 9 - 10 % and DX
is around 5 - 6 %

2. Surfactants : SDS 0.75 %, DOC 0.04 % / Polymers : PEG is around 9 - 10 % and
DX is around 5 - 6 %

3. With greenish solution, surfactants : SDS 0.7 %, SC 0.9 % / Polymers : PEG is
around 9 - 10 % and DX is around 5 - 6 % / NaClO 2 µL/mL
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4. With black purplish solution, surfactants : SDS 1.1 %, SC 0.9 % / Polymers : PEG
is around 9 - 10% and DX is around 5 - 6 % / NaClO 2 µL/mL

4.2.4 Post-Process: Characterize solution for chirality and do poly-
mer exchange

After ATPE is done, there are two essential tasks; one is characterization step that is
crucial to confirm the chirality in solutions. We perform two optical characterization
methods: UV-vis and Raman spectroscopy measurement. These will be discussed next
section of optical characterization in detail.

The other important step is polymer exchange. This step to remove polymers and
lower surfactant concentrations for real applications. There are two ways to achieve
this task using centrifuge and pressure. Both methods have same concept, dilute the
SWNT solution by adding DOC 0.04 % and filtrate polymers with membrane. Here,
the filtration process is assisted by centrifuge or pressure.

Amicon Ultra-15 tubes with membrane 10 kDa made by Millipore-Sigma are used
for centrifuge. Centrifuge condition is related to the concentration of polymers, nor-
mally PEG is faster than DX. Adding SWNT solution 2 mL and 0.04 % DOC 10 mL can
fill the volume of the tube around 13 mL. We normally repeat the exchange five times
diluting surfactant concentration and removing polymer as much as possible. Amicon
Stirred Cell with Ultrafiltration Discs 100kDa with membrane exploits pressure. This
method is able to filtrate relatively fast with bulk amount depending on the size of Am-
icon Stirred Cell. Our recipe with Amicon Stirred Cell is in progress for handling larger
volumes of sorted solutions.

4.3 Optical Characterization

As discussed in chapter 2, semiconducting SWNTs have unique band gap energy val-
ues related to the chirality and that band gap energy is quantified by absorption spec-
trum. This absorption spectrum is obtained by UV-vis spectroscopy. Raman spectra can
also inform not only chirality of SWNTs but also other characteristics such as chirality
and defect modes.
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Figure 4.8: Generalization of ATPE process for CoMoCAT and HiPCO SWNTs.
(Reprinted with permission from reference [25].)
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4.3.1 Absorption Spectroscopy

Absorption spectroscopy with UV-vis is the easiest and quickest method to figure out
chilarity indices and composition of SWNTs in solution. The principle is shining the
broad band whilte light, typically 200 2,000 nm wavelength on the SWNT solutions
and measuring the transmitted light. In this way, we can obtain absorption a spectrum
from differences between incident and transmitted light. In the UV-vis measurement,
absorption spectrum is a plot of absorbance which is defined as a equation below,

Absorbance = log10
φi

φt
= − log10T , (4.4)

where φi is the intensity of the incident light, φt is the intensity of the transmitted light,

and T = φi

φt is the transmittance of the material. So, absorbance is negative log of the
transmittance. The absorbance is represented intensity as a function of wavelength,
where we interpret the wavelength of strong peaks which is translated to band gap
energy.

Fig.4.9(a) is a series of absorbance plots as a function of wavelength with sorted
SWNT solutions. Although y-axis is arbitrary units, we can readily identify peaks and
distinguish differences between chirality. When we look into certain spectrum, there
are at least two peaks in a spectrum which may be from sorted pure SWNTs since there
are possible. The peaks may correspond to transitions of E11, E22, E33, etc. In these
plots, E11 region is above 800 nm in wavelength. Two sorted peaks at 1,000 nm and 600
nm in (6,5) spectrum may be assigned that. 1,000 nm is E11 and 600 nm is E22 of (6,5)
SWNTs. Because the transition energy of E11 is smaller than E22, the wavelength of E11
should be longer than E22’s.

In principle, emission spectrum is related to absorption spectrum shown in Fig.4.9(a)
and Fig.4.9(b). Fig.4.9(b) is an photoluminescence map of a SWNT solution. Emission
wavelength is shown in x-axis and excitation wavelength is in y-axis. Emission wave-
length of (6,5) indeed matches well with absorbance wavelength as we know. Here, hid-
den information comparing two plots is that we do not secure the excitation wavelength
with respect to the absorbance wavelength, but there are certain excitation wavelength
which makes high intensity of emission wavelength. I presume that this is because of
van Hove singularity, which is the narrow band coming from the 1-dimension nature
of SWNTs. This property appears in the Raman spectroscopy, which we will discuss in
next subsection.
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Figure 4.9: (a) Absorbance results with sorted solutions of SWNT. (Reprinted with per-
mission from reference [27]. Copyright 2014 WILEY-VCH Verlag GmbH & Co. KGaA,
Weinheim.) (b) Photoluminescence map of (6,5) SWNT solution. (Reprinted with per-
mission from reference [6].

4.3.2 Background Extraction

When we analyze absorbance spectra, we notice that a slope in shorter wave length
area which is below 400 nm, becomes steeper than that in longer wavelength. Cer-
tain spectrum is remarkably steeper than others. And non-existence area of absorbance
should be zero intensity, but there are still certain amount of intensity exist. This phe-
nomenon is explained as background intensity shown in Fig.4.10. This plot shows ab-
sorbance of before sorting in, black line, and after sorting in, red line. In the sorted
solution, two specified areas are indicated as area A and area B. Area A is a real inten-
sity coming from absorbance intensity and area B is background intensity. Naumove
et al. explain several causes of background intensity in terms of extrinsic and intrinsic
factors [68].

• Extrinsic factors

1. Ultrasonication: From the turbulence of surfactant solution, there is light
scattering which prevents absorption. Three different tip sonication results
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Figure 4.10: Absorbance spectrum with background spectrum. (Reprinted with per-
mission from reference [25].)

show that longer sonication absorbance graph has higher background inten-
sity and return to the initial level after centrifugation.

2. Chemical functionalization: Treating the side walls of SWNT with chemical
elements, delocalized electrons in pz orbital are removed and optical per-
formance is degraded. Oxidized SWNT solution shows broader peaks and
steeper slopes.

3. Amorphous carbon impurities: Amorphous carbon has strong plasmonic ab-
sorption in a short wavelength region. This a reason why the slope of near-
ultraviolet wavelength region is steeper than in other region.

4. Aggregation: Aggregated SWNTs are similar to the functionalization effects.
This bundling effect broadens the spectrum and shifts the peak to longer
wavelength (red shift). Making a good dispersed solution is an essential task.

• Intrinsic factors

1. Spectral congestion: With many chirality in a solution, there are many ab-
sorbance peaks in a plot and summing up those absorbance peaks lifts up
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the plot. Sorted SWNTs have low background intensity compared to un-
sorted SWNT solution.

2. SWNT length effect: The end of SWNTs is considered as a defect in the π-
eletron system. From this reason, population of shorter length of SWNTs acts
as more defect than longer length of them, resulting in stronger background
signals.

3. Metallic SWNT contributions: Signals in metallic SWNTs are more intense
arising from theπ-plasmon resosnance than those in semiconducting SWNTs.

4.3.3 Analysis with Protocol through Background Extraction

Due to previous reasons on background intensity in absorbance spectrum, we have
put a much efforts on establishing a systematic protocol to extract the background in-
tensity for obtaining a pure absorbance spectrum with which we try to calculate the
purity of SWNT solutions such as metallic xx % or semiconducting xx % in a solution
[17]. Sequences of the protocol are described as below.

1. Modeling background:
As we discussed in the background extraction subsection, we can model it as be-
low [68],

Bλ =
N
λm
, (4.5)

where Bλ background intensity with respect to the wavelength λ, and N and m
are fitting parameters.

2. Determining coefficient A and m by fitting:
Because the linear regression has high fidelity, we have a trick to transform Eq.4.5
to the linear form by taking a logarithm,

lnBλ = lnA−m lnλ, (4.6)

Unfortunately, this model does not fit all the absorbance spectra. However, we can
secure the best fitting results by setting the different fitting range. Recommended
range of the fitting range is 440 - 880 nm for semiconducting and 200 - 500 nm
for metallic SWNTs. Once recommendation results do not fit well, we can adjust
fitting region in the graphic user interface (GUI).
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3. Subtracting the fitted background curve from the original absorbance curve.

4. Modeling a single peak of each SWNT:
The absorbance peak of single chirality SWNT is known as a Lorentzian shape.

5. Finding peaks and multi-fitting with Lorentzian model for deconvolution:
In order to deconvolute the mixed chilarity SWNT solution, we need to extract
peak wavelengths and multi-fitting with the Lorentzian model.

6. Calculating curve areas from fitting and purity of metallic or semiconducting:
Based on the fitting results, we can calculate the area of curve and grouping metal-
lic or semiconducting regions. As we know the chirality, M11, S11, and S22 region
are pretty much fixed. For the SG65i and SG76 cases, M11 ranges between 430
and 590 nm, S11 lies in between 850 and 1070 nm, and S22 is around 500 - 810
nm. Actually, S11 region is narrower than the real range, upto 1,700 nm, because
of the equipment limitation, upto 1,100 nm. By using the ratio of the areas, we
can quantify the purity of the sorted solutions.

Fig.4.11 shows the ATPE analysis protocol program. (a) is the main page of the con-
trol panel. As can be seen, we can set the fitting and transition regions. There are also
the Raman analysis section, but it is under development. The analysis results are dis-
played in the information panels located in the middle, and data is stored automatically
in excel file. When it performs analysis, there are graphs popping up with estimating
the results and renewing the setting values in real time.

4.3.4 Raman Spectroscopy

Raman spectroscopy gives the information of SWNT structure, electronic, and phonon
properties. The principle is shown in Fig.4.12. There are three scattering modes which
are Rayleigh scattering, Stokes scattering, and anti-Stokes scattering. Rayleigh scatter-
ing is a common and normal scattering mode, but the rest of two are related to Raman
spectroscopy. When an incident light shines into a material, there are losing energy or
gaining energy due to phonons. If it is the losing energy case, it is Stokes scattering and
the gaining case is anti-Stokes scattering. Raman spectroscopy are sensitive to detect
these energies and shows as a function of frequency with the common unit of cm−1.
Stokes case represents a longer wavelength than incident wavelength, so it is located
in the positive side. Anti-Stokes case is vise-versa. Basically, Raman spectroscopy also
measures the light of energy from excitation. Results should be affected by incident
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Figure 4.11: Analysis protocol program of background extraction. [17] (a) Main control
panel of analysis protocol program. (b) Plot of background extraction result. (c) Plot of
deconvolution results.
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Figure 4.12: Picture of the principle of Raman spectroscopy. (Reprinted with permis-
sion from reference [84].) (a) Image of scattering mode. (b) Image of position in wave
number domain.

wavelength of the light if it has discrete energy bands like SWNTs. There are different
Raman results depending on the wavelength related to chirality observed.

From the CNT perspective, there are three remarkable modes: radial breathing
mode (RBM), D, and G mode. RBM mode is known as quite diameter dependent
modes and there are several models [23, 52, 86]. A D mode is related to the defects
in CNTs. The spectra are taken before and after treatment, with which we are able to
judge whether CNTs are damaged or not due to the treatment. G modes are divided into
two, G+ and G−. Shapes of those two modes indicate metallic or semiconducting. These
modes are explained below equation and coefficient are arranged in Table 4.4 [23].

ω =ω0 +
β

dnt
, (4.7)

where ω is Raman frequency, ω0 is the value for dt →∞ fit by Raman data, n is expo-
nent, β is diameter coefficient, and dt is diameter of SWNT.

4.3.5 Separation Results by Aqueous Two-Phase Extraction

Our ATPE results show possibility of separation of SWNTs. It does not give pure
separation results yet, but we have semiconducting 100 % based on our protocol analy-
sis. Here we will present several sorting results: common colors using SG65i and SG76,
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Mode Raman Frequency [cm−1] Exponent Diameter coefficient Reference

RBM 0 1 248 [52]

18 1 215 [86]

10 1 218 [86]

17 1 223 [86]

D 1356 1 -16.5 [28]

G+ 1591 0 0

G− 1591 2 (-45.7:-79.5) [51]

Table 4.4: Raman modes in SWNTs [23].

simple separation of SG65, simple separation of SWNTs from HiPCO. And we will ex-
amine parent solutions which is before separation SWNT solution and polymer effect.

Common colors using SG65i and SG76

This section we presents the results of separation with SG65i and SG76 solutions. These
are synthesized by the CoMoCAT method as mentioned and the diameter range of
SWNTs is 0.7 - 0.9 nm. Both solutions primarily contain (6,5) and (7,6) chirality. As
can be seen in Fig.4.13, there are eight colors of solutions in a 14.7 mL vial, commonly
observed during separation. Light purple, purple, blue, blue green, forest green, yellow,
orange, and purple brown from the left to right. The color of (6,5) is purple and (7,6)
is green. Even though we cannot go pure single chirality sorting, we can obtain 100
% pure semiconducting solution which is pale blue. For the metallic case, we secure
up to 79.5 %. Those percentages are calculated by the protocol analysis code which we
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Figure 4.13: Common colors of ATPE separation results from SG65i and SG76.

mention previously. Fig.4.14 collects there are absorbance data for eight color solutions.
These are normalized data by a signal at 630 nm and plots in waterfall modes to com-
pare each other. Yellow and orange colors are metallic and the other is semiconducting
dominant. Unfortunately, our UV-vis equipement measures up to 1,100 nm, it cannot
detect (7,6) in S11 region but we can figure out by color. Detailed analysis is arranged
in below Table 4.5 below.

Among eight colors, six colors solution are measured by Raman spectroscopy. In-
cident laser is at 532 nm and data are presented in Fig.4.15 and Fig.4.16. Fig.4.15
shows RBM mode and Fig.4.16 is D and G mode. As Raman spectrum data includes
background intensity which is measured without light, it is extracted and plots are
drawn using a waterfall method. When samples are drop casted on a silicon substrate,
silicon factors are also observed independently. In Fig.4.15, there are three different
peaks from silicon so that we can interpret Raman peaks only between 200 - 300 cm−1.
We tried to match with the absorbance data results, but there are no consistent results
found. Absorbance data are good for identifying chirality indices. However, metallic
and semiconducting properties are clearly distinct in the G mode around 1,600 cm−1

indicated in Fig.4.16. Description: metallic has broad shoulder in Raman shift whereas
semiconducting has strong G+ peak. As we observed in absorbance data, orange color
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Figure 4.14: Absorbance spectrum for common colors of ATPE separation results from
SG65i and SG76.

solution shows about 79 % metallic property. In this Raman spectrum, it also clearly
shows metallic property and others are semiconducting.

Simple Separation with SG65i

As we have understood and equipped ATPE separation method, we tried to make
it simple in order to fabricate devices starting with metallic and semiconducting solu-
tions. The first trial is with SG65i. Dominant chilarity in SG65i is (6,5) and (7,6) and
metallic, and with this, we can extract solutions of blue green, purple and yellow via
five-times ATPE separation. From these separations, blue green is semiconducting 96.0
%, purple is semiconducting 88.2 %, and there are two different deep yellow colors, one
is from blue green which is TMb showing metallic 65.7 % and the other is from purple,
2BMb, 69.1 % metallic. These are described in detail in Table 4.6. This simple process
is quite convenient to yield bulk amount. In order to make a better metallic solution,
we must determine more accurate NaClO amount. Fig.4.17 shows bulk amount of blue
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Figure 4.15: RBM mode in Raman spectroscopy for common colors.

Figure 4.16: D and G mode in Raman spectroscopy for common colors.
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Color Dominant chirality Semiconducting Metallic

Light purple (6,4) 77.2 % 98.8 % 1.2 %

Purple (6,5) 81.0 % 87.7 % 12.3 %

Blue (7,5) 60.1 % 100 % 0 %

Blue green (7,5) 53.1 % 92.4 % 7.6 %

Forest green (7,6) 70.4 % 86.4 % 13.6 %

Yellow (6,6) 37.1 % 52.1 % 47.9 %

Orange (9,3) 32.0 % 20.4 % 79.6 %

Purple brown (6,5) 66.5 % 88.3 % 11.7 %

Table 4.5: Absorbance data for common color solutions from SG65i and SG76.

green and purple in 250 mL bottles.

Simple Separation with HiPCO SWNTs

We also tried to apply a simple separation method in HiPCO in order to sort metallic
and semiconducting solutions. Because both solutions have large range of diameters,
0.7 - 1.3 nm, compared to SG65i and SG76, it seems that the separation does not give
good results with simple steps. At the beginning, at least several steps are added for ini-
tial diameter sorting followed by metallic and semiconducting sorting in several steps
as well. The colors and detail values are displayed in Fig.4.18 and Table 4.7, respec-
tively.
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Figure 4.17: Simple process sorting results with SG65i in bulk bottles.

Figure 4.18: Simple process sorting results with HiPCO SWNTs.
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Color Dominant chirality Semiconducting Metallic

Blue green (7,5) 64.5 % 96.0 % 4.0 %

Purple (6,5) 81.0 % 88.2 % 11.8 %

Deep yellow TMb (6,6) 65.7 % 34.3 % 65.7 %

Deep yellow 2BMb (6,6) 69.1 % 30.9 % 69.1 %

Table 4.6: Absorbance data for simple sorting process with SG65i.

Color Dominant chirality Semiconducting Metallic

Greenish Blue (7,5) 42.1 % 89.2 % 10.8 %

Brown - TMb (9,3) 37.4 % 19.5 % 80.5 %

Pink (10,4) 40.9 % 49.8 % 50.2 %

Brown - T2Mb (6,6) 66.0 % 19.3 % 80.7 %

Table 4.7: Absorbance data for simple sorting process with HiPCO.

Polymer Exchange Effect on Absorbance

Polymer exchange step is an inevitable process at the end of ATPE in order to remove
polymers for applications because we think polymers hinder the good quality or prop-
erty on the applications. Checking this concern, we need to assess absorbance results
with and without polymers. We have to also measure with polymers during ATPE as
we do not remove polymer while sorting. Comparison polymer effects is represented
on Fig.4.19.
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Figure 4.19: Absorbance comparison with and without polymer.

We have three color samples which chilaity covers all measurement range: purple,
aqua green, purple brown. And the plots in straight line are with polymer before poly-
mer exchange and the plots in dottted line are without polymer after polymer exchange.
Overall, the absorbance data with polymer indicate peaks well so that absorbance mea-
surement with polymers during ATPE process is still acceptable. However, there are
couple of checking points we had better take into account. 1© Fig.4.19 shows the width
of peaks are different between before and after. This may be related to aggregation of
SWNTs as we discussed earlier. During polymer exchange process, we observed the
extracted SWNTs which are on the side wall of the membrane and looked black. After
polymer exchange, those particles are taken together and kept in a vial. This extrac-
tion of SWNTs affects deformation of peak shapes. Being noticed this phenomenon, we
have done tip sonication with pulsed mode, 2-seconds-on and 1-second-off for 1 hour
with aqua green solution in Fig.4.19. As can be seen, after sonication result becomes
sharper peaks of the width. So we have learned that a tip sonication step is required af-
ter polymer exchange in order to disperse SWNTs well. The next caution point is 2© we
observed the peak wavelength red shift about 5 nm in different solutions. This may be
explained by surfactant effect since surfactants are able to shift peak wavelength. Or it
may come from contamination because we re-use polymer exchange tools. Even though
we use the tools only for similar color solution, combination of chilaity is different in
similar colors.
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Figure 4.20: Raman spectroscopy RBM results of forest green solution with 532 nm and
632 nm incident laser.

Raman Spectroscopy with Different Incident Laser

Raman spectroscopy also gives us information of SWNTs regarding diameter, metal-
lic or semiconducting, defect, etc. The diameter separation is crucial for sorting because
it is related to the chirality. However, results of Raman spectroscopy is hard to obtain
the definied diameter information from without background information as the results
are dependent on the incident laser. As we discussed, photoluminescence of SWNTs
shows different emission light wavelength in Fig.4.9(b). From this reason, results of
Raman spectroscopy of forest green color and purple color have different shape of RBM
modes observing in Fig.4.20 and Fig.4.21. Fig.4.20 is the result of forest green solu-
tion and Fig.4.21 is purple. Forest green is (7,6) dominant solution and purple is (6,5)
dominant solution. And incident lasers are at 532 nm and 632 nm. According to the
Fig.4.9(b), emission light of (7,6) is about 660 nm and (6,5) is about 575 nm. This in-
formation is well-matched with Raman spectroscopy. As can be seen in Fig.4.20 and
Fig.4.21, Raman spectroscopy peaks of forest green are well-observed in 632 nm inci-
dent laser which is closed to 660 nm, but incident laser 532 nm does not show well
peaks. On the other hand, purple solution does not show Raman peaks well. There-
fore, for the Raman spectroscopy measurement, we need some prerequisite informa-
tion of SWNTs and prepare proper wavelength of lasers for isolating distinctive peaks
to quantify diameters.
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Figure 4.21: Raman spectroscopy RBM results of purple solution with 532 nm and 632
nm incident laser.
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Chapter 5

Preparation of Carbon Nanotube Films

Sorted CNTs can make device in a substrate as one-dimensional wire, two-dimensional
film, or three-dimensional bulk material for fabricating photonic, electrical or mechan-
ical devices. Typically CNTs can be coated on substrates with various methods, which
are grouped into two categories: direct deposition and solution based deposition [40]

5.1 Methods of making films

5.1.1 Direct Deposition

As we discussed in the synthesis chapter, chapter 3.1, a CVD growth is a common
method to synthesize CNTs together with arc-discharge, laser ablation. This CVD
method needs catalysts as a seed of growth, which is deposited on substrates where we
want to grow CNTs. Several treatments have been applied in order to align the CNTs
while growth, either vertical or in-plane alignment in combination with patterned cat-
alysts and external fields. This method is good to make CNTs directly on the points
where we want to deposit, but there are several disadvantages. It remains huge amount
of unused catalysts, is hard to control density of CNTs, does not place in many sub-
strates at a time, and exposes substrates to high temperature and pressure which can
affect negative influence on devices [40].

67



5.1.2 Solution-Based Deposition

Fabricating with solution-based deposition does not need high temperature and pres-
sure as it does not put substrates in a chamber, and proceeds in ambient condition.
However, the key factor of this process is how much CNTs are well disperse in solvents.
With surfactants, polymers or functionalizations, CNTs are well dispersed in solvents.
Adhesion between CNT films and substrates and drying conditions are more consider-
ation factors. There are many methods to deposit CNT colutionsas below [40].

• Langmuir-Blodgett (LB) method: This is done by floating the CNTs on water and
lifting up or dipping a substrate. Uniformly dispersed CNTs on water is related to
the uniform film quality. Iteration of deposition makes thicker and denser films.

• Self-assembly: This process is with chemically treated with, silane or polymer, sur-
face of substrates interact with CNTs by electrostatic Coulomb forces and CNTs
form and adhere that on the substrates by van der Waals forces. This method is
known as a quick and cheap process.

• Dip coating: CNTs are coated by picking-up a substrate from a CNT solution.
Advantage of this coating is that CNTs are coated both substrate sides. Depending
on the solution viscosity, pick-up time, and drying condition determine thickness,
uniformity, and adhesion of the film.

• Spin coating and drop casting: Two methods are basically similar as CNT solution
drops on a substrate, but spincoating is spinning and try to make the solution
uniform. Solution viscosity and dry condition will also determine the quality of
the film. These are easiest and quickest way of making films.

• Electrophoretic deposition: CNT films are formed on conductive substrates which
have locally charged area by DC electric field. In order to do that, substrates are
needed to be patterned by metal layers before applying the field.

• Dielectrophoresis: This method is the opposite way of electrophoretic deposition.
CNTs are deposited between metals and operated by AC electric field.

• Spray coating : This method exploits the concept of using spray which we use
in everyday life. CNTs are sprayed onto a heated substrate. A nozzle size and
pressure are crucial control factors to determine the quality of CNT films.
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• Vacuum filtration method: Diluted CNTs are filtrated on a membrane which passes
solvent except CNTs and make highly uniform and reproducible films. It requires
transfer steps for putting the films onto a substrate.

• Mayer rod: A rod on which CNTs are coated sweeps substrates and CNTs are
coated on the substrates. This method has an advantage of easily scaling-up.

5.2 Method of making films: Vacuum filtration

As discussed regarding methods of film making in chapter 5.1, vacuum filtration
(VF) is one of the methods which can make uniform, film size controlled, surfactant
removed, and location independent films. Especially, removing surfactants is a crucial
point in order to make better contacts between CNTs and metal pads for electronic
devices because surfactatns that are wrapping CNTs can separated CNTs from metal
pads. One disadvantage of VF is that a membrane transferring step is required on a
target spot after filtration. However, this can be a advantage when we coat CNT films
wherever we want to deposit and when we keep the filtration membrane and deposit
it whenever we need. In this chapter, we will discuss about our own recipe of vacuum
filtration. There are three steps in making films on a substrate: preparing apparatus
and solution, making a film on a membrane with VF, and transferring the film on a
substrate.

5.2.1 Preparing Apparatus and Solution

Several apparatus are required for the VF process. The main part of this apparatus
consists of a cylinder, a filter, and a flask in Fig.5.1(a). Conceptually, CNTs in a solution,
water with low concentration of surfactants, are filtered out and deposited on a mem-
brane. Therefore, CNT solutions are added in the cylinder and the solutions are passing
through the filter. Between the cylinder and the filter, a membrane is located and CNTs
are deposited on the membrane. The rest of water and surfactants are penetrating the
membrane and filter and remaining in the flask. In this case, evacuation through the
hose assists a faster filtration speed.

For the control of the thickness of CNT films, we calibrate the color of CNT so-
lutions and film thickness. Fig.5.1(b) shows 5 bottles of 1 mL solutions at different
concentration, consequently different darkness in color of solutions. Solution 5© is a
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mixed SWNT solution and shows 40 nm thickness and solution 4© is (6,5) dominant
SWNT solution which is same thickness, 40 nm. The rest of three solutions are more
dilute than previous two solutions, corresponded films show thinner thickness. These
reference results are obtained with 2-inch diameter membrane. Due to the ignorance of
the exact amount of CNTs in a solution, we calibrate our solutions with these reference
samples in terms of darkness in color and estimate the thickness of films after VF. The
VF assembly is purchased from Sigma-Aldrich for 1-inch and 2-inch size. Membranes
are used to fit the size of each assembly. 50 nm-pore size of Nuclepore polycarbon-
ate membrane made by Whatman for the VF. These membranes are hydrophilic and
wetting agent is polyvinylpyrrolidone (PVP) and they are well dissolved in N-Methyl-
2-Pyrrolidone (NMP). The membranes have different level of smoothen surfaces, so we
Place a shiny side up and store the film by being shiny side down.

Figure 5.1: (a) Vacuum filtration apparatus and (b) thickness of CNT films for reference
solution.

5.2.2 Making Film with Vacuum Filtration

Doing VF step is a waiting step because we need to wait until finishing filtration.
However, adding solution part before starting pumping and the last suction part are
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crucial points in order to make a good film. Once we prepare the solution which is
compared with reference color solution for the target thickness, we do not fill the solu-
tion at a time. As soon as the solution reaches on a membrane, filtration is starting. So
we need to fill MQW first about 4 mL and then add a CNT solution. Then we gently
mix the solution with MQW in order to make the uniform solution. This is a important
step at the beginning. Normally, the total 5 mL solution is used for 40 nm thick film
and it takes about 5 minutes. After waiting for a while to pump out, the last moment of
the filtration is an another critical point. Because the water solution is removing from
the center of the membrane, increasing the speed of filtration is a factor for determin-
ing film uniformity at the end of the step even though previous uniformity of filtration
was okay. Increasing a pumping power as much as possible is a key factor. When all
solution is filtered out, we wait for a couple more minutes, take out the membrane, and
gently blow with nitrogen gas to dry the membrane out. Fig.??(a) is a result of the VF to
make a CNT film on a membrane. The black circular shape is a CNT film on a 2-inch
membrane. Fig.??(b) is a transferred film on a substrate, where a blue colored area is a
film and a purple colored region is thermally grown SiO2 on Si substrate. A transferring
process will be discuss in detail next subsection.

Figure 5.2: (a) CNT film on a membrane after vacuum filtration (b) transfer on a sub-
strate with vacuum filtrated film.

5.2.3 Transferring on a Substrate

Transferring CNT films has a freedom of time and place for coating. We are able to
adjust the size of the films within a membrane size and deposit them at any position of
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substrate without the time limitation. The recipe of this transferring process is sketched
in Fig.5.3. Basically, a CNT a film is stuck on a substrate through van der Waals force.
Nevertheless, the force is not strong enough that it is assisted by water. The first step,
putting a drop of water on a substrate. This water increases adhesion for sticking a CNT
film on a substrate well, but residue of water can make defects in CNT film which is not
desirable for next step. The next step is to gently press the CNT flim on membrane. As
CNT should be on a substrate, CNT film side should be faced down to the substrate side,
and covering it with a Kimwipe which prevents contamination during pressing the film.
When the Kimwipe is removed, a film does not attach on the substrate sometimes. Then,
try the step again from the beginning. Pressing the film gently, hardly, and uniformly
results in a good quality of the film.

Once the film is on the substrate, next step is removing the membrane with NMP be-
cause NMP dissolves membrane. But it takes time to remove all the membrane clearly.
We Put the film on the substrate in NMP for more than one hour and rinse the film
with new NMP because old NMP may contain dissolved membrane stuffs which can
be re-deposited on the CNT film. Similarly, we rinse it in isopropyl alcohol (IPA) same
manner; putting the CNT film in IPA for more than one hour and rinsing with new IPA.
If there remain residues of the membrane on the CNT film, we can observe something
covered with white stuff on the CNT film. In that case, we need to go back and put the
film in NMP and repeat the rinsing steps. After all these steps are done, place the sub-
strate on a hot plate, at 120℃for more than one hour. This step helps not only drying
the film but also removing the surfactants.[2]

5.2.4 Alignment Film: Another Advantage of Vacuum Filtration

He et al. demonstrate algined SWNT films and they fabricate and characterize devices
with aligned films [36]. They pointed out three important factors: surfactant concen-
tration, CNT concentration, and speed of filtration. The membrane which contains a
PVP film on the surface of the membrane is hydrophilic that generates negative charge
fields. This field interacts CNTs and aligns CNTs with low speed of vacuum filtration
process. Specific recipes are as below.

1. Preparing solution:

• DOC which is surfactant concentration is 0.04 %
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Figure 5.3: Recipe of transferring a CNT film on a substrate.

• Tip sonication: about 2 - 3 hours for arc discharge, about 11 hours for CoMo-
CAT
∗ Short length of the CNTs are recommended.
∗ The average length of CNT is around 220 nm

2. Filtration speed: depending on the size of membrane

• 1-inch membrane: Around 3 water pressure for 1 - 1.5 hour for arc discharge
and 2.5 - 3 hours for CoMoCAT
2-inch membrane: around 2 water pressure

• Indication of the speed: Normally, 8 - 9 minutes per 1 drop

• End of the filtration speed: At the end of filtration, making the maximum
speed of filtration.

3. Etching the surface of film:

• Light etching step: The last deposition layer is not uniform or aligned, it is
good to etch in order to obtain well-aligned film for all stack.
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5.3 Characterization of Films

Films are characterized in terms of thickness and surface roughness by AFM, surface
observation by SEM, and resistance measurement by a probe station with Keithley 2450
and HP4156A.

5.3.1 Film Thickness and Surface Roughness

Measuring thickness of films is one of initial characterization items because this is
a factor to determine resistance. And surface roughness is important when we observe
the roughness of the film which is represented as the uniformity of the film. We are able
to observe these two aspects by AFM. Scanning the edge of the film after etching films
shows the thickness of the films and the center of the film. Fig.5.4(a) is a representative
AFM image, from which we acquire topological information. The width of the film is 30
µm and the cross section for height measurement is done at each side of the film shown
in Fig.5.4(b). The thickness is around 40 nm. This film is made by a CNT solution which
is matching with reference solution 4© in Fig.5.1(b) of color thickness. In particular, this
SWNT solution is metallic dominant (7,4) and (6,6) yellow color solution.

Figure 5.4: (a) AFM topological image of a CNT film on a silicon substrate. Width of the
film is 30 µm (b) The cross section of profiles at positions 1© and 2© indicated in Figure
(a).

Roughness is also observed from scanning in the middle of the film. Fig.5.5(a) is
the 2-dimensional image of the scanning result, the size of area is 500 nm by 500 nm.
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Fig.5.5(b) is 3-dimensional image converted from Fig.5.5(a). Ra which is a mean value
of the deviation from the height average, ∼ 0.570 nm, Rq which is a root mean square of
the deviation from the height average, ∼ 0.832 nm, and Rmax is a maximum difference
between heights, ∼ 19.7 nm. Compared to the film thickness, 40 nm, the maximum
thickness difference is almost 50 %. If we consider the diameter of SWNT is around
1 nm, this variation is quite large. Therefore, this big difference may be due foreign
material contamination. In addition, we do not observe individual SWNTs in AFM
results even though it is measured with lower than 1 nm resolution. This is because
size of the tip and densely packed SWNTs which AFM probe cannot distinguish each
SWNT.

Figure 5.5: (a) Scanning the middle of the CNT film which is same in figure (4.4) (b)
3-dimension plotting for film surface.

In order to Observe the individual SWNTs, new measurements were attempted with
small size of AFM tips. We try to understand the reason why we do not observe the
single SWNT appearance with the size of AFM tip. Fig.5.6 sketches the configuration of
a bigger size tip. The bigger size tip does not capture the single CNT. Tip size measured
for Fig.5.4 and Fig.5.5 is average 8 nm and maximum 12 nm. Therefore, it is natural
that we cannot observe each SWNT as this probe is much larger than the diameter of
SWNT 1 nm.

We try to observe individual SWNTs in a spars (7,6) dominant SWNT film with
a smaller tip, 2 nm size. As we expected, we are able to observe individual SWNTs
and the diameter is around 1 nm what makes sense shown in Fig.5.7(a) and Fig.5.7(b).
We assume that aggregated CNTs are larger than 1 nm and obviously they are readily
observed in a scanning result. Although we examined the densely packed SWNT film
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Figure 5.6: A scheme of scanning a strain CNT with a bigger AFM tip.

with the small tip, we were not able to catch individual SWNTs as the tip cannot still
separate each SWNTS yet.

Figure 5.7: (a) AFM result with small probe (b) Height of cross section for thickness
measurements.

5.3.2 Surface observation by Scanning Electron Microscope (SEM)

We attempt to look at individual SWNTs films under the SEM. There are three dif-
ferent film images in Fig.5.8; Fig.5.8(a) is a (6,5) dominant SWNT randomly oriented
film, Fig.5.8(b) is a MWNT randomly oriented film, and Fig.5.8(c) is an aligned mixed
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SWNT film. As we expected, the diameter of SWNTs is smaller than that of MWNT,
while shape of each MWNT looks clearly visible. When we consider the resolution of
the SEM, about 10 nm, the image of SEM may not represent the real size of the CNTs.
Thinking with the scale bar, the size of SWNTs in image seems larger than the diameter
1 nm. In conclusion, this SEM image shows the shape of CNTs, but not the actual size
of CNTs. In order to obtain the absolute value of CNT size, we may need to use TEM
because its resolution is under nm.

Figure 5.8: CNT films observation under SEM. (a) random direction of (6,5) dominant
film (b) random direction of MWNT film (c) aligned with mixed SWNT film.

5.3.3 Resistance and Resistivity with Two-Probe Measurement

We measure resistance of CNT films by two metal contacts. A device is fabricated on
a SiO2/Si substrate in Fig.5.9. A metallic SWNT film is transferred to the substrate after
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making by the VF method. Contact pads are evaporated with palladium (Pd) and gold
(Au) for 2-terminal devices. We design different sizes of the CNT film regions. Arrays
of devices are made with different sizes of the SWNT film regions: Size of width and
gap. The devices have different width and gap with a uniform thickness, for example,
40 nm. Width varies 10, 20, 30, and 40 µm and gap is 150, 250, 350, and 450 nm. Total
16 devices are included in a 1 cm-by-1 cm substrate. Details fabrication processes will
be discussed in next chapter, chapter 5.

Figure 5.9: The schematic of a 2-terminal device. This is not a real size of ratio.

We measured resistance by voltage sweep, whose sweep range is from -10 mV to 10
mV with interval of 0.1 mV. There are 12 devices measured among 16 devices. Then,
resistivity is calculated with a simple formula, R = ρ lS , where R is resistance, ρ is resis-
tivity, l is length of resistor and here gap in our device, and S is the surface of current
flow and here width times thickness in our device. Resistivity is an intrinsic property so
that it is expected to be a fixed value regardless of any variables. The results are summa-
rized in Fig.5.10. There are all different resistance depending on the structure of SWNT
film design. However, the resistivity which comes from the relation between resistance
and resistivity with dimension values, is average 0.448 Ω ċm and standard deviation
0.261 Ω ċm. All resistivity data are poisitioned same order of data which is 10-1. The
resistivity is expected to be 1 × 10−4 Ω ċm for the metallic SWNT [85]. Compared to
the reference resistivity value, our data is higher about three orders of magnitude. We
attribute this with a contact resistance between SWNT and metal pads because this is
2-terminal measurement. If we assume this SWNT is perfect metallic film and resistiv-
ity is 1×10−4 Ω ċm, resistance would be 31.3Ωwith width 20 µm, gap 250 nm and film
thickness 40 nm which are the film structure. From this assumption, contact resistance
is estimated about 740 Ω, which implies that 96 % of the resistance would come from
contact resistance.
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Figure 5.10: Resistivity results of 2-terminal measurement for SWNT film devices with
different design factors: (a) for the width and (b) for the gap.

5.3.4 Resistance with Four-Probe Measurement

In order to remove contact resistance, we perform 4-terminal measurements directly
contacting film with probes. The colinear four-point probe measurement method is
used [55]. We measure the aligned SWNT films prepared by vacuum filtration method
and the random direction MWNT films with LB method for this measurement []. There
are interesting results we observe between different films summarized in Table 5.1,
where four different cases are compared in terms of SWNT and MWNT, alignment.

First, we compare values from 2-terminal and 4-terminal measurements. If we as-
sume difference between those two comes from contact resistance, 2-terminal resistance
combines contact resistance and CNT resistance. When we take the ratio of two resis-
tance values simply with the following formula, the results are between 92 - 96 % ex-
cept from the 90 °aligned film. Majority of resistance come from contact resistance as
we discussed in previous chapter.

Ratio[%] =
(2-terminal resistance-4-terminal resistance)

2-terminal resistance
× 100 (5.1)

We presume the reason for low ratio from the 90 °aligned film is that 4-terminal resis-
tance may already contain large portions of disconnection between CNTs. Neverthe-
less, the resistivity of the 90 °aligned film is better than random-direction films. As
expected, the aligned direction film shows the best resistivity value, but it is still which
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can make higher resistivity about 3 times lower than reference value 1× 10−4 Ω ċm be-
cause the film may include some semiconducting dominant SWNTs. Metallic SWNT
and the MWNT exhibit similar resistivity values. From this assessment, we conclude
that aligned CNT films are crucial for high quality electronic devices.

CNT SWNT-Metallic SWNT-Mixed SWNT-Mixed MWNT

Direction Random Aligned 90 °aligned Random

Film length 150 - 450 nm 1 mm 1 mm 1 mm

R [Ω] 2-terminal 0.77k ± 0.42k 4.09k ± 1.43k 23.7k 154k ± 24.9k

R [Ω] 4-terminal (assumed 0.03k) 0.19k ± 0.06k 5.76k 12.2k ± 1.44k

Contact R ratio [%] 96.0 95.5 75.7 92.1

Resistivity [Ω ċm] 4.48 × 10−1 ± 2.61 × 10−1 3.37 × 10−3 ± 1.15 × 10−3 1.04 × 10−2 5.51 × 10−1 ± 6.52 × 10−2

Table 5.1: Resistance and resistivity comparison between CNT films.

5.3.5 Resistance with Annealing Effect

We also tested annealing effect whether annealing may improve the contact resistance.
For this test, MWNT films are made by LB method and the thickness is about 65 nm
by AFM images. The size of MWNT pad is 200 µm by 200 µm in order to define the
measurement location. Annealing condition is 500 ℃for 1 hour with Ar gas flow in
the AJA sputter chamber. Inspired by Barnett et al.’s work to report their annealing
between 200 - 500℃helps removing surface contamination on MWNTs [8], we did the
annealing at 500℃and compared resistance values before and after annealing Fig.5.11.
Four different MWNT films are studied in this annealing test, and the overall resistance
drops about 75 % after annealing. We think that annealing removes contamination like
surfactants so that this affects adhesion between MWNTs consequently improves the
overall resistance of films.

Characterization of the CNT films, thickness, surface roughness, resistance, and re-
sistivity, is not only observing the CNT property depending on the types of CNTs but
also the initial information of device fabrication. We studied different types of sorted
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Figure 5.11: Resistance comparison before and after annealing for four different MWNT
films.
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SWNT films, MWNT films and alignment films. Based on these results, we have fabri-
cated and characterized devices which will be discussed in Chapter 6.
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Chapter 6

Carbon Nanotube Film Electronics

CNTs have been explored for about three decades as they have attractive electrical,
optical, and mechanical properties. Some of those properties are enlisted:

• Electric current density: SWNT (∼ 4× 109 A/cm2) > 1,000 × Cu [38]

• Carrier mobility: SWNT (∼ 1 × 104 cm2V−1s−1) > 10 × Si [97]

• Tensile strength: MWNT (∼ 40 GPa) > 15 ×maraging steel [93]

• Young’s modulus: SWNT (∼ 1.2 TPa) > 12,000 × rubber [3]

• Thermal conductivity: SWNT (∼ 6,600 Wm−1K−1) > 17 × Cu [10]

• Various energy band gap in SWNTs: from ultraviolet (UV) (365 nm/3.4 eV) to
infrared (IR) (1.6 µm/0.77 eV)

Utilizing the above properties, tremendous applications have recently been demon-
strated. Examples of these are thin-film transistors [83], infrared bolometers in both
classical and quantum fields [49], bio-sensors [64], single photon source [35], and im-
proved CNT computers [37].

6.1 Motivation

My initial goal was to make a Josephson junction with CNT films. A Josephson junc-
tion is a basic device used in superconducting quantum computers as a quantum bit
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(qubit). A Josephson junction consists of two superconductors sandwiched around an
insulator or a normal metal [89]. This structure leads to non-linear behavior. For super-
conducting qubit, Aluminum (Al) is commonly used due to superb material properties
with long coherence length (1600 nm) at a transition temperature of 1.18 K. It also
has mature nano-fabrication processes with a high quality insulator, Al oxide [22]. Al
superconducting qubits are typically cooled down to below 100 mK in a dilution re-
frigerator, where GHz qubit operations are implemented. These operations related to
the thermal energy kbT , where kb is Boltzmann constant and T is temperature, at 100
mK corresponds to 2.1 GHz frequency. However, if THz level operation is equipped,
there is a possibility we can operate qubits at higher temperatures (Frequency level at
100 K is about 2.1 THz). Niobium can be a candidate because its critical temperature is
9.25 K. However, the coherence length of niobium is as short as 40 nm at that critical
temperature, so the distance between superconductors of the Josephson junction needs
to be smaller than 40 nm as well [22]. In this context, CNTs would be a better mate-
rial because they are ballistic. This could increase the junction distance by prolonging
the coherence length, in the length of hundreds of nm even at room temperature [50].
Tianyi Li et al. demonstrated a ballistic Josephson junction using graphene and niobium
up to a distance of 450 nm [61], so CNTs are anticipated to exhibit similar performance.
There were several groups researching CNT and niobium combination Josephson junc-
tions, but all of them used single strand of a CNT to connect across Josephson junction
[66, 16, 72], and no film level junction devices have yet been demonstrated.

We have not seen the Josephson effect with CNT films so far, but we have studied low
frequency noise (specifically 1/f noise) properties with different kinds of CNT films:
semiconducting SWNTs, metallic SWNTs, and MWNTs. Temperature-dependent noise
studies will provide crucial information about the qualities of CNT films, which are
important for low temperature operation with CNT film devices.

6.2 Low Frequency Noise

6.2.1 Types of Noises

Understanding noise properties in our measurement data is a fundamental step so
as to analyze real signals from devices. If detectors cannot distinguish noise and real
signals, we cannot make valid conclusions from our data. This noise can be divided into
three regions in frequency domain in Fig.6.1. First is the low frequency noise which can
be dominated by 1/f noise or random telegraph noise. The dominant noise sources are
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shot noise and thermal noise in the middle frequency range. These noise sources are
independent of frequency and called as a white noise. At higher frequencies, quantum
noise may start to dominate [60].

Noise can be described by power spectral density (PSD) as seen in Fig.6.1. Basically,
noise data comes from time sampling measurements of voltage, current, or resistance.
These data are measured in time domain, but can be converted to frequency domain as
well. Time-sampling data can be converted to the frequency domain by Fourier trans-
form, and if the data are discrete then fast Fourier transform is used. The PSD is simply
expressed as below,

Sx(ω) = lim
T→∞

2〈|XT (iω)|2〉
T

(6.1)

where Sx is PSD and x is a measurement observable, X is the Fourier transform of x, T
is measurement time, and ω is angular frequency (ω = 2πf ).

Figure 6.1: Types of noises in a frequency domain [60].

6.2.2 1/f Noise and Random Telegraph Noise in Low Frequency Noise

Among noise types, here we are focusing on low frequency noise in terms of two
different forms, 1/f noise and a random telegraph noise. 1/f noise has been studied
many decades but its origin has not been explained well even though it is ubiquitous in
nature. This was studied by F. N. Hooge who found the empirical relation described by
Hooge’s law as below [39]:

SI (f )
I2 =

SV (f )
V 2 =

SR(f )
R2 =

SG(f )
G2 =

A
f
. (6.2)
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where SI (f ), SV (f ), SR(f ), and SG(f ) are PSD of current, voltage, resistance, and con-
ductance, respectively andA is a coefficient from measurements. The so called 1/f noise
term comes from the power exponent of frequency f and typically it is around 1, but it
can be between 0.5 and 1.5.

One phenomenological model to explain the 1/f noise is random telegraph noise,
which comes from the fact that electrons are captured or emitted in current flow through
a channel, explained as generation and recombination noise model. In a two-level sys-
tem, sampling measurements in time domain yields and a Lorentzian PSD shape writ-
ten as [39],

Sx(f ) = 〈(∆x2)〉 4τ
1 + (2πf τ)2 (6.3)

where x refers to a measurement parameter: current, voltage, or resistance. ∆x is the
fluctuation amplitude and τ is a characteristic time of the random process.

Researchers have been studying 1/f noise and random telegraph noise with CNTs,
both in a wire and a film level. Collins et al. first observed the 1/f noise of CNTs in 1-
dimensional wires, 2-dimensional films, and 3-dimensional mats [19]. From Eq. (6.2),
they found the relation between coefficient A and R.

Sv(f ) = A
V 2

f β
. (6.4)

A/R = 10−11Ω−1 (6.5)

where the power exponent β is assumed to be 1. However, real measurements gives β
to be between 0.96 and 1.12.

Snow et al. moved on a further step from the work of Collins et al.. They made
two-dimensional networks with CNT films, and described their resistance R in terms
of CNT lengths. It makes sense that resistance R is related to the size of CNT [80] and
they found the voltage PSD relation,

Sv(f ) = 9× 10−11 R

L1.3
V 2

f β
, (6.6)

A/R = 9× 10−11/L1.3 Ω−1. (6.7)

where L is a distance between electrodes in unit of µm.

In case of random telegraph noise, it has been studied as a generation and recombi-
nation noise in CNTs arising from the interface between CNTs and dielectric materials.
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It might also be observed in charge traps which form at the Schottky barrier between
the CNT films and the metal. It has been shown that random telegraph noises are more
prominent in semiconducting SWNTs than metallic SWNTs [15]. Similar results are re-
ported that random telegraph noise signals are seen with SWNT film Schottky junctions
[4]. There are also studies with metallic and semiconducting SWNT with 1-dimensional
level [77]. From this literature, we performed a systematic study of 1/f noise to explore
the film level of metallic and semiconducting SWNTs and aligned films with mixed
SWNTs.

6.3 Device Design

Our device design is simple as shown in Fig.5.9. From a basic Josephson junction,
2-terminal devices are fabricated with various CNT film widths and gaps. Pd and tita-
nium (Ti) are used for inter-layer metallization followed by either Au or niobium (Nb)
in order to overcome the contact resistance between CNTs and metals [63]. Design of
experiments are summarized:

• CNT film: Semiconducting SWNT film, metallic SWNT film, MWNT film

• Film alignment: Random direction and aligned direction

• Metal: Pd/Au and Ti/Nb

• Width: 10, 20, 30, and 40 µm

• Gap between two electrodes: 150 - 450 nm

According to the different combination of SWNT electrical property film orientation
and metal choices, we classify four cases:

• Case 1: Metallic SWNT film, Random direction, Pd/Au

• Case 2: Metallic SWNT film, Random direction, Ti/Nb

• Case 3: Semiconducting SWNTs, Random direction, Ti/Nb

• Case 4: Mixed SWNTs, Aligned direction, Pd/Au
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6.4 Device Fabrication

There are three stages in order to fabricate devices: preparing the device substrates,
patterning CNTs, and doing metallization. Depending on the size of the structures, we
choose either photolithography or electron-beam lithography followed by evaporation
or sputtering for metallization. The final step is liftoff of the rest of metal parts. All
fabrication steps have been done in Quantum-Nano Fabrication and Characterization
Facility (QNFCF).

6.4.1 Preparing Substrates

We perform a two-time lithography: once for the CNT region and once for the metal
pads. Metal deposition is done after lithography. Two -step lithography needs align-
ment so that cross marks are required. The size of the cross is 100 µm long and 3 µm
wide width. As this needs its own lithography and metallization steps, this is the start-
ing point of the fabrication. We standardized the substrate design and made a bulk
batch of device substrates with cross marks starting from a 4-inch heavily p-doped Si
wafer with thermal oxide, 300 nm. The size of each substrate is 1 cm by 1 cm, and
total 69 pieces are in a 4 inch wafer cut by dicing saw, model is DAD3240 produced by
DISCO. Photolithography is done with a mask-less aligner. Ti adhesion layer of 5 nm
and gold of 50 nm are deposited by an e-beam evaporator. Detailed steps and informa-
tion are given below,

• Step 1: Cleaning a 4 inch wafer

1. UV-ozone cleaning: 25℃, 15 minutes (UV-Ozone cleaner by Novascan)

2. Oxygen plasma asher: [Descum 3 = recipe 6]
RF power 50 W, pressure 100 mTorr, Temperature 25 ℃, O2 flow 10 sccm,
120 seconds (CV200RFS by Yield Engineering Systems)

3. Solvent cleaning: Putting the wafer in acetone with bath sonication for 5
minutes, and rinsing it with methanol and IPA

• Step 2: Resist spin coating

1. Photoresist: S1805 by Microposit

2. Spinning: at 5,000 rpm for 60 seconds (Twincoater by Reynoldstech)
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3. Resist thickness measurement: about 680 nm measured by Filmetric F50

• Step 3: UV exposure, develop, and descum

1. Maskless aligner (MLA): MLA 150 by Heidelberg - Dose 65 mJ/cm2, digital
mirror device (DMD) 600, defocus 0

2. Develop: MF-319 45 seconds and deionized water (DI) water 60 seconds

3. Oxygen plasma asher: [Descum 2 = recipe 8]
RF power 50 W, pressure 100 mTorr, Temperature 25℃, O2 flow 10 sccm, 20
seconds (CV200RFS by Yield Engineering Systems)

• Step 4: Evaporation and liftoff

1. E-beam evaporation: Ti 5 nm and Au 50 nm (Nanochrome by Intlvac)

2. Liftoff: Putting in Remover PG which is NMP based solution by MicroChem
for minimum an hour and bath sonication for 5 seconds to 10 seconds. Then
rinsing with Remover PG and IPA

• Step 5: Dicing

1. dicing device chips with 1 cm by 1 cm

6.4.2 Preparing Carbon Nanotube Pads

Once transferring the CNT film with a step of CNT film transfer, explained section
4.2.3, on a cross marked substrate, we need to etch the CNT film for forming the proper
shape of device pads. As CNT only consists of carbon, it is easily removed by reactive-
ion etching (RIE) or oxygen plasma etching. As oxygen plasma etching with CV200RFS
by Yield Engineering Systems is relatively easy and takes shorter time compared to RIE
etching with Oxford plasmalab system 100 ICP 380, we decided to use oxygen plasma
etching. With several recipe tests, we established etching conditions for different appli-
cations. For the etching CNT film, we perform the following steps of lithography and
etching.

• Spin coating: photoresist S1811, at 5,000 rpm for 60 seconds which thickness is
around 1,450 nm

• MLA: dose 100 mJ/cm2
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• Develop: MF-319 45 seconds and DI water 60 seconds

• Oxygen plasma asher: Recipe 10 for 150 seconds for CNT thickness 40 - 80 nm
RF power 1,000 W, pressure 300 mTorr, Temperature 25℃, O2 flow 50 sccm, 150
seconds

• Removing photoresist: Remover PG bath for at least 30 minutes, and rinsing with
Remover PG and IPA

6.4.3 Metallization

We deposit metals on devices using two methods depending on the size of patterns
and lithography processing time. Devices are fabricated by two lithography methods:
one is photolithography which is relatively quick but with a low spatial resolution (min-
imum feature size 1 µm). On the other hand, e-beam lithography (EBL) is slow but has
much higher spatial resolution. My device design has two patterns: one for the large
metal pads to act as probe contacts and the other is for the arm pads between the CNT
and the metal. As the big pads are as large as 200 µm, they do not need high resolution.
Therefore, it is efficient to use photolithography. For arm pads, we need a small gap
distance on the order of a few hundred nm. Therefore we need to use EBL. In order
to maximize the fabrication efficiency, we pattern and perform metallization of the big
pads first with photolithography, and then repeat for arm pads using EBL. However, if
only fabricating few devices, we can use EBL for everything and perform metallication
once.

• Case 1: metallization of big pads and arm pads separately

1. Spin coating: S1805 at 5,000 rpm for 60 seconds

2. MLA: dose 65 mJ/cm2

3. Develop: MF-319 45 seconds and DI water 60 seconds

4. Oxygen plasma asher: [Descum 2 = recipe 8]
RF power 50 W, pressure 100 mTorr, Temperature 25℃, O2 flow 10 sccm, 20
seconds (CV200RFS by Yield Engineering Systems)

5. E-beam evaporation: Ti 5 nm and Au 50 nm

6. Liftoff: Remover PG bath and rinsing with Remover PG and IPA
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7. Spin coating: PMMA 950K A3 bi-layer at 5,000 rpm for 35 seconds, thickness
210 nm

8. EBL: accelerating voltage at 25 kV, aperture 10 µm, dose 285 µC/cm2

9. Develop: [MIBK:IPA 1:3] 30 seconds and IPA 30 seconds

10. Depositon of metal : For Pd/Au - e-beam evaporation or for Ti/Nb - sputter-
ing

11. Liftoff: Remover PG bath and rinsing with Remover PG and IPA

• Case 2: metallization once with two step EBL for big and arm pads

1. Spin coating: PMMA 950K A3 bi-layer at 5,000 rpm for 35 seconds, thickness
210 nm

2. EBL:
For arm pads - accelerating voltage at 25 kV, aperture 10 µm dose, 285 µC/cm2

For big pads - accelerating voltage at 10 kV, aperture 60 µm dose, 235 µC/cm2

3. Develop: [MIBK:IPA 1:3] 30 seconds and IPA 30 seconds

4. Deposition of metal : E-beam evaporation for Pd/Au and sputtering for Ti/Nb

5. Liftoff: Remover PG bath and rinsing with Remover PG and IPA

CNT etching and metallization processes are displayed in Fig.6.2 and Fig.6.3.

6.5 Device Characterization

6.5.1 Fabrication Results

Microscope images of fabrication results and SEM observation results are presented
in Fig.A.1. Fig.A.1(a) captures the overall image of devices in case 1, metal pads are in
yellow of Pd/Au, blue colors are metallic SWNT films, and purple regions are SiO2/Si
substrate. Devices in rows have different width(W) of CNT film, 10 µm to 40 µm from
top to bottom, and columns have different gap(G), 150 nm to 450 nm from left to right.
The size of metal contact pads are 200 µm by 200 µm. And the size of 200 µm by 200
µm SWNT is dummy SWNT islands for measuring SWNT film resistance directly with
probes. One of the devices of width 100 µm and gap 250 nm is zoomed in Fig.A.1(b).
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Figure 6.2: Fabrication process - Case 1.

Figure 6.3: Fabrication process - Case 2.
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Metal and SWNT film color in Fig.A.1(b) is same as Fig.A.1(a) but substrate color looks
brown due to the automatic white balance in microscope. Since the gap is not observed
well due to the limited spatial resolution in optical microscope, SEM observation was
done and its representative image is in Fig.A.1(c). This observation is gap of the device,
gray color up and down side are metal and black between two is SWNTs. The real
measurement of gap is 280 nm which is 30 nm larger than the design value of 250 nm.

Figure 6.4: (a) The microscope image of overall fabricated devices. Scale bar is 200 µm
(b) Zoomed in view of microscope image for the device width 10 µm and gap 250 nm.
Scale bar is 10 µm. (c) SEM image of observation of gap for the device whose design
values are width 10 µm and gap 250 nm. Scale bar is 100 nm.

6.5.2 I-V Characteristics

We measure I-V characteristics at both room temperature and low temperature and
the results are presented in Fig.6.5. Except case 3, three samples have linear I-V rela-
tions at room temperature. However, they become non-linear as the temperature goes
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down. In particular, case 3 looks worst because its resistance goes above 2.5 MΩ even
though the sweep voltage is 1 V which is 5× or 10× larger than other sweep conditions
and temperature is around 50 K which is higher than others. Low temperature resis-
tances increase more than 20 times than room temperature resistances except case 4.
We presume that contact between CNT film and metal is a key point of the resistance
changes: becoming higher resistance at low temperature or being non-linear I-V rela-
tion come from Schottky contact. The combination of aligned SWNT film and Pd/Au
show the best result in our experiments.

Figure 6.5: I-V measurement results for four cases at room temperature and low tem-
perature. All the measurements are voltage sweep results. (a) Results for case 1. Voltage
range is -200 mV to 200 mV, interval 1 mV. (b) Results for case 2. Voltage range is -200
mV to 200 mV, interval 1 mV. (c) Results for case 3. Voltage range is -1 V to 1 V, interval
1 mV. (d) Results for case 4. Voltage range is -100 mV to 100 mV, interval 1 mV.
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6.5.3 Temperature-Dependent Resistance

Temperature-dependent resistance measurements are done to determine contact types:
ohmic or Schottky contact. Unfortunately, all four cases show Schottky contact that rel-
ative resistances increase as temperature decreases in Fig.6.6. Relative resistance in case
1 dramatically increases as temperature goes down. An interesting observation is that
the shape of curve appears to be common depending on the metal. Case 1 and case 4,
both Pd/Au, both seem to have an exponential trend, whereas case 2 and case 3, which
are both Ti/Nb appears to have a logarithmic trend. In addition, Pd/Au cases show that
relative resistance begins to increase around 90 Kelvin. On the other hand, the relative
resistance of Ti/Nb devices gradually increases through the temperature range.

Figure 6.6: Temperature-dependent resistance measurements results. Four cases re-
sults are normalized by room temperature resistance and represents as a function of
temperature. Inset reprinted plot removing case 1 in order to adjust range of y-axis.

6.5.4 Low Frequency Noise

We measure fluctuating current signals in time domain under the a voltage bias. Volt-
age bias points are determined from the two-terminal I-V sweep results. There are
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three different regions in the I-V characteristics: a non-linear region, a linear region,
and a transition region between the non-linear and the linear regions. Sampling times
are 5 ms and 20 ms. Visualization and analysis of the sampling data by using a low-
frequency noise spectrum analysis program built in Python [29]. This program uses
Welch’s method which is an advanced algorithm to estimate the PSD from the time-
domain signal. We have also compared Welch’s method to two other methods, one
using periodogram and the other FFT. While the results are similar, Welch’s method
can smoothen the estimated PSD, so it is more suitable to analyze low frequency data
systematically. Fig.6.7 shows the window of results to calculate low frequency data.
Fig.6.7(a) shows the sampling results where x-axis is in time and y-axis is in current.
Fig.6.7(b) is the histogram of sample data which can observe whether it has two-level
systems or not, intuitively. Fig.6.7(c) is the calculate PSD data which is in green with
fitting curves, the orange is a 1/f curve, and the blue one is a Lorentzian curve. Accord-
ing to these plots, we can distinguish 1/f from random telegraph noise quickly. And
then collecting the results from different measurement condition, we can interpret the
data and draw conclusions.

Figure 6.7: Graphical user interface of low frequency analysis coding python [29].
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Fig.6.8 collects the PSD data for four cases with temperature dependence. Basi-
cally, SI values are temperature-dependent because the current flow is related to the
temperature. From the temperature-dependent resistance data, resistance goes up as
temperature goes down. From this reason, PSD in low temperature are located in lower
position compared to PSD from high temperature. All the measurements shows a 1/f
noise trend and the details of data analysis with coefficients will be addressed in the
discussion section. We observe artificial spikes the cause of around 60 Hz which may
come from the electronic clock frequency, but we do not understand the other spikes
especially many spikes observed in case 3 and case 4. In Fig.6.8(d), 300 K PSD graph is
lower than the 150 K PSD one. This is the reason that resistances between two are sim-
ilar. We can observe this results in temperature-dependent resistance data. However,
we need to study the reason why there are many spikes observed between 10 Hz and
100 Hz region.

Figure 6.8: PSD data of each case with different temperatures.

6.6 Discussions

Behnam et al. demonstrated resistivity data as a function of temperature and in-
terpret within variable-range hopping (VRH) and fluctuation-induced tunneling (FIT)
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with the behavior contexts [9]. In Fig.6.9(a), the log-log plots of temperature-dependent
resistivity data are fit by VRH below 40 K and FIT above 40 K [9]. Those two may come
from the different transport where electrons are located. It is reasonable to think that
electrons can hop between SWNTs at low temperatures, because they will contract leav-
ing gaps between them at that temperature. On the other hand, tunneling through the
Schottky barrier can be more dominant at higher temperature where SWNTs will not
contract. Compared to this result, our data do not follow their observation. In order to
match the plot shape, we plot the data in log-log scale, but the resistance saturates as
temperature decreases in Fig.6.9(b). Note that while their y-axis is resistivity and our
y-axis is relative resistivity, the shapes can be compared. According to their explana-
tion, quality of our SWNTs is better than theirs under certain temperature, because the
hoppingg process is not observed below 40 K due to better resistance. Inset of Fig.6.9(b)
shows the full range of temperature, in that Ti/Nb metal devices exhibit early saturated
shape from higher temperature to lower temperature. We presume that because the
contact between SWNT and Ti is worse than that between SWNT and Pd, resistance
increases quickly when it cool down. Resistance of the semiconducting film is higher
than that of the metallic film which is expected because the contact barrier of semicon-
ducting film is higher than metallic’s. Aligned film with mixed SWNTs which assumed
to have 2/3 semiconducting and 1/3 metallic, SWNTs shows the lowest resistance in-
creasing ratio. This means that alignment is a dominant factor for the overall resistance,
which is also seen in resistivity comparison in Table 5.1.

Figure 6.9: (a) Log-log plot of temperature-dependent resistivity from SWNT film fit-
ting with VRH and FIT. (Reprinted with permission from reference [9]. Copyright 2010
American Physical Society.) (b) Log-log plot of temperature-dependent relative resis-
tance from our device results.
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Figure 6.10: 1/f noise coefficient, A/R and β comparison between cases.

When we evaluated 1/f the noise coefficients A and β in Fig.6.10, we conclude some
differences between designs. We also extract A/R, which is expected to be constant
10−11, and β which is expected to be 1 [19]. In order to compare their data and see
what trends are in, we set in A/R and β the minimum and maximum values to show
the variation in a plot. We expected the case 4, aligned film with Pd/Au, has lower
resistance and good contact from temperature-dependent resistance result. However,
case 1 follows similar to the reference results without temperature dependent. Case
4 also shows larger variation within PSD in samples data and lower β values. For the
Pd/Au devices in case 1 and case 4, A/R values are close to the reference value 10−11
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even though there are unusual data points. In case of Ti/Nb devices, case 2 and Case
3, A/R values are smaller than Pd/Au cases. Especially, case 3 shows lowest A/R val-
ues. This can be interpreted that resistance here is lower than others given the same A
value. Semiconducting property of SWNT and contact barrier between Ti and SWNT
is worse than others. As we can adjust Fermi level by applying gate voltage, we may
observe A/R value differences at different gate voltages which we will explore in future.
Overall, we observe 1/f noise behavior with respect to A/R values in terms of metallic
and semiconducting SWNTs, Pd/Au and Ti/Nb, and film alignments. We need to study
further for aligned film with Pd/Au, case 4, as it shows best resistance property, but it
does not follow reference results.
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Chapter 7

Conclusion

7.1 Summary

We have demonstrated sorting of SWNTs, making films, and fabricating devices, us-
ing raw CNTs from commercial vendors. We have studied unique and outstanding
properties of CNTs and their use in various applications as well. For sorting, ATPE gen-
erates simple and well-separated results. In order to calculate the purity of SWNT in
terms of the mean percentage of metallic and semiconducting SWNTs, we have learned
background extraction in absorbance spectrum, and made an analysis algorithm to ob-
tain purity of SWNTs in a solution. From the ATPE process, we have a sorted 100 %
semiconducting SWNT solution in our analysis algorithm. Then, we make CNT films
with a vacuum filtration method which makes uniform films. In addition, electronic
devices with CNT films are crucial with good contacts. In that case, between CNTs
junctions should be clean as much as possible. In order to do that, polymer exchange
process after ATPE is required and washing process during vacuum filtration is essen-
tial. Making our own transferring recipe, we are easily prepare and deposit films on
substrates wherever and whenever we want. This process overcomes the preparation of
CNT films on substrates without time and place limitation.

Characterizing different CNT films, we have learned the alignment of CNT film is
crucial for high performance CNT electronic devices. Finally, we are able to measure
devices with our devices fabricated in QNFCF our own devices. Although our initial
goal for devices was to make Josephson junction and we are still working to achieve this
goal, we are able to observe low frequency noise with respect to different SWNT film
properties, metallic and semiconducting, different metal materials, Pd/Au and Ti/Nb,
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and aligned film. By comparing 1/f noise coefficients, A/R, we have observed different
metal material gives their unique results.

7.2 Future Work

In this last section, I like to consider future stages. First, the ATPE process needs
standard recipe with electronic pipettes. Using electronic pipettes, we are able to set a
standard recipe regardless of people who are doing ATPE. And then we can set recipes
for sorting pure SWNT chirlity. In this recipe, we need to do with different synthesizing
SWNTs as those have different diameters. We plan to automate this process by python
codes.

Next is film alignment with vacuum filtration method. We observed aligning films
are truly beneficial to electronic devices. Therefore, this task is one of the urgent work.
Last is to observe Josephson effect in a CNT film Josephson junction. While we study
superconductivity and ballistic properties with vacuum filtration, we will improve fab-
ricating skills in order to make good contacts. Because CNT films are a 2-dimension
structure coming from combination of 1-dimension, we believe CNT films can be novel
structure to explore fundamental physical phenomena like superconducting proper-
ties.
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Appendix A

Summary of Devices

A.1 Preparing Substrates from 4-inch Wafer

The first fabrication step for devices is CNT film etching and the next step is metal-
lization. Substrates are needed align marks because making an alignment for CNT film
design and metallization design. In order to reduce making align marks for preparing
substrates, we fabricate substrates in a 4-inch wafer at a time. Once making same 1 cm
by 1 cm designs in a wafer, dicing the wafer to obtain 69 substrates.

Figure A.1: (a) Drawing for multiple 1 cm by 1 cm substrates. (b) Drawing for an 1 cm
by 1 cm substrate.
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A.2 History of Devices

Generation Period CNT type Film Type Fabrication Reamrks

Gen.1 2018.May.-2018.Jun. MWNT LB MLA

Design protocol for MLA
Fabrication practice
Resistance > 1 MΩ

Explosion
No Josephson effect

Gen.2 2018.Jun.-2018.Aug. MWNT LB EBL

Design protocol for EBL
Fabrication practice

Annealing effect
Explosion

No Josephson effect

Gen.3 & Gen.4 2018.Aug.-2018.Nov. Aligned SWNT VF
EBL 2-step

MLA & MLA

No annealing effect
Resistance > 10 kΩ

Explosion
No Josephson effect

Gen.5 2018.Nov.-2019.Jan SWNT VF EBL bi-layer
Arm-Pad contact issue

Resistance > 10 kΩ
No Josephson effect

Gen.6 2019.Feb.-2019.Jun. - - EBL
Reference Josephson junction

Vertical stack
Nb-SiO2-Nb

Gen.7 2019.Jun.-2019.Aug. Sorted SWNT VF EBL bi-layer, 2-step

Metal dominant film
Increasing Pd thickness
Cleaning CNT surface

Resistance < 1 kΩ
No Josephson effect

Gen.8 2019.Nov. Sorted SWNT LB EBL bi-layer, 2-step
Semiconducting dominant film

Sparse LB film
Resistance > 1 MΩ

Gen.9 2019.Nov. Sorted SWNT VF EBL bi-layer, 2-step

Metal dominant film
No annealing effect
Resistance ∼ 1 kΩ

No Josephson effect

Gen.10 2019.Nov.-2019.Dec. Aligned SWNT VF EBL bi-layer, 2-step
Cleaned surface

Resistance ∼ 100 Ω

2∼3x resistance at low temperature

Table A.1: Table of CNT device history.
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Appendix B

Useful Values

B.1 SWNT Table [90, 31]

Chirality dt (nm) E11 λ11 E22 λ22 λ11 UV-vis λ22 UV-vis Remark

(6,4) 0.692 1.420 873 2.146 578 888 583 GaAs 1.43 eV
(7,3) 0.706 1.250 992 2.457 505 1,005 507
(6,5) 0.757 1.270 976 2.190 566 986 570
(9,1) 0.757 1.359 912 1.794 691 924 695 InP 1.35 eV
(8,3) 0.782 1.303 952 1.863 665 962 667

(10,0) 0.794 1.073 1,156 2.307 537 1,175 539
(9,2) 0.806 1.090 1,138 2.251 551 1,150 555
(7,5) 0.829 1.211 1,024 1.921 645
(8,4) 0.840 1.116 1,111 2.105 589 1,125 591

(10,2) 0.884 1.177 1,053 1.683 737 1,065 739
(7,6) 0.895 1.107 1,120 1.914 648 1,135 650
(9,4) 0.916 1.126 1,101 1.716 722 1,117 726

(10,3) 0.936 0.993 1,249 1.963 632 1,272 638
(8,6) 0.966 1.057 1,173 1.727 718 1,187 720
(9,5) 0.976 0.999 1,241 1.845 672 1,267 674

(7,4) 0.766 2.650 468
(6,6) 0.825 2.710 458
(9,3) 0.859 2.430 511
(8,5) 0.902 2.480 500
(7,7) 0.963 2.480 500

Table B.1: Table of SWNT transition energy and wavelength.
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B.2 Physical Constant

c (speed of light) 2.99792× 108 m/s

e (electron charge) 1.60217662× 10−19 C

h (Planck’s constant)
6.62607015× 10−34 J · s

4.135667696× 10−15 eV · s

~ (h/2π)
1.054571817× 10−34 J · s

6.582119569× 10−16 eV · s

k (Boltzmann’s constant)
1.380649× 10−23 J/K

8.617333262145× 10−5 eV/K

me (electron mass)
9.10953× 10−31 kg

0.51099895000 MeV/c2

mp (proton mass)
1.67262192369× 10−27 kg

938.27208816 MeV/c2

N0 (Avogadro’s number) 6.02205× 1023 /mol

Ry (Rydberg) 13.60580 eV

a0 (Bohr radius) 5.29177210903× 10−11 m

Φ0 (Magnetic-flux quantum h/2e) 2.067833848× 10−15 Wb

KJ (Josephson constant 1/Φ0) 483597.8484× 109 Hz/V

G0 (conductance quantum 2e2/h) 7.748091729× 10−5 S

1/G0 (h/2e2) 12.9064037 kΩ

117


	List of Tables
	List of Figures
	Abbreviations
	Introduction
	Carbon Nanotubes
	History of Carbon Nanotubes
	Carbon and Carbon Allotropes
	Types of Carbon Nanotube
	Electronic Properties of Carbon Nanotube
	Uniqueness of Carbon Nanotube's Electric Property
	Band Structure of Graphene and Carbon Nanotube

	Energy Band
	Secular Equation
	Tight Binding Method in Graphene
	Carbon Nanotube Energy Band with Boundary Conditions


	Preparation of Sorted Carbon Nanotubes
	Methods of Carbon Nanotube Synthesis
	Arc Discharge (ADC)
	Laser Ablation (LA)
	Chemical Vapour Deposition (CVD)
	Other Chemical methods : High Pressure Carbon Monoxide® (HiPCO) and Cobalt-Molybdenum Catalyst®(CoMoCAT)
	Summary of Synthesis Methods

	Sorting Methods
	Ion Exchange Chromatography
	Density Gradient Ultracentrifugation (DGU)
	Selective Extraction


	Aqueous Two-Phase Extraction (ATPE)
	Principle
	Polymers and Phase Diagram

	Process
	Schemaitc of ATPE Process and Result with Surfactant Concentration
	Pre-Process: Make SWNT Solution and Prepare Stocks
	Main Process: Proceed ATPE Repeatably
	Post-Process: Characterize solution for chirality and do polymer exchange

	Optical Characterization
	Absorption Spectroscopy
	Background Extraction
	Analysis with Protocol through Background Extraction
	Raman Spectroscopy
	Separation Results by Aqueous Two-Phase Extraction


	Preparation of Carbon Nanotube Films
	Methods of making films
	Direct Deposition
	Solution-Based Deposition

	Method of making films: Vacuum filtration
	Preparing Apparatus and Solution
	Making Film with Vacuum Filtration
	Transferring on a Substrate
	Alignment Film: Another Advantage of Vacuum Filtration

	Characterization of Films
	Film Thickness and Surface Roughness
	Surface observation by Scanning Electron Microscope (SEM)
	Resistance and Resistivity with Two-Probe Measurement
	Resistance with Four-Probe Measurement
	Resistance with Annealing Effect


	Carbon Nanotube Film Electronics
	Motivation
	Low Frequency Noise
	Types of Noises
	1/f Noise and Random Telegraph Noise in Low Frequency Noise

	Device Design
	Device Fabrication
	Preparing Substrates
	Preparing Carbon Nanotube Pads
	Metallization

	Device Characterization
	Fabrication Results
	I-V Characteristics
	Temperature-Dependent Resistance
	Low Frequency Noise

	Discussions

	Conclusion
	Summary
	Future Work

	References
	APPENDICES
	
	Preparing Substrates from 4-inch Wafer
	History of Devices

	
	SWNT Table Weisman2003,Ghosh2010
	Physical Constant


