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ABSTRACT 
 

Background: Healthcare services in Canada are slowly shifting from in-hospital care to 

more patient-centred, home-care services. Collecting and sharing personal data from individuals 

via Internet of Things (IoT) devices is a critical part of this change that potentially leads to better 

decision-making and better support for patients from healthcare providers. However, there are 

challenges that come from using technology, including concerns around trust in organizations 

holding individualsô data, as well as privacy and security related to data sharing that needs to be 

considered as part of this new model of care. 

Objective: This study seeks to investigate users' trust in sharing their data collected using 

healthcare IoT devices via different types of organizations.  

Methods: This research project leveraged a literature review and online questionnaires to 

understand how general users of IoT for Health trust different types of organizations (large 

companies, government, healthcare providers, and insurance companies). A total of 400 

participants were recruited using Mechanical Turk for the online questionnaire, using a between-

subjects design. Each participant answered questions about one type of organization, where a 

scenario related to the use of different IoT technologies, information about data sharing and a list 

of privacy concerns were presented. Based on this scenario, participants were asked to answer 16 

trust-related questions. Results were analyzed using Analysis of Variance (ANOVA), followed 

by post-hoc comparisons using the pairwise t-test with the Bonferroni correction. 

Results: The study showed no significant differences in regards to privacy concerns 

(LConcern) in Canada, United States (USA), and Europe (F (2, 389) = 0.736, P = .480). Overall 

levels of trust (LTrust) in the USA varied significantly between large companies, government, 

healthcare providers, and insurance companies (F (3, 388) = 10.107, P < .05). The same results 
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were observed in Canada with a significant difference between the four types of organizations (F 

(3, 125) = 6.882, P < .05), USA (F (3, 128) = 4.488, P =.05), and in Europe, as well (F (3, 127) = 

4.451, P < 0.05). 

 Conclusion: Initial evidence supports differences in users' perception of trust in 

healthcare IoT data sharing among the aforementioned types of organizations and levels of 

concern amongst users regarding privacy and data ownership. Differences in the perception of 

trust were also identified between the different regions of the participants. Future research using 

more specific types of organization and larger samples for each age group are needed to fill  

knowledge gaps. In addition, further research is also needed to understand how external factors 

can affect userôs levels of trust and acceptance of healthcare IoT with potential consequences for 

the implementation of new healthcare delivery models. 
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1. INTRODUCTION  
 

Canada is known for its universal healthcare system, Medicare, and social assistance 

programs to ensure the physical and mental well-being of Canadians, including both native 

Canadians and immigrants (Martin et al., 2018). The Medicare system was born in 1947 and was 

later standardized in 1984 by the Canada Health Act (CHA) (Martin et al., 2018). Despite being 

lauded globally, the Canadian healthcare system also faces many challenges. According to 

Canadians, long wait times and access to care present significant challenges (Marchildon, 2013). 

Long wait times to receive consultations and care are attributable to factors including a high 

number of unnecessary hospitalizations, readmissions, and increased incidence of chronic 

diseases (Marchildon, 2013).  

Canada has the fifth  most expensive health system in the world, spending about 11.5% of 

its GDP on healthcare in 2017 (Canadian Institute for Health Information, 2017a). According to 

Simpson (2018), the solution is not spending more money, but instead spending it in better and 

more efficient ways. Simpson also criticizes the system by stating that the healthcare business in 

Canada is more disconnected than ever, while the experiences and needs of patients are 

changing. Improving the system will  require working to develop a properly integrated and 

transdisciplinary model of care in the community or at home (Canadian Medical Protective 

Association, 2014; Simpson, 2018).  

Canada needs to start thinking about alternative forms of healthcare delivery beyond 

clinics and hospitals. A total of 65% of Canadians claim they have diffi culties getting after-hours 

care unless they are going to the emergency room (Marchildon, 2013). There are movements in 

Canada towards patient empowerment and increased transparency, but Canada is still behind 
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other OECD countries with similar approaches (Marchildon, 2013). Increasing transparency and 

empowerment can lead patients to a greater interest in self-managing their health and more 

independence for ageing at home rather than moving to an institution (Koch, 2006; Rashidi & 

Mihailidis, 2013). According to the Canadian Institute for Health Information (CIHI) (2017b), 

expectations and preferences from the patient influence the care they receive. For that reason, it 

is essential to provide tools that facilitate communication between clinicians and patients, 

improving the decision-making process and reducing unnecessary expenses while delivering care 

(Canadian Institute for Health Information, 2017b; Koch, 2006). 

Advances in technology, followed by an increased preference for self-management and 

home-care as a model of patient care, are moving our society towards independent living (Hubl 

et al., 2016). These changes will  direct the healthcare system to a more decentralized model, 

going from in-hospital care to home-based care (Koch, 2006). Moreover, treating patients within 

their own homes can increase patient satisfaction since home-care treatment is patient-centred, 

less expensive, and is potentially more effective when dealing with chronic diseases (Tsasis & 

Bains, 2008). Advances in technology make home-care one of the fastest-growing areas of 

healthcare (Koch, 2006).  

Dimitrov (2016) emphasizes that the intersection of information technology and medicine 

will  transform our current healthcare model, reduce costs, decrease unnecessary treatments, and 

save lives. In order for all these benefits to be achieved, our team has determined that leveraging 

the collection of personal data from within an individualôs home is necessary. The integration of 

data from medical devices with the health records of each individual will  allow for a 

comprehensive view of health for individual and population-level health decisions (Knaup & 

Schöpe, 2014). 
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According to Hubl et al. (2016), individual data collection can be performed using 

wearables and other devices installed inside our homes using the Internet of Things (IoT). These 

devices allow the measurement, recording, and analysis of data collected from multiple facets of 

our lives, which can be used as solutions designed to serve us better (Lahlou, Langheinrich, & 

Röcker, 2005). The leading enabler behind the technologies in our homes is data (Dimitrov, 

2016). Data collected by sensors and sent through networks is processed, analyzed and prepared 

to be presented in a more meaningful way in accordance with the needs of the user (e.g. patients, 

family members, healthcare providers), improving decision making (Knaup & Schöpe, 2014; 

Strielkina, Uzun, & Kharchenko, 2017). The use and analysis of large amounts of information 

have transformed the healthcare area into one of the primary users of big data (Dimitrov, 2016). 

It is expected that healthcare will  be remodelled using IoT technology, and solutions derived 

from such technologies can help reduce the costs of delivering care to individuals in the future 

(Negash et al., 2018).  

IoT and wearables empower us to collect vast amounts of personal information in real-

time, continuously, and without the constraints of location (Lahlou et al., 2005). Nonetheless, the 

potential benefits of this technology can only be achieved once challenges with the technology 

have been addressed, including infrastructure (Allied Market Research (AMR), 2016) and 

concerns related to the privacy and security of oneôs data (Ahmed Abi Sen, Albouraey Eassa, 

Jambi, & Yamin, 2018; Culnan & Armstrong, 1999; Marchildon, 2013). Privacy and security 

challenges include the risk of exposing personal and sensitive information, causing loss of trust 

between parties (Ahmed Abi Sen et al., 2018). Not to mention the potential harm to individuals if  

they have personal information exposed (Solove, 2012). 
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While there are several privacy and trust challenges in the use of wearable and IoT 

technology for health monitoring that could be explored in a research project, this thesis focuses 

on two main topics of interest: (1) the individual's ability to understand data ownership regarding 

data collected by healthcare IoT manufacturers or service providers; and (2) understand the level 

of user trust in organizations that collect and share health-related data using healthcare IoT 

technologies. In the final analysis, this study highlights the impact of users' previous experience 

on the levels of trust in different types of organizations, as well as the impact of usersô culture on 

the levels of trust comparing different regions. 
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2. L ITERATURE  REVIEW  

2.1. HEALTHCARE  SYSTEM  

The Canada Health Act (CHA) is Canada's federal legislation for publicly funded 

healthcare insurance and specifies the conditions, standards, and criteria in which each 

provinceôs and territoryôs programs must follow in order to receive federal funding (Government 

of Canada, 2018). According to a report from CIHI (2017a), Canada spent $242 billion in 2017 

on healthcare, showing increased expenditures when compared with the 2016 cycle (see Figure 

1). Health systems in most developed countries are facing the same problems, with an increase in 

the demand for care, ageing population, increase in the prevalence of chronic diseases, as well as 

problems in training and retaining skilled workers like doctors and nurses (Koch, 2006). Despite 

the growth of the elderly population, ageing alone is not the most significant burden on the 

healthcare system (Marchildon, 2013). As populations age, there is an increase in the incidence 

of chronic diseases that are overwhelming health systems (Tsasis & Bains, 2008). As an 

example, 55% of direct and indirect health costs in Ontario are for patients dealing with chronic 

diseases, with 80% of the population over 45 years of age with at least one chronic condition 

(Tsasis & Bains, 2008). In this scenario, a more significant investment in treatments and drugs 

for chronic conditions is needed. While an increase in prescription drugs is costly (Marchildon, 

2013), it is more costly when these drugs are prescribed unnecessarily (both in terms of resources 

and money), additionally prescribing unnecessary tests and treatments also increases wait-times 

for patients in need of care increasing the burden on the healthcare system (Canadian Institute for 

Health Information, 2017b). 
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Figure 1. 2017 Canada's spending on health (Canadian Institute for Health Information, 2017a) 

 

Readmissions are another major challenge faced by healthcare systems. In Canada, about 

8.5% of patients are readmitted to the hospital in the first month of discharge. In Ontario alone, 

readmissions cost over $700 million per year (Ndegwa, 2011). Such readmission leads to 

hospitals overcrowding as well as an increase in the list of patients to be transferred home with 

the help of clinical support (Ndegwa, 2011). Home-based technologies based on Internet of 

Things (IoT) capable of supporting remote patient monitoring and self-management of chronic 

diseases have the potential to reduce care delivery costs while keeping patients independent. 

2.2. INTERNET OF THINGS (IOT) 

Internet of Things (IoT) is the extension of the internet into physical technologies and 

everyday objects, which enables the creation of systems that operate over a network, collecting 

and exchanging data, and acting upon objects in our lives (Dimitrov, 2016; Gubbi, Buyya, 

Marusic, & Palaniswami, 2013; Islam, Kwak, Kabir, Hossain, & Kwak, 2015). By working 24 
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hours a day, IoT devices can collect and analyze a large amount of possibly identifiable personal 

data (Daubert, Wiesmaier, & Kikiras, 2015). Identifiable data, which is considered sensitive and 

personal, can include information about our social life, location, and relationship with co-

workers (Bao, Chen, & Chen, 2012; Cao et al., 2016; Daubert et al., 2015; Yan, Zhang, & 

Vasilakos, 2014). Likewise, the use of wearables and mobile sensors allows the collection of 

individual health (e.g., heart rate) and contextual data, allowing the analysis of continuous health 

and rapid decision making (Azimi et al., 2019; Bhatia & Sood, 2017). 

It is expected that by the year 2020, we will  have around 30 billion internet-connected 

"things" (Statista, 2019). By the same year, 25% of the malicious cyber-attacks will  involve IoT 

devices (Hung, 2017). However, less than 10% of the budget allocated to product development 

by companies developing and using IoT technology will  be invested in IoT security (Hung, 

2017). IoT devices work transparently inside our home or organization, but can also move along 

with users in the form of smartwatches and smartphones (Bao et al., 2012). These devices are 

often exposed to public wireless networks, and so become more vulnerable to malicious attacks 

(Bao et al., 2012).   

Much of the intelligence behind the data analyzed by a fitness tracker is not built into the 

wearable we use on our wrist. The data is typically collected and treated in the cloud or on our 

smartphones, requiring data to be transferred over the networks (Hung, 2017). Due to the 

portability and ability  of the devices to connect to different network environments, IoT has a 

profound impact on privacy, which creates an extra challenge for the security and protection of 

personal data about the habits, behaviours and activities of its owners (Bao et al., 2012). 

Additionally, IoT devices have limited power and storage capacity, requiring the collected data 

to be stored externally, typically in the cloud (Ahmed Abi Sen et al., 2018). Therefore, user 
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privacy and data security should be guaranteed by all vendors and manufacturers in this 

technology space. However, there is currently no single solution that can guarantee all the 

security requirements such as anonymity, confidentiality, access control, privacy and trust in the 

context of IoT technology (Sicari, Rizzardi, Grieco, & Coen-Porisini, 2015). 

IoT devices can collect, send and act on data they acquire from their surrounding 

environments in a ubiquitous way, using sensors and embedded technology to enable the 

provision of innovative services (Sicari et al., 2015; Yan et al., 2014; Zanella et al., 2017) in the 

context of smart homes (automation), smart cities, ambient intelligence (AmI), E-Health, E-

Learning, E-Business, remote patient monitoring (RPM), energy consumption control, traffic 

control, smart parking system, and personalized advertising (Ahmed Abi Sen et al., 2018; Sicari 

et al., 2015). Some of the applications of IoT technologies are explored in the next two sections 

on smart homes and ambient intelligence. 

2.2.1. Smart Homes 

Smart homes allow users to have greater control over their indoor environment and home 

resources like windows, lighting, and others. (Biocco, Keshavarz, Hines, & Anwar, 2018; 

Risteska Stojkoska & Trivodaliev, 2017). Built-in devices in the environment allow users to 

control appliances and home resources as well as collecting data about energy consumption 

(Risteska Stojkoska & Trivodaliev, 2017). In addition to energy consumption, smart home 

devices can interact with one another or with a smart hub that manages and shares data to 

provide home comfort services (Zhang, Liu, Wang, & Hu, 2016). In addition to comfort, smart 

homes have great potential for immediate emergency responses for vulnerable populations (e.g., 

elderly individuals) by providing health monitoring and fall prevention (Ferreira et al., 2017). 

Such equipment collects continuous data, which often results in many users losing control over 
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the data collected as they typically receive the default basic security packages with limited 

control of their data (Biocco et al., 2018).  

2.2.2. Ambient Intelligence (AmI)  

Ambient Intelligence (AmI) can be embedded into home environments in order to assist 

users in everyday activities (Blumendorf & Albayrak, 2009). AmI is based on low-cost hardware 

and provides complex networks of heterogeneous information and smart devices (Sadri, 2011). 

AmI applications are transparent and invisible for users, while security and privacy requirements 

are guaranteed (Abril -Jiménez, Vera-Muñoz, Cabrera-Umpierrez, Arredondo, & Naranjo, 2009). 

AmI goes beyond smart homes, allowing environments to adapt and be responsive to the 

presence of people in order to provide services and experiences (Avilés-López, García-Macías, 

& Villanueva-Miranda, 2010; Ferreira et al., 2017). The same tools can also sense, adapt, and 

respond to habits, gestures, and emotions (Bravo, Cook, & Riva, 2016). The sensing capability 

can be used to map objectsô positions, environmental temperature, air humidity, and even the 

amount of chemicals in the air, thus helping in health monitoring within an intelligent 

environment (Cook, Augusto, & Jakkula, 2009). In the healthcare domain, AmI can be used to 

provide continued health monitoring and communication tools (Acampora, Cook, Rashidi, & 

Vasilakos, 2013; Salih & Abraham, 2013),  as well as decision-making support for healthcare 

facility managers (Irizarry, Gheisari, Williams, & Roper, 2014). With AmI, it is also possible to 

anticipate users' needs and preferences in response to their habits, using intelligence to analyze 

the data collected by the sensors and provide better services such as energy efficiency, door 

locks, windows closure and health safety (Cook et al., 2009). IoT based healthcare application 

and its variations can improve the future of healthcare systems and the quality of life of patients 

in the community, as presented in the next section. 
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2.3. HEALTHCARE  IOT (H-IOT) 

As previously discussed, smart homes can be equipped with IoT technologies to monitor 

individuals through the use of wearables and built -in sensors (Demiris, Hensel, Skubic, & Rantz, 

2008). One of the best uses of such technologies is the continuous monitoring and decision 

support for patients receiving home-care (Dimitrov, 2016; Mutlag, Abd Ghani, Arunkumar, 

Mohammed, & Mohd, 2019; Negash et al., 2018). Also, continuous monitoring enables us to 

collect, aggregate and analyze data more quickly and with better accuracy than manual data 

collection (Banerjee, Bhattacharya, Sen, Bhattacharya, & Sen, 2018). It is estimated that by the 

year 2020, 40% of all the IoT devices in the world will  be health-related, more than any other 

IoT application, with a 117 billion dollar market (Dimitrov, 2016). 

Healthcare IoT (H-IoT) can be defined as a system or an infrastructure with the purpose 

of facilitating the transmission and reception of health data enabling better treatments, remote 

monitoring, and improved decision making (Azimi et al., 2019; Banerjee et al., 2018; Sony & 

Sureshkumar, 2019). H-IoT systems are capable of monitoring patients' health in real time, with 

minimal burden to patients and caregivers (Kim, Youm, Jung, & Kim, 2015).  

Since the infrastructure itself may not provide enough value for healthcare adoption, H-

IoT solutions need to convert the collected data into meaningful information for organizations to 

consider its use (Chouffani, 2016). The benefits of H-IoT depend heavily on what is done with 

the data collected and what actions will  be taken based on the predictions and patterns found on 

the data (Chouffani, 2016). Typical applications of IoT for healthcare purposes include: (1) 

telemonitoring of vital parameters, (2) prevention and detection of falls, and (3) detection of 

movement in bed using real-time data (Demiris et al., 2008; Knaup & Schöpe, 2014). IoT 

devices can also collect behavioural data from the patient's home, such as door openings and 
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closings, ambient temperatures, and indoor movements (Office of the Privacy Commissioner of 

Canada, 2016b). Screening of these events by health professionals can help prevent accidents 

and health deterioration by establishing patterns that allow providers to intervene when abnormal 

behaviour is detected (Chouffani, 2016). For example, changes in data patterns in a smart home 

can indicate the beginning of a new health problem or the worsening of an existing one (Knaup 

& Schöpe, 2014). For example, an individual who changes their bathroom habits could be in the 

initial stages of diabetes or presenting a problem with the administration of diuretics (Knaup & 

Schöpe, 2014).  

Specific user groups may have different needs, leading to niche applications of H-IoT. 

Active Assistive Living (AAL)  technologies for the elderly population and individuals with 

disabilities are a good example, which is described in the following sub-section. 

2.3.1. Active Assistive Living  (AAL)  

The terms Active Assisted Living and Ambient Assisted Living are sometimes used 

interchangeably. This proposal will  follow the terminology defined by the IEC Systems 

Committee on AAL  (SyC AAL),  which defines AAL  as Active Assisted Living technology 

(IEC, 2017). 

The elderly population (aged 65 and older) has been rapidly increasing in the past 40 

years (Statistics Canada, 2017). This new life expectancy is demanding new models of positive 

ageing and new alternatives to improve the quality of life (Demiris et al., 2008). One of the 

possible methods is through the use of Active Assisted Living Technology (AAL)  (Antonino, 

Schneider, Hofmann, & Nakagawa, 2011). AAL  technology encompasses products, services, 

environments, and facilities used to support those whose independence, safety, wellbeing, and 

autonomy are compromised by their physical and/or mental status (Bamidis, Tarnanas, 
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Hadjileontiadis, & Tsolaki, 2015). AAL  technologyôs purpose is to provide tools and services 

capable of improving the quality of life (at any stage of life) while helping individuals live 

independently (Avilés-López et al., 2010; Rashidi & Mihailidis, 2013). 

AAL  is an umbrella concept describing technologies designed to improve quality of life, 

independence, and healthier lifestyles for those who need assistance. AAL  technologies use 

information and communication technologies (ICT), combined with social environments, to 

provide easy-to-use devices in the home or to support usersô lifestyles outside their home 

environments (Pieper, Antona, & Cortés, 2011).  

The AAL  environment can integrate assistive technologies, AmI, smart homes and 

telehealth, using multiple sensors for gathering data and monitoring individuals in their homes 

(Savage et al., 2009). It can also combine IoT platforms and artificial intelligence to support the 

care of ageing and incapacitated individuals (Islam et al., 2015). Built-in devices in the home 

environment can collect metrics about sleep, eating habits, or indoor physical activity, and share 

useful insights with family members or healthcare providers (Bauer, 2019).  

Considering that all IoT technologies require data exchange to deliver their service, 

understanding data sharing is an essential part of any IoT technology, including AAL,  to improve 

the quality of life of its users. Data sharing is also one of the main gaps regarding standards and 

guidelines in the AAL  field (Fadrique, Rahman, & Morita, 2019). 

2.4. DATA  SHARING  

As maintained by Pasquetto, Randles, & Borgman (2017), data sharing is defined as "the 

act of releasing data in a form that can be used by other individuals.ò Easy access to large 

volumes of structured data is beneficial in several areas such as: (1) smart technologies (Cao et 
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al., 2016), (2) research (Fecher, Friesike, & Hebing, 2015), (3) individual health (Zhu, Colgan, 

Reddy, & Choe, 2016), and (4) public health (Van Panhuis et al., 2014; Walport & Brest, 2011). 

The recent growth of big data in healthcare, which in the H-IoT space can combine data 

from electronic patient records (EPR) and mobile health technologies, has not only created a data 

management challenge (Kostkova et al., 2016), but has also opened the door to new research 

opportunities and services (Ahlgren, Hidell, & Ngai, 2016). As reported by Fecher, Friesike and 

Hebing (2015), it will  be necessary to create specific policies to compel data sharing in areas 

such as academia, as well as providing accessible data management platforms to all. According 

to the same authors, these policies are even more important when collecting data directly from 

individuals and will  require the implementation of clear and transparent rules of consent and 

anonymization (Fecher et al., 2015). 

An example of the benefits of data sharing in healthcare is the joint initiative between 

Oregon Health and Science University and Intel in 2015 to create the Collaborative Cancer 

Cloud (Dimitrov, 2016). The cloud solution offers high-performance analytics to collect and 

securely store private medical data for cancer research (Dimitrov, 2016). Connecting different 

health datasets helps researchers discover and understand new symptoms, enabling further 

research and development of possible treatments (Cavan, 2019; Kostkova et al., 2016). 

Data sharing also benefits individual healthcare, providing a better understanding of 

specific diseases, improvements in long-term health conditions, and increasing opportunities for 

home-care of patients through technology (Kostkova et al., 2016). Access to individual health 

data through online solutions increases patient convenience and satisfaction, two critical points 

to keep patients motivated and engaged with the healthcare system (De Lusignan et al., 2014). In 
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fact, sharing individual data from wearables has been shown to reduce the number of incorrect 

diagnoses and readmissions to hospitals (Ghanchi, 2018). 

In public health, data sharing is widely used for surveillance, to analyze and interpret 

health-related data to monitor and control diseases, as well as to disseminate the information to 

improve the health of populations (L. M. Lee & Thacker, 2011; Soucie, 2017). Nevertheless, the 

fifth  major issue in advancing public health surveillance is access to and use of shared data 

(Frieden et al., 2012). 

There are several challenges related to data sharing, for example, privacy, security, and 

interoperability of the data. Health data is particularly sensitive information and privacy is 

essential. Within existing systems, a centralized architecture that requires centralized trust is 

employed (Liang, Zhao, Shetty, Liu, & Li, 2017). 

2.5. PRIVACY  

Gillian Black (2011) describes privacy as the individual expectation of being free from 

intrusion. For privacy to exist, a "reasonable expectation of privacy" (FindLaw, 2019) or "need 

for privacy" (Daubert et al., 2015) is required by each individual. According to Duhaime's Law 

Dictionary (2019), privacy is "a person's right to control access to his or her personal 

information.ò For this study, I focus on the privacy of personal information transmitted and 

collected through the Internet. Furthermore, the term privacy will  be used to discuss the 

necessary protections that need to be in place to prevent third parties from exploiting the data 

without permission (Ahmed Abi Sen et al., 2018).  

Privacy goes beyond the individualsô ability to control how their personal information is 

used (Awad & Krishnan, 2006). It also helps individuals preserve their autonomy and freedom of 
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expression (Westin, 1970). Through freedom of choice, individuals are more willing to 

reconsider their privacy and disclose personal data in exchange for social or economic benefits 

(Culnan & Armstrong, 1999; Leon, Schaub, Cranor, & Sadeh, 2015). On the other hand, 

companies are increasingly dependent on customer information to offer customized services to 

increase their value-added communications and maintain customer loyalty (Awad & Krishnan, 

2006). Effective use of consumer information has become a competitive difference for many 

industries and organizations. However, our society must balance these benefits from the use of 

information with the need to maintain individual privacy (Culnan & Armstrong, 1999). With 

information overload, it is difficult  to make a decision regarding the balance between immediate 

benefit and the risk associated with misuse or abuse of personal data (Schermer, Custers, & van 

der Hof, 2014). Companies are responsible for implementing solutions that have privacy by 

design (Chen, 2019). 

In the case of smart homes and AAL  technology, the disclosure of household user data 

may allow large companies to identify the complete profiles of their customers for advertising or 

behaviour change (Biocco et al., 2018). The data can come from different manufacturers, service 

providers, and network operators (Cao et al., 2016). The challenge for governments and 

companies lies in implementing robust data management protocols, and gathering information 

while preserving privacy, ensuring that users are comfortable with sharing their information 

(Awad & Krishnan, 2006). An example of a robust solution includes collecting anonymous data 

and thus preserving the privacy of all parties (Ahmed Abi Sen et al., 2018); together with,  

decreasing the risk of privacy breaches by increasing the level of transparency between users and 

businesses and by increasing the level of control individuals have over their personal information 

(Awad & Krishnan, 2006). Moreover, when building data management solutions, companies 
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need to take into account the culture of their users, since cultural values have an influence on 

users' concerns about information privacy (Bellman, Johnson, Kobrin, Lauder, & Lohse, 2004). 

Within the privacy realm, privacy agreements or privacy policies are required by law if  

any personal information is being collected from users. They must detail how the company 

handles user information in order to increase transparency (Awad & Krishnan, 2006; Biocco et 

al., 2018). The Personal Information Protection and Electronic Documents Act (PIPEDA) was 

created in Canada in April  of 2000 as federal privacy law for private sector organizations, and it 

establishes the basic rules for how companies must handle personal information (OPC, 2018). 

According to PIPEDA, any violations of the confidentiality of a patientôs health records can 

result in fines of up to $500,000 to health care providers (Contant, 2018). Transparency and 

control over onesô data are important antecedents for the establishment and maintenance of trust 

in institutions and corporations (Demiris et al., 2008). In like manner, even if  companies have 

clear and lawful privacy agreements through the use of consent, they can still face trust issues 

with users when they feel they have been deceived (Schermer et al., 2014). These trust issues can 

be explained by a significant relationship between the content presented in privacy policies and 

trust, as well as, between privacy concerns and trust (Wu, Huang, Yen, & Popova, 2012). 

2.6. TRUST 

Trust is an essential element for proper interactions between two or more entities, for 

example, this is true between individuals, institutions, and technologies (Morita & Burns, 2014a; 

Parasuraman & Riley, 1997). In the case of IoT technology, trust is considered an enabler as it 

mediates the connection between devices and supporting technology collecting and processing 

customer data. It is crucial for such technology to act following usersô needs while respecting 
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users' rights (Sicari et al., 2015). Users trust in technology relies on the policies that regulate 

technology and on the the idea of informed consent (Jensen, Potts, & Jensen, 2005). The result of 

a survey conducted by TrustArc (2014) in 2014 on consumer attitudes toward data collection 

through smart devices showed that users want to have more control and understanding of the 

personal data collected by such devices and are concerned about the type of information 

collected (TrustArc, 2014).  

A common perspective on trust is that trust is directly related to accepting risks in 

exchange for benefits (J. D. Lee & See, 2004; Morita & Burns, 2014b). Without the 

establishment of proper trust, technology cannot provide all the benefits offered to its users. A 

trust relationship between different parties results from the belief that the parties involved are 

integral, consistent, honest, fair, responsible, helpful, and benevolent (Morgan & Hunt, 1994; 

Richards & Hartzog, 2015). Such trust is not built through conversations or intentions, but 

instead through demonstrated evidence gathered during interactions between the parties (Chen, 

2019). According to Sicari et al. (2015), users privacy depends on their trustworthiness and 

anonymity.  

In a connected world, trust is based on security and privacy (Chen, 2019). As an example, 

users who have had experiences with privacy breaches have a lesser tendency to provide their 

data for personalized advertising, but not for other personalized services as they see a higher 

value on the second one (Awad & Krishnan, 2006). Individuals often rely more on trusted 

technologies and reject technologies they do not trust (J. D. Lee & See, 2004). The same goes for 

organizations (Morgan & Hunt, 1994) and internet commerce (Müller, 1996). For instance, a 

survey conducted in 2009, before the Facebook scandals, shows that consumers relied more on 
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Facebook than MySpace because they believed their data was safer with Facebook since 

MySpace had been breached before (Fogel & Nehmad, 2009). 

Privacy and trust are enablers for a successful data sharing process in the digital world 

(Frieden et al., 2012). Transparency is a prerequisite for building trust when sharing public 

health surveillance data (Chatham House, 2018). For example, the presence of government 

regulation can be considered a cue for transparency, increase user trust and reduce privacy 

concerns (Acquisti, Brandimarte, & Loewenstein, 2015). Moreover, trust and transparency 

facilitate collaboration and act as catalysts by generating applications for data collected through 

surveillance networks (Frieden et al., 2012).  

Trust has a positive and strong influence on how technology is accepted by users 

(Barakat & Sheikh, 2010). Consequently, it is a critical factor for user adoption and acceptance 

of new technologies (Wintersberger, Frison, & Riener, 2018). 

2.7. USER ACCEPTANCE 

User acceptance reflects how willing a user is to adopt a new technology that was not 

used in the past (Wang, Wu, & Wang, 2009). A balance between the benefits of technology, the 

level of need for the technology, and the perception of loss of privacy needs to be achieved to 

make the technology worthwhile (Demiris et al., 2008). Just like trust, user acceptance is also 

crucial for proper interaction between people and technology. The same emotions and attitudes 

that influence the human-human relationship will  also influence human-automation interactions 

working as a relationship-building factor alongside the security and performance of the 

technology (J. D. Lee & See, 2004). Some of the factors that affect user acceptance are subject 

normalcy, perceived usefulness, perceived ease of use, attitude, behavioural intentions and actual 
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usage (Sun & Zhang, 2006). The userôs belief that technology will  improve their performance 

(perceived usefulness) is a clear indicator of technology's intended use (Wang et al., 2009). 

However, not taking into consideration user behaviour, needs, and values can lead to a lack of 

perceived usefulness in the proposed technology, poor usability, low acceptability, increase risk, 

and lack of trust (Huldtgren, Ascencio, Pedro, Pohlmeyer, & Romero Herrara, 2014). The 

perception of risk is directly affected by the concern for data privacy and trust in technology, as 

described by Miltgen et al. (2013). 
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3. STUDY RATIONALE  
 

There is a global increase in the number of individuals seeking healthcare, and the burden 

on existing systems is immense; consequently, this creates a higher demand for home-care 

services as patients become more comfortable with self-managing their health (Koch, 2006). 

While there is a rise in the need for home-care, there is a proliferation of available healthcare IoT 

solutions and AAL  devices are expected to increase exponentially in the coming years, becoming 

a force in all organizations and having an expected economic growth of more than $3 trillion  per 

year by 2026 (Newman, 2019). The growth of the IoT market also increases the amount of 

personal data collected on a daily basis at a global level; the amount of personal data grows 

faster than the IoT data collected from the manufacturing and finance industries (Kent, 2018).  

As previously discussed, a significant barrier to the adoption of IoT devices and data 

sharing to improve quality of life are privacy and security (Ahmed Abi Sen et al., 2018; 

Dimitrov, 2016). Many of the privacy and security issues with IoT technologies are due to the 

limited computing power and the high number of interconnected devices (Sicari et al., 2015). 

This network of automated communication between devices allows little control over the data 

collected by users and provides limited opportunities for users to trust the tech companies 

holding their data (Daubert et al., 2015). Current standards for IoT and AAL  technologies are 

currently under development with companies like the CSA Group that have invested in 

researching and developing standards to address the existing challenges, as demonstrated in our 

recent report from Ubilab (University of Waterloo) in partnership with the CSA Group over the 

last 2 years (Fadrique et al., 2019). 

The general public stands to benefit from the increase in data availability and the 

development of better analytical tools to aid in clinical decision-making. Healthcare providers, 
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for example, can use this new intelligence to collect more data, sending it to the cloud for future 

analysis to support diagnosis and decision making.  

While this technology has the power to benefit individual and clinical decision making, 

the value to vulnerable and elderly population may prove inestimable. H-IoT solutions and AAL  

devices have the potential to improve quality of life and support a more dignified and 

comfortable independent aging process. However, the average user is not fully informed about 

how his or her data is collected, stored, and shared through wearables and IoT devices (see 

Figure 2). 

-  

Figure 2. Consumerôs attitude to data collection through smart devices. Image source: (TrustArc, 2014) 

While concerns with data flow and usage are serious, the benefits of this technology are 

immense. One of the ways user trust might be fostered is through increasing transparency in 

privacy agreements, privacy policies, and data usage. Privacy agreements, or privacy policies, 

are standardized documents used to inform users of how companies handle their user information 

(Tsai, Cranor, Acquisti, & Fong, 2006). Yet, these documents contain jargon and legal 
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terminology that makes it possible for companies to remain ambiguous about data use (Biocco et 

al., 2018). As a result, trust can be compromised as transparency is essential for building 

consumer trust (Nati, 2018). In a global ranking, Canada ranks third in the number of cyber 

incidents and is ninth in the number of exposed patient records, with health services and financial 

services being the most affected sectors (Contant, 2018). With these rankings in mind, it is 

understandable that patients and caregivers may be distrustful in regards to how their data is used 

and protected.  
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4. OBJECTIVES AND RESEARCH QUESTION 
 

This proposal seeks to explore (1) the user's perspective regarding trust when sharing 

their healthcare IoT data with different types of organizations (e.g., health providers, 

government); (2) how trust levels and privacy concerns are affected by socio-cultural 

frameworks established by different local privacy policies and regulations according to the 

specific region participants are in (e.g., Canada, United States, or Europe). 

These objectives will  be achieved by answering the following research questions through 

the studies presented in this thesis proposal: 

RQ1: What are the differences in privacy concern levels and awareness levels on data 

ownership when comparing different regions?   

H1: Levels of privacy concern and awareness levels on data ownership will  be different 

between regions, driven by socio-cultural frameworks established by different local privacy 

policies and regulations, and dictated by which region participants are in. 

RQ2: What are the usersô perspectives on data sharing and trust in different types of 

organizations based on primary privacy concerns?  

H2: User perspectives on trust will  be different for different types of organizations, 

affected by historical data and existing privacy policies. 

RQ3: What are the differences in trust levels for users from Canada, the USA, and 

Europe when trusting their Healthcare IoT data to other stakeholders? 

H3: Canada, the USA, and Europe will  have a significant difference in trust levels when 

trusting other stakeholders with their healthcare IoT data, driven by socio-cultural frameworks 

established by different local privacy policies and regulations, and dictated by which region 

participants are in.  
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5. METHODOLOGY  
 

In order to examine the perspectives of users and researchers regarding privacy and trust 

in data sharing and IoT technology for health applications, this thesis will  leverage data from a 

literature review and questionnaires. 

This section describes the study design, sample, procedure, data collection, and data 

analysis to answer the research questions. 

5.1.1. Study Design 

The questionnaires were designed and deployed using a between-subject design 

(Charness, Gneezy, & Kuhn, 2012). Each participant answered trust questions regarding one, and 

only one, type of organization (e.g., healthcare providers or insurance companies). Each 

participant received and answered 3 sets of questionnaires: a demographics questionnaire, a 

privacy questionnaire, and a trust questionnaire (see Appendix A). The trust questionnaire had 

four variations to represent the different types of institutions: (1) big companies (e.g., Google, 

Facebook) (see Appendix A ï Big Companies); (2) government (see Appendix A ï 

Government); (3) healthcare providers (see Appendix A ï Healthcare Providers); and (4) 

insurance companies (see Appendix A ï Insurance Companies). Examples of ñbig companiesò 

include Apple, Google, Amazon, Facebook, and Microsoft. The four variations representing the 

types of organizations were randomly allocated by Mechanical Turk using even proportions to 

maintain equal proportions between groups and to avoid order effect.  

The questionnaire was designed using Qualtrics, which is the preferred survey platform at 

the University of Waterloo, and Mechanical Turk as a tool to support recruitment (see Appendix 

A: Questionnaire ï Trust in Organizations). Mechanical Turk was chosen as a distribution tool as 
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it provides access to thousands of participants around the world with a significant presence in the 

USA and Canada (Difallah, Filatova, & Ipeirotis, 2018).  

Table 1 

List of seven surveys used as basis for the creation of the questionnaire for this study 

Year Authors Title  

2006 Tsai, Janice 

Cranor, Lorrie Faith 

Acquisti, Alessandro 

Fong, Christina M. 

Whatôs It To You? A Survey of Online 

Privacy Concerns and Risks (Tsai et al., 2006) 

2007 Dwyer, Catherine 

Roxanne, Starr 

Passerini, Katia 

Trust and Privacy Concern Within Social 

Networking Sites: A Comparison of Facebook 

and MySpace (Dwyer, Roxanne, & Passerini, 

2007) 

2016 Office of the Privacy 

Commissioner of Canada 

2016 Survey of Canadians on Privacy (Office 

of the Privacy Commissioner of Canada, 

2016a) 

2017 Open Data Institute 

YouGov 

Attitudes Towards Data Sharing (Open Data 

Institute & YouGov, 2017) 

2018 Carras, Katherine 

Farmaha, Ramandeep 

Ramesh, Krishn 

Santasheva, Anastasia 

Priv: Privacy Simplified (Carras, Farmaha, 

Ramesh, & Santasheva, 2018) 

2018 Akamai Research: Consumer Attitudes Toward Data 

Privacy Survey (Akamai, 2018) 

2018 RSA RSA Data Privacy & Security Report (RSA, 

2018) 

The questions were designed using Likert-type scales (ranging from 1 to 5, where 1 

equals strongly disagree, and 5 equals strongly agree) and were developed with the following 

guiding questions:  

- What types of privacy concerns do individuals have regarding their data? 
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- What differentiates users' trust in the four types of organizations from other trust-

based contracts in terms of data sharing?  

Statements like ñI can count on [type of organization] to protect customersô personal 

information from unauthorized useò and ñI trust that [type of organization] will  not use my 

personal information for any other purposeò (Dwyer et al., 2007) will  be used to identify users' 

perceptions of trust in data sharing with different types of organizations. In that sense, the higher 

the participant ranks each answer on the scale, the more the participant trusts the type of 

organization presented. The questionnaireôs content was developed based on the results of the 

literature review, specifically on seven different surveys conducted between 2006 and 2018, as 

shown in Table 1. 

5.1.2. Sampling Frame 

This study targeted individuals from Canada, the USA, and Europe; over the age of 18; 

from any ethnic group and gender. The three regions were selected due to similar challenges with 

the ageing of their population (Christensen, Doblhammer, Rau, & Vaupel, 2009) and similar IoT 

market cultures, hence bringing essential insights around privacy and data sharing using H-IoT.   

The necessary sample size was calculated using Qualtrics online sample size calculator 

based on a confidence level of 95%, a population size of 7300, and a margin of error of 5%. The 

population size was based on Difallah, Filatova, & Ipeirotisô (2018) analysis, which states that 

the real number of participants available for academic experiments in Mechanical Turk is 

approximately 7300. Basic demographic questions (e.g., age, education, and home country) 

relevant to understanding the representativeness of the participants were combined with 

questions about privacy, data sharing, and trust. Due to the technical nature of some of the 

concepts being covered in these studies and the need for participants to have been exposed to 
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data sharing in the IoT context, I am recruiting participants with a minimal knowledge of 

technology and understanding of the presented concepts. Typical participants in the MTurk 

sampling frame tend to be younger, heavier Internet users, and from lower and middle-income 

families (Cheung, Burns, Sinclair, & Sliter, 2017), which provide an excellent participant pool 

for the studies presented in this proposal. 

Four hundred participants agreed to participate through MTurk, and 392 completed the 

questionnaire with 129 participants from Canada, 132 from the USA, 131 from Europe, and 6 

from other countries and regions, which were excluded from the total. Participantsô ages ranged 

from 18 to 90 years divided in 6 age range groups: (1) 18 ï 25; (1) 26 ï 30; (3) 26 ï 30; (4) 36 ï 

45; (5) 46 ï 55; and (6) 56 ï 90. 

5.1.3. Ethics 

This study was reviewed and approved by the University of Waterloo Office of Research 

Ethics (ORE #40606). Each participant signed a consent form electronically after indicating that 

they understood what the study entailed (Appendix B: Information and Consent letter). The 

consent form, along with the personal information form, outlined the purpose of the study, their 

roles as participants, how their information would stay confidential, that their participation was 

voluntary, that they could withdraw from the study or part of the study at any time. Additionally, 

the forms had the contact information of both myself and that of my supervisor in the event that 

participants had further questions regarding the study. All  questions in the questionnaire were 

carefully designed to specifically address the objectives of this thesis. 

Mechanical Turk assigns participants a unique worker ID to help with anonymization. In 

this study, participants answered the questionnaire using an external survey software (Qualtrics), 

through which personal information from Mechanical Turk workers was not visible to the 
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requester (researchers) in the platform. Such approach ensures that subject response cannot be 

linked to their identity by any individual that has access to the data (Paolacci, Chandler, Ipeirotis, 

& Stern, 2010). Individual unique participant IDs will  remain confidential and will  not be 

disclosed in academic publications or in the release of the study findings. The data collected in 

this study will  be encrypted and stored on servers located at the University of Waterloo for 7 

(seven) years. The average time to complete each questionnaire was estimated at 10 minutes and 

each participant (MTurk worker) received $ 1.00 per survey (which would be the equivalent of $ 

6 per hour). There are no anticipated risks or harm expected for participants in this study. 

5.1.4. Data Collection 

Recruitment for this study happened through Mechanical Turk. All  study participants 

were already registered as workers in the MTurk tool. The questionnaire was first published on 

September 13, 2019, and made available to 80 participants from each region for five days. By the 

following day, the number of participants had been reached, allowing for a second publication, 

with 40 participants per region, targeting the age groups with the least number of participants.  

When opening the questionnaire, each participant was presented with a short introduction 

and a link to access the questionnaire. By clicking the link, the participant was directed to the 

Qualtrics platform, which is a software for designing and hosting online surveys. When 

redirected, the participant was presented with the information and consent letter (Appendix B: 

Information and Consent letter). In order to continue with the questionnaire and be compensated 

for their participation by the MTurk tool, each participant has to agree to proceed. 

The questions were aggregated into three groups: (1) the first group with 6 demographic 

questions (see Appendix A); (2) the second group with 5 privacy-related questions; and (3) the 

third group with 16 trust-related questions. In order to create a framework for the study and to 
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provide the necessary context, a scenario was presented to each participant at the beginning of 

the trust-related question group. The scenario describes the fictional use of a smart thermostat 

and a fitness tracker, listing three possible ways that the data collected could be used and shared. 

Each participant received the scenario tailored to the type of organization they had been 

assigned. A sample scenario associated with the insurance companiesô use-case is presented in 

Figure 3.  

 

Figure 3. Example of use-case scenario - Insurance Companies 
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Each participant receives questionnaires related to only one type of organization (e.g., 

government or big companies), which is randomized using the Qualtrics randomization function 

to ensure a balanced sample. Following this first scenario, the participant was asked to consider a 

list of ten privacy agreement concerns that were presented to them as a means to establish 

standard levels of exposure to IoT data-sharing challenges. Finally, participants were asked to 

answer the trust-related questions that are available in the Appendices, as well as a sample in 

Figure 4. (see complete questionnaire in Appendix A: Questionnaire ï Trust in Organizations). 

 

Figure 4. Trust-related sample questions 

The list of the top 10 privacy concerns presented is the result of a previous project 

conducted by the UbiLab with the CSA Group aimed at identifying the main user concerns 

regarding privacy agreements and suggesting a new way to present the information using images 
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and pictograms. The results of that study will  be presented as a research report that will  be 

published by the CSA Group and later submitted as a peer-reviewed article. 

All  collected data were downloaded to a secure server at the University of Waterloo. 

Entries that were incomplete were deleted along with records from participants coming from 

regions other than Canada, the USA, and Europe. 

5.1.5. Data Analysis 

Analysis of variance (ANOVA) 

This study uses a one-way Analysis of Variance (ANOVA) for the research questions to 

explore differences between response patterns as outlined in the research questions above. 

According to Venkatesh, Brown, & Bala (2013), ñANOVA can be used to compare the means of 

several groups using only one way of data classification, the dependent variable.ò 

The outcome analysis focused on 16 trust-related questions and two privacy questions 

(questions 7 and 8) and awareness levels on data ownership (question 9). Each answer was re-

coded to reflect positive and negative results. The scale used in the survey, which initially ranged 

from 1 a 5, where 1 is equal to strongly disagree, and 5 is equal to strongly agree, was changed to 

-2 to 2. The mean value of the trust-related questions from each participant was computed to use 

as a trust and dependent variable, while the types of organizations were treated as an independent 

variable. IBM SSPS from IBM was used for computing the statistical analysis. 

Pair-wise t-test with Bonferroni correction 

A Bonferroni correction is a mathematically equivalent adjustment or correction that is 

achieved by dividing the probability value (usually 0.05) by the number of tests conducted. The 

Post Hoc Bonferroni test from SPPS uses t-tests to perform pair-wise comparisons between 

group means but controls the overall error rate by setting the error rate for each test to the 
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experiment error rate divided by the total number of tests. The observed significance level is 

adjusted for the fact that multiple comparisons are being made. Pair-wise t-test was used to 

compare each test to the responses from each region, or type of organization, and was only 

performed once we found statistically significant results from the ANOVA.  
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6. RESULTS 
 

Three hundred and ninety-two participants were recruited for this study through 

Mechanical Turk, with 129 participants from Canada, 132 from the USA, and 131 from Europe. 

The majority of participants were males (65.05%), and the majority had a university degree 

(54.59%). Table 2 summarizes the results of the demographics questionnaire from all eligible 

participants included in the data analysis. 

Table 2 

Participants demographics by Type of Organization 

Demographics 

(n (%))  

Big 

Companies 

Govern-

ment 

Health 

Providers 

Insurance 

Companies 
Total 

Region       

 Canada 33 (33.67%) 28 (28.57%) 34 (34.00%) 34 (35.42%) 129 (32.91%) 

 USA 37 (37.76%) 31 (31.63%) 38 (38.00%) 26 (27.08%) 132 (33.67%) 

 Europe 28 (28.57%) 39 (39.80%) 28 (28.00%) 36 (37.50%) 131 (33.42%) 

Sex      

 Female 31 (31.63%) 36 (36.73%) 31 (31.00%) 38 (39.58%) 136 (34.69%) 

 Male 67 (68.37%) 62 (63.27%) 68 (68.00%) 58 (60.42%) 255 (65.05%) 

 Others - - 1 (1.00%) - 1 (0.26%) 

Age range      

 Age 18 - 25 17 (17.35%) 29 (29.59%) 28 (28.00%) 20 (20.83%) 94 (23.98%) 

 Age 26 - 30 26 (26.53%) 21 (21.43%) 26 (26.00%) 25 (26.04%) 98 (25.00%) 

 Age 31 - 35 21 (21.43%) 10 (10.20%) 8 (8.00%) 17 (17.71%) 56 (14.29%) 

 Age 36 - 45 17 (17.35%) 16 (16.33%) 18 (18.00%) 19 (19.79%) 70 (17.86%) 

 Age 46 - 55 14 (14.29%) 13 (13.27%) 14 (14.00%) 9 (9.38%) 50 (12.76%) 

 Age 55 - 90 3 (3.06%) 9 (9.18%) 6 (6.00%) 6 (6.25%) 24 (6.12%) 

Highest level of 

education 

     

 College and Trades 16 (16.33%) 21 (21.43%) 25 (25.00%) 22 (22.92%) 84 (21.43%) 

 High school 19 (19.39%) 24 (24.49%) 23 (23.00%) 25 (26.04%) 91 (23.21%) 

 University 63 (64.29%) 50 (51.02%) 52 (52.00%) 49 (51.04%) 214 (54.59%) 

 None of the above - 3 (3.06%) - - 3 (0.77%) 
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Sections 6.1 to 6.3 will  present the results of the data analysis executed for each of the 

three research questions. Each section will  start with the results of the one-way ANOVA with 

descriptive statistics, followed by the results of the pair-wise t-test with the Bonferroni correction 

for multiple comparisons, and the boxplot representation of the results. Section 6.1 will  present 

the other results grouped by age. 

6.1. RESEARCH QUESTION 1  

What are the differences in privacy concern levels and awareness levels on data ownership 

when comparing different  regions? 

A one-way ANOVA was used to determine if  the level of privacy concern from questions 

7 and 8, and awareness levels on data ownership (question 9) was different for each region in the 

study. Privacy concern levels (LConcern) were measured using a scale where the lower the 

response value, the lower the worry levels, and the higher the value, the higher the worry level. 

The awareness levels on data ownership (LAwareness) used the same type of scale where the 

lower the value, the lower the awareness, and the higher the value, the higher the awareness. The 

answers to each question were analyzed separately, and participants were classified into three 

regions: Canada (n = 129), the USA (n = 132), and Europe (n = 131). Descriptive statistics were 

used to assess the distribution of the overall data. 

For the first privacy question - ñAre you concerned about your privacy while you are 

using the internet?ò ï LConcern was different across regions but the difference between regions 

was not statistically significant (F (2, 389) = 0.157, P = .86) (See Table 3 and Figure 5). See 

Appendix C - Question 1 for tables and details. 
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Table 3 

Descriptive for One-way ANOVA - Question 1 analysis by region (LConcern) 

Descriptives 

Question 7 - Are you concerned about your privacy while you are using the internet?  

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Canada 129 .92 .924 .081 .76 1.08 -2 2 

USA 132 .89 1.001 .087 .71 1.06 -2 2 

Europe 131 .95 1.022 .089 .78 1.13 -2 2 

Total 392 .92 .981 .050 .82 1.02 -2 2 

 

 

Figure 5. Boxplot one-way ANOVA comparing regions for privacy question 7 

The second privacy question - ñAre you concerned about people you do not know 

obtaining personal information about you from your online activities?ò ï LConcern was also 

different for each region, but the difference between the regions was not statistically significant 
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(F (2, 389) = 0.736, P = .48) (See Table 4 and Figure 6). See Appendix C - Question 2 for tables 

and details. 

Table 4 

Descriptive for One-way ANOVA - Question 2 analysis by region (LConcern) 

Descriptives 

Question 8 - Are you concerned about people you do not know obtaining personal information about you from your online 

activities?  

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Canada 129 .99 .923 .081 .83 1.15 -2 2 

USA 132 .85 1.088 .095 .66 1.04 -2 2 

Europe 131 .97 1.074 .094 .78 1.16 -2 2 

Total 392 .94 1.031 .052 .83 1.04 -2 2 

 

 

Figure 6. Boxplot one-way ANOVA comparing regions for privacy question 8 

The question about awareness ï ñI understand who has ownership of my online data.ò ï 

LAwareness was different across regions, but the difference between the regions was not 
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statistically significant (F (2, 389) = 2.447, P =.088) (See Table 5 and Figure 7). See Appendix C 

- Question 3 for tables and details. 

Table 5 

Descriptive for One-way ANOVA - Question 3 analysis by region (LAwareness) 

Descriptives 

Question 9 - I understand who has ownership of my online data.   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Canada 129 -.40 1.208 .106 -.61 -.18 -2 2 

USA 132 -.17 1.182 .103 -.38 .03 -2 2 

Europe 131 -.08 1.181 .103 -.28 .13 -2 2 

Total 392 -.21 1.195 .060 -.33 -.10 -2 2 

 

 

Figure 7. Boxplot one-way ANOVA comparing regions for privacy question 9 
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6.2. RESEARCH QUESTION 2  

What are the usersô perspectives on data sharing and trust  in dif ferent types of 

organizations based on primary  privacy concerns? 

6.2.1. Overall Analysis 

A one-way ANOVA was used to analyze trust ï on a scale where the lower the value 

corresponds to lower trust, and the higher the value corresponds to higher trust ï to determine if  

the level of trust (LTrust) was different for the four types of organizations. Participants were 

allocated into four groups: big companies (n = 98), government (n = 98), health providers (n = 

100), and insurance companies (n = 96). Descriptive statistics were used to observe the 

distribution of the overall data (see Table 6).  

Table 6 

Descriptive for One-way ANOVA - Overall analysis by type of organization 

Descriptives 

LTrust   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Big Companies 98 -.1849 .57772 .05836 -.3008 -.0691 -2.00 1.13 

Government 98 -.2423 .66310 .06698 -.3753 -.1094 -2.00 .88 

Health Providers 100 .0688 .68122 .06812 -.0664 .2039 -1.69 1.75 

Insurance 96 -.4492 .72759 .07426 -.5966 -.3018 -2.00 .88 

Total 392 -.1993 .68719 .03471 -.2675 -.1311 -2.00 1.75 

 

LTrust was statistically significant between different types of organizations only, F (3, 

388) = 10.107, P =.000. LTrust increased from insurance companies (M = -0.4492, SD = 0.7276) 

to government (M = -.2423, SD = 0.6631), big companies (M = -0.1849, SD = 0.5777), and 

health providers (M = 0.0688, SD = 0.6812), in that order. Figure 8 shows side-by-side boxplots 
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to better visualize the results from the ANOVA. See Appendix D, subsection 9.4.1 for tables and 

details. 

 
Figure 8. Boxplot one-way ANOVA comparing types of organizations 

Pair-wise t-tests with Bonferroni correction indicated that the mean score for the big 

companies (M = -0.1849, SD = 0.5777) was significantly different (P = 0.045) than health 

providers (M = 0.0688, SD = 0.6812), and significantly different (P = 0.035) than insurance 

companies (M = -0.4492, SD = 0.7276). However, big companies (M = -0.1849, SD = 0.5777) 

did not significantly differ from government (M = -0.2423, SD = 0.6631). 

Pair-wise t-test with Bonferrani correction also indicated that the mean score for health 

providers (M = 0.0688, SD = 0.6812) was significantly different (P = 0.006) than government 

(M = -0.2423, SD = 0.6631), and significantly different (P = 0.000) than insurance companies 
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(M = -0.4492, SD = 0.7276). Finally, government (M = -0.2423, SD = 0.6631) did not 

significantly differ from insurance companies (M = -0.4492, SD = 0.7276). See Appendix D, 

subsection 9.4.2 for tables and details. 

6.2.2. Results Grouped by Region 

To be able to answer survey question number three, the dataset was grouped by region 

(Canada, the USA, and Europe), and a one-way ANOVA was used, so the difference between 

the types of organizations can be assessed separately for each region. 

Canada 

A one-way ANOVA was used to determine if  the level of trust (LTrust) was different for 

the four types of organizations within our Canadian sub-sample. Participants responses were 

classified into four groups: big companies (n = 33), government (n = 28), health providers (n = 

34) and insurance companies (n = 34). Descriptive statistics were used to analyze the distribution 

of the overall data (see Table 7).  

Table 7 

Descriptive for One-way ANOVA - Canada 

Descriptivesa 

LTrust   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Big Companies 33 -.1932 .52416 .09125 -.3790 -.0073 -1.44 1.00 

Government 28 -.1853 .56404 .10659 -.4040 .0334 -1.31 .88 

Health Providers 34 .1581 .56496 .09689 -.0390 .3552 -1.06 1.75 

Insurance 34 -.4926 .69132 .11856 -.7339 -.2514 -2.00 .75 

Total 129 -.1778 .63061 .05552 -.2877 -.0679 -2.00 1.75 

a. Region = Canada 
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LTrust was statistically significantly between different types of organizations only, F (3, 

125) = 6.882, P =.000. LTrust increased from insurance companies (M = -0.4926, SD = 0.6913) 

to big companies (M = -0.1932, SD = 0.5242), government (M = -0.1853, SD = 0.5640), and 

health providers (M = 0.1581, SD = 0.5650), in that order. Figure 9 shows side-by-side boxplots 

to better visualize the results from ANOVA analysis. See Appendix E, subsection 9.5.1 for tables 

and details. 

 
Figure 9. Boxplot one-way ANOVA comparing types of organizations for Canada 

Pair-wise t-tests with Bonferroni correction indicated that the mean score for health 

providers (M = 0.1581, SD = 0.5650) was significantly different (P = 0.000) than insurance 

companies (M = -0.4926, SD = 0.6913). However, any other combination did not present 

significant difference. See Appendix E, subsection 9.5.2 for tables and details.  
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United States of America (USA) 

A one-way ANOVA was used to determine if  the level of trust (LTrust) was different for 

the four types of organizations within our American sub-sample. Participant responses were 

classified into four groups: big companies (n = 37), government (n = 31), health providers (n = 

38), and insurance companies (n = 26). Descriptive statistics were used to observe the 

distribution of the overall data (See Table 8). 

Table 8 

Descriptive for One-way ANOVA - USA 

Descriptivesa 

LTrust   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Big Companies 37 -.2922 .64230 .10559 -.5064 -.0781 -2.00 1.00 

Government 31 -.6935 .73480 .13197 -.9631 -.4240 -2.00 .44 

Health Providers 38 -.1168 .80252 .13019 -.3806 .1470 -1.69 1.19 

Insurance 26 -.6178 .78249 .15346 -.9338 -.3017 -2.00 .63 

Total 132 -.4001 .76950 .06698 -.5326 -.2676 -2.00 1.19 

a. Region = USA 

 

LTrust was statistically significantly between different types of organizations only, F (3, 

128) = 4.488, P = .005.  LTrust increased from government (M = -0.6935, SD = 0.7348) to 

insurance companies (M = -0.6178, SD = 0.7825), big companies (M = -0.2922, SD = 0.1056), 

and health providers (M = -0.1168, SD = 0.8025), in that order. Figure 10 shows side-by-side 

boxplots to better visualize the results from ANOVA analysis. See Appendix E, subsection 9.5.3 

for tables and details. 
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Figure 10. Boxplot one-way ANOVA comparing types of organizations for the USA 

Pair-wise t-tests with Bonferroni correction indicated that the mean score for health 

providers (M = -0.1168, SD = 0.8025) was significantly different (P = 0.010) than insurance or 

government (M = -0.6935, SD = 0.7348). However, the other combination did not present 

significant difference. See Appendix E, subsection 9.5.4 for tables and details. 

Europe 

A one-way ANOVA was used to determine if  the level of trust (LTrust) was different for 

the four types of organizations within our European sub-sample. Participant responses were 

classified into four groups: big companies (n = 28), government (n = 39), health providers (n = 

28) and insurance companies (n = 36). Descriptive statistics were used to observe the distribution 

of the overall data (See Table 9).  
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Table 9 

Descriptive for One-way ANOVA - Europe 

Descriptivesa 

LTrust   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Big Companies 28 -.0335 .53264 .10066 -.2400 .1731 -1.06 1.13 

Government 39 .0753 .44500 .07126 -.0689 .2196 -.81 .69 

Health Providers 28 .2121 .59081 .11165 -.0170 .4411 -1.31 1.13 

Insurance 36 -.2865 .70622 .11770 -.5254 -.0475 -1.81 .88 

Total 131 -.0181 .59800 .05225 -.1215 .0852 -1.81 1.13 

a. Region = Europe 

 

LTrust was statistically significant between different types of organizations only, F (3, 

127) = 4.451, P = .005. LTrust increased from insurance companies (M = -0.2865, SD = 0.7062) 

to big companies (M = -0.0335, SD = 0.5326), government (M = 0.0753, SD = 0.4450), and 

health providers (M = 0.2121, SD = 0.5908), in that order. Figure 11 shows side-by-side 

boxplots to better visualize the results from ANOVA analysis. See Appendix E, subsection 9.5.5 

for tables and details. 
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Figure 11. Boxplot one-way ANOVA comparing types of organizations for Europe 

Pair-wise t-tests with Bonferroni correction indicated that the mean score for insurance 

companies (M = -0.2865, SD = 0.7062) was significantly different (P = 0.045) than government 

(M = 0.0753, SD = 0.4450), and significantly different (P = 0.005) than health providers (M = 

0.2121, SD = 0.5908). However, the other combinations did not present significant differences. 

See Appendix E, subsection 9.5.6 for tables and details. 

6.3. RESEARCH QUESTION 3 

What are the differences in trust  levels for  users from Canada, the USA, and Europe when 

trusting their  Healthcare IoT data to other stakeholders? 

An analogous one-way ANOVA to analyze trust was used to determine if  the level of 

trust (LTrust) was different across each of the three regions. Participant responses were classified 

into three groups: Canada (n = 129), the USA (n = 132), and Europe (n = 131) independently of 
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the type of institution they were evaluating. Descriptive statistics were used to observe the 

distribution of the overall data (See Table 10).  

Table 10 

Descriptive for One-way ANOVA - Overall Analysis by Region 

Descriptives 

LTrust   

 

N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Canada 129 -.1778 .63061 .05552 -.2877 -.0679 -2.00 1.75 

USA 132 -.4001 .76950 .06698 -.5326 -.2676 -2.00 1.19 

Europe 131 -.0181 .59800 .05225 -.1215 .0852 -1.81 1.13 

Total 392 -.1993 .68719 .03471 -.2675 -.1311 -2.00 1.75 

 

LTrust was statistically, significantly different between different regions only, F (2, 389) 

= 10.763, P =.000. LTrust increased from the USA (M = -0.4001, SD = 0.7695), followed by an 

increase in Canada (M = -0.1778, SD = 0.6306), and then Europe (M = -0.0181, SD = 0.5980). 

Figure 12 shows side-by-side boxplots to better visualize the results from ANOVA. See 

Appendix F, subsection 9.6.1 for tables and details. 
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Figure 12. Boxplot one-way ANOVA comparing regions 

Pair-wise t-tests with Bonferroni correction indicated that the mean score for Canada  

(M = -0.1778, SD = 0.6306) was significantly different (P = 0.023) than that of the USA  

(M = -0.4001, SD = 0.7695). However, Canada (M = -0.1778, SD = 0.6306) did not significantly 

differ from Europe (M = -0.0181, SD = 0.5980). The results also indicated that the mean score 

for Europe (M = -0.0181, SD = 0.5980) was significantly different (P = 0.000) than USA  

(M = -0.4001, SD = 0.7695). See Appendix F, subsection 9.6.2 for tables and details. 

6.4. OTHER RESULTS 

6.4.1. One-way ANOVA  by age group 

One-way ANOVA to analyze trust and determine if  the level of trust (LTrust) was 

different for the six age ranges. Participants were classified into six age groups: between 18 ï 25 

(n = 94), between 26 ï 30 (n = 98), between 31 ï 35 (n = 56), between 36 ï 45 (n = 70), between 
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46 ï 55 (n = 50), and between 56 ï 90 (n = 24). Descriptive statistics were used to analyze the 

distribution of the overall data. LTrust was different for the age ranges, and the difference 

between the groups was found to be statistically significant (F (5, 386) = 2.893, P = .014). 

See Appendix G for tables and details. 

6.4.2. One-way ANOVA  for  the type of organizations by age range 

A one-way ANOVA was also conducted to determine if  the level of trust (LTrust) was 

different amongst the four types of organizations according to the groupings of individuals 

according to age range. Participants were classified into the same four groups: big companies, 

government, health providers, and insurance companies. LTrust was different for the types of 

organizations, and the differences between the groups were statistically significant between those 

aged 18-25 and 26-30. For those between the ages of 31-35, 36-45, 46-55, and 56-90, the 

differences between the groups were not statistically significant. 

See Appendix H for tables and details. 
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7. DISCUSSION 
 

As previously described in this thesis, Canada is shifting from an in-hospital model of 

care to an in-home model to reduce the costs of healthcare delivery and to improve patientsô 

quality of life (Koch, 2006). Home-based models of care delivery often rely on qualified 

personnel delivering home care, coupled with the use of technology (Reinhard, Given, Petlick, & 

Bemis, 2008). Remote patient monitoring technologies (Ahmed Abi Sen et al., 2018; Sicari et al., 

2015) and medical devices adapted to operate in in-home settings (Islam et al., 2015; Koch, 

2006) have been widely used to prevent patients from unnecessary visits to the hospital.  

One type of technology that promises to revolutionize how healthcare will  be delivered, 

focusing on a more patient-centered approach to healthcare delivery and potentially improving 

patientsô quality of life is the Internet of Things (IoT) (Negash et al., 2018). Along with IoT, the 

healthcare domain is becoming one of the primary users of big data, and through the use of IoT, 

the healthcare system could improve their awareness of how patients are performing between 

visits to the clinic (Dimitrov, 2016). Moreover, data is considered the leading enabler behind IoT 

technologies and is a critical component for supporting decision-making, a fundamental part of 

healthcare IoT (Dimitrov, 2016). Nevertheless, privacy and security challenges need to be 

addressed to ensure users' trust in sharing their data with the organizations responsible for 

providing IoT technology. Such organizations are able to leverage the data collected and improve 

their own patient care, develop new methods by using real-world data to training their models, 

and for agencies responsible for monitoring population health (public health surveillance) 

(Knaup & Schöpe, 2014; L. M. Lee & Thacker, 2011; Soucie, 2017). This study seeks to 

understand the user's perspective on trust and data sharing with organizations such as healthcare 

providers, insurance companies, government, and large companies. It is also part of this study to 
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understand how user confidence levels are affected by the region in which they live (e.g., 

Canada, the USA, and Europe). In this section, we connect our findings to our initial research 

questions. 

7.1. PRIVACY  AND TRUST DIFFERENCES BETWEEN REGIONS 

The results from this study did not identify statistically  significant differences in privacy 

concern levels and awareness levels on data ownership when comparing Canada, the USA, and 

EuropeHence, these results do not support the first hypothesis that assumes the existence of 

differences between the regions of Canada, the USA, and Europe, according to differences in 

legislation and culture. The similarities in privacy concerns may be related to the fact that 

privacy is highly valued as an expression and safeguard of personal dignity in the regions of 

Canada, the USA, and Europe (Dinev, Masssimo, Hart, Christian, & Vincenzo, 2005), which 

contradicts my hypothesis.  This contradiction may exist because these regions use privacy 

agreements drawn from the same principles as the Federal Trade Commissionôs (FTC) guidelines 

to build trust and reduce fear of disclosure (Wu, Huang, Yen, & Popova, 2012).  

One possible explanation for the non-significant results for the first hypothesis, assuming 

that concern levels would be different across the three regions, is that privacy concerns are 

highly independent of the region or culture of the participants (Clement, 2019). However, this 

contradicts studies presented by Bellman et al. (2004) and Milberg et al. (2000), describing 

which cultural values influence user concerns about information privacy. Bellmanôs and 

Milbergôs respective studies confirm the principle of the first hypothesis presented in this study. 

Yet, this hypothesis is unsupported in the results of questionnaires from across Canada, the USA, 

and Europe. Another possible explanation for similar levels of privacy concerns across regions is 
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the increase in governmental initiatives around privacy and security, which has enhanced 

collective surveillance. This connects with Swire's work describing concerns about the security 

rules of health standards such as HIPPA following the September 11 terrorist attacks in the USA, 

changes in regulations were initiated by the USA and followed by regions that have the same risk 

and vulnerability (Swire & Steinfeld, 2001), and Dinev's work about cross-country differences 

on privacy concerns and attitudes towards government surveillance (Dinev et al., 2005). 

After recoding the results according to the following criteria: "concernedò representing 

responses ranging from agree and strongly agree, and neutral and "not concerned" for responses 

ranging from disagree and strongly disagree, the results showed that all regions have similar 

response patterns as presented in Figure 13, with approximately 1 in 7 users concerned about 

their privacy while using the internet. Likewise, the results also show that more than 70% of the 

users are concerned that strangers might gain access to their personal data through their online 

activities.   

 
Figure 13. Users privacy concern by region 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Canada

USA

Europe

Canada USA Europe

Concerned 98 92 97

Neutral 21 26 23

Not Concerned 10 14 11

Privacy Concern by Region
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The results of my study align with the results of a survey conducted by Foresight Factory 

on behalf of GDMA in ten global markets, exploring public attitudes towards privacy and data 

exchange (Acxiom, GDMA, & Foresight Factory, 2018). Both studies show that over 70% of 

users are concerned about privacy on both continents. Our study has an average of 73% of 

concerned users (see Figure 13), while the Foresight Factory study has an average of 74% of 

concerned users (see Figure 14). (Acxiom et al., 2018).  

 

Figure 14. Foresight Factory on global data privacy (Acxiom et al., 2018) 

Results from the analysis about awareness levels on data ownership also did not support 

the first hypothesis, with non-significant ANOVA results when comparing Canada, the USA, 

and Europe. Moreover, the results show a contradiction between data ownership awareness and 

privacy concerns. While the results demonstrate that users have a serious concern for their online 

privacy, the results also show that users have little knowledge of their rights and data ownership, 

with only 29% of the participants agreeing with the statement, ñI understand who has ownership 

of my online data.ò (Figure 15).  Although the results show no difference between the three 

regions, it shows that much remains to be done to increase awareness and transparency regarding 
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data ownership, which aligns with the work of Al -Khouri that describes the need to create better 

privacy protection laws to minimize risk and misuse (Al -Khouri, 2012). At the same time, these 

results support the idea that policymakers need to develop a shared policy and regulatory 

framework to safeguard personal information, limit  exploitation by businesses, and enable data 

collection for research with transparency while maintaining user privacy (Kostkova et al., 2016). 

 

Figure 15. Levels of awareness by region 

The high number of participants concerned about privacy and with low awareness of data 

ownership may be related to the increase in data breach-related scandals, demonstrating that 

users have little control and knowledge about the destination of data collected online (Acxiom et 

al., 2018). Not to mention the inability to trust companies to protect usersô data, as demonstrated 

by the following publication from The Manifest (2019), which states that we still cannot trust 

companies to properly follow privacy rules and laws (e.g., GDPR). With the implementation of 

policies and laws that mandate that companies disclose data breach cases in Canada (PIPEDA 

Amendment, 2017),  the USA (Data Breach Notification Laws by State, 2006), and Europe 
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(GDPR, 2018), the number of data breaches exposed in the media has also increased, bringing 

more information to users but also more concerns about possible risks. 

Online privacy concerns can lead to a lack of willingness to provide personal information 

online and, consequently, a considerable barrier for trust (Wu et al., 2012). When comparing the 

levels of userôs trust between regions the results confirm the third hypothesis which states that 

Canada (M = -0.1778, SD = 0.6306), the USA (M = -0.4001, SD = 0.7695) and Europe (M = -

0.0181, SD = 0.5980) will  have a significant difference in trust levels when trusting other 

stakeholders with their healthcare IoT data, driven by socio-cultural frameworks established by 

different local privacy policies and regulations dictated by the respective regions the participants 

are in. However, the results show a significant difference between Canada and the USA, and the 

USA and Europe, but not between Canada and Europe (see Figure 12). One way to explain the 

results from the study is to look at the impact of culture on trust, as explored by Altinay et al.  

(2014). While there are various ways in which trust can be built, trust is established by the norms 

and social values that guide people's behaviour and beliefs (Doney, Cannon, & Mullen, 1998). 

For this reason, the more the organization's values are aligned with the user's values, the higher 

the level of trust (Cazier, M Shao, & St Louis, 2007; Li, Hess, & Valacich, 2008). In addition, 

these same values and norms that guide behaviour can define culture and are frequently shared 

by the population (Doney et al., 1998). Furthermore, it is essential to understand that the cultural 

differences between nations are becoming thin with globalization (Fukuyama, 1995). Generally 

speaking, culture is not only made up of norms and values, but there are also factors conditioned 

on background, education, and similar life experiences, which suggest that when individuals 

share these factors, a higher chance of building trust is observed (Doney et al., 1998). It is also 

important to recognize the limits of culture in explaining the results of confidence levels, as 
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culture does not respond to all previous variations in values, behaviour, and experiences, and 

must consider social and psychological factors (Wood, 2007).  Cultural studies require a 

historical perspective to better explain the impact of culture over time in any variable of interest 

(e.g. trust levels in this thesis) with a focus on the changing balance of power in Western culture  

(Rojek & Turner, 2000). 

Europe presents with the highest levels of trust, as demonstrated by our results in section 

6.3, with an average trust level of -0.0181 when compared to Canada (-0.1778) and the USA (-

0.4001). We would assume that the General Data Protection Regulation (GDPR) implemented in 

2018 would be part of the increased overall trustworthiness observed in Europe. However, 

European levels of trust on the internet are decreasing, and in 2018, a few months after the 

GDPR, Europe reached the lowest trust level in over a decade (Castro & Chivot, 2019).   

In this case, we must assume that factors linked to culture (background, education, and 

life experiences) may be the agents responsible for higher levels of trust across the regions of 

Europe, Canada, and the USA. This hypothesis is deserving of further attention and research.  

7.2. TRUST DIFFERENCES BETWEEN TYPES OF ORGANIZATIONS  

Regarding the differences in levels of trust between types of organizations, the results 

confirm the second hypothesis showing significant differences between big companies (M = -

0.1849, SD = 0.5777), government (M = -.2423, SD = 0.6631), healthcare providers (M = 

0.0688, SD = 0.6812), and insurance companies (M = -0.4492, SD = 0.7276). When comparing 

each type of organization separately, the results presented in section 6.2.1 show a significant 

difference between healthcare providers and the other three types of organizations and no 

significant difference between the government, big companies, and insurance companies (see 
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Figure 16). Such results are similar to other surveys conducted in the past, which showed that 

consumers are more willing to share their data with health-related institutions (e.g., health clinics 

and pharmacies) than government and tech companies (Day & Zweig, 2018). According to the 

results, the study participants showed higher levels of trust in healthcare providers (M = 0.0688, 

SD = 0.6812), followed by big corporations (M = -0.1849, SD = 0.5777), government (M = -

.2423, SD = 0.6631), and insurance companies (M = -0.4492, SD = 0.7276) (see Figure 8). The 

results are equivalent to previous surveys where big companies usually place behind government 

like the one presented by Rock Health saying that only about 11% of users are willing to share 

their health data with big technology companies (Day & Zweig, 2018). Comparatively, the 

results of a survey by Harvard T.H. Chan School of Public Health shows a slight difference 

between levels of trust in government and large companies (showing Amazon above government 

and Google below), similar to the results of this study (Harvard T.H. Chan School of Public 

Health, 2019). In fact, it is safe to assume that lower levels of trust in big companies is likely to 

affect the healthcare industry as healthcare services are moving to technology-based home care 

using IoT technology, as presented by this study. 

 

Figure 16. Differences  between types of organizations 
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There has been considerable debate and discussion in the literature about data sharing for 

research and supporting healthcare delivery (Fecher et al., 2015; Parker & Bull, 2015; Walport & 

Brest, 2011), trust between patients and healthcare providers (Brennan et al., 2013; McDonald, 

2019; McGraw, Dempsey, Harris, & Goldman, 2009), consumer trust (Metzger, 2017; Wu et al., 

2012; Yoon & Occeña, 2015), and organizational trust (Morita & Burns, 2014a), particularly in 

terms of the effect of data sharing and trust on building stronger relationships between parties 

and better acceptance of technology (Pavlou, 2003). However, very little research has been 

reported regarding trust in data sharing from healthcare IoT. Research, related to IoT and trust, 

addresses technology issues, privacy and trust measurements, and trust models (Bao et al., 2012; 

Cao et al., 2016; Lu, Wang, Bhargava, & Xu, 2006; Yan et al., 2014). This study differs, 

however, by focusing specifically on how users trust different types of organizations when 

sharing data generated by their healthcare IoT. 

Although the results from this study show that health providers are the most trusted 

organizations to share data with, it is essential to point out that 24% of all data breaches in 2018 

happened with healthcare organizations, most of them by ransomware attacks (Verizon, 2018). 

Statistics from the Department of Health and Human Servicesô Office for Civil  Rights (USA) 

show that Healthcare data breaches are being reported at an average of more than one per day 

(HIPAA Journal, 2019). In Canada, around 19 million people had their data breached in the 

period between November 2018 and June 2019 (Gibbons, 2019). With all this knowledge, we 

can hypothesize that users trust healthcare providers more fully based on their past experiences 

with the healthcare providers and their trust in physicians (Advisory Board, 2019). Further 

research needs to be done to evaluate the differences in trust in different types of healthcare 

agents (e.g. physicians, caregivers, clinics. 
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When stratifying the levels of trust by the types of organizations by region, the results 

presented differences between the three regions with Canada and Europe following the same 

pattern with the least trusted type of organization being insurance companies, followed by big 

companies, government, and healthcare providers. The results for the USA differ from the 

previous two, with the government being the least trusted type of organization, then insurance 

companies, big companies, and healthcare providers as the most trusted type of organization. The 

differences in results across the three regions may be partially explained by a common variation 

in Americans' lack of trust in the government (Dalton, 2005). Poor government communication, 

unclear agendas, and a lack of transparency are some of the factors affecting current levels of 

trust. Levels of education, age, and race also influence the outcome (Stevens, 2019). Another 

possible explanation for the differences in the results between the regions is the fact that 

Americans are so opposed to increasing government surveillance in the USA because of the fear 

of terrorism and potential attacks (Dinev et al., 2005). 

Table 11 

Count of number of items chosen by each participant 

Num of items 

chosen 

Number of Participants 

Canada Europe USA Total 

1 34 25 61 120 

2 15 16 17 48 

3 17 24 16 57 

4 21 24 12 57 

5 17 16 8 41 

6 12 9 7 28 

7 5 7 5 17 

8 1 5 2 8 

9 2 2 2 6 

10 4   4 

11 1 3 2 6 
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Moreover, the differences in confidence levels between the three regions, found in the 

results of this study and presented in section 6.3, can also be seen in the results from the question 

ñI would trust in the following with data about me.ò To answer this question, each participant 

was asked to select as many items as he thought necessary, and the results confirm distrust in the 

government by Americans (see Table 12). On average, USA participants (avg = 2.76) chose 

fewer items than Canadian (avg = 3.63) and European participants (avg = 3.81), showing lower 

overall trust than the other two regions. Table 11 lists the number of possible items to choose 

from for the question "I  would trust in the following with data about me" and the number of 

participants who answered each combination.  The results from Canada and Europe showcase a 

similar order in the selected items, with a slight variation in the order between the fourth and 

eighth items, and the two regions have a similar total number of selected items. 

Similar to the level of distrust in the government in the USA, the results show that 

insurance companies are the least trusted type of organization in Canada and Europe even though 

they are not the most vulnerable industry and usual target for data breaches (Apcela, 2019; 

Proton Data Security, 2017). The mistrust in insurers likely comes from (1) the negative image 

they leave on people, with 53% having had a negative experience with their coverage and claims 

(Littlejohns, 2019); and (2) concerns about sharing private information with insurance companies 

that may affect their chances of getting insurance in the future or of having future claims denied 

(Harvard T.H. Chan School of Public Health, 2019). 

 










































































































































