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Abstract

Additive Manufacturing (AM), widely known as 3D printing, is a transformative method to industrial manufacturing, helping in creating lighter, stronger, smarter parts and systems. As one of the most important and commercially available AM processes, Laser Powder-bed Fusion (LPBF) can realize geometrically complex metallic parts by selectively melting layers of metallic powders. It is being used extensively in many fields, such as medical, aeronautical, etc..

As AM provides new design opportunities, topology optimization is ideal for AM, specifically LPBF, because it can be deployed to design high-performance structures and fully exploit the fabrication freedom provided by AM. However, there are still some challenges of printing parts in LPBF, such as porosity creation, low surface quality, residual stress, and deformation, which impede its widespread use in industrial applications. These challenges can be controlled by better understanding the influence of the process parameters used in the LPBF process. Nevertheless, relying exclusively on experimental efforts is expensive and time-consuming. Therefore, the LPBF process modeling can help in understanding the effects of the process parameters on the printed part quality. Furthermore, LPBF modeling can be coupled with topology optimization to produce parts with lower as-built deformation.

In this work, a coupled topology optimization and process simulation system is proposed to deal with the challenges and utilize the opportunities of the LPBF process. This system involves two major aspects: Firstly, a 3-dimensional heat transfer model is developed to study the effect of process parameters on printed LPBF parts. The simulation results show good agreement with experimental measurements. The averaged error of melt pool width and depth are 2.9% and 7.3%, respectively. Secondly, an Inherent Strain Method (ISM)-based topology optimization model is proposed to reduce the deformation in LPBF parts. A parallel-computing framework of this model is used to optimize the support structures to reduce the as-built and after-cut deflections of printed parts. Experimental results show the framework can reduce the part deformation of over 60% and
also material usage of over 50% compared to commercial support structures. Besides, the ISM model has also been employed in predicting the deflections of printed parts, and when compared to experimental results, excellent agreement is observed (average 6% error). Lastly, the parallel-computing framework can achieve considerable simulation acceleration.
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Chapter 1. Introduction

1.1. Motivations

Additive manufacturing (AM), also known as 3D printing, rapid prototyping, and rapid manufacturing [1], is a class of advanced manufacturing. AM has several unique capabilities (free-form fabrication, multi-scale design, multi-material manufacturing, and functional structures) that enable designers to maximize product performance through size, shape, and topology optimizations subject to the capabilities of AM technologies [2]. As one of the most important AM processes, Laser Powder-bed Fusion (LPBF) is widely used to produce geometrically complex metallic parts [3]. There is a growing number of applications in many different areas, especially medical [4] and aeronautical [5,6] industries for reducing weight and improving performance.

Moreover, in recent years, a wide range of alloys has been employed in manufacturing various components through the LPBF process. In LPBF, a three-dimensional model is manufactured by selectively melting layers of metallic powder. Each layer consists of line tracks deposited tightly contiguous to each other. The shape of each layer is the cross-section of the original CAD model. Thus, unlike traditional manufacturing processes, LPBF makes products directly from the digital models without the need to determine the sequence and the tools of fabrication.

As LPBF provides new design opportunities, topology optimization is ideal for LPBF because it can be used to design high-performance structures and can fully exploit the fabrication freedom provided by AM. Moreover, topology optimization can reversely help to mitigate the limitations of the AM process by considering manufacturing constraints in the structural-design stage, such as compensating the deformation of final AM parts and trimming down the residual stress. Also, not only can the product structure be optimized, but also the support structures can be topologically optimized. LPBF parts are usually printed with a support structure that connects the part to the substrate. Support structure plays a critical role in three aspects: First, supporting the weight of the
overhang features; second, dissipating the laser heat to prevent overheating; third, anchoring the printing part on the substrate to prevent unexpected deflections due to the residual stresses induced by the laser scanning [7–10]. Thus, by optimizing the topologies of the support structures, the residual stresses and deformations can be reduced.

Even though LPBF has many advantages, its widespread industrial applications and its adoption to serial production are impeded by several limitations, such as lack of fusion, keyhole collapse, porosity [11], balling [12], and low surface quality [13], which can cause failure in printed parts. Moreover, residual stress is another critical barrier leading to the failure of the final products due to high thermal gradients and cooling rate [14–16]. Besides, many process parameters, such as laser power, scanning speed, exposure time, layer thickness, hatch distance, scanning pattern, and powder properties, are involved in LPBF [17] and can influence the quality of printed parts [9,18,19]. The uncertainty of the quality of the final product has been regarded as an obstacle to LPBF applications. Therefore, better understanding the effects of the process parameters in the LPBF process is critical [20].

The main motivations of this work are as follows,

1. The first motivation for this work is to build numerical models of LPBF. For addressing the challenges, properly selecting process parameters is necessary since these defects are significantly influenced by the process parameters. The sole deployment of trial-and-error experiments to determine the process parameters is very costly and time-consuming [21]. There will be a large number of coupon samples with different combinations of process parameters, such as laser power, scanning speed, powder layer thickness, hatch spacing, preheating temperature, and scanning patterns. Therefore, numerical models of the LPBF process are to be developed and investigated.

2. The second motivation for this work is to investigate the new design opportunities provided by combining topology optimization with LPBF. Combining topology optimization with
LPBF can have multiple advantages, e.g. reducing the volume of support structures needed, compensating for the deformation of final AM parts, and so on. As an example, support topology optimization for LPBF is proposed for reducing deformations of LPBF parts.

3. The third motivation for this work is to propose a system to integrate the first and second motivation seamlessly. To date, most commercial software of structural design is yet fully considering the LPBF process. Therefore, a coupled topology optimization and process simulation system is beneficial for combining topology optimization with LPBF.

1.2. Objectives

The main aim of this research is to build up a preliminary system of design and optimization for LPBF. This system can help structural designers take full advantage of LPBF by providing information about melt-pool behavior, residual stresses, deformations, and structural topology optimization.

In order to achieve this goal, the objectives of this work are:

1. Build up a preliminary system of design and optimization for AM.

2. Develop a computationally efficient heat-source model for predicting the geometries of melt pools in LPBF and validate with experimental results.

3. Investigate the computational approaches for accelerating the part-level simulation to predict deformation and residual stresses in LPBF parts and validate with experimental results.

4. Propose a high-performance topology optimization framework for support structures in order to reduce deformations of LPBF parts and validate them with experiments.
1.3. Outline

The organization of the thesis is as follows: Chapter 2 is the literature review of LPBF process simulation, topology optimization, and attempts to couple them together. Chapter 3 illustrates modules of a design and optimization system, including the mathematical model of topology optimization, mesh-smoothing techniques, performance simulation, and the LPBF process simulation. Chapter 4 explains the fundamentals of the LPBF process simulation. Chapter 5 presents a 3-dimensional heat-transfer finite element model for LPBF, while Chapter 6 uses the proposed model to study the effect of layer thickness in LPBF. Chapter 7 presents the LPBF process simulation, including melt-pool modeling, actual-laser-scan simulation, and two accelerated simulation approaches (domain-activation and inherent-strain methods). In Chapter 8, a topology optimization parallel-computing framework is developed for designing support structures in order to minimize the deformation of LPBF parts. Chapter 9 presents conclusions and the future work.

A graphical summary of the thesis is shown in Figure 1.1.

<table>
<thead>
<tr>
<th>Chapter 1 Introduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 2 Literature review</td>
</tr>
<tr>
<td>Chapter 3 Design, optimization, and simulation system for AM</td>
</tr>
<tr>
<td>Chapter 4 Fundamentals for LPBF process simulation</td>
</tr>
<tr>
<td>Heat transfer: Chapter 5, Chapter 6</td>
</tr>
<tr>
<td>Thermomechanical: Chapter 7</td>
</tr>
<tr>
<td>Chapter 8 Topology optimization combined with LPBF process simulation</td>
</tr>
<tr>
<td>Chapter 9 Conclusions and future work</td>
</tr>
</tbody>
</table>

Figure 1.1. The graphical view of the thesis organization.
Chapter 2. Literature Review

This chapter presents the literature review of LPBF. In addition, the numerical modeling of LPBF has been reviewed. Furthermore, topology optimization and the advantages of combining topology optimization with LPBF have also been investigated.

2.1. LPBF

LPBF is able to fabricate geometrically complex, fully functional metallic structures typically without any pre or post-processing steps [1,22–24]. Figure 2.1 shows a schematic of a classical LPBF AM process. The system typically includes a fabrication platform, a laser system, and a powder delivery platform.

![Schematic of the LPBF additive manufacturing.](image)

**Figure 2.1. Schematic of the LPBF additive manufacturing.**

During LPBF, a high-power laser selectively scans over metal powder to form a solidified metal layer while fusing it with the previously built layers. This process is repeated to create the final part. LPBF has been investigated since the 1980s and has become commercialized by many companies, such as EOS GmbH (Germany), Renishaw (British), Concept Laser GmbH (Germany), SLM Solutions (Germany), Phenix System (France), and so on.
Many innovative structures are now achievable through LPBF, such as sensor holders in commercial jet engines [5], and the hinge bracket. In the medical field, because of its manufacturing flexibility, customized bone reparations, joint implants, and dental crowns have been realized [25–27]. Figure 2.2 provides several representative parts made by LPBF.

![Figure 2.2. Several complex parts made by LPBF, (a) a sensor holder in a commercial jet engine [5], (b) dental crowns [25], (c) a hip implant in titanium [27].](image)

### 2.2. LPBF’s challenges and opportunities

#### 2.2.1. Challenges: printed part defects, residual stress, and deformation

Although LPBF seems a free-form manufacturing technique, it still has several limitations that prevent it from widely industrial applications [22].

##### 2.2.1.1. Defects

Porosity in LPBF is mainly caused by three reasons, as shown in Figure 2.3: a) an over large energy input may incur keyhole mode melting, and an unstable keyhole may collapse and trap vapor to form voids [28]. b) an over low energy input may lead to a lack of fusion, leaving the particle-by-particle gap voids in a printed part [29]. c) the balling effect may also induce porosities [30]. Second, high surface roughness is another defect in LPBF. Process parameters influence the surface roughness of an LPBF part, and the surface roughness could be improved by optimizing process parameters [31]. Third, overheating in the overhang geometries may lead to the failure of printing [32], as shown in Figure 2.4. Fourth, delamination and cracks, caused by high thermal
stresses, deteriorate the fatigue performance and fracture resistance of a printed part [33,34], as depicted in Figure 2.5.

Figure 2.3. Porosity defects in LPBF, a) keyhole porosity [28], b) lack of fusion porosity [29], c) the balling effect [30].

Figure 2.4. Failure of LPBF parts with down-face areas [32].

Figure 2.5. Delamination and cracks in LPBF parts, a) delamination [33], b) crack from the substrate [34].

2.2.1.2. Residual stresses and deformation in LPBF

*Origin of residual stresses in LPBF*
Residual stresses are defined as stresses which remain in material and at equilibrium with its surroundings after manufacturing, heat treatment, and other alterations whenever a material undergoes non-uniform plastic deformation within one part [35].

Residual stresses in LPBF are frequently built up in LPBF components [22,36]. They are caused by rapid laser scanning due to the thermal-stress-induced plastic deformation and the thermal shrinkage of the solidified melt pool [37]. The residual stresses in LPBF can be very complicated, e.g. oscillating residual stresses [38].

Influence of residual stresses

Residual stresses can lead to severely geometrical deformation, the formation of cracks, or even failure of the printing parts [14], as shown in Figure 2.6. In addition, residual stresses can cause fatigue properties of LPBF parts dramatically lower [39,40]. Therefore, residual stresses can significantly hamper the industrial applications of LPBF [9].

![Figure 2.6. Distortion and failure of twin cantilevers made by LPBF [14].](image)

Measurement of residual stresses and deformation

The residual stresses are locked in a material, so its measurements are indirect. Measuring residual stresses is more complicated than measuring stresses induced by external loads. For deriving the externally induced stress, the strains are first derived, and stresses are calculated based on the strains. The strains are measured by comparing the loading and unloading situations. However, for residual stresses, they cannot be removed and then loaded so that the strains are more difficult to be obtained. Typically, there are two categories for measuring residual stresses,
destructive and non-destructive methods. Destructive methods include the splitting method, sectioning method, layer removal method, the hole-drilling method, the deep-hole method, the slitting method, and the contour method [41]. They have also named relaxation measurement methods, whose basic idea is to remove away a portion of material containing residual stresses and then to derive the strains by comparing geometry before and after the removal. On the other hand, the non-destructive methods mainly consist of diffraction methods (X-ray diffraction, synchrotron X-ray, neutron diffraction), and other methods (magnetic, ultrasonic, thermoelastic, photoelastic, and indentation) [41].

For LPBF, several destructive methods that have been used are the hole-drilling method [38,42], the slitting method [38], and the contour method [42,43]. The non-destructive methods employed for LPBF includes, X-ray diffraction [42,44], synchrotron X-ray [45], neutron diffraction [46,47]. Figure 2.7 depicts an experiment of residual stress measuring for an LPBF part by using synchrotron X-ray diffraction. As for the deformation measurement, coordinate measuring machines (CMM) have been widely used [47].

![Figure 2.7. Residual stress measuring experiment](image)

Reduction of residual stresses and deformation

Many other factors have influences on residual stresses in LPBF, including substrate geometry, build orientation, preheating of the substrate [9,19]. Preheating substrate was found one of the
most effective methods to reduce the residual stresses [9]. Furthermore, the process parameters (power, speed, layer thickness, scanning pattern, scanning sequence) are indicated to impact on the residual stresses and deformation significantly [9,19]. Therefore, process parameter optimization should be critical. Moreover, post-heat treatment can relieve residual stresses, which decreases the crack growth rate and improves the fatigue life of the printed parts [48]. Even though heat treatment was reported helpful in reducing the residual stress, it can decrease the mechanical properties of the printed parts, e.g. the ductility and strength [49,50].

Last but not least, support structures and part geometries can also influence the residual stresses and deformation [9,10]. Thus, by optimizing the topologies of the support structures and printed parts, the residual stresses and deformations can be reduced.

### 2.2.2. Opportunities: new design flexibilities

With AM, new design opportunities have been realized. As Rosen [2] indicated that AM has several unique capabilities (free-form fabrication, multi-scale design, multi-material manufacturing, and functional structures) that enable designers to maximize product performance through size, shape, and topology optimization subject to the capabilities of AM technologies.

#### 2.2.2.1. Topology optimization of product structures

Topology optimization is a mathematical optimization process to find the optimal distribution of material in a given design domain under a couple of constraints. With topology optimization, a designer can derive high-performance structures, which may have lower weight, higher strength, increased stability, and other improvements impossible to be achieved in traditional ways.

The principles of topology optimization were first proposed around the beginning of the twentieth century by Michell, who studied the trusses design [51]. In the 1970s, Prager and Rozvany [52] formulated the basic principles of optimal layout theory. Finite-Element based topology optimization was proposed by Bendsøe in 1989 [53]. With many subsequent developments, it is now well established and has been used in many applications [54], such as
acoustics, cloaking, small antennas, energy harvesting mechanism, nano-photonics, fluids, and structural design. Figure 2.8a shows the topologically optimized ribs along the leading edge of A380 [55], and Figure 2.8b displays a topologically optimized bracket that is 64% lighter than the original design while reducing the maximum stress over 50% [56]. In the structural design field, lightweight designs are beneficial. For example, reducing one-kilogram flight mass airbus of A330 class is estimated to save 5000L of fuel during its lifetime [57].

2.2.2.2 Topology optimization of support structures

LPBF parts are usually printed with support structures that connect the part to the substrate. Support structure plays a critical role in three aspects, first supporting the weight of the overhang features, second, dissipating the laser heat to prevent overheating, and third, anchoring the printing part on the substrate to prevent unexpected deflections due to the residual stresses induced by the laser scanning [7,8]. However, support structures could cause additional cost due to longer
manufacturing time and substantial material waste caused by (a) volume of support structure (b) powder trapped inside the support structure that is wasted during part cleanup. Therefore, it is necessary to design cost-effective support structures that reduce either the manufacturing time or powder waste.

2.3. LPBF process modeling (coping with the challenges)

For addressing the challenges, process parameter optimization is necessary, but relying exclusively on experimental efforts to investigate melt-pool behaviors is expensive and time-consuming. Therefore, LPBF process modeling has been used to investigate the LPBF process. It can be significantly helpful not only in optimizing process parameters but also in predicting the residual stresses and deformation.

2.3.1. Analytical modeling

The analytical model of a moving heat source was first developed by Rosenthal [58] for welding. Later, the point heat source model was extended to a Gaussian distributed two-dimensional heat source model [59,60]. For LPBF, Yang et al. [61,62] proposed a semi-analytical thermal model of the LPBF process, in which the innovative point is considering the influence of the finite dimensions of the powder bed and the associated boundary conditions by an extra complimentary temperature field which is solved by the finite difference method. Ning et al. [63] proposed an analytical model including the boundary conditions by using pseudo heat sinks along the boundaries of the simulated domain and got a good match to the experimental results in terms of the melt pool dimensions. Moreover, the residual stress-induced deformations have been predicted by using analytical models and FEM [64,65]. Even though these works are promising and can give good results, only the thermal simulation is analytical, and the mechanical simulation in these works still relies on FEM. In addition, as melt pools in LPBF may not be in conduction
mode only [28] and the material properties may be temperature-dependent, the analytical model may still need more validations.

### 2.3.2. Particle-level modeling

LPBF is rather complicated since it includes multiple physics: photon absorption by particles [66], heat (heat conduction, heat convection, and radiation with extremely high heating and cooling rates), hydrodynamics (wetting of the powders with liquid, capillary effects, and Marangoni effect) [67], powder particles dynamics [68], gasification, plasma (keyhole effect) [69], phase change dynamics [70], and solid mechanics.

Therefore, some researchers applied particle-level models for investigating the heat flow and mass flow in melt pools [21,69,71–74], which included several details, such as Computational Fluid Dynamics (CFD) model, randomly distributed particles and laser-ray transmitting in particles, to simulate the melt-pool behaviors. Korner et al. [75,76] first considered a randomly packed powder bed, which is two-dimensional. The model studied the stochastic effect of particles, the influence of relative density, wetting, and capillary in LPBF. Khairallah et al. [21] developed a multi-physics code to simulate the 3D LPBF process. They coupled thermal analysis with hydrodynamics to analyze the phenomenon of Plateau-Rayleigh instability. Xia et al. [77] investigated the porosity evolution during LPBF by considering a randomly packed powder bed, thermodynamics, phase transition, and interfacial force. Recently, Panwisawas et al. [69] established a model including almost all interfacial phenomena and derived the temperature distribution of single-track molten zones. They found that with laser-scan speed increasing, the single tracks become increasingly irregular, which is shown in Figure 2.9. Furthermore, a CFD model was built to investigate the influence of the shield gas on the microstructures of the LPBF parts [78].
Figure 2.9. The temperature distribution of single track molten zones of (a) 20 μm layer thickness, and (b) 100 μm layer thickness [69].

In addition, for calculating the absorption of a laser beam by powders, Boley et al. [79] used ray-trace simulations. The relationships between absorption and powder content (material, size, distribution, and geometry) have been investigated. Absorption value can be affected by the size distribution and geometrical arrangement of powder spheres.

However, the computational cost for such simulations is exceptionally high. For example, the work done in [74] employed ALE3D (developed in Lawrence Liverpool National Laboratory) massively-parallel code, which consumes on the order 100,000 CPU-h [21], and the work in [73] took 140 h for only 4 ms simulation of the process. Moreover, because of the high computational cost, they cannot be directly implemented for thermo-mechanical simulation models for calculating the residual stresses and deformations. Furthermore, few particle-level models have been used in multi-layer simulations because of its complexity.

Therefore, the effective models, which will be discussed in the next section, are still efficiently used in the thermo-mechanical simulations.

2.3.3. Effective modeling

Effective models that employ several approximations and assumptions may be more effective and efficient but still accurate to predict the dimensions of melt pools (e.g., melt pool width and depth), which can be guaranteed by validating against the particle-level modeling or experiments. For simplification, instead of employing a laser-ray tracing method in randomly distributed particles, the heat source has been usually assumed as volumetric heat source models, and the
powder layer is presumed as homogeneous bulk materials with effective powder-layer material properties. Moreover, a valuable summary has been made that the primary modeling considerations may be heat source models, model dimension, material addition techniques, thermal-mechanical coupling techniques, and boundary conditions [80].

Moreover, the heat source modeling is the critical point for the prediction of microstructures in LPBF. In order to get well predictions of microstructures in LPBF, heat source models should be fundamental because it provides the thermal history which directly decides the microstructure formations [81,82].

### 2.3.3.1. Heat source modeling

In literature, researchers have employed various heat sources. They can be categorized into two groups based on their characteristics, namely (a) Geometrically Modified Group (GMG) and (b) Absorptivity Profile Group (APG). In GMG, different geometries are used to mimic the actual shape of the heat source, such as cylinder shape [83], semi-sphere [84], semi-ellipsoid [84,85], and conical shape [86]. For example, the work, in [83], built up a volumetric heat source model with the consideration of the optical-penetration depth (OPD) of the laser beam into the powder bed, where the shape of the heat source is a cylinder. Bruna-Rosso et al. [85] implemented the semi-ellipsoid heat source model, which was proposed firstly by Goldak et al. [84], in the LPBF simulation. The model showed good agreement with the experimental results. Wu et al. [86] proposed a conical shape of the heat source for arc welding, which is comparable to the LPBF process, and derived good accordance with experimental results.

On the other hand, in APG, the powder-bed of LPBF is viewed as an optical medium, and the laser beam is assumed to be absorbed gradually along the depth of the powder layer. Therefore, several absorptivity profiles have been proposed, such as the radiation transfer equation [66], absorptivity derived by the Monte Carlo method [87], linearly decaying equation [88], and exponentially decaying equation [89]. In APG, the heat source models are not constrained in specific geometries, and their general form is that two-dimensional Gaussian distribution is on the top surface while the laser beam is absorbed along the depth of the powder bed based on the
absorptivity functions. Gusarov et al. [66] presented a mathematical approach for effectively estimating the laser radiation scattering and absorption in powder layers and developed a volumetric heat source based on the radiation transfer. Liu, et al. [89] proposed a heat source model, which consists of a Gaussian profile on the $x$ and $y$ plane, and an exponentially decaying profile along the $z$-direction. The effective heat source models presented in the literature are computationally efficient and accurate while being compared to the corresponding experimental results. However, there is a lack of summary and comparison of them. Heat source modeling is regarded as one of the key factors that influence not only the melt pool dimensions but also thermal variables [89], e.g., the cooling rate, etc. Therefore, a summary and comparisons of heat sources used in the simulations of the LPBF process are necessary.

In addition to computation acceleration, thermal fluid dynamics, such as mass convection in the melt pool during LPBF, can be approximated effectively by the anisotropically enhanced thermal conductivity method [90]. The anisotropically enhanced thermal conductivity method could effectively improve the prediction precision of melt pool dimensions. However, its further investigation is still critical since it may be changed from one set of process parameters to others. Lastly, laser absorptivity is one of the most uncertain parameters during the numerical modeling, as discussed in [21,66]. All the simulation models mentioned in the above literature employed constant absorptivity, which may not be the case in reality. The laser absorption factor is influenced not only by the powder particle size and distribution but also the angle of incidence that varies due to the dynamic melt pool surface [91]. Trapp et al. [91] and Matthews et al. [92] have studied the absorptivity in LPBF using experimental approaches. The variation of absorptivity was observed very large from 0.3 up to near 0.7, corresponding to different process parameters. It seems that in some range of process parameters, the absorptivity was directly proportional to the laser power. However, there is still a lack of explicit expressions between the absorptivity and the process parameters. Besides, investigations on more different kinds of materials are still needed.
Bruna-Rosso et al. [93] proposed a global-sensitivity-analysis scheme to investigate the most influential parameters in the numerical model of LPBF and found that the emissivity coefficient significantly influences the simulation output besides LPBF process parameters. This method gives further developments of LPBF simulation models some guidance on which parameters should be paid more attention.

### 2.3.3.2. Powder layer thickness

Layer thickness is regarded as one of the most important parameters [31,94,95] since it can help to eliminate the process defects. Li, et al. [30] investigated the influence of layer thickness on the process defects, namely, pores and the balling phenomenon, was studied qualitatively. They found that incompatible layer thicknesses lead to excessive balling and high porosity in printed parts. Similarly, [96] proposed an analytical model to predict the surface roughness of final products and found that minimizing the layer thickness reduces the surface roughness of printed parts.

Layer thickness can also influence the build rate in the LPBF process since a smaller layer thickness relates to more printed layers, leading to more laser scanning [97]. In other words, larger layer thicknesses are very beneficial and can significantly accelerate the manufacturing process [98,99]. However, a larger layer thickness usually leads to higher surface roughness, especially on overhanging and sloped surfaces [100]. Therefore, optimizing the layer thickness corresponding to specific materials and required part performance is essential for manufacturing LPBF parts.

### 2.3.3.3. Thermo-mechanical modeling

An effective model can help to predict and understand the residual stresses and deformations in LPBF.

Cao et al. [101] built up a fully coupled thermo-mechanical model for predicting deformation and residual stresses in electron beam additive manufactured parts. On the contrary, the one-way coupled thermo-mechanical model was also built to investigate the residual stresses[102].
Other properties have also been included in thermo-mechanical modeling. Li et al. [103] considered the shrinkage of the powder layer after melting in a model predicting the temperature and residual stress fields in LPBF. Tan et al. [104] considered a solid-state phase transformation (SSPT) model and showed that SSPT may improve the accuracy of the residual stress prediction.

Importantly, studies have shown that scanning strategies influence the residual stresses in the LPBF parts [105,106]. Therefore, many researchers have paid attention to studying scanning strategies for the sake of reducing residual stresses. Mugwagwa et al. [107] found that by changing the scanning sequence of islands in the chessboard scanning pattern, the residual stresses and deformation were significantly reduced. Bhardwaj et al. [108] found that laser scanning strategies influence the texture, physical, and mechanical properties of the laser-sintered parts. The rotational scanning strategy helped to form preferential microstructure due to the heat flux becoming uniform. Ramos et al. [109] proposed an interesting scanning method by using a distance function, whose main idea is to spread the heat throughout the region so that a lower gradient temperature and deformation could be expected. Ali et al. [50] found that rescanning is not feasible for LPBF parts, due to the increased build time and the detrimental effect on residual stresses build-up and as well as mechanical properties of the printed parts.

Advanced computing techniques have employed in the LPBF process modeling. Denlinger et al. [110] proposed a three-dimensional non-linear thermo-elasto-plastic finite element model for LPBF, where adaptive mesh was employed. The model has been validated by comparing with the experimental deformations. Neiva et al. [111] developed a parallel finite element framework, named FEMPAR-AM, for metal additive manufacturing at the part scale. The adaptive mesh was incorporated into the framework, as well. A maximum of 19 times speedup was achieved.

In the future, numerical models could use the following experimental data as validating references. Brown et al. [46] investigated the residual stresses in additive manufactured samples by using the neutron diffraction method. They found that the stresses before and after support removal are considerably different, which indicates the cutting sequence of the support structure.
could lead to different deflections. Levkulich et al. [42] investigated the influence of process parameters and substrate conditions on the evolution of residual stresses in LPBF through three different measurement techniques, X-ray diffraction, hole-drilling, and contour-method. The findings are interesting that the residual stresses were reduced by increasing laser power, decreasing scan speed, and heat treating the substrate before printing. Phan et al. [47] provided a benchmark geometry for residual stress measurements through three different methods, neutron diffraction, synchronized XRD, and contour method. The residual stress measurements by synchronized XRD and contour method matched well.

2.3.4. Part-level modeling

Even though understanding physics in melt pools should be necessary and essential, the dimensions of the models in the above studies are small (1 mm), compared to an AM part (10^1 cm). The part-level simulation should include the deposition process of multiple layers. Thus, it may be unmanageable to use those methods to deal with a part-level simulation. Therefore, fast computation methods for part-level analysis are still critical, especially for topology optimization because of its inherently iterative character.

For acceleration, an analytical model was proposed by Mercelis et al. [33] for studying the residual stresses in LPBF, which had a good qualitative coherence with the experiments. Moreover, researchers have been trying to accelerate the simulation by using a larger heat source, e.g. a vector, a layer, or a domain of melting material is deposited at a time. This method is named as the equivalent heat flux domain method. On the other hand, an equivalent mechanical method has also been proposed, in which a whole layer of material with some specified inherent strains is added each time. This method does not need a heat transfer simulation so that the simulation can be further accelerated. Besides, several other techniques and methods are employed, such as the birth and death method, and the adaptive mesh technique.
2.3.4.1. Equivalent heat flux domain method

The technique of birth and death is suitable for describing AM’s material adding procedure, in which new elements are activated at the desired time. Matsumoto et al. [112,113] may be the first researchers to calculate the distribution of temperature and stress in one single layer in LPBF. Robert et al. [114] may be the first researchers to propose a multi-layer simulation model of LPBF using the element birth and death method. Lei et al. [115] employed the birth-and-death technique to simulate the temperature distribution during cladding composite coatings. Zhao et al. [116] investigated the thermal behavior of a single-pass multi-layer rapid prototyping by FEM and experiments. Kolossov et al. [117] developed a thermal model of selective laser sintering, which was comparable with experimental results. Zhang et al. [118] investigated the influence of the different dimensions of the activated domains in a domain-by-domain activation method.

Computational efficiency may be improved by using the adaptive-mesh technique, in which mesh is automatically adjusted during the simulation process. Zeng et al. [119] researched the adaptive-mesh method for LPBF, which enabled the mesh in melt pools and heat-affected zones to be refined while the remaining part of being coarser. Thus, they reduced the computational cost and derived acceptable accuracy compared with a uniform fine mesh model. Moreover, further accelerated modeling could owe to further assumptions and numerical techniques. Keller et al. [120] built a part-level simulation for LPBF by implementing the heat flux on a slice of a part at once instead of the actual-scan process, which could decrease the calculation time, as illustrated in Figure 2.10. In Seidel et al.’s work [121,122], four heat-input models for calculation temperature distribution in the LPBF process have been explained separately. Papadakis et al. [123,124] compared computational reduction models for thermal and mechanical analysis of the LPBF process, which were laser-heat input volume-by-volume, layer-by-layer, and vector-by-vector.
Figure 2.10. Boundary conditions and thermal loads of layer-by-layer heat input model [120].

Chiumenti et al. [125] employed the element birth-and-death technique to simulate the temperature distributions in LPBF. Three different sizes of the domain for activating are used, and they are hatch-by-hatch, layer-by-layer, and reduced hatch-by-hatch. Thermal couples were embedded in the printed part when the printing was stopped halfway in order to validate the temperature distribution. The temperature from simulated results and experiments have a good agreement. However, the residual stress distribution should be further validated.

2.3.4.2. Equivalent mechanical layer method

Similar to the equivalent heat flux domain method, researchers also investigated using an equivalent mechanical layer method to achieve the part level simulation of LPBF, in which a whole layer of material with some specified inherent strains or initial stresses is added at each time. The initial residual stress method and the inherent strain method can accelerate part-level modeling because only elastic modeling is needed to estimate deformation and residual stresses given the initial local stress or inherent strain. Their similar ideology is that mechanical results of a mesoscale analysis are imported into a macro-scale part due to the comparable mechanical history in melt pools. Li et al. [126] built a multiscale model with the idea of initial residual stress, in order to fast predict part deformation in LPBF, which included microscale, mesoscale, and macroscale simulation. Keller et al. [127] used the concept of inherent strain to build a fast simulation model for predicting deformation and residual stresses of AM parts, which may have been used in a commercial software-Simufact additive® and Additive Works®. A part-level simulation proved a similar trend of deformation as the experiments did, which is presented in Figure 2.11.
Most recently, Siewert et al. [128] did a comprehensive validation for the inherent strain method, in which both the residual stresses and deformation are validated by experiments. They found that even though the inherent strain method has some simplifications, reliable prediction of residual stresses and deformations can still be achieved.

2.3.4.3. Other methods

Besides the above method, Peng et al. [129] proposed an innovative method that is a thermal circuit network model. In that model, the part and support structures were divided into the so-called thermal circuit element. The conductive heat transfer is interpreted by layer-by-layer addition of thermal circuit elements, so that the FEM thermal modeling can be replaced. This method results in two orders of magnitude acceleration compared to the FEM thermal modeling while sacrificing less than 15% accuracy.

2.3.5. Software and parallel computing

Several computational software and codes have been used in the numerical modeling of the LPBF process. They are summarized in Table 2.1.
Table 2.1. Available software for the LPBF process simulation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additive Works®</td>
<td>CEO Keller is the first to propose to use the inherent strain method in LPBF.</td>
<td><a href="https://additive.works">https://additive.works</a></td>
</tr>
<tr>
<td>Ansys®</td>
<td>APDL. Before acquiring 3DSim, users built the LPBF models by themselves.</td>
<td>[103,104,130]</td>
</tr>
<tr>
<td>Abaqus®</td>
<td>Strong mechanical analysis ability. Users built the LPBF models by themselves.</td>
<td>[19,101,102,131–133]</td>
</tr>
<tr>
<td>Comsol®</td>
<td>Strong multi-physics simulation ability. Particle-level and part-level are also enabled. Users built the LPBF models by themselves. High-Performance Computing (HPC) enabled.</td>
<td>[78,134]</td>
</tr>
<tr>
<td>MSC®</td>
<td>Commercial software. The most cited paper from the journal Additive Manufacturing used this software.</td>
<td>[37,110]</td>
</tr>
<tr>
<td>ALE3D</td>
<td>Particle-level model by Lawrence Livermore National Laboratory. Fluid dynamics. High-Performance Computing (HPC) enabled.</td>
<td>[21,74]</td>
</tr>
<tr>
<td>Diablo</td>
<td>Thermo-mechanical simulation for LPBF by Lawrence Livermore National Laboratory. Fluid dynamics.</td>
<td>[135]</td>
</tr>
<tr>
<td>Comet</td>
<td>FE software developed at the International Center for Numerical Methods in Engineering (CIMNE). Need an exclusive agreement to use.</td>
<td>[136], <a href="http://www.cimne.upc.edu">http://www.cimne.upc.edu</a></td>
</tr>
<tr>
<td>CUBES®</td>
<td>Developed by Pan Computing LLC. Then it is now acquired by Autodesk®.</td>
<td>[137]</td>
</tr>
<tr>
<td>Deal.II</td>
<td>Open-source code. Strong ability in the adaptive mesh that is necessary for the LPBF process simulation. High-Performance Computing (HPC) enabled.</td>
<td>[85,93,138,139]</td>
</tr>
</tbody>
</table>
2.4. Topology optimization for LPBF (embracing the opportunities)

LPBF enables new design flexibilities, among which topology optimization is an important one. In this literature review, two aspects will be paid attention to, the topology optimization for LPBF product structures and topology optimization for LPBF support structures.

2.4.1. Topology optimization for LPBF product structures

AM can make the complex geometries obtained through topology optimization. Topologically optimized structures such as the nacelle hinge bracket mentioned above, bridges, aerospace components, have been achieved by AM [140–142]. Moreover, an optimized heat sink or internal cooling channels have been fabricated [143,144]. Compliant mechanisms with multiple materials designed by topology optimization can be obtained by AM [145,146]. In the medical field, continuous advances in both topology optimization and AM make it possible to create scaffolds, which can balance mechanical function with mass transport to aid biological delivery and tissue regeneration [147–149], as shown in Figure 2.12a and b. Furthermore, with AM, many innovative structures, such as structures with negative Poisson’s ratio [150], has been realized, as shown in Figure 2.12c.

![Figure 2.12](image)

Figure 2.12. Innovative structures, (a) (b) scaffold lattice structure [149], (c) negative Poisson’s ratio structure [150].

In addition, topology optimization can reversely help to mitigate the limitations of the AM process by considering manufacturing constraints in the structural-design stage. Those constraints
can be expressed by penalty functions and can be combined with the structural response into a single objective function. With the objective function, topology optimization can be carried out.

2.4.1.1. Minimum feature size control

For AM technologies, the minimum feature size control is dependent on the printing methods. For LPBF, there is usually a limitation of the minimum feature size. For instance, if a printed part is too small, it will be broken by the recoater. In addition, the LPBF minimum feature size is also determined by the melt pool size. The successful method is the so-called robust formulation [151,152] for warranting minimum feature size in density-based topology optimization. This method is based on implicit geometric constraints. Another method based on geometric constraints was proposed by Zhou et al. [153], which explicitly added constraint of minimum feature size to the original design problem. These two approaches can guarantee a minimum length scale for both the solid and the void phase, and the minimum feature size can be different for the two phases, which is beneficial for LPBF.

2.4.1.2. Cavity constraint

For LPBF, enclosed voids in a design should be carefully avoided; otherwise, powder material will be trapped in the enclosed voids. The approach for excluding the internal voids has been achieved by a cavity constraint. A “virtual temperature method” has been proposed for interpreting this cavity constraint [154,155], where a virtual heat source is set up within the void field, and a restriction is enforced on the maximum temperature. Isolated voids would consequently lead to heat accumulation and increasing maximum temperature, and therefore, voids are punished and eliminated by the added constraint.

2.4.1.3. Overhang constraints

For reducing the volume of support structures, maximum self-support angle (maximum overhang angle) can be regarded as the manufacturing constraint. Violation of such constraint is quantified through the use of a penalty function, which is combined with the original objective
functions in a single-new objective function; therefore, the problem can be solved as a common topology optimization problem [146,156]. The result of a beam-design problem with 45 deg overhang constraint is depicted in Figure 2.13, which does not need support structures during manufacturing.

![Topology optimization result of the MBB beam problem with 45 deg overhang constraint [146].](image)

**Figure 2.13. Topology optimization result of the MBB beam problem with 45 deg overhang constraint [146].**

### 2.4.1.4. Deformation compensation

Topology optimization can be used to consider the deformation during the LPBF manufacturing process. Allaire et al. [157] developed a layer by layer thermo-elastic model for AM and incorporated it into topology optimization in order to minimize the deformation and stress caused by the laser heat during the LPBF process. The optimization begins with an initial design that is obtained from a compliance-minimization problem. Compared to the initial design, the optimized result has less stress and deformation.

### 2.4.2. Topology optimization for LPBF support structures

LPBF parts are usually printed with a support structure that connects the part to the substrate. Support structures play a critical role in three aspects, first supporting the weight of the overhang features, second, dissipating the laser heat to prevent overheating, and third, anchoring the printing part on the substrate to prevent unexpected deflections due to residual stresses induced by the laser energy [7,8]. However, support structures could cause additional cost due to longer manufacturing time and substantial material waste caused by (a) volume of support structure (b) powder trapped inside the support structure that is wasted during part cleanup. Therefore, it is necessary to design cost-effective support structures that reduce either the manufacturing time or powder waste.
Most of the current LPBF manufacturing is conducted by using the support structures available in the current commercial LPBF software. However, the types of available supports are limited and rely on technicians’ experience. Moreover, the functionalities of these support structures, e.g., dissipating heat and anchoring parts to prevent unexpected deflections, are still not available. The support structures need to consider these aspects during design as it might fail printing.

Design of an effective support structure depends on its ability to produce parts without any in-process errors while also using the least amount of powder to produce those supports. Topology optimization is commonly used as an effective approach to design high-performance structures for various objectives such as minimum compliance, reducing stresses, material usage, etc. [158–163]. Topology optimization usually generates geometrically complex parts, which makes topology optimization an ideal approach for the design of AM parts and support structures. [140,164–166]. In this regard, researchers have used topology optimization to reduce support structures in LPBF for producing self-supporting parts by using overhang constraints. Several approaches have been proposed in the literature to employ overhang constraints to print self-supported parts [156,167,168].

It is not possible to completely remove support structures for all geometries e.g. cantilevers. In addition, as mentioned previously, the functionalities of these supports should be included in the support structure design. Topology optimization for optimizing the support structure has been used in designing these types of supports. For the heat dissipation functionality, Zhou et al. [169] proposed a transient heat transfer based support structure optimization technique for LPBF for improving the heat dissipation performance of support structures. On the other hand, for reducing the part deflections and residual stresses through the support topology optimization, the topology optimization for the LPBF supports design requires not only the topology optimization framework but also a modeling approach that simulates the response of optimized parts. For this purpose, a fast computational technique called the Inherent Strain Method (ISM) [170] has been used for the fast prediction of deformations and residual stresses in LPBF parts [126,127,171]. A few
researchers have proposed ISM models for the optimization of support structures by using in-house and commercial software [172–174]. Cheng et al. [173] proposed a stress-based approach to reduce the maximum residual stresses caused during LPBF printing. Bartsch et al. [174] developed a two-step approach for support structure design in LPBF by linking the ISM simulation in Amphyon® with topology optimization in Comsol®.

Besides incorporating the required functionalities into the support topology optimization, a high resolution of design domains is required to avoid erroneous results [175]. In this regard, employing high-performance parallel computing provides the most efficient solution. Aage et al. [176] first developed a parallel and easy-to-use platform for large-scale topology optimization based on the solid isotropic material with penalization (SIMP) method and successfully implemented it into a giga-voxel structural design [177]. Liu et al. [175] realized a fully parallel parametrized level set method and applied it for up to 7 million elements. Mezzadri et al. [178] first proposed a high-resolution gravity-based topology optimization of AM support structures.

Despite the prospect shown in the above topology optimization for LPBF product and support structures, topology optimization for LPBF is yet fully mature. Work presented in the literature provides insight into solutions for topology optimization, ISM, and parallel computing. However, there is still a major gap between the high-performance computing topology optimization framework and support structure design in consideration of mechanical loads induced by the residual stresses produced during LPBF. Moreover, because of the character of optimization algorithms, optimization may not converge to a clear geometry with manufacturing constraints. Therefore, efficient and intelligent software is essential to extract the results of topology optimization; otherwise, post-processing may cost much time [1,179]. Secondly, structural performance may be very sensitive to the dimensional accuracy of the finished part [180]. Thus an active area of research is reducing the sensitivity of topologically optimized structures to manufacturing defects [181]. Thirdly, mathematically expressing manufacturing constraints would be challenging, since that requires a comprehensive understanding of the AM process. For example,
for the LPBF process, melt-pool behavior, residual stress, and deformation are still under investigation, since LPBF has some very complicated physical phenomena [9,20,21,182,183]. Most importantly, fast simulation of the AM process, especially part-level simulation, should be critical, because topology optimization requires many times of such simulation. If it is not fast enough, topology optimization will become extremely time-consuming.

2.5. Summary

In this chapter, several aspects of design for LPBF have reviewed, including LPBF and its challenges and opportunities. The challenges include defects in LPBF parts, residual stress, and deformation in LPBF. The LPBF process modeling, which is for dealing with the challenges, has been reviewed. The opportunities include mainly the free-form fabrication, which can be achieved by topology optimization. Topology optimization for LPBF, which utilizes the opportunities provided by LPBF, has also been reviewed.
Chapter 3. Design, Optimization, and Simulation System for AM

3.1. Introduction

In this chapter, a system of design, optimization, and simulation for AM will be illustrated. Under the background of industry 4.0, automation and data exchange will be pervasive in the manufacturing industry. AM as one of the most automatic manufacturing methods will play an increasingly significant role. Smooth workflow for AM from design to manufacturing should be beneficial, which has drawn many giant companies’ attention, such as Siemens ®, and Altair ® [184,185], since it can realize high-performance products, accelerate the upgrading of products, and reduce R&D expenses. The workflow of this design-to-manufacturing process will be investigated, which includes topology optimization, post-processing, performance simulation, and manufacturing process simulation. The focus will be on the first three steps and leave the last one to the next chapters.

3.2. The system

A design, optimization, and simulation system, consisting of topology optimization, post-processing, performance test, and manufacturing simulation, has been developed, as shown in Figure 3.1. At the beginning, one defines a design domain with several boundary conditions. Then one can start to do topology optimization with defined objective and constraint functions. After multiple iterations, a converged structure can be obtained. As shown in Figure 3.1, the results of topology optimization are very rough, full of small blocks due to the inherent characteristic of topology optimization. Thus, post-processing to extract and refine the results should be essential. The results directly can be modified through several enhanced CAD modules [186]. Also, during an optimization, one may only consider a portion of the original part for efficiency based on
symmetries, so that part recovery should also be included during the post-processing. After that, it is needed to do a performance simulation to verify that the topologically optimized parts have satisfied design requirements. Before doing the performance simulation, one probably needs to convert the facet geometries obtained from the post-process into solid geometries or meshes. The last but not least, before throwing the CAD file to a printer, the manufacturing simulation should be conducted in order to check the manufacturability, including whether the part will fail during the manufacturing process because of thermal deformation and residual stresses.

Figure 3.1. The schematic diagram of the design, optimization, and simulation workflow.

3.3. Topology optimization

Structural optimization can be divided into three levels according to the different types of design variables: size optimization, shape optimization, and topology optimization, which is demonstrated in Figure 3.2 [54]. In size optimization, designers may want to find the optimal dimensions such as thickness and cross-section area. The goal of shape optimization is to find the optimal shape of geometrical features in a design domain, such as optimizing a circular hole into an elliptical shape for the sake of lower stress concentration. On the other hand, topology
optimization will optimize the number and the locations of those geometrical features in the design
domain, so that it is also called conceptual design.

Figure 3.2. Illustration of the three levels of optimization, (a) size optimization, (b) shape
optimization, and (c) topology optimization [54].

For topology optimization, a commonly used objective is to minimize the compliance, which
is equal to maximizing global stiffness. Consider the elastic domain shown in Figure 3.3, in which
some locations have been fixed with material and with a void. The feasible design domain is $\Omega$.
The boundary conditions are fixed displacement $\Gamma_u$, load boundary $\Gamma_t$ and body force $f$. Moreover,
it is assumed that the volume fraction of material in the feasible design domain is $\eta$. Topology
optimization is to choose the optimal distribution of material in the feasible design domain $\Omega$ with
those prescribed boundary conditions and constraints. The minimum compliance problem can be
expressed mathematically in the following form.

$$
\text{minimize : } E = \int_{\Omega} f \cdot u d\Omega + \int_{\Gamma_t} t \cdot u dS
$$

subject to :

$$
\delta I(u) = \delta \left( \int_{\Omega} \frac{1}{2} D_{ijkl}(\phi) \varepsilon_{ij}(u) \varepsilon_{kl}(v) d\Omega + \int_{\Omega} f \cdot v d\Omega + \int_{\Gamma_t} t \cdot v dS \right) = 0,
$$

where $E$ can be regarded as the potential energy of loads. $u$ is the solution for the displacement
vector of the domain, while $v$ is any displacement vector of the domain. $U$ is the space of
displacement fields. $\delta I$ is the variation of the total potential energy of the whole domain. $\phi$ is the
coordinates within a Cartesian reference frame. $D_{ijkl}(\phi)$ is the tensor of elasticity constant. $\varepsilon_{ij}$ and
$\varepsilon_{kl}$ are strain tensors. $\Omega_{\text{sub}}$ is the subdomain of the feasible domain $\Omega$, based on the volume fraction
$\eta$. 
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When employing the Finite Element Method (FEM) to solve the problem shown in Eq.(3.1), one can get the discrete form of Eq.(3.1) as follows.

\[
\begin{align*}
\text{minimize} : \quad & F^T u \\
\text{subject to} : \quad & K(x)u = F \\
& V(x) \leq \eta \cdot V_\Omega \\
& \underline{x}_j \leq x_j \leq \bar{x}_j, \quad j = 1, \ldots, n
\end{align*}
\]  

(3.2)

where \( F \) is the load vector, \( u \) is displacement vector, \( K(x) \) is the stiffness matrix, \( x \) is the vector of design variables, in which \( x_j \) represents the existence of material in the \( j^{th} \) element. \( x_j = 1 \), meaning that there is material in the element, while \( x_j = 0 \), meaning no material. In addition, \( \underline{x}_j \) is set to a minimal positive number close to 0 in order to avoid numerical error, and \( \bar{x}_j \) is usually 1. \( V(x) \) is the volume of used material.

More generally, a structural topology optimization problem could be in the following form.

\[
\begin{align*}
\text{minimize} : \quad & f_0(x) \\
\text{subject to} : \quad & f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \underline{x}_j \leq x_j \leq \bar{x}_j, \quad j = 1, \ldots, n
\end{align*}
\]  

(3.3)

where \( x = (x_1, \ldots, x_n)^T \) is the vector of design variables, \( f_0(x) \) is the objective function, which usually is the compliance of structures. \( f_i(x) \leq 0 \) are constraints, for example, the volume or weight limitations of structures. \( \underline{x}_j \) and \( \bar{x}_j \) are given lower and upper bounds of the design variables.

How to find the solution for the optimization problem in Eq.(3.3) is one of the key points. Most optimization algorithms need to do iterations before finding the optimal solution. It is necessary to
introduce a famous and widely used optimization algorithm in the field of topology optimization—Method of Moving Asymptotes (MMA) [187].

The objective and constraint functions may usually be implicit functions, so MMA uses the information of the current \( k^{th} \) iteration (\( k = 0, 1, 2, \ldots \)) to rebuild explicit functions for approximating original functions, which is expressed in Eq.(3.4). The information includes sub-limits of the variable \( x_j \) which are \( L_j^{(k)} \) and \( U_j^{(k)} \), point position \( x^{(k)} \), function values \( f_i(x^{(k)}) \), and gradients \( \partial f_i / \partial x_j \) at \( x = x^{(k)} \). In addition, \( k \) is the iteration No., and when it is equal to zero, it means one uses the initial point to build explicit functions. The value of \( k \) depends on how many iterations are needed to get the optimal solution. \( L_j^{(k)} \) and \( U_j^{(k)} \) are known as moving asymptotes, which are normally changed between iterations.

\[
f_i^{(k)}(x) = r_i^{(k)} + \sum_{j=1}^{n} \left( \frac{p_{ij}^{(k)}}{U_j^{(k)} - x_j} + \frac{q_{ij}^{(k)}}{x_j - L_j^{(k)}} \right), \quad i = 0, 1, \ldots, m
\]

where

\[
p_{ij}^{(k)} = \begin{cases} (U_j^{(k)} - x_j^{(k)})^2 \partial f_i / \partial x_j, & \text{if } \partial f_i / \partial x_j > 0 \\ 0, & \text{if } \partial f_i / \partial x_j \leq 0 \end{cases}
\]

\[
q_{ij}^{(k)} = \begin{cases} 0, & \text{if } \partial f_i / \partial x_j \geq 0 \\ -(x_j^{(k)} - L_j^{(k)})^2 \partial f_i / \partial x_j, & \text{if } \partial f_i / \partial x_j < 0 \end{cases}
\]

\[
r_i^{(k)} = f_i(x^{(k)}) - \sum_{j=1}^{n} \left( \frac{p_{ij}^{(k)}}{U_j^{(k)} - x_j^{(k)}} + \frac{q_{ij}^{(k)}}{x_j^{(k)} - L_j^{(k)}} \right)
\]

\[\xi_j \leq L_j^{(k)} < x_j < U_j^{(k)} \leq \xi_j, \quad j = 1, \ldots, n\]

Therefore, the equivalent optimization problem of Eq.(3.3) can be written as Eq.(3.5).

\[
\text{minimize: } f_0^{(k)}(x) = r_0^{(k)} + \sum_{j=1}^{n} \left( \frac{p_{ij}^{(k)}}{U_j^{(k)} - x_j} + \frac{q_{ij}^{(k)}}{x_j - L_j^{(k)}} \right)
\]

subject to: \( x_j \leq L_j^{(k)} < x_j < U_j^{(k)} \leq \xi_j, \quad j = 1, \ldots, n \) \hspace{1cm} (3.5)

\[
f_i^{(k)}(x) = r_i^{(k)} + \sum_{j=1}^{n} \left( \frac{p_{ij}^{(k)}}{U_j^{(k)} - x_j} + \frac{q_{ij}^{(k)}}{x_j - L_j^{(k)}} \right) \leq 0, \quad i = 1, \ldots, m
\]

Then, the problem can be solved by the Lagrangian multiplier method, shown in Eq.(3.6).

\[
L(x, \lambda, \xi, \eta) = f_0^{(k)}(x) + \sum_{i=1}^{m} \lambda_i f_i^{(k)}(x) + \sum_{j=1}^{n} (\xi_j (L_j^{(k)} - x_j) + \eta_j (x_j - U_j^{(k)}))
\]\
where $\lambda = (\lambda_1, \ldots, \lambda_m)^T$, $\xi = (\xi_1, \ldots, \xi_n)^T$, $\eta = (\eta_1, \ldots, \eta_n)^T$ are non-negative Lagrange multipliers for the different constraints in Eq.(3.5).

As discussed above, through step-by-step iterations, the optimal solution may be found; however, this process may need many repetitions. This inherently iterative character of the topology optimization process should require fast simulation in each iteration; otherwise, the total computational time could be unacceptable. Therefore, if the AM process is taken into considerations during topology optimization, the computational time of the AM-process simulation should be fast enough. Several accelerated simulation methods for the AM process will be discussed in Chapter 7.

3.4. Mesh smoothing

During topology optimization, optimization algorithms decide the distribution of material and void. Since the design domain has been discretized into finite elements, the boundary between material and non-material may become toothed, as shown in Figure 3.4a. Thus, such a result of topology optimization with rough surfaces could not be manufactured or simulated easily. The result needs to be expressed in a more practicable CAD model.

Commonly, two methods can deal with this problem. One is to draw the result in a CAD software manually based on the topology optimization. However, the remodeling process will significantly depend on the experience of operators. Besides, it is a time-consuming process. The other method is to employ a computer to extract the result automatically based on an isosurface of the topologically optimized results. In this way, it is possible to obtain smoother surfaces compared to the original result. Thus, in this work, the second method is used to extract the results of topology optimization. The extracted isosurface of the result is depicted in Figure 3.4b.
Figure 3.4. A topology optimization result, (a) original rough surface, (b) extracted-smooth isosurface.

Then, one can build the whole structure based on the one quarter obtained from topology optimization, shown in Figure 3.5a. It is necessary to mention that products of the isosurface extraction are 2D-facet meshes. From Figure 3.5b, one can see that the facet mesh includes long and thin elements, which will lead to ill 3D elements when converted to a solid mesh for the following FEM simulation.

Figure 3.5. Mesh smoothing of the topologically optimized bridge, (a) and (b) original mesh, (c), and (d) smoothed mesh by Laplacian smoothing method.

Therefore, the mesh should be smoothed, and the low-quality elements should be eliminated. There are several smoothing techniques to solve this problem. Among them is the simple but famous Laplacian smoothing method. In Figure 3.6, $v_i$ is the node needed to be adjusted, while $v_j$
is one of the nodes in \( v_i^* \) which represents the set of \( v_i \)'s neighbors. Thus, the new coordinates of \( v_i \) can be described as,

\[
v_i' = v_i + \frac{1}{n} \sum_{v_j \in v_i} (v_j - v_i)
\]

(3.7)

where, \( n \) is the number of \( v_i \)'s neighbors.

The Matlab ® code provided by Kaven [188] had been employed in this work. The related smoothed result is shown in Figure 3.5c and d, where those thin and long triangular elements have disappeared. Moreover, when one uses the refined mesh to generate a solid mesh, less modification is needed compared with the original one. However, this uniform-weight method shown in Eq.(3.7) may cause shrinkage and results’ dependency on triangle sizes [189], which has been exemplified in Figure 3.6b. Therefore, in future work, non-shrinking methods, such as the scale-dependent umbrella operator, should be considered.

![Figure 3.6. Laplacian smoothing, (a) vertex neighborhood \( v_i^* \), (b) illustration of shrinking and mesh size dependency.](image)

**3.5. Performance simulation**

With the smoothed mesh of the bridge structure with volume fraction 0.2 shown in the last section, now one can convert it to solid mesh in HyperWorks ®, shown in Figure 3.7. Then static simulation of the topologically optimized bridge was executed under the boundary conditions the same as a three-point bending test. Since the material of the parts that were printed for the
mechanical test is Acrylonitrile Butadiene Styrene (ABS), the material properties of ABS [190] were used in the simulation as shown in Table 3.1, while Poisson’s ratio was assumed to be 0.3. The load applied on the bridge was 1 kN.

Table 3.1. Material properties of ABS material used in the simulation.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>2.25 – 2.28 Gpa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>0.3</td>
</tr>
<tr>
<td>Tensile Strength</td>
<td>34.1 – 51.2 MPa</td>
</tr>
</tbody>
</table>

Figure 3.8 depicts the simulation results of the bridge structure. It should be mentioned that some stress singularities have been filtered out, which may exist in the sharp corners of the small holes near the bottom of the bridge, in the load applying area, and in the fixation area. Therefore, only the central portion (colored area) of the bridge was selected, as shown in Figure 3.8a. Mesh independency verification has been executed with mesh sizes of 0.5 and 0.25 mm. The difference of maximum stress between the two models with different mesh sizes is 6.6%, which should be able to verify the mesh independency for the simulation.

Figure 3.7. The solid mesh of the topologically optimized bridge

Figure 3.8. The static simulation results of the topologically optimized bridge, (a) stress distribution, (b) z-displacement.
Performance simulation should be necessary due to the reason that it can conveniently help designers to check the validity of structure before experiments and to adjust designs based on the simulation results. However, this process still needs much manual work, including mesh smoothing, conversion from 2D mesh to 3D mesh, and refinement of 3D mesh. Besides, from the simulation result of the bridge depicted in Figure 3.8a, one can see that some of the stress are not smoothly distributed due to the concave-convex surface of the bridge. So remodeling may be essential for some applications, which may also involve a significant amount of manual work. Thus, future effort on the geometrical processing may be requisite.

### 3.6. Experimental validation

Topologically optimized bridge structures with different material volume fractions, which are 0.2, 0.5, 0.8, and 1.0, had been printed by uPrint Stratasys ® with the material of Acrylonitrile butadiene styrene (ABS), as shown in Figure 3.9, in which the black parts are support structures removed after printing. The structure with volume fraction 1 is a block fully filled with material in the design domain.

![Figure 3.9. Bridge structures with different volume fractions, (a) with support structures, (b) after the removal of support structures.](image)

Experiments of static three-point bending had been set up on the Instron ® test machine, as shown in Figure 3.10a. The bridge in the figure contacted on two cylindrical support structures and was under the compression force from the pin.
Figure 3.10. Experimental procedure and result, (a) setup of the three-point bending mechanical test, (b) the part after the mechanical test.

Figure 3.11a displays the force-deformation profiles of bridge structures with four different volume fraction, 0.2, 0.5, 0.8, 1.0, whose maximum bearing force are 1.1 kN, 4.4 kN, 5.8 kN, and 6.3 kN respectively. From Figure 3.11 (a), one can observe that the bridge with volume fraction 0.5 is the stiffest one within a range of deformation from 0 to 3 mm. Besides, within a specific-displacement range, each optimized structure can withstand bigger loads than the full block can for the same deformation, as shown in Figure 3.11 (a), representing that topology optimization can make structures stronger with less material to some degree.

Figure 3.11. Force-deformation profile of (a) the bridge structures with the four different volume fraction (0.2, 0.5, 0.8, 1.0) and (b) a manually modified structure.

Furthermore, in order to verify the effectiveness of topology optimization, a wall structure was manually added to the center of the volume-fraction-0.2 bridge, as displayed in Figure 3.11b. It can be seen that the difference between the original structure and the modified structure could be ignored, since the deviation from another original design is even bigger than that difference, as
plotted in Figure 3.11b. Hence, the wall structure may be redundant, which implies that topology optimization has derived an effective result.

This experiment validates the performance simulation discussed previously. The simulation result in Figure 3.8a shows that under a load of 1kN, the 0.2-volume-fraction bridge tends to break since the maximum stress is within the range of tensile strength of ABS shown in Table 3.1. The areas with stress higher than 35MPa are on the upper surfaces of the four corner beams and the roots of the four middle beams, which agrees well with the experimental results shown in Figure 3.10a and Figure 3.10b, from which it can be seen that the bridge broke at the locations predicted under a load around 1kN. Nevertheless, the maximum z-displacement in the simulation shown in Figure 3.8b is 1.2 mm, which is much smaller than the 3.4 mm from the experiment. The reason for this discrepancy may be that the anisotropy of the ABS material was ignored in the simulation.

3.7. Summary

A system of design, optimization, and simulation for AM has been presented in this chapter. It includes topology optimization, post-processing, performance simulation, and manufacturing process. This end-to-end system may help to realize high-performance products, to accelerate the upgrading of products, and to reduce R&D expenses at the same time. Topology optimization can make structures stronger with less material, of which the mathematical model has been discussed in order to understand this potent designing tool better. In addition, the mesh smoothing technique may help improve the mesh quality of results obtained by topology optimization.

Moreover, performance simulation through FEM may conveniently help designers to derive better design and to understand the performance of the design before doing experiments. Furthermore, experiments had been done to verify the simulation, and to confirm the effectiveness of topology optimization in structural design. The structural breakage predicted by simulation agrees well with that from the experiment.
Chapter 4. Fundamentals of FEM Modeling for LPBF

4.1. Introduction

Finite Element Method (FEM) has been widely used by academics, researchers, and industries. It is employed extensively in the analysis of heat transfer and fluids and solids and structures. LPBF is a complex manufacturing process, which includes multiple physics, e.g. heat transfer, fluid dynamics, and elasto-plastic mechanics. The development of FEM for simulating the LPBF process is attracting more and more attention because FEM can not only reduce the development cost but also provide much valuable information that may be difficultly derived from experiments, such as the temperature gradient and cooling rate. In this chapter, the fundamentals of FEM modeling for LPBF are discussed, and they are separated into three categories, heat transfer FEM, elasto-plastic FEM, and thermo-elasto-plastic FEM. In addition, the fast simulation method—ISM will be briefly discussed.

4.2. Fundamentals of elasto-plasticity FEM

4.2.1. Linear elasticity

The equilibrium equations, which are the governing equations for a three-dimensional solid domain Ω with the surface of Γ, are described as,

\[
\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} + b_x = 0
\]

\[
\frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} + b_y = 0
\]  \quad (4.1)

\[
\frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z} + b_z = 0
\]

where \(b_x, b_y, \text{ and } b_z\) are components of the body force in the \(x-, y-, \text{ and } z\)-directions, respectively. In addition, according to the symmetry of the Cauchy stress, \(\tau_{ij} = \tau_{ji}, (i, j = x, y, z)\).
These governing equations can be expressed in a compact form,

\[
S^T \sigma + b = 0
\]  

(4.2)

where \( S^T \) is the differential operator,

\[
S^T = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z}
\end{bmatrix}
\]  

(4.3)

\( \sigma = \{ \sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \tau_{xy}, \tau_{yz}, \tau_{zx} \}^T \) is the matrix form of the stress tensor, and \( b \) is the vector of the body load \( b = \{ b_x, b_y, b_z \}^T \).

For the boundary conditions, stress boundary conditions are given by the traction condition,

\[
t_x = \sigma_{xx} n_x + \tau_{xy} n_y + \tau_{xz} n_z \\
t_y = \tau_{yx} n_x + \sigma_{yy} n_y + \tau_{yz} n_z \\
t_z = \tau_{zx} n_x + \tau_{zy} n_y + \sigma_{zz} n_z
\]  

(4.4)

where \( t = \{ t_x, t_y, t_z \}^T \) is a vector of surface tractions that act over the part of the boundary surface denoted as \( \Gamma_t \) (Neumann boundary). Similarly, displacement boundary conditions are presented by,

\[
u_i = \bar{u}_i
\]  

(4.5)

and apply for all points which are on the part of the boundary surface denoted as \( \Gamma_u \). (Dirichlet boundary). \( \bar{u}_i \) denotes the prescribed displacement on the boundary.

All of the above equations are not specified to a material. The specific behavior of a material is defined by constitutive equations that govern the stress-strain relations of the material. As for the material constitutive relations,

\[
\sigma = D (\varepsilon - \varepsilon_0) + \sigma_0
\]  

(4.6)
where $D$ is the elastic stress-strain matrix, $\sigma_0$ is the initial stress vector before applying any loads, and $\varepsilon = \{\varepsilon_{xx}, \varepsilon_{yy}, \varepsilon_{zz}, \gamma_{xy}, \gamma_{yz}, \gamma_{zx}\}$ is the strain vector, $\varepsilon_0 = \{\varepsilon_{0xx}, \varepsilon_{0yy}, \varepsilon_{0zz}, \gamma_{0xy}, \gamma_{0yz}, \gamma_{0zx}\}$ is the strain vector that arises from sources other than displacement. Moreover, for linear isotropic materials, the relations are expressed as,

$$
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\tau_{xy} \\
\tau_{yz} \\
\tau_{zx}
\end{bmatrix}
\begin{bmatrix}
\lambda + 2\mu & \lambda & \lambda \\
\lambda & \lambda + 2\mu & \lambda \\
\lambda & \lambda & \lambda + 2\mu \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{xx} - \varepsilon_{0xx} \\
\varepsilon_{yy} - \varepsilon_{0yy} \\
\varepsilon_{zz} - \varepsilon_{0zz} \\
\gamma_{xy} - \gamma_{0xy} \\
\gamma_{yz} - \gamma_{0yz} \\
\gamma_{zx} - \gamma_{0zx}
\end{bmatrix}
+ 
\begin{bmatrix}
\sigma_{0xx} \\
\sigma_{0yy} \\
\sigma_{0zz} \\
\tau_{0xy} \\
\tau_{0yz} \\
\tau_{0zx}
\end{bmatrix}
= u
$$

(4.7)

The differential operator matrix $S$ can also be used for describing the relationship between strain $\varepsilon$ and displacement $u = \{u_x, u_y, u_z\}$,

$$
\varepsilon = Su
$$

(4.8)

A variational (weak) form for the governing equation (Eq.(4.2)) can be constructed by multiplying the equation set by a proper arbitrary function, integrating over the domain of the problem, and set the result to zero [191]. Virtual work is a weak form where the arbitrary function is a virtual displacement vector $\delta u$. Therefore, the weak form of the governing equation can be expressed as follows,

$$
\delta\prod_{eq} = \int_{\Omega} \delta u^T (S^T \sigma + b) d\Omega = 0
$$

(4.9)

Integrating the above equation by parts using the Green’s theorem,

$$
\delta\prod_{eq} = -\int_{\Omega} \delta (Su)^T \sigma d\Omega + \int_{\Gamma} \delta u^T t d\Gamma + \int_{\Omega} \delta u^T b d\Omega = 0
$$

(4.10)

If all the displacement boundary conditions are imposed, so that $\delta u$ vanishes on $\Gamma_u$, the final result can be derived,

$$
\delta\prod_{eq} = -\int_{\Omega} \delta (Su)^T \sigma d\Omega + \int_{\Gamma} \delta u^T t d\Gamma + \int_{\Omega} \delta u^T b d\Omega = 0
$$

(4.11)
4.2.2. FEM of Linear elasticity

The Galerkin method is employed to approximate the linear elastic problem (Eq.(4.2)) by dividing the domain of interest, Ω, into a set of subdomains (so-called elements), Ω_ε, which can be expressed as,

$$\Omega \approx \sum_\varepsilon \Omega_\varepsilon$$  \hspace{1cm} (4.12)

Correspondingly, the boundary is also divided into sub-surfaces as,

$$\Gamma \approx \sum_\varepsilon \Gamma_\varepsilon = \sum_\varepsilon_{e_t} + \sum_\varepsilon_{e_u}$$  \hspace{1cm} (4.13)

where Γ_ε_t and Γ_ε_u are the boundary segments where tractions and displacements are applied respectively.

Therefore, the weak form (Eq.(4.11)) of the governing equations can be expressed as,

$$\delta \prod_{e \varepsilon} \approx \sum_\varepsilon \left( -\int_\Omega \delta (Su)^T \sigma d\Omega + \int_{\Gamma_{e_t}} \delta u^T t d\Gamma + \int_{\Omega_u} \delta u^T b d\Omega \right) = 0$$ \hspace{1cm} (4.14)

Now displacement \( \mathbf{u} \) will be expressed by a finite element approximation,

$$\mathbf{u}(x, y, z) \approx \mathbf{N}(x, y, z) \hat{\mathbf{u}}$$  \hspace{1cm} (4.15)

where \( \hat{\mathbf{u}} \) is the node-displacement vector of an element, and \( \mathbf{N} \) is a matrix of shape functions for an element with \( n \) nodes.

$$\begin{bmatrix}
N_1 & 0 & 0 & N_2 & 0 & 0 & \cdots & N_n & 0 & 0 \\
0 & N_1 & 0 & 0 & N_2 & 0 & \cdots & 0 & N_n & 0 \\
0 & 0 & N_1 & 0 & 0 & N_2 & \cdots & 0 & 0 & N_n
\end{bmatrix}$$ \hspace{1cm} (4.16)

In real implementations of FEM, the isoparametric form is generally used. In isoparametric form, the interpolation functions of displacement and that of geometry are the same, which can be illustrated by the following equations,

$$\begin{align*}
\mathbf{u}(\varepsilon, \eta, \zeta) & \approx \mathbf{N}(\varepsilon, \eta, \zeta) \hat{\mathbf{u}} \\
\mathbf{x}(\varepsilon, \eta, \zeta) & \approx \mathbf{N}(\varepsilon, \eta, \zeta) \hat{\mathbf{x}}
\end{align*}$$ \hspace{1cm} (4.17)
where \( \varepsilon, \eta, \zeta \) are the parametric (natural) coordinates for each element and \( \hat{X} = \{x_1, y_1, z_1; \ldots; x_n, y_n, z_n\} \) represents nodal coordinate parameters in the Cartesian coordinate system.

By using the isoparametric form, the integration in the weak form (Eq.(4.14)) is transformed from the element region \( \Omega_e \) to the Gaussian range \(-1 \leq \varepsilon, \eta, \zeta \leq 1\). The transformation of the volume element from the Cartesian coordinates to the natural coordinates can be derived as,

\[
dx \, dy \, dz = \det J \cdot \, d\varepsilon \, d\eta \, d\zeta \tag{4.18}
\]

where \( J \) is the Jacobian transformation between \( x, y, z \) and \( \varepsilon, \eta, \zeta \) and is presented as follows,

\[
J = \frac{\partial (x, y, z)}{\partial (\varepsilon, \eta, \zeta)} = \begin{bmatrix}
\frac{\partial N_1}{\partial \varepsilon} & \frac{\partial N_1}{\partial \eta} & \frac{\partial N_1}{\partial \zeta} \\
\frac{\partial N_2}{\partial \varepsilon} & \frac{\partial N_2}{\partial \eta} & \frac{\partial N_2}{\partial \zeta} \\
\vdots & \vdots & \vdots \\
\frac{\partial N_n}{\partial \varepsilon} & \frac{\partial N_n}{\partial \eta} & \frac{\partial N_n}{\partial \zeta}
\end{bmatrix}
\begin{bmatrix}
x_1 & y_1 & z_1 \\
x_2 & y_2 & z_2 \\
\vdots & \vdots & \vdots \\
x_n & y_n & z_n
\end{bmatrix}
\tag{4.19}
\]

For the strain-displacement relations, the strain-displacement equations (Eq.(4.8)) can be expressed as,

\[
\varepsilon = Su = SN\hat{u} = B\hat{u} \tag{4.20}
\]

where \( B \) is the strain matrix. Substituting into Eq.(4.14) and as well as combining material constitutive relations (Eq.(4.6)), the weak form equation can be formed into,

\[
\delta \prod_{eq} \approx \sum_{e} \delta \hat{u}^T \left( -\int_{\Omega} B^T DB\hat{u} \, d\Omega + \int_{\Gamma} B^T D\varepsilon_0 \, d\Gamma \\
-\int_{\Omega} B^T \sigma_0 \, d\Omega + \int_{\Gamma} N^T t \, d\Gamma + \int_{\Gamma} N^T b \, d\gamma \right) = 0
\tag{4.21}
\]

Since the virtual displacement vector \( \delta \hat{u} \) is arbitrary, the expression within the brackets in the above equation should equal to zero. Besides, after summing up over all elements, the weak form expression can finally generate the following equation,

\[
KU = F \tag{4.22}
\]
where \( U = \hat{u} \), \( K \) is called the stiffness matrix, and its expression is as follows,

\[
K = \sum e \int_{\Omega} B^T D B d\Omega
\]

(4.23)

and \( F \) is the external load vector, and its expression is as follows,

\[
F = \sum e \int_{\Omega} B^T D e d\Omega - \int_{\Omega} B^T \sigma d\Omega + \int_{\Gamma} N^T t d\Gamma + \int_{\Omega} N^T b d\Omega
\]

(4.24)

Finally, Eq.(4.22) is the FEM formulation of the linear elastic problem shown in Eq.(4.2). By solving Eq.(4.22), the unknown displacement \( U \) can be derived. The other results, e.g. stress and strain, are interpreted based on the displacement results.

### 4.2.3. Elastoplasticity

The fundamentals of the plasticity theory mainly include: 1. the yielding criterion that defines the limit where plastic deformation first appears; 2. the flow rule that describes the relationship between stresses and strains during the plastic deformation; 3. the consistency condition that restricts the stresses from exceeding the yield limit.

#### 4.2.3.1. Stress-strain behavior

For plastic deformation, the plastic strain \( \varepsilon_p \) should be included, and therefore the stress-strain behavior shown in Eq.(4.6) becomes,

\[
\sigma = D(\varepsilon - \varepsilon_0 - \varepsilon_p) + \sigma_0
\]

(4.25)
The stress-strain curves are usually derived by tensile tests, as shown in Figure 4.1. The Bauschinger effect is describing the reduction of compressive yield stress after cold tensile working [192]. In other words, the Bauschinger effect shows an increase in tensile yield stress occurs at the expense of compressive yield stress.

Moreover, for the stress-strain behavior, there are four basic and simple models, (a) linear elastoplastic model, (b) elastic perfectly plastic model, (c) rigid linear hardening model, and (d) rigid perfectly plastic model, as shown in Figure 4.2. $H$ is the tangent modulus, which is calculated based on the tangent modulus $K$ and Young’s modulus $E$ and, therefore, is equal to $(1/K - 1/E)$. The corresponding friction block models are also shown in Figure 4.2 for the corresponding elastoplastic models.
4.2.3.2. Deviatoric stress

From experiments, researchers found the yielding of a metal is often independent of hydrostatic stress because of the assumption of nearly incompressible materials [191], and therefore, the deviatoric stress can be produced by excluding the hydrostatic stress from the total stress, as shown in the following expression,

$$
\begin{bmatrix}
\sigma_{xx} & \tau_{yx} & \tau_{zx} \\
\tau_{xy} & \sigma_{yy} & \tau_{zy} \\
\tau_{xz} & \tau_{yz} & \sigma_{yy}
\end{bmatrix}
= 
\begin{bmatrix}
\sigma_m & 0 & 0 \\
0 & \sigma_m & 0 \\
0 & 0 & \sigma_m
\end{bmatrix}
+ 
\begin{bmatrix}
S_{xx} & S_{yx} & S_{zx} \\
S_{xy} & S_{yy} & S_{zy} \\
S_{xz} & S_{yz} & S_{zz}
\end{bmatrix}
$$

(4.26)
where $\sigma_m = (\sigma_{xx} + \sigma_{yy} + \sigma_{zz})/3$ is the hydrostatic stress and the second matrix on the right-hand side is the deviatoric stress matrix. Its characteristic equation is as follows,

$$S^3 - J_1 S^2 - J_2 S - J_3 = 0 \quad (4.27)$$

where $J_1$, $J_2$, $J_3$ are called deviatoric invariants, and they are presented as follows,

$$J_1 = S_{xx} + S_{yy} + S_{zz}$$

$$J_2 = \frac{1}{6} \left[ \left( S_{xx} - S_{yy} \right)^2 + \left( S_{yy} - S_{zz} \right)^2 + \left( S_{zz} - S_{xx} \right)^2 \right] + 6 \left( S_{xy}^2 + S_{yz}^2 + S_{zx}^2 \right) \quad (4.28)$$

$$J_3 = S_{xx} S_{yy} S_{zz} - S_{xx} S_{yy}^2 - S_{yy} S_{zz}^2 - S_{zz} S_{xx}^2 + 2 S_{xy} S_{yz} S_{zx}$$

Moreover, $J_2$ is most important because the von Mises stress (or equivalent stress), which is important in the von Mises yielding criterion, is defined as,

$$\sigma^e = \sqrt{\frac{3}{2} S_{ij} S_{ji}} = \sqrt{3 J_2} \quad (4.29)$$

### 4.2.3.3. The criterion of yielding

The von Mises yielding criterion is generally used, which is expressed as follows [191],

$$f = \sigma^e - \sigma_y$$

$$= \sqrt{\frac{1}{2} \left[ \left( \sigma_{xx} - \sigma_{yy} \right)^2 + \left( \sigma_{yy} - \sigma_{zz} \right)^2 + \left( \sigma_{zz} - \sigma_{xx} \right)^2 + 6 \left( \tau_{xy}^2 + \tau_{yz}^2 + \tau_{zx}^2 \right) \right]} - \sigma_y = 0 \quad (4.30)$$

von Mises yielding criterion is elegant and effective because it has physical meaning that is the strain energy equivalence. Total strain energy before the yield point can be expressed as,

$$E = E_h + E_d = \frac{1}{2} \sigma^e \quad (4.31)$$

where $E_h$ is the energy due to volume change, and $E_d$ is the energy due to deformation. $E_h$ is derived as follows,

$$E_h = \frac{3(1-2\nu)}{2E} \left[ \frac{\sigma_{xx} + \sigma_{yy} + \sigma_{zz}}{3} \right]^2 \quad (4.32)$$
where \( v \) is Poisson’s ratio, and \( E \) is Young’s modulus. Therefore, \( E_d \) is expressed as,

\[
E_d = E - E_h = \frac{1+v}{3E} \left[ \left( \sigma_{xx} - \sigma_{yy} \right)^2 + \left( \sigma_{yy} - \sigma_{zz} \right)^2 + \left( \sigma_{zz} - \sigma_{xx} \right)^2 + 6 \left( \tau_{xy}^2 + \tau_{yz}^2 + \tau_{zx}^2 \right) \right] \tag{4.33}
\]

Moreover, the “theory” behind the various yielding criteria is that whatever is responsible for failure in the standard tensile test will also be responsible for failure under other complex loading conditions. Therefore, in uniaxial stress-state at yield, \( \sigma_1 = \sigma_y, \sigma_2 = \sigma_3 = 0 \), and the deformation energy \( E_d \) in uniaxial stress state,

\[
E_d = \frac{1+v}{3E} \sigma_y^3 \tag{4.34}
\]

where \( \sigma_y \) is the yield stress. Therefore, by comparing Eq.(4.33) and Eq.(4.34), Eq.(4.30) is derived.

### 4.2.3.4. The rule of plastic flow

The normality hypothesis of plasticity enables one to determine the “direction” of flow,

\[
d\vec{\epsilon}^p = d\lambda \frac{\partial f}{\partial \sigma}
\]

This equation is called the associated flow rule. The equivalent plastic strain is defined as,

\[
d\bar{\epsilon}^p = \sqrt{\frac{2}{3} \left[ \left( d\epsilon_1^p \right)^2 + \left( d\epsilon_2^p \right)^2 + \left( d\epsilon_3^p \right)^2 \right]} \tag{4.36}
\]

Moreover, for von Mises yielding criterion, this equivalent plastic strain can be shown equal to the plastic multiplier, \( d\bar{\epsilon}_p = d\lambda \).

### 4.2.3.5. The consistency condition

Once yielding occurs, \( f(\sigma, \bar{\epsilon}_p) = 0 \) and the stresses should remain on the yield surface during the plastic deformation. This constraint is expressed by the consistency condition as follows,

\[
f(\sigma + d\sigma, \bar{\epsilon}_p + d\bar{\epsilon}_p) = f(\sigma, \bar{\epsilon}_p) + \left( \frac{\partial f}{\partial \sigma} \right)^T d\sigma + \left( \frac{\partial f}{\partial \bar{\epsilon}_p} \right) d\bar{\epsilon}_p = 0 \tag{4.37}
\]
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Moreover, due to \( f(\sigma, \bar{\varepsilon}_p) = 0 \), the above consistency condition can be further simplified into the following form,

\[
\left( \frac{\partial f}{\partial \sigma} \right)^T d\sigma + \frac{\partial f}{\partial \bar{\varepsilon}_p} d\bar{\varepsilon}_p = 0
\]  

(4.38)

4.2.4. FEM of elasto-plasticity

Elastoplastic analyses are the fundamentals of the LPBF process modeling. The elasto-plastic Finite Element Method (FEM) problems consist of the solutions of two levels, a) the global level—global load-deflection equations, b) the material level—the incremental stress-strain relations. On the global level, equilibrium must be satisfied no matter in the linear or nonlinear FEM, whereas on the material level, the plasticity stress-strain relations must be satisfied.

In the computational elasto-plastic analysis, a load increment is usually employed, producing a displacement increment, a strain increment, and a stress increment \[193\]. Therefore, this requires an incremental stress-strain relation that is derived based on Eq.(4.25),

\[
d\sigma = D\left( d\varepsilon - d\varepsilon_p \right)
\]  

(4.39)

where the plastic strain increment \( d\varepsilon_p \) is determined by the associated flow rule (Eq.(4.35)). Thus, the above equation is changed into,

\[
d\sigma = D\left( d\varepsilon - d\lambda \frac{\partial f}{\partial \sigma} \right)
\]  

(4.40)

substituting Eq.(4.40) into the consistency condition (Eq.(4.38)) and also remembering \( d\bar{\varepsilon}_p = d\lambda \),

\[
d\bar{\varepsilon}_p = \frac{\left( \frac{\partial f}{\partial \sigma} \right)^T D d\varepsilon}{-\frac{\partial f}{\partial \bar{\varepsilon}_p} + \left( \frac{\partial f}{\partial \sigma} \right)^T D \left( \frac{\partial f}{\partial \sigma} \right)}
\]  

(4.41)
substituting the above equation back into Eq.(4.40), the elasto-plastic constitutive relation can be derived as follows,

\[ d\mathbf{\sigma} = \mathbf{D}_{ep} d\mathbf{\varepsilon} \]

\[ = \mathbf{D} - \frac{\mathbf{D} \left( \frac{\partial \mathbf{f}}{\partial \mathbf{\sigma}} \right) \left( \frac{\partial \mathbf{f}}{\partial \mathbf{\sigma}} \right)^T \mathbf{D}}{\mathbf{f} + \frac{\partial \mathbf{f}}{\partial \mathbf{\varepsilon}} + \mathbf{D} \left( \frac{\partial \mathbf{f}}{\partial \mathbf{\sigma}} \right)} d\mathbf{\varepsilon} \quad (4.42) \]

where \( \mathbf{D}_{ep} \) is the elasto-plastic constitutive matrix.

**The global level**

For the global level—global load-deflection equations, recalling the FEM equation (Eq.(4.22)) for the linear system

\[ \mathbf{KU} = \mathbf{F} \quad (4.43) \]

where \( \mathbf{F} \) is the applied load and \( \mathbf{K} \) is the stiffness matrix given by (similar to but slightly different from Eq.(4.23)),

\[ \mathbf{K} = \sum_e \int_{\Omega_e} \mathbf{B}^T \mathbf{D}_{ep} \mathbf{B} d\Omega \quad (4.44) \]

Because the constitutive matrix \( \mathbf{D}_{ep} \) is dependent on the current state of stress, the stiffness matrix \( \mathbf{K} \) is nonlinear. Furthermore, since the analysis is under the path-dependent nonlinear material condition, equilibrium relations in Eq.(4.43) need to be solved by using a step-by-step incremental solution with several load steps to finally reach the total applied load, which reduces to a one-step analysis if in a static situation. A symbol “\( t \)” is used for describing the number of steps, even in a situation that is time-independent, which is a general method to deal with nonlinear problems [194].

An incremental relationship between displacement and force is expressed as follows,

\[ ^t \mathbf{K} \Delta \mathbf{U} = \sum_{i=1}^{t} \mathbf{R} - \sum_{i=1}^{t} \mathbf{F} \quad (4.45) \]
where $tK$ is the stiffness matrix (also named the tangent stiffness matrix) at time $t$. $t+\Delta tR$ lists the externally applied nodal point forces in the configuration at time $t+\Delta t$. $t+\Delta tF$ lists the nodal point forces that correspond to the element stresses in this configuration at time $t$. $\Delta U$ is the displacement increment and $t+\Delta tU = tU + \Delta U$.

Having estimated the displacements related to time $t+\Delta t$, the strains $t+\Delta t\epsilon$, stresses $t+\Delta t\sigma$ and nodal point forces $t+\Delta tF$ at time $t+\Delta t$ can be calculated, and then proceed to the next time increment calculations. However, since $tK$ is the stiffness matrix only at time $t$, the stiffness matrix can be changed during $t$ to $t+\Delta t$, leading to significant errors. In practice, it is, therefore, necessary to do iteration until $t+\Delta tF$ is sufficiently close to $t+\Delta tR$. The widely used iteration methods in finite element analysis are based on the classical Newton-Raphson technique [191,194], as shown in Figure 4.3a, where $\epsilon$ is the convergence criterion. The modified Newton-Raphson method is shown in Figure 4.3b, where the stiffness matrix is computed only once at the beginning of each load step.

![Figure 4.3](image)

**Figure 4.3.** Graphical interpretation of the iterative solving method of a nonlinear system with a one-dimensional displacement variable, (a) Newton-Raphson method, and (b) Modified Newton-Raphson method.

The material level

For the material level — the incremental stress-strain relations, it is necessary because every iteration shown in Figure 4.3a and b requires accurate $t+\Delta tF^i$, which is just lying on the load-
displacement curve. In other words, the stresses should return to the yielding surface without violating the consistency requirement shown in e.g. (4.38) because accurate stresses determine accurate $r^{t+\Delta t}P^j$.

There are generally two methods to calculate the stress increment given a specific strain increment, a) explicit method, b) implicit method.

The explicit method basically is integrating the infinitesimal constitutive relation (Eq.(4.42)) to get the increment $\Delta \sigma$. The integration can be achieved as,

$$\Delta \sigma = \int_{\sigma_j}^{\sigma_j + \Delta \sigma} d\sigma = \int_{\varepsilon_j}^{\varepsilon_j + \Delta \varepsilon} D_{ep} d\varepsilon \quad (4.46)$$

This integral can be calculated by splitting the range $(\sigma_j, \sigma_j + \Delta \sigma)$ into several sub increments, say $N$ sub increments, and increasing $N$ would lead to more accurate results. However, the $D_{ep}$ should be calculated many times, and there is still a chance that errors may accumulate, making the stresses drift away from the yield surface.

On the other hand, the implicit method uses the process of conducting $D_{ep}$ but does not explicitly calculate it. Instead, it solves a set of equations by using the Newton-Raphson method as well. The two equations it tries to solve are based on Eq.(4.40) and Eq.(4.37), and they are summarized as follows,

$$\begin{align*}
p &= \Delta \sigma - Dd\varepsilon + Dd\lambda \frac{\partial f}{\partial \sigma}\bigg|_{\sigma=\sigma_j+\Delta \sigma} = 0 \\
q &= f(\sigma + d\sigma, \varepsilon_p + d\varepsilon_p) = 0
\end{align*} \quad (4.47)$$

Using Newton-Raphson method, one can get the following equations,

$$\begin{bmatrix}
I + Dd\lambda \frac{\partial^2 f}{\partial \sigma^2} & D \frac{\partial f}{\partial \sigma} \\
\left( \frac{\partial f}{\partial \sigma} \right)^T & \frac{\partial f}{\partial \lambda}
\end{bmatrix} \begin{bmatrix}
\delta \sigma^k \\
\delta \lambda^k
\end{bmatrix} = \begin{bmatrix}
-p^k \\
-q^k
\end{bmatrix} \quad (4.48)
$$

And the unknown increments of the variables are updated as follows after each sub increment,
Furthermore, the stress can be updated as follows,

\[ \sigma_{k+1} = \sigma_k + \Delta \sigma_k \quad (4.50) \]

Then, by using the following equation to derive the nodal point forces at time \( t + \Delta t \),

\[ F_{t+\Delta t} = \sum_e \int_{\Omega_e} B^T \sigma_{t+\Delta t} d\Omega \quad (4.51) \]

### 4.3. Fundamentals of heat transfer FEM

This section provides the basic FEM formulation for heat transfer analysis of AM. The fundamental theories are similar to the discussions made in previous sections because FEM is a general method for solving partial differential equations (PDF) no matter whether the PDF is from mechanics or heat transfer. First, the weak form of the PDF will be derived. Then the weak form will be discretized in space and time dimension, respectively. For the space discretization, where the whole domain is separated into finite elements based on the Galerkin method, and for the time discretization, the finite difference method is employed. Last, the Gauss quadrature and time integration techniques will be used for solving the global system equations assembled from the local elements.

The governing equations for 3D heat transfer processes can generally be as follows

\[ \rho c \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + Q(x, y, z, t) \quad (4.52) \]

where \( \rho \) is the material density, \( c \) is the specific heat. \( T \) is the current temperature. \( \nabla T = \{\partial T/\partial x, \partial T/\partial y, \partial T/\partial z\}^T \).
\( t \) is the time. \( x, y, \) and \( z \) are the coordinates in the reference system, \( k = \{k_x, 0, 0; 0, k_y, 0; 0, 0, k_z\} \) are the thermal conductivity of \( x, y, \) and \( z \)-axis direction, and \( Q(x, y, z, t) \) is the internal
heat generation per unit volume at specific heat-input domain \( \Omega Q \). The following boundary conditions are considered,

\[
T = T_{\text{base}}(x, y, z) \quad \text{on} \ \Gamma_1 \tag{4.53}
\]

\[
q_s = -q_2 \quad \text{on} \ \Gamma_2 \tag{4.54}
\]

\[
q_c = -h_c(T_{\text{sur}} - T_0) \quad \text{on} \ \Gamma_3 \tag{4.55}
\]

\[
q_r = -\varepsilon \sigma (T_{\text{sur}}^i - T_0^i) \quad \text{on} \ \Gamma_4 \tag{4.56}
\]

where \( T_{\text{base}} \) is the preheating of the substrate, and the first boundary condition is the Dirichlet boundary (\( \Gamma_1 \)) condition. \( q_s \) is the heat flux on a surface (Neumann boundary \( \Gamma_2 \)). \( h_c \) is the convective heat transfer coefficient, and \( T_{\text{sur}} \) is the surface temperature; \( q_c \) is on the convection boundary \( \Gamma_3 \). The last boundary (\( \Gamma_4 \)) condition is due to the radiative heat losses \( q_r \); \( \varepsilon \) is the emissivity of the powder bed, and \( \sigma \) is Stefan-Boltzmann constant for radiation.

Similar to the process shown in Eq.(4.9), Eq.(4.10), and Eq.(4.11), a virtual temperature vector \( \delta T \) is chosen, and the weak form of the governing equation (Eq.(4.52)) can be expressed as follows,

\[
\delta \Pi_{eq} = \int_{\Omega} \delta T \left( -\rho c \frac{\partial T}{\partial t} + \nabla \cdot (k \nabla T) + Q(x, y, z, t) \right) d\Omega = 0 \tag{4.57}
\]

Integrating the above equation by parts using the Green’s theorem,

\[
\delta \Pi_{eq} = -\int_{\Omega} \delta T \rho c \frac{\partial T}{\partial t} d\Omega - \int_{\Omega} \delta (\nabla T)^T k \nabla T d\Omega + \int_{\Omega} \delta T Q d\Omega
\]

\[
+ \int_{\Gamma} \delta T k \nabla T d\Gamma = 0 \tag{4.58}
\]

If all the boundary conditions are imposed so that \( \delta T \) vanishes on \( \Gamma_1 \) and the other boundary conditions can be substituted into the above equation, the final result can be derived,
\[ \delta \prod_{eq} = -\int_{\Omega} \delta T \rho c \frac{\partial T}{\partial t} d\Omega - \int_{\Omega} \delta \left( \nabla T \right)^T k \left( \nabla T \right) d\Omega + \int_{\Gamma_d} \delta T Q d\Gamma + \int_{\Gamma_q} \delta T ( -q \cdot n ) d\Gamma + \int_{\Gamma_s} \delta T \left( -h_c ( T_{sur} - T_0 ) \right) d\Gamma + \int_{\Gamma_s} \delta T \left( -\varepsilon \sigma ( T_{sur}^4 - T_0^4 ) \right) d\Gamma = 0 \]

(4.59)

Similar to the FEM of linear elasticity, the Galerkin method can also be used for the heat transfer problem, and \( \delta T \) will be expressed by a finite element approximation,

\[ T(x, y, z) \approx N(x, y, z) \hat{T} \]

(4.60)

where \( \hat{T} \) is the node-temperature vector of an element, and \( N \) is a matrix of shape functions for an element with \( n \) nodes.

\[ N = [ N_1 \ N_2 \ \cdots \ N_n ] \]

(4.61)

where \( N \) is the shape matrix. Therefore, the discretized weak form equation can be as follows,

\[
\begin{align*}
\delta \prod_{eq} \approx & \sum_{e} \delta \hat{T}^T \left( -\int_{\Omega_e} \rho c \varepsilon N^T N d\Omega \frac{\partial \hat{T}}{\partial t} - \int_{\Omega_e} B^T k_e B d\Omega \hat{T} + \int_{\Omega_{eq}} N^T Q(x, y, z, t) d\Omega \\
& + \int_{\Gamma_{q_e}} -N^T q_e d\Gamma + \int_{\Gamma_{s_e}} -h_c N^T \left( N \hat{T} \right) d\Gamma + \int_{\Gamma_{s_e}} -\varepsilon \sigma N^T \left( \left( N \hat{T} \right)^4 - T_0^4 \right) d\Gamma \right) = 0
\end{align*}
\]

(4.62)

where \( \circ \) is the element-wise power operation. \( B \) is the differential matrix of temperature expressed as follows,

\[ B = SN = \begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y} \\
\frac{\partial}{\partial z}
\end{bmatrix}
\begin{bmatrix}
N_1 \\
N_2 \\
\vdots \\
N_n
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & \frac{\partial N_2}{\partial x} & \cdots & \frac{\partial N_n}{\partial x} \\
\frac{\partial N_1}{\partial y} & \frac{\partial N_2}{\partial y} & \cdots & \frac{\partial N_n}{\partial y} \\
\frac{\partial N_1}{\partial z} & \frac{\partial N_2}{\partial z} & \cdots & \frac{\partial N_n}{\partial z}
\end{bmatrix} \]

(4.63)

Since the virtual temperature vector \( \delta \hat{T} \) is arbitrary, the expression within the most-outside brackets in Eq.(4.62) should equal to zero. Therefore, after summing up over all elements, the weak form expression can finally generate the following equations,

\[ M \frac{\partial \hat{T}}{\partial t} + K \hat{T} = R_Q + R_s + R_c + R_r \]

(4.64)
where $M$ is the capacitance matrix, $K$ is the conduction matrix, $R_Q$ is the internal heat vector, $R_s$ is the external surface flux vector, $R_c$ is the convection vector, and $R_r$ is the radiation vector. Their expressions are as follows,

$$
M = \sum_e \int_{\Omega_e} \rho e c N^T N d\Omega \\
K = \sum_e \int_{\Omega_e} B^T k_e B d\Omega \\
R_Q = \sum_e \int_{\Omega_e} N^T Q(x, y, z, t) d\Omega \\
R_s = \sum_e \int_{\Gamma_e} -N^T q \, d\Gamma \\
R_c = \sum_e \int_{\Gamma_e} -h_e N^T \left( N\hat{T} - T_0 \right) d\Gamma \\
R_r = \sum_e \int_{\Gamma_e} -\varepsilon\sigma N^T \left( (N\hat{T})^\text{ad} - T_0^\text{ad} \right) d\Gamma
$$

(4.65)

As mentioned earlier, the weak form should also be discretized in the time dimension. For the time dimension, the $\alpha$-method of time integration is used [195], by which Eq. (4.64) can be changed into,

$$
M \left( \frac{\hat{T}^n - \hat{T}^{n-1}}{\Delta t} \right) = (1 - \alpha)^{n} \left( -K\hat{T} + R_Q + R_s + R_c + R_r \right) \\
+ \alpha \left( -K\hat{T} + R_Q + R_s + R_c + R_r \right)
$$

(4.66)

where $\alpha$ is a constant that is selected to harvest optimum stability and accuracy properties. The properties of the integration process rest on the value of $\alpha$ that is chosen. The following procedures are in common use [194],

$\alpha = 0$, explicit Euler forward method, conditionally stable;

$\alpha = 1/2$, implicit trapezoidal rule, unconditionally stable;

$\alpha = 1$, implicit Euler forward method, unconditionally stable;

After obtaining the temperature distribution, the temperature gradient can be calculated as follows,
Besides, the cooling rate can be approximated by the following equation,

$$\frac{\partial T}{\partial t} \approx \frac{T(x, y, z, t + \Delta t) - T(x, y, z, t)}{\Delta t}$$ (4.68)

### 4.4. Fundamentals of thermo-elasto-plasticity FEM

LPBF includes the heat transfer because of the laser heating and the elasto-plasticity because of the high thermal stresses induced by the laser heating. Thus, FEM for simulating the LPBF process should consider thermo-elasto-plasticity. Since the elasto-plastic and heat transfer models have been introduced separately in the previous sections, they will be considered together in this section for the sake of simulating LPBF.

#### 4.4.1. Basic equations

Almost all the basic equations necessary for thermo-elasto-plastic simulations have been discussed previously. The only difference between elasto-plasticity (Eq.(4.39)) and thermo-elasto-plasticity is in the strain term as shown in the following equation,

$$\sigma = D \left( \varepsilon - \varepsilon_p - \varepsilon_T \right)$$ (4.69)

where $\varepsilon_T$ is the thermal strain which can be calculated as,

$$\varepsilon_T = \alpha_{CTE} \left( T - T_0 \right) I$$ (4.70)
where \( \alpha_{CTE} \) is the coefficient of thermal expansion. \( T \) is the current temperature that is derived from the nonlinear transient heat transfer discussed in the previous section, and \( T_0 \) is the reference temperature that usually is the room temperature.

The remaining mechanical calculation is the same as in Section 4.2.4.

4.4.2. The workflow of thermo-elasto-plastic FEM

The LPBF process simulation is a multi-physics problem, which consists of heat transfer physics and solid mechanics. The two physics can interact with each other to make the problem fully coupled, as shown in Figure 4.4a. For example, the heat transfer may produce thermal strains that lead to the elasto-plastic deformations in the printed part, and on the other side, the deformations may also change the heat transfer configurations. Thus, the equilibrium equations of the two physics should be merged into an integrated system of multi-physics equations, and therefore, for both each Newton-Raphson iteration and each time step, the two physics are solved together in order to achieve the highest accuracy. After the computation, the temperature and displacement results can be generated simultaneously.

However, the fully coupled method may be very resource-consuming because the combined multi-physics system equations are bigger than those of the included individual physics. In LPBF, the thermal strains caused by the heat transfer are generally small and will not influence the heat transfer significantly. Therefore, the one-way coupled method can be employed, in which the two physics are solved separately, as illustrated in Figure 4.4b. First, the heat transfer problem is solved for all the time steps. Then, the temperature results are provided to the mechanical simulation that will be solved afterward. Finally, the displacement field results can be generated. For each Newton-Raphson iteration and time step, only one physics equations are solved, so the matrix is smaller than the fully coupled problem, making the solving much faster. Many works in literature used this one-way coupled method [102,104,109].
In the previous sections, the thermo-elasto-plasticity FEM has been presented, which can be applied in the simulation of the LPBF process. Even though the thermo-elasto-plasticity model has been successfully used in the LPBF process simulation, it is still applied to a very small scale model, say 1 × 1 mm. There is few part level simulation of LPBF by using the thermo-elasto-plasticity FEM because the simulation requires numerous computational resources and time. In LPBF, a high-power laser selectively scans over metal powder to form solidified single tracks, tracks produce a solidified metal layer, and thousands of the layers create a real part finally. Therefore, for space discretization, the mesh should be comparable to the laser beam diameter so that it should be at least as small as 1/3 of the laser beam that is usually 100 µm. For a part-level model, the number of elements would be an astronomical figure. For example, a part-level model, say 10 × 10 cm × 10 cm, requires 27 billion elements approximately. Even though some researches have employed adaptive meshes [110,111,134,139], the ability to realize fast a part-level simulation is still limited.
Therefore, for fast simulating LPBF in the part level, Keller et al. [127] first proposed a concept of “mechanical layer equivalent (MLE)”, which is also known as inherent strain method (ISM), in order to fast simulate the LPBF process and obtain the predicted stress and deformation of the printed parts. The basic idea of ISM is using an equivalent mechanical layer to replace the actual laser scanning in the layer adding process in order to derive comparable mechanical response, e.g. residual stresses and deformations. When one layer added into the solidified part, the inherent strains are applied within the newly added layer, and one solid mechanical simulation will be executed. Then, another solid mechanical simulation will be performed when adding the next layer. This process will be repeated until the last layer.

As for the fundamentals of the ISM, there are two types of mechanical models in ISM. First, a model only considers elasticity FEM, for which one can refer to Section. 4.2.2Second, a model considers elasto-plasticity FEM, which has been explained in Section. 4.2.4In this work, only the first type of ISM is considered and implemented. The second one is left for the future work.

The details of ISM will be further presented in Chapter 7 and Chapter 8.

4.6. Summary

In this chapter, the fundamentals of FEM for the LPBF process simulation has been presented, which are mainly separated into three categories, elasto-plastic FEM, heat transfer FEM, and thermo-elasto-plastic FEM. Furthermore, a fast simulation method for part-level LPBF simulations—ISM has been briefly discussed.
Chapter 5. Heat Source Modeling for LPBF

5.1. Introduction

In this chapter, a 3-dimensional heat-transfer finite element model for LPBF was developed for accurately predicting melt pool dimensions and surface features. A literature review of heat source models was presented, where eight commonly used heat source models are evaluated and compared. A model, including expressions of varied anisotropically enhanced thermal conductivity and varied laser absorptivity has been presented in order to predict the dimensions of melt pools accurately. The validity of the proposed approach is verified by the melt pool dimensions and track surface morphology.

5.2. Governing equations

The governing expression for 3D heat transfer processes can generally be as follows

\[
\rho c \frac{\partial T}{\partial t} = \frac{\partial}{\partial x}\left(k_x \frac{\partial T}{\partial x}\right) + \frac{\partial}{\partial y}\left(k_y \frac{\partial T}{\partial y}\right) + \frac{\partial}{\partial z}\left(k_z \frac{\partial T}{\partial z}\right) + Q(x, y, z, t) \tag{5.1}
\]

where \(\rho\) is the material density [kg/m\(^3\)], \(c\) is the specific heat [J/kgK]. \(T\) is the current temperature [K], \(t\) is the time [s]. \(x, y,\) and \(z\) are the coordinates in the reference system [m], \(k_x, k_y,\) and \(k_z\) are the thermal conductivity [W/mK] of \(x, y,\) and \(z\)-axis direction, and \(Q(x,y,z,t)\) is the internal heat generation per unit volume [W/m\(^3\)].

Because of the preheating of the substrate, the initial temperature (\(T_{\text{base}}\)) of the substrate and the powder layer was considered as 353 [K]. The ambient temperature (\(T_0\)) distribution of the environment during LPBF can be set to 293 [K].

* The materials presented in this chapter are adapted from the author’s published work [204].
Convective heat losses \((q_c)\) were considered as follows:
\[
q_c = -h_c(T_{\text{sur}} - T_0)
\]
(5.2)
where \(h_c\) is the convective heat transfer coefficient \([\text{W/}(\text{m}^2\text{K})]\), and \(T_{\text{sur}}\) is the surface temperature \([\text{K}]\).

Radiative heat losses \((q_r)\) were accounted for by using Stefan-Boltzmann law:
\[
q_r = -\varepsilon\sigma(T_{\text{sur}}^4 - T_0^4)
\]
(5.3)
where \(\varepsilon\) is the emissivity of the powder bed, and \(\sigma\) is Stefan-Boltzmann constant for radiation.

### 5.3. Heat source models

It is essential to establish an appropriate heat source model of LPBF simulations since the heat source will not only influence the geometries of melt pools but also probably have an impact on the mechanical performance of final products. Heat source models used in LPBF simulations is a laser beam which is usually assumed to be two-dimensional Gaussian [114]. The beam irradiance at any point \((x, y)\) at time \(t\) for the fundamental transverse electromagnetic mode (TEM\(_{00}\)) can be expressed as
\[
I(x, y, t) = \frac{2\beta P}{\pi r_l^2} \exp\left[-2\left(\frac{(x-v\cdot t)^2 + y^2}{r_l^2}\right)\right]
\]
(5.4)
where \(P\) is the power of the stationary laser source, \(r_l\) is the radius of the laser beam, \((x, y)\) are the coordinates of the heat source, \(v\) is the scanning velocity, and \(\beta\) is the laser-beam absorptivity.

However, it may be improper to employ the two-dimensional heat source to simulate LPBF because the laser scanning over metal powder can penetrate the powder bed [66]. In other words, laser energy is deposited not only on the top surface of a powder bed but inside the powder bed. Thus, volumetric heat sources should be considered in order to describe the laser penetration into powders [89].
Eight heat source models will be discussed and compared to investigate which heat source model is the most suitable one for LPBF simulations, the Optical Penetration Depth (OPD) method [83], three-dimensional Gaussian distribution [84], ellipsoidal distribution [84], conical heat source [86], radiation transfer method [66,196], absorptivity function method [87], linearly decaying heat source [88], and exponentially decaying heat source [89]. They can, however, be categorized into two groups: 1) geometrically modified group including the first four heat sources; and, 2) absorptivity profile group containing the last four heat sources.

5.3.1. GMG: Geometrically Modified Group

Since the Gaussian laser beam can penetrate and reflect in the powder layers, a practical method to describe this process is to change the shape of the heat source from two-dimensional surfaces to three-dimensional geometries, which can be a cylinder, semi-spherical, semi-ellipsoidal, and conical shape.

5.3.1.1. GMG.1: Cylindrical shape heat source model

The shape of the laser beam in LPBF is usually circular so that it is relatively straightforward to employ a 3D cylindrical heat source. The authors in [83] proposed to employ a uniform energy distribution for the heat source in the cylinder volume influenced by the Optical Penetration Depth (OPD). The OPD is defined as the depth where the laser intensity drops to 1/e (≈36.8%) of the laser beam intensity absorbed on the top surface of the powder bed. The schematic plot of the cylindrical heat source model is plotted in Figure 5.1a. Therefore, the heat source intensity can be expressed as

\[ I(x, y, z) = \beta P / V, \quad V = S \times a_{OPD} \times OPD \]

where \( x, y, \) and \( z \) are the variables of the three dimensions, \( \beta \) is the absorptivity of laser beam, \( P \) is the laser power (W), \( V \) is the volume exposed by the laser beam (m\(^3\)), \( S \) is the area of the laser spot (m\(^2\)), and \( a_{OPD} \) is the correction factor for the assumed OPD. In this work, the OPD is chosen to
be the layer thickness of 20 μm, and the correction factor α is assumed to be 1 because of a lack of data for stainless steel 17-4PH.

![Figure 5.1. The schematic of the heat source models, (a) cylindrical shape; (b) semi-spherical shape; (c) semi-ellipsoidal shape; (d) conical shape, (e) radiation transfer method; (f) ray-tracing method; (g) linearly decaying method; (h) exponentially decaying method.]

5.3.1.2. GMG.2: Semi-spherical shape heat source model

As known, the laser beam has a two-dimensional Gaussian intensity distribution [114]. In the case that a three-dimensional heat source should be considered, a semi-spherical Gaussian distribution of energy density (W/m³) would be a step toward a more precise model [84]. The schematic plot of the conical heat source model is plotted in Figure 5.1b. As shown in [84], the expression of a 3D Gaussian distribution of the laser beam is as follows,

\[
I(x, y, z) = q_0 \cdot \exp \left[ -2 \frac{x^2 + y^2 + z^2}{\eta^2} \right]
\]

(5.6)
where \( q_0 \) is a coefficient derived by the energy balance. Based on the conservation of energy, the total energy input should be equal to the integration of intensity over the semi-infinite domain,

\[
\beta \cdot P = \int_0^\infty \int_0^\infty \int_0^\infty q_0 \cdot \exp \left[ -2 \frac{x^2 + y^2 + z^2}{r_i^2} \right] \, dx \, dy \, dz
\]

Thus, the expression of \( q_0 \) should be,

\[
q_0 = \frac{2^{3/2} \beta \cdot P}{\pi^{3/2} r_i^3}
\]

After replacing \( q_0 \) in Eq.(5.6) by Eq.(5.8), the final expression of the intensity distribution can be obtained as,

\[
I(x, y, z) = \frac{2^{5/2} \beta \cdot P}{\pi^{3/2} r_i^3} \exp \left[ -2 \frac{x^2 + y^2 + z^2}{r_i^2} \right]
\]

5.3.1.3. GMG.3: Semi-ellipsoidal shape heat source model

The 3D Gaussian heat source is in semi-spherical shape; however, the melt pool in LPBF is often far from a spherical shape. In order to more accurately simulate the melt pool dimensions, the semi-ellipsoidal power distribution proposed by Goldak et al. [84] originally for the welding process has been employed and investigated, as shown in Figure 5.1c. As shown in [84], the ellipsoidal distribution is a Gaussian distribution in an ellipsoid with semi-axes \( a \), \( b \), and \( c \) and center at \((0,0,0)\),

\[
I(x, y, z) = q_0 \cdot \exp \left[ -2 \left( \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} \right) \right]
\]

where \( a, b, c \) are semi-axes parallel to the coordinate axes \( x, y, z \).

Similar to the 3D Gaussian distribution, \( q_0 \) is as follows,

\[
q_0 = \frac{2^{3/2} \beta \cdot P}{\pi^{3/2} abc}
\]

Thus, the final expression of the intensity distribution can be written as,
According to the researchers [84], the front part of the ellipsoid could be different from the rear part in order to coincide with some experimental situations. Thus the double ellipsoidal power density distribution was proposed. The front part of the ellipsoid can be expressed as,

\[ I_f(x, y, z) = f_f \cdot \frac{2^{3/2} \beta \cdot P}{\pi^{3/2} a f b c} \exp \left[ -2 \left( \frac{x^2}{a_f^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} \right) \right] \]  

(5.13)

while the rear part of the ellipsoid can be written as follows,

\[ I_r(x, y, z) = f_r \cdot \frac{2^{3/2} \beta \cdot P}{\pi^{3/2} a r b c} \exp \left[ -2 \left( \frac{x^2}{a_r^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} \right) \right] \]  

(5.14)

where \(a_f\) and \(a_r\) are the semi-axes of the front and rear ellipsoids, respectively. It should be noted that \(f_f + f_r = 2\), because,

\[ \beta \cdot P = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_f(x, y, z) dxdydz + \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_r(x, y, z) dxdydz \]
\[ = f_f \frac{\beta \cdot P}{2} + f_r \frac{\beta \cdot P}{2} \]  

(5.15)

5.3.1.4. GMG.4: Conical shape heat source model

In the welding area, researchers [86,197] have employed a conical shape heat source to simulate the welding process. Based on the inherent similarity between welding and LPBF, this model can be applied for simulating the LPBF process. The schematic plot of the conical heat source model is plotted in Figure 5.1d.

As shown in [86,197], the mathematical expression of the heat source can be written as,

\[ I(x, y, z) = q_o \cdot \exp \left[ -2 \left( \frac{x^2 + y^2}{r_0^2} \right) \right], \quad r_0(z) = r_c + \frac{z}{H}(r_e - r_i) \]  

(5.16)

where \(r_e\) and \(r_i\) are the radius at the top and bottom, respectively.
Based on the conservation of energy, the total energy input should be equal to the integration of intensity over the conical shape domain,

$$\beta \cdot P = \int_{-H}^{0} \int_{-\infty}^{\infty} q_{0} \cdot \exp \left[ -2 \frac{x^{2} + y^{2}}{r_{0}^2} \right] dx dy dz$$

(5.17)

Using Eq.(5.17), an expression for $q_{0}$ can be derived,

$$q_{0} = \frac{6 \beta \cdot P}{\pi H \left( r_{c}^{2} + r_{l}^{2} + r_{t}^{2} \right)}$$

(5.18)

After replacing $q_{0}$ in Eq.(5.16) by Eq.(5.18), the final expression of the intensity distribution can be obtained as,

$$I(x, y, z) = \frac{6 \beta \cdot P}{\pi H \left( r_{c}^{2} + r_{l}^{2} + r_{t}^{2} \right)} \cdot \exp \left[ -2 \frac{x^{2} + y^{2}}{r_{0}^2} \right]$$

(5.19)

### 5.3.2. APG: Absorptivity Profile Group

During LPBF, a laser beam can penetrate a depth of a powder bed, while it is being absorbed gradually along the depth of the powder layer. Therefore, the powder bed can be viewed as an optical medium whose optical absorptivity would be described by absorptivity profiles. The heat source models in this group are not constrained in specific geometries as those in GMG, as shown in Figure 5.1(e-h). Their general form is that the two-dimensional Gaussian distribution is on the top surface while the laser beam is absorbed along the depth of the powder layer. It can be written as follows,

$$I(x, y, z) = \frac{2P}{\pi r_{l}^{2}} \exp \left[ -2 \frac{x^{2} + y^{2}}{r_{l}^{2}} \right] \cdot f(z)$$

(5.20)

where $f(z) = d\beta/dz$ is the absorptivity profile function. $\beta(z)$ is the absorptivity coefficient function.
5.3.2.1. APG.1: Radiation transfer equation method

The one-dimensional radiation transfer equation proposed by Gusarov et al. [66] is implemented and investigated. Based on the fact that laser can penetrate a depth of a powder bed, this approach resembles the powder bed with a thickness of \( z_{\text{bed}} \) with an optical media with an extinction coefficient of \( \eta \). The schematic plot of this source model is plotted in Figure 5.1e.

As developed in [66], the volumetric heat source due to radiation transfer is,

\[
I(x, y, z) = \frac{2P}{\pi r_i^2} \exp\left[-2\frac{x^2 + y^2}{r_i^2}\right] \cdot f_i(z), \quad f_i(z) = \left(-\eta \frac{dq}{d\xi}\right)
\]  

(5.21)

where \( \xi = \eta \cdot z \) is the dimensionless local depth coordinate, and \( q \) is the dimensionless form of net radiative energy flux density and is described as,

\[
q = \frac{\gamma a_s}{(4\gamma - 3)D} \left\{ (1 - \gamma^2) \exp[-\lambda] \cdot \left[ (1 - a_s) \exp[-2a_s \xi] + (1 + a_s) \exp[2a_s \xi] \right] - (3 + \gamma \exp[-2\lambda]) \times \left\{ [1 + a_s - \gamma (1 - a_s)] \exp[2a_s (\xi - \lambda)] + [1 - a_s - \gamma (1 + a_s)] \exp[2a_s (\xi - \lambda)] \right\} \right\}
\]

\[
- \frac{3(1 - \gamma) \left( \exp[-\xi] - \gamma \exp[\xi - 2\lambda] \right)}{4\gamma - 3}
\]

(5.22)

where \( \lambda = \eta z_{\text{bed}} \) refers to the optical thickness for the powder bed, \( a_s = \sqrt{1 - \gamma} \), \( \gamma \) is the hemispherical reflectivity in the dense form, and \( D \) is described as,

\[
D = (1 - a_s) \left[ 1 - a_s - \gamma (1 + a_s) \right] \exp[-2a_s \lambda] - (1 + a_s) \left[ 1 + a_s - \gamma (1 - a_s) \right] \exp[2a_s \lambda]
\]

(5.23)

The extinction coefficient \( \eta \) is given as,

\[
\eta = S_p / 4
\]

(5.24)

where \( S_p \) is the specific powder surface per unit pore volume, \( z_{\text{bed}} \) is the layer thickness. \( \gamma \) is 0.7 [66], \( S_p \) is regarded as \( \pi/r_{\text{powder}} \), and \( r_{\text{powder}} \) is the average powder radius.
5.3.2.2. APG.2: Ray-tracing method

The above method represents an analytical way to derive the absorptivity profile function. The absorptivity profile function can also be acquired by numerical methods. Tran et al. [87] built up a powder bed model with randomly distributed particles and calculated the absorptivity profile function using Monte Carlo ray-tracing simulations. As developed in [87] and shown in Figure 5.1f, the volumetric heat source model can be formulated as,

\[ I(x, y, z) = \frac{2P}{\pi r_l^2} \exp\left[-2 \frac{x^2 + y^2}{r_l^2}\right] \cdot f_2(z) \] (5.25)

where \( f_2(z) = \frac{d\beta}{dz} \) is the absorptivity function derived by the Monte Carlo ray-tracing simulation.

5.3.2.3. APG.3: Linearly decaying equation method

Besides the two methods presented above for deriving the absorptivity profile, Ladani et al. [88] employed a linearly decaying function (see Figure 5.1g) to describe the absorptivity profile as,

\[ I(x, y, z) = \frac{2P}{\pi r_l^2} \exp\left[-2 \frac{x^2 + y^2}{r_l^2}\right] \cdot f_3(z), \quad f_3(z) = \frac{2\beta}{\delta} \left(1 - \frac{z}{\delta}\right) \] (5.26)

where \( \delta \) is the beam penetration depth. In this work, the penetration depth is equal to the layer thickness.

5.3.2.4. APG.4: Exponentially decaying equation method

Similarly, an exponentially decaying heat source (see Figure 5.1h) was used by Liu et al. [89]. The specific expression is as follows,

\[ I(x, y, z) = \frac{2P}{\pi r_l^2} \exp\left[-2 \frac{x^2 + y^2}{r_l^2}\right] \cdot f_4(z), \quad f_4(z) = \frac{\beta}{H} \cdot \exp\left(-\frac{|z|}{H}\right) \] (5.27)

where \( H \) is regarded as the powder layer thickness.
5.3.3. Summary of Heat Models

The eight heat source models are summarized in Table 5.1.

<table>
<thead>
<tr>
<th>Heat Model</th>
<th>Mathematical Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMG1 [83]</td>
<td>( I(x, y, z) = \frac{\beta \cdot P}{S \times a_{opt} \times OPD} )</td>
</tr>
<tr>
<td>GMG2 [84]</td>
<td>( I(x, y, z) = \frac{2^{5/2} \beta \cdot P}{\pi^{3/2} a_{bc}^2} \exp \left[ -2 \frac{x^2 + y^2 + z^2}{r_i} \right] )</td>
</tr>
<tr>
<td>GMG3 [84]</td>
<td>( I_i(x, y, z) = f_{i1} \cdot \frac{2^{5/2} \beta \cdot P}{\pi^{3/2} a_{bc}^2} \exp \left[ -2 \left( \frac{x^2}{a_i^2} + \frac{y^2}{b_i^2} + \frac{z^2}{c_i^2} \right) \right] )</td>
</tr>
<tr>
<td>GMG4 [86]</td>
<td>( I(x, y, z) = \frac{6 \beta \cdot P}{\pi H(r_i^2 + r_f^2)} \exp \left[ -2 \frac{x^2 + y^2}{r_i^2} \right], \quad r_0 = r_f + \frac{z}{H}(r_i - r_f) )</td>
</tr>
<tr>
<td>APG1 [66,196]</td>
<td>( q = \frac{f_{a1}}{\sqrt{4\gamma - 3}} \left[ (1 - \gamma^2) \exp[-2\lambda] \left[ (1 - a_1) \exp[-2a_1\xi] + (1 + a_1) \exp[2a_1\xi] \right] \right] )</td>
</tr>
<tr>
<td>APG2 [87]</td>
<td>( I(x, y, z) = \frac{2P}{\pi r_i} \exp \left[ -2 \frac{x^2 + y^2}{r_i^2} \right] \frac{d\beta}{dz} )</td>
</tr>
<tr>
<td>APG3 [88]</td>
<td>( I(x, y, z) = \frac{2P}{\pi r_i} \exp \left[ -2 \frac{x^2 + y^2}{r_i^2} \right] \cdot f(z), \quad f(z) = \beta \cdot \frac{2}{H} \left[ 1 - \frac{z}{H} \right] )</td>
</tr>
<tr>
<td>APG4 [89]</td>
<td>( I(x, y, z) = \frac{2P}{\pi r_i} \exp \left[ -2 \frac{x^2 + y^2}{r_i^2} \right] \cdot f(z), \quad f(z) = \beta \cdot \frac{1}{H} \exp \left[ -\frac{z}{H} \right] )</td>
</tr>
</tbody>
</table>

5.4. Material properties

Two phases of Stainless Steel 17-4PH (SS17-4PH), the powder state and the solidified state, were considered in this simulation. The effective thermal conductivity of the powder bed is much smaller than that of bulk material and is typically from 0.1 to 0.2 [W/mK] at room temperature, which is around 1% of the bulk thermal conductivity (10.5 [W/mK] [198,199]). It should be noted
that the thermal conductivity of argon at room temperature is 0.017 [W/mK] at room temperature, which is still one order smaller than the effective powder conductivity. In addition, effective thermal conductivity is independent of material but depends on the size and morphology of the powders [83,114,200]. Rombouts et al. [200] have experimentally verified that there is no correlation between the conductivity of the powder bed and the material. Therefore, the effective thermal conductivity in this work is expressed as follows,

$$\begin{align*}
    k_{\text{powder}} &= \begin{cases} 
    0.01 \times k_{\text{solid}}, & T < T_m \\
    k_{\text{solid}}, & T \geq T_m 
    \end{cases} 
\end{align*}$$

(5.28)

where $T_m$ is the melting temperature. $k_{\text{powder}}$ and $k_{\text{solid}}$ are the thermal conductivity of the powder phase and solid phase, respectively.

As the powder bed is regarded as a mixture of solid powder (SS17-4PH) and gas (argon) phases, the density of SS17-4PH powder may be derived by:

$$\rho_{\text{powder}} = (1 - \phi) \rho_{\text{solid}} + \phi \rho_{\text{gas}}$$

(5.29)

where $\phi$ is the porosity of SS17-4PH powder and is chosen as 0.53 based on the works by [21,201,202], $\rho_{\text{solid}}$ is the density of the SS17-4PH bulk material, and $\rho_{\text{gas}}$ is the density of argon gas. Since the density of argon gas is very low compared with that of SS17-4PH, it can be omitted, the density of SS17-4PH may be considered as follows,

$$\rho_{\text{powder}} = (1 - \phi) \rho_{\text{solid}}$$

(5.30)

The heat capacity of the powder bed may be then calculated using [83] and,

$$\rho_{\text{powder}} C_{\text{powder}} = (1 - \phi) \rho_{\text{solid}} C_{\text{solid}} + \phi \rho_{\text{gas}} C_{\text{gas}}$$

(5.31)

where $C_{\text{powder}}$, $C_{\text{solid}}$, and $C_{\text{gas}}$ are the heat capacity of the powder bed, gas phase, and solid phase, respectively. Similarly, by omitting the gas phase due to its low density, the heat capacity of the powder bed is regarded as equal to the heat capacity of the solid phase. Figure 5.2a-c show the temperature-dependent material properties of material SS17-4PH [198], and Figure 5.2d depicts
those of the base plate, material mild carbon steel [203]. It should be noted that there was a typo in the Matlab code for generating the heat capacity plot of stainless steel 17-4, which has been published in [204]. The typo is the heat capacity at room temperature, which should be 426 [J/(kg·K)], not 196. The typo has been corrected in this thesis, as shown in Figure 5.2c and later, Figure 6.1 as well. The effective capacity method [12] was employed in this work. The heat capacity due to latent heat during material phase change can be specified as

\[
C = \begin{cases} 
C_{\text{solid}}, & T \leq T_s \\
C_{\text{solid}} + 2 \cdot L_f (T - T_s) / (T_l - T_s)^2, & T_s < T \leq T_l \\
C_{\text{solid}} + 2 \cdot L_v (T - T_l) / (T_v - T_l)^2, & T_l < T \leq T_v
\end{cases}
\]  \quad (5.32)

where \( C_{\text{solid}} \) is the specific heat of the material at solidus temperature, \( L_f \) and \( L_v \) are the latent heat of fusion and vaporization, \( T_s, T_l, \) and \( T_v \) are the solidus, liquidus, and vaporization temperatures.
Figure 5.2. Temperature-dependent thermal material properties (a) density of SS17-4PH; (b) thermal conductivity of SS17-4PH; (c) heat capacity of SS17-4PH; (d) material properties of mild carbon steel.

Furthermore, a model related to two material properties was proposed for better predicting melt pool dimensions, anisotropically enhanced thermal conductivity $k$, and the effective absorptivity of continuous laser light $\beta$. To the authors’ best knowledge, this is the first work that considers the varied anisotropically enhanced thermal conductivity and varied laser absorptivity in the LPBF modeling. The melt pool dimensions can be described in linear functions to the deposited energy density for several process-parameter regions, which is consistent with the findings in [28]. The deposited energy during the laser dwell time $\tau = 2r_l/v$ is $\beta P \tau$, where $r_l$ is the laser beam radius. This energy is deposited in a volume, whose depth can be regarded as the heating depth, $HDR \cdot l_h$, where
HDR = \sqrt{4\alpha t}/l_{th}, \alpha \text{ is the diffusivity, and } l_{th} \text{ is layer thickness, according to [24]. The volume is expressed as } V=\pi r_l^2 \sqrt{4\alpha t}). \text{ Therefore, the absorbed energy density } e_m \text{ is derived by dividing the deposited energy } \beta P \tau \text{ by } V,

\[
e_m = \frac{\beta}{\pi \sqrt{2\alpha r_l^3}} \cdot \frac{P}{\sqrt{v}} = C \cdot \frac{P}{\sqrt{v}} \tag{5.33}
\]

where \( C \) is a coefficient, which is \( \beta/(\pi \sqrt{2\alpha r_l^3}) \). Since \( \alpha \) during the analysis in [24] and \( \beta \) in [28] were regarded as constants, it can be found that the energy density is proportional to the ratio of the laser power to the root of velocity, \( P/\sqrt{v} \).

Therefore, the melt pool dimensions are proportional to \( P/\sqrt{v} \). However, physical explanations behind it were not fully understood, and simulation results with isotropic thermal conductivity \( k \) and constant absorptivity \( \beta \) are not consistent with the experimental results, which will be discussed in details in the discussion section. For improving the accuracy of simulation results, a novel model of the material properties is proposed that the absorptivity, \( \beta \), and the anisotropically enhanced factors of thermal conductivity, \( \lambda_x, \lambda_y, \text{ and } \lambda_z \), are assumed to be simple linear algebraic equations of \( P/\sqrt{v} \) based on experimental results. The anisotropically enhanced thermal conductivity discussed in [90] was employed to approximate the contribution of the melt pool convection to melt pool dimensions. During the LPBF process, an important contributory mode of heat transfer is the melt pool convection, which may change the melt pool dimensions and influence the temperature distribution in a melt pool [76,205]. Using the anisotropically enhanced thermal heat conductivity could improve the dimension accuracy of melt pool simulation results [89,90]. The anisotropically enhanced thermal conductivity can be expressed as follows,

\[
k_x = \lambda_x k, \quad k_y = \lambda_y k, \quad k_z = \lambda_z k \tag{5.34}
\]

where \( \lambda_x, \lambda_y, \text{ and } \lambda_z \) are the anisotropically enhanced factors of thermal conductivity \( k \). They are dependent on the temperature in the melt pool and derived based on experiments. It should be
noted that the unmelted powder bed is assumed to be isotropic, as shown by that the enhanced factors are all equal to 1.

\[
\begin{cases}
\lambda_x = \lambda_y = \lambda_z = 1, & T < T_{\text{melting}} \\
\lambda_x = 1, \lambda_y = f_y(P, v), \lambda_z = f_z(P, v), & T \geq T_{\text{melting}}
\end{cases}
\]  

(5.35)

where \(f_x\) and \(f_z\) are functions of laser power \(P\) [W] and scanning speed \(v\) [mm/s].

In this work, a linear function of the enhanced factor of thermal conductivity, \(\lambda_z\), is proposed to be a function of the combined process parameter \(P/\sqrt{v}\) (\(P/\sqrt{v}\) is originally mentioned in Eq.(5.33)), and described as,

\[
\lambda_z = a_1 \frac{P}{\sqrt{v}} + b_1
\]  

(5.36)

The enhanced factor of thermal conductivity \(\lambda_y\), which influences the width of the melt pool, is formulated slightly different from \(\lambda_z\) since the width of melt pool is proportional only to velocity \(v\) and not globally proportional to \(P/\sqrt{v}\),

\[
\lambda_y = \begin{cases}
a_2 v + b_2, & v \leq v_a \\
1, & v > v_a
\end{cases}
\]  

(5.37)

where \(v_a, a_1, b_1, a_2, \) and \(b_2\) are also parameters and will be determined by experimental results. The melt pool width may be controlled by some physics in the melt pool, which causes it more sensitive to the scanning speed than the laser power. However, further investigation of the influence of melt pool dynamics on the melt pool width should be necessary.

Secondly, the effective absorptivity \(\beta\) of continuous laser light can also influence the melt pool dimensions significantly [91]. It typically can vary greatly based on different combinations of laser powers and scanning speeds. The recoil pressure-induced surface depression may lead to an increase in the absorption of the laser light [91].

The absorptivity \(\beta\) in the present work is also proposed to be a linear equation and can be written as,
\[
\beta = a_3 \frac{P}{\sqrt{v}} + b_3
\]  

(5.38)

where \(a_3\) and \(b_3\) are coefficients to be determined by experiment. The variation of the effective absorptivity was specified as 0.48~0.65, which is comparable with the data from [91].

5.5. Numerical model configuration

The present study is proposed to estimate the geometries of the melt pool under the substrate top surface. Using the commercial software package, COMSOL 5.2 Multiphysics, simulations were performed considering non-linear transient thermal analyses within the metal powder and the base plate. The dimensions of the solid substrate in the simulation were 2000×1000×500 μm, and those of the powder layer were appointed to be 2000×1000×20 μm. The simulation domain must be large enough for getting a stable melt pool in the simulation, because the thermal shock problem, which though has a relatively short-term effect for pure thermal analyses, may cause numerical instabilities if the melt pool is not fully developed [206,207]. The powder layer thickness was chosen as 20 μm since it is one of the commonly used layer thickness. The material of the solid substrate was mild carbon steel, and the powder layer was Stainless Steel 17-4PH. Tetrahedral elements were employed for meshing both the solid substrate and the metal powder layer. The laser beam diameter was 100 μm. The eight volumetric heat sources discussed previously were employed in the simulation, while the exponentially decaying heat source was employed in further simulations where varied anisotropically enhanced thermal conductivity and varied absorptivity were also considered. According to a series of convergence trials, the laser-beam interaction region was meshed with 20 μm elements, while the other regions were filled with coarser elements in order to improve the computational efficiency. In this study, an adaptive time step algorithm was sued with an initial time step of 7 μs. The adaptive time step allows users to give a reference time step, and the software changes the time step based on the convergence state during the simulation. The minimum and maximum value for the time step used in numerical simulations were between
0.2 μs and 6 μs. In order to accelerate the simulations, only half of the geometry was built based on symmetry, since the domain is symmetric about the vertical plane containing the laser-beam moving line, as presented in Figure 5.3. The symmetry constraint was set on the symmetric plane. In addition, radiation (Eq.(5.2)) and convection (Eq.(5.3)) heat losses at the top surface of the powder layer to the ambient air were considered. The convective heat transfer coefficient and the emissivity coefficient were chosen as 15 [W/mK] [208] and 0.5 [209], respectively. The ambient temperature was set to be 293K. The other sides of the domain were specified as a fixed preheating temperature, 353 K.

![Figure 5.3. Geometry and mesh used in the finite element simulation.](image)

### 5.6. Experimental procedures

Experiments were carried out on an EOS M 290 LPBF machine. Its chamber was filled with argon atmosphere during the manufacturing process. The EOS M 290 has a 400W fiber laser. The transverse electromagnetic mode of the laser beam is TEM\(_{00}\) indicating a single-mode laser, and the beam spot diameter is 100 μm. The powder used in this study is the gas atomized Stainless Steel 17-4PH powder with a particle size of 16~64 μm. The scanning electron microscopy (SEM) image (Figure 5.4) of Stainless Steel 17-4PH powder particles shows that they were almost spherical.
In order to validate the numerical simulation results, several single-track experiments were conducted. The current design of experiment (DOE) included combinations of different process parameters, including laser power and scanning speed. According to the literature [210–216], the laser power used by other researchers is generally from 190 to 200 W, for 17-4 PH stainless steel. As such, only laser powers close to this range were studied, which were 170, 195, and 220 W. The scanning speed range was from 600 to 1300 mm/s, while two different layer thicknesses of 20 and 40 μm were employed. The corresponding selections of the processing parameters are shown in Table 5.2. The combinations of the process parameters were categorized into 6 groups, as exhibited in Figure 5.5a. In order to avoid randomness, each set of parameters was repeated five times, as shown in Figure 5.5b.

<table>
<thead>
<tr>
<th>Laser power, P [W]</th>
<th>170</th>
<th>195</th>
<th>220</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanning speed, v [mm/s]</td>
<td>600</td>
<td>700</td>
<td>800</td>
</tr>
<tr>
<td>Layer thickness, lth [μm]</td>
<td>20</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.5. The configuration of single tracks on the substrate, (a) design of experiments, (b) the single tracks printed.

All the single tracks were cross-sectioned in the middle of the scan line perpendicular to the laser-scan direction. The samples were mounted, polished, and etched by using 5% Nital. The melt pool dimensions (width and depth) and the single-track surface profiles were measured by a laser scanning confocal microscope. For measuring the melt pool dimensions, each of the produced single tracks was mounted, cross-sectioned, and measured, as shown in Figure 5.6. It should be noted that the melt pool depth (as shown in Figure 5.6) was measured from the surface of the substrate to the bottom of the melt pool, which does not include the bead height.

Figure 5.6. Melt pool cross-section.
5.7. Results and discussion

5.7.1. Heat source model comparisons

Heat transfer simulations with the eight heat sources (GMG1 to GMG4 and APG1 to APG4) listed in Table 5.1 were performed with laser power and scanning speed of 195 W and 800 mm/s, respectively, which were used in the literature [216,217]. The layer thickness of 20 μm was used. Figure 5.7a shows the melt pool dimensions of experimental and simulation results. The left and right show the melt pool width and depth, respectively. For the melt pool width, all the simulation results with the eight heat source models are within the experimental variation range. The maximum melt pool width error is 7.4% (GMG1). However, for the depth, all of the simulation results are over 40% smaller than the experimental results.

In GMG, GMG1 results in the largest width but the smallest depth. In contrast, GMG4 leads to the smallest width but the largest depth. The results of GMG2 and GMG3 are almost identical (0% in width, 2.5% in depth), because the semi-axes $b$ and $c$, which may influence melt pool width and depth correspondingly, were chosen as the same as the radius $r_l$. The melt pool dimensions derived in GMG may be further improved by carefully setting the parameters of the heat source models, for example, by increasing the height of the conical shape to make the simulated melt pool deeper.

In APG, the absorptivity profile in APG2 is originally from the ray-tracing method [87], while that in APG1 is derived by mathematical analysis [66]. APG1 and APG2 have very similar melt pool dimensions (1.7% in width, 2.7% in depth). Since these two models were designed for predicting melt pools in the conduction mode [87], where the melt pool convection is not significant, the melt pool depths are near 50% smaller than the experimental result. In addition, APG4’s melt pool is a little bit deeper, while the error still is very large, over 40%.
Figure 5.7. Comparisons of the heat source models, (a) melt pool dimensions, (b) maximum temperature, (c) energy deposited in the powder layer, (d) energy deposited beyond 40 μm depth.

Besides, Figure 5.7b shows the maximum temperature for the eight heat source models. The two highest maximum temperature, GMG1 and APG3, correspond to the two largest melt pool widths, respectively. Since the laser energy melted the material and formed the melt pool, the energy deposition distribution influences melt pool dimensions and as well as the maximum temperature. It should be noted that these maximum temperatures are all very high, which seems unrealistic. However, the maximum temperature becomes reasonable (Figure 5.17) when using the proposed model, which indirectly shows another strength of the proposed model. The energy deposition in the powder layer is plotted in Figure 5.7c. It can be seen that the two maximum energy deposition models are GMG1 and APG3 as well, which correspond to the trends of the maximum melt pool width and maximum temperature. In addition, the smallest energy deposition
from GMG4 results in the smallest melt pool width as well as one of the smallest maximum temperatures. Therefore, a conclusion can be derived that there is a positive correlation between either the melt pool width or the maximum temperature and the energy deposition in the powder layer. In other words, the more energy is deposited in the powder layer, the wider the melt pool and high maximum temperature are.

Furthermore, Figure 5.7d plots the energy deposition in the region beyond the melt pool depths, which is chosen as 40 μm. Comparing Figure 5.7d to Figure 5.7a manifests the heat sources GMG2 GMG3 GMG4 and APG4, which have larger energy deposition in this region than the remaining four, result in deeper melt pools. It seems that more energy is deposited in a deeper domain; the deeper melt pools are derived in the simulations. Even though it is not a restricted rule since the numerical simulations are nonlinear, the trend is obvious that there is a positive correlation between the melt pool depth and the energy deposition in the region beyond 40 μm depth.

In GMG, GMG4 may be potential to make a more accurate prediction by increasing the cone’s height. However, there would be another factor, the bottom radius. To derive the optimal parameters for GMG4 may take lots of trials and errors. In addition, the energy input is constrained in the specific geometry may need further physical explanations. In APG, APG1 and APG2 are initially designed for conduction mode, and their expressions are more complex than APG3 and APG4. Besides, APG3 has a less accurate prediction than APG4. Therefore, APG4 will be chosen as the heat source for the following simulations.

It should be noted that all of the simulated depths are over 40% smaller than the experimental result, even by using APG4. The discrepancy between simulation and experimental results may even increase under some combinations of laser power and scanning speed. For example, Figure 5.8a shows the simulated and experimental depth with the same power but under different scanning speeds with APG4. The difference between the simulation and experimental results is larger with decreasing the scanning speed. All of these could be explained by the underestimation of the contribution of melt pool convection to the heat transfer model. As the discussion in [89,90] about
the anisotropically enhanced thermal conductivity, incorporating the melt pool convection effect into the analysis by choosing appropriate anisotropically enhanced thermal conductivity is helpful to describe both temperature and temperature-gradient distributions correctly. For example, Figure 5.8b shows the results derived from the model proposed in this work, and a better match between simulation and experimental results is obtained. A further detailed discussion of the melt pool prediction will be illustrated in the later sections.

![Figure 5.8. Comparison of melt pool depths between simulations by two methods, (a) the traditional method in literature, (b) the method proposed in this work considering anisotropically enhanced thermal conductivities and varied absorptivities.](image)

### 5.7.2. Prediction of melt pool dimensions

In order to study the effect of the LPBF process parameters, e.g., laser power ($P$) and scanning velocity ($v$) on melt pool dimensions, experiments were carried out with the process parameters listed in

Table 5.2. The melt pool width and depth were measured through the analysis of the microscopic images, as shown in Figure 5.6. Several melt pool profiles are shown in Figure 5.9, which covers the whole range of the process parameters. The trend of melt pool dimensions with different process parameters can be observed, for example, the melt pool is the biggest with the largest power and the lowest speed, and the melt pool is the smallest with the smallest power and
the largest speed. Furthermore, the whole experimental results of the melt pool width and depth with three laser powers (170, 195, 220 W) and varied speed (600-1300 mm/s) are plotted in Figure 5.10a-b.

![Figure 5.9. Melt pool shapes of single tracks on one layer of powder particles at different laser power and process speed combinations.](image)

Figure 5.10 shows that the melt pool width and depth reduce with increasing scanning speeds. This trend is observed for all powers. Moreover, with higher laser power, the melt pool depths are
deeper, as shown in Figure 5.10b, where the red curve is above the others. The melt pool widths tend to increase less obviously, as shown in Figure 5.10a, where the red curve and the blue curve are relatively close for all the scanning speeds.

Figure 5.11 presents the experimental results of melt pool dimensions as functions of $P/\sqrt{v}$. Interestingly, the data of melt pool depth, which shows uncertain patterns in Figure 5.10b, collapses to a linear line, as shown in Figure 5.11b. As for the melt pool width, it is not converged into a single curve but is formed into three similar curves with close maximum and minimum value. The inability to converge to a master curve for melt pool widths could be due to other physical parameters that affect the melt pool width more than the laser power and velocity.

![Figure 5.10. Experimental results of melt pool dimensions with different laser powers and scanning velocities, (a) melt pool width, (b) melt pool depth.](image)
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Figure 5.11. Experimental results of melt pool dimensions as functions of $P/\sqrt{v}$, (a) melt pool width, (b) melt pool depth.

Experimental melt pool width and depth results, shown in this section, were used to calibrate and validate single track LPBF simulations using heat source model APG4. As the discussion previously about Figure 5.8, a lack of considering anisotropically enhanced thermal conductivity and varied absorptivity, may cause the simulation results diverged from the experimental ones. In order to predict the melt pool dimensions more accurately as the experimental results, the model shown in Eq.(5.38), Eq.(5.36), and Eq.(5.37) was employed, in which the absorptivity $\beta$ and the anisotropically enhanced factors of thermal conductivity $\lambda_{yy}$ and $\lambda_{zz}$ are formulated in simple linear equations of $P/\sqrt{v}$. The coefficients (Table 5.3) in these three equations are obtained by matching numerical results with experimental results. It should be noted that with the coefficients, the variation of the effective absorptivity is calculated as 0.48~0.65 by Eq.(5.37), which are comparable with the data from [91,92]. In addition, it should be pointed out that $a1$, $a2$, and $a3$ should have units in order to make the units of the final products correct.

Table 5.3. Coefficients in the approximation equations of anisotropically enhanced thermal conductivity and varied absorptivity.

<table>
<thead>
<tr>
<th>$a_1$ ($\sqrt{m/s/W}$)</th>
<th>$b_1$</th>
<th>$a_2$ (s/m)</th>
<th>$b_2$</th>
<th>$a_3$ ($\sqrt{m/s/W}$)</th>
<th>$b_3$</th>
<th>$v_a$ (mm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1095</td>
<td>2.7241</td>
<td>-0.0036</td>
<td>4.96</td>
<td>0.0398</td>
<td>0.4748</td>
<td>1100</td>
</tr>
</tbody>
</table>
Figure 5.12a-c show the comparison of the melt pool dimensions between the simulation (sim) and experimental (exp) results at a laser power of 170 W, 195 W, and 220 W, respectively. Results from Figure 5.12 show good agreement with experimental results. The melt pool width and depth error between simulation and experimental results are listed in Table 5.4. As seen in Table 5.4, when the proposed model consisting of Eq. (5.38), Eq. (5.36), and Eq. (5.37) was included, all average error of the melt pool width is within 4%. The average error of melt pool depth is within 7% for 195 W and 220 W. The 170 W has a larger error, which may be due to measuring error. In addition, 170W resulted in the smallest melt pool depth, so the absolute error should be comparable to those of 195 W and 220 W.

Figure 5.12. Comparisons of melt pool dimensions at different power (a) $P = 170$ W, (b) $P = 170$ W, (c) $P = 220$ W.
Table 5.4. Proposed model validation and comparison of simulation results with experimental data.

<table>
<thead>
<tr>
<th>Power (W)</th>
<th>Min Error Width (%)</th>
<th>Min Error Depth (%)</th>
<th>Max Error Width (%)</th>
<th>Max Error Depth (%)</th>
<th>Average Error Width (%)</th>
<th>Average Error Depth (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>170</td>
<td>0.8</td>
<td>2.35</td>
<td>6.3</td>
<td>22.6</td>
<td>3.7</td>
<td>11.6</td>
</tr>
<tr>
<td>195</td>
<td>0.22</td>
<td>0.11</td>
<td>-3.4</td>
<td>-5.9</td>
<td>1.6</td>
<td>4.3</td>
</tr>
<tr>
<td>220</td>
<td>0.57</td>
<td>0.37</td>
<td>4.5</td>
<td>10.7</td>
<td>3.3</td>
<td>6.1</td>
</tr>
</tbody>
</table>

The simulation (sim) and experimental (exp) results are also plotted together in Figure 5.13 as functions of \( P/\sqrt{v} \), where it is proved that the proposed model can predict the trend of the melt pool dimensions very well. Results presented in Figure 5.13b show that the melt pool depth is proportional to \( P/\sqrt{v} \). Therefore, the melt pool depth \( d \) can be approximated with the following equation,

\[
d = k_d \cdot \frac{P}{\sqrt{v}} + k_i
\]  

(5.39)

where \( k_d \) is the slope, and \( k_i \) is the y-intercept. It should be noted that Eq.(5.39) is similar to the expression of the absorbed energy density shown in Eq.(5.33), which implies the melt pool depth may be a linear function of the absorbed energy density \( e_m \). However, since the \( C \) in Eq.(5.33) consists of the absorptivity and thermal conductivity \( k (\alpha=k/\rho C_p) \), which are all variables in this proposed model, \( e_m \) as a function to \( P/\sqrt{v} \) should be evaluated by substituting the absorptivity \( \beta \) (Eq.(5.38)) and the enhanced factors of thermal conductivity \( \lambda_{zz} \) (Eq.(5.36)) into it.
Figure 5.13. Comparison between the numerical and experimental results of melt pool dimensions as functions of $P/\sqrt{v}$, (a) melt pool width, (b) melt pool depth.

Figure 5.14 depicts the absorbed energy density $e_m$ versus $P/\sqrt{v}$, from which the approximately linear behavior for a large portion of the range could be observed. Therefore, the conclusion can be proved, as discussed in [28,218], that melt pool depth is proportional to the absorbed energy density for a range of the input process parameters. Furthermore, since during simulation, laser absorptivity is regarded as a linear function of the parameter $P/\sqrt{v}$, as shown in Eq.(5.38), it may prove that the absorptivity in the laser scanning process may increase with larger $P/\sqrt{v}$ value, as illustrated in [91]. This phenomenon may be explained by the reason that at higher intensities, a deeper depressed surface would be formed by the vapor recoil pressure in the melt pool, so that the laser interacts with the deeper and steeper walls, leading to less reflection of the laser beam and increased energy absorption. It is necessary to note that the left end of the curve in Figure 5.14 seems to be nonlinear, which is belonged to 170 W, and this nonlinearity may be another reason why the error of 170 W shown in Table 5.4 is larger than those of 195 W and 220 W. However, further investigation on the applicable range of this proposed model should be addressed in the future work.
5.7.3. Printed track surfaces

Figure 5.15 shows the 3D surfaces of experimental samples for different combinations of process parameters. The ripple, for example, in 1-1, is almost in a triangle shape, and it indicates the shape of the isotherm curves. From Figure 5.15a, it can be observed that the triangle-shaped pattern of ripple becomes not clear when the scanning speed is increased to 800 mm/s. In addition, peaks and valleys are formed, not uniformed height anymore as shown by those with lower scanning speed, which may imply that the single tracks are becoming unstable. The similar phenomena happened at the laser power of 195 W (Figure 5.15b) and 220 W (Figure 5.15c), while the thresholds of the scanning speed that cause instability are around 1000 mm/s, which are larger than of that with the laser power of 170 W.
As highlighted in [219], “The Plateau-Rayleigh analysis of the capillary instability of a circular cylinder of a liquid points out that the cylinder is stable” when the stability condition is satisfied [219]. The necessary and sufficient condition of stability is $\pi D/L > 1$, where $D$ is the diameter of the cylinder, and $L$ is the wavelength. $\pi D$ represents the circumference of the cylinder cross-section. In this work, the circumference can be regarded as the perimeter of a melt pool cross-section, and the wavelength is assumed to be the length of a melt pool. Therefore, the melt pool stability can be predicted by calculating the ratio of the circumference and the length of the melt pools in numerical simulations, which is shown as follows,
\[
\text{Stability} = \frac{C_{mp}}{L_{mp}}
\]  

(5.40)

where \( C_{mp} \) is the circumference of a melt pool, and \( L_{mp} \) is the length of the melt pool.

Figure 5.16 provides the numerical results of stability calculated based on Eq.(5.40). The data points above the red dash line imply stable melt tracks, while those below imply that the melt tracks may be unstable. As seen in Figure 5.16, the first several single tracks with lower scanning speed tend to be stable for all three laser powers, and melt pool stability is inclined to decrease with increasing scanning speed. Generally, the predicted results are consistent with that of the experimental results shown in Figure 5.15, except that the stability of single tracks at the laser power of 170 W seems to be a little bit overestimated.

![Figure 5.16. Prediction of melt-track stability based on the simulated melt pool data.](image)

For comparing with the form of ripples and isotherm curves, an angle \( \theta \) [89] is defined as depicted in Figure 5.17. \( \theta \) is the tail angle of a triangle ripple. In order to reduce the randomness, five measurements on a single track were averaged. For the track with the laser power of 195W and scanning speed of 800mm/s, the experimental \( \theta \) is in the range of 23° to 32°, as displayed in
Figure 5.17a. The numerical result of $\theta$ is 22°. Therefore, the simulated value is close to the experimental value, and the percentage of the difference between them is 20%.

![Figure 5.17: Ripple-angle $\theta$ comparison of a track with process parameter 195W and 800mm/s, (a) experimental result, (b) numerical result.](image)

Figure 5.17. Ripple-angle $\theta$ comparison of a track with process parameter 195W and 800mm/s, (a) experimental result, (b) numerical result.

Figure 5.18 shows the ripple-angle ($\theta$) comparison of experimental results and numerical data for all stable tracks with the numbering of 1-1, 1-2, 2-1 to 2-4, and 3-1 to 3-4. All the simulated ripple angles are smaller than those of the experiment; however, they are either within or close to the range of experimental results. For the tracks with the laser power of 195 W, the maximum difference of angles in experimental data is 17.3%, and for 220 W, it is 18.13%. The maximum error between the experimental and simulated results is 22%, which was derived from sample 1-2 with 170 W and 700 mm/s. The similar trend of ripple angles $\theta$ with a specific power versus scanning speed can be observed from the experimental and simulated values; for example, $\theta$ decreases with the scanning speed. The reason can be ascribed to the fact that with the higher scanning speed, the temperature gradient could be smaller, and the isotherm curves are elongated with a smaller ripple angle $\theta$.

Moreover, the tracks with a specific scanning speed versus power ended up with very close angles, e.g., the group of tracks 1-1, 2-1, and 3-1, and the group of tracks 1-2, 2-2, and 3-2. For the group with the scanning speed of 600 mm/s, tracks 1-1, 2-1, and 3-1, the maximum difference in the experimental data is only 4.66%. For scanning speed of 700 mm/s, tracks 1-2, 2-2, and 3-2
have a maximum difference of 5.9%. This trend is probably attributed to the reason that laser power may have less influence on the ripple angles than scanning speed.

In the future, a larger range of process parameters such as laser power and scanning speed should be considered in order to validate the proposed model further. Besides, the influence of powder layer thickness on melt pool profiles and track morphology would be investigated. Then the proposed 3D FEM model can be implemented for multiple-track and even multiple-layer situations of the LPBF process.

![Figure 5.18. Ripple angles θ comparison between the experimental results and simulated data for all the stable tracks.](image)

5.8. Summary

A 3D heat-transfer finite element model for LPBF was developed for accurately predicting melt pool dimensions and surface features. Based on the literature review, eight heat source models are used for the numerical modeling of LPBF and can be categorized as 1) geometrically modified group (GMG); and, 2) absorptivity profile group (APG). Experiments were carried out to validate the simulation results. All the eight heat source models lead to over 40% shallower melt pools compared with the experiments. In order to improve the model performance, a novel mathematical model with varied anisotropically enhanced thermal conductivity and varied absorptivity was
proposed and applied to the heat transfer simulation with the exponentially decaying heat source (APG4). The main conclusions are listed as follows:

1. The expressions of varied anisotropically enhanced thermal conductivity and varied absorptivity were linear algebraic equations. Good agreement between the simulation and the experimental results was derived. The averaged error of melt pool width and depth are 2.9% and 7.3%, respectively.

2. The proposed heat transfer model has been further validated by the surface features—track stability and ripple angle. For track stability, the predicted results are in good agreement with the experimental results. In addition, the simulated ripple angles are within the range of experimental results.
Chapter 6. Heat Source Modeling Application – Investigation on the Influence of Layer Thickness in LPBF*

6.1. Introduction

Layer thickness is one of the most important input process parameters in LPBF since it directly affects the defects found in the printed products, such as porosity, cracks, and manufacturing rate. In this work, a three-dimensional finite element heat transfer model was employed to compare and evaluate two different powder layer thicknesses (20 μm and 40 μm) at varying laser power and scanning speeds. A layer-thickness dependent laser absorptivity approach was considered to improve the prediction accuracy of the proposed model. Single-track experiments with stainless steel 17-4PH were conducted to validate the simulation model.

6.2. Background of heat transfer modeling

6.2.1. Governing equations

The thermal equilibrium governing equation for three-dimensional heat transfer in LPBF can be stated as,

$$\rho c \frac{\partial T}{\partial t} = Q + \frac{\partial}{\partial x}\left( k_x \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y}\left( k_y \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z}\left( k_z \frac{\partial T}{\partial z} \right)$$

(6.1)

where \(T\) is the current temperature [K], \(\rho\) is the material density [kg/m³], \(c\) is the specific heat [J/kgK], \(t\) is the time [s], \(x\), \(y\), and \(z\) are the coordinates in the reference system [m], \(k_x\), \(k_y\), and \(k_z\) are the thermal conductivity [W/mK] in the three directions and \(Q\) represents the heat source in

* The materials presented in this chapter are adapted from the author’s published work [95].
LPBF [W/m³]. [66] have shown that the laser not only scans over the powder-bed but can also penetrate the build area powder-bed, and thus, heat is absorbed not only on the top surface but is also absorbed into the powder-bed. Therefore, an exponentially decaying 3D heat source has been used [89],

\[ Q(x, y, z) = \frac{2P}{\pi r_l^2} \exp \left[ -2 \frac{x^2 + y^2}{r_l^2} \right] \cdot f(z), \quad f(z) = \frac{\beta}{H} \cdot \exp \left[ -\frac{|z|}{H} \right] \] (6.2)

where \( P \) is the laser power [W], \( r_l \) is the laser beam radius [µm], and \( \beta \) is the laser-beam absorptivity, \( H \) [µm] is assumed to be the powder layer thickness.

The boundary conditions for the LPBF simulations are as follows: the initial temperature (\( T_{base} \)) and the ambient temperature (\( T_0 \)) were chosen as 353 K and 293 K, respectively. Heat convection (\( q_c \)) on the outer surface was considered as follows:

\[ q_c = -h_c (T_{sur} - T_0) \] (6.3)

where \( h_c \) is the convective heat transfer coefficient [W/(m²K)], and \( T_{sur} \) represents the surface temperature [K]. Radiation heat transfer (\( q_r \)) were described by using Stefan-Boltzmann law:

\[ q_r = -\varepsilon \sigma (T_{sur}^4 - T_0^4) \] (6.4)

where \( \varepsilon \) is the powder-bed emissivity, and \( \sigma \) is Stefan-Boltzmann radiation constant [W⋅m⁻²⋅K⁻⁴].

### 6.2.2. Material properties

The effective thermal conductivity of the Stainless Steel 17-4PH (SS17-4PH) powder used in this study is considered to be 1% of the bulk-material thermal conductivity, as reported by [83,220].

\[ k_{powder} = \begin{cases} 0.01 \times k_{bulk}, & T < T_m \\ k_{bulk}, & T >= T_m \end{cases} \] (6.5)
where $T_m$ is the melting temperature. $k_{\text{powder}}$ and $k_{\text{bulk}}$ are the thermal conductivity of the powder phase and solid phase, respectively. The powder density can be deliberated as follows,

$$\rho_{\text{powder}} = (1 - \varphi) \rho_{\text{bulk}}$$

(6.6)

where $\varphi$ is the powder-bed porosity and is picked as 0.53 [21,201]. The latent heat was considered as the heat absorbed during the phase transformation of material. The effective capacity method [12] was used in this study. The latent heat during material phase change was considered in the heat capacity and was specified as:

$$C = \begin{cases} 
C_{\text{bulk}}, & T \leq T_s \\
C_{\text{bulk}} + 2 \cdot L_f (T - T_s)/(T_l - T_s)^2, & T_s < T \leq T_l \\
C_{\text{bulk}} + 2 \cdot L_v (T - T_l)/(T_v - T_l)^2, & T_l < T \leq T_v 
\end{cases}$$

(6.7)

where $C_{\text{bulk}}$ denotes the bulk-material heat capacity, $L_f$ and $L_v$ are the latent heat of fusion and vaporization respectively, $T_s$ is the solidus, $T_l$ is the liquidus, and $T_v$ is the vaporization temperature.

In this study, the powder particles of SS17-4PH were directly deposited on the substrate, which is mild steel. Figure 6.1a shows the SS17-4PH temperature-dependent bulk material properties [198], and Figure 6.1b portrays those of the substrate (mild carbon steel) [203].

![Figure 6.1. Temperature-dependent material properties (a) SS17-4PH [198]; (b) mild carbon steel [203].](image)
In the LPBF process, it is also important to consider the melt pool convection, which may cause deeper melt pools due to the Marangoni effect [74,205]. The Marangoni effect is faster than the solidification, as indicated by [74]. Using the anisotropic thermal heat conductivity could increase the melt-pool dimensional accuracy [90]. Therefore, the enhanced thermal conductivity can be stated as,

$$k_x = \lambda_x k, \quad k_y = \lambda_y k, \quad k_z = \lambda_z k$$

(6.8)

where $\lambda_x$, $\lambda_y$, and $\lambda_z$ are the enhanced factors of thermal conductivity $k$. However, the enhanced factor can be dependent on the process parameters in order to obtain more close predictions of the melt pool dimensions. They are described in linear algebraic functions of $P/\sqrt{v}$ according to experimental results, where $P$ is laser power and $v$ is laser scanning speed.

$$\begin{cases}
\lambda_x = \lambda_y = \lambda_z = 1, & T < T_{melting} \\
\lambda_x = 1, \quad \lambda_y = f_y(P, v), \quad \lambda_z = f_z(P, v), & T \geq T_{melting}
\end{cases}$$

(6.9)

where $f_y$ and $f_z$ can be formulated as,

$$f_z = a_1 \frac{P}{\sqrt{v}} + b_1$$

$$f_y = \begin{cases} 
a_2 v + b_2, & v \leq v_a \\
1, & v > v_a
\end{cases}$$

(6.10)

where $v_a$, $a_1$, $b_1$, $a_2$, and $b_2$ are also parameters and were determined by using only two extreme points from experimental data.

Furthermore, during the LPBF modeling, one of the most uncertain coefficients is the laser absorptivity. It depends on the powder morphology and on the incidence angle, which varies owing to the dynamic melt pool topologies [91]. Similar to the anisotropically enhanced thermal conductivities, the absorptivity was also regarded as a simple linear algebraic equation of $P/\sqrt{v}$,

$$\beta = a_3 \frac{P}{\sqrt{v}} + b_3$$

(6.11)
where $a_3$ and $b_3$ are coefficients determined through two extreme points from the experimental data. The effective absorptivity can be calculated accordingly and was in the range of 0.48~0.7, which is comparable with the experimental data from [91].

### 6.3. Numerical model setup

The commercial software package, COMSOL Multiphysics 5.2, was used to perform FEM thermal analyses. The substrate dimensions were $2000 \times 1000 \times 500 \ \mu m$, and those of the powder layer were chosen to be $2000 \times 1000 \times 20(40) \ \mu m$. (Note that in order to investigate the influence of layer thicknesses on melt-pool dimensions, two kinds of layer thicknesses were chosen in this work (20 μm and 40 μm). Both the solid substrate and the powder layer were meshed by tetrahedral elements. Similar to experimental conditions, the laser beam diameter of 100 μm was used in the simulation. The scanning region was meshed with 20 μm elements according to mesh-convergence trials, as depicted in the blue region in Figure 6.2, while rougher elements were used in the other regions for the sake of computational efficiency. Besides, the initial time step was chosen to be 7μs with a convergence based adaptive time step. The symmetrical property of the domain was used so that only half of the domain was developed. In addition, the model considered radiation and convection cooling at the top surface. The convective heat transfer coefficient was chosen as 15 W/mK [208], and the emissivity coefficient of 0.5 [209] was used.

![Figure 6.2. Schematic of the simulation and mesh in the FEM, the blue area represents the laser-scanned region.](image)
6.4. Material and experiments

Single-track experiments were conducted using an EOS M 290 (EOS GmbH, Krailling, Germany) LPBF machine for validating the numerical simulation results. The EOS M 290 has a TEM$_{00}$ transverse mode laser beam with a spot diameter of 100 μm. Stainless Steel 17-4PH gas atomized powder with a particle size range of 16~64 μm was used, and size distribution with a D10 = 30.2 μm, D50 = 42.4 μm, and D90 = 58.1 μm respectively was determined by a particle analyzer (Retsch CAMSIZER X2, Retsch Technology GmbH, Haan, Germany). Surface profiles of the single tracks were measured with a high-performance confocal laser scanning microscope (Keyence VK-X250, Keyence Corporation, Osaka, Japan).

The present design of experiment (DOE) involved combinations of different process parameters, comprising laser power, scanning speed, and layer thickness. In literature [210–214,216], the laser power is generally between 190 to 200 W, for SS 17-4PH. In this work, the laser powers were set to be 170, 195, and 220 W while the scanning speeds were from 600 to 1300 mm/s. Two different layer thicknesses (20 and 40 μm) were employed with five repetitions for each condition. In order to avoid the irregularities with printing single lines on printed substrates [221], all the single tracks were printed directly on the mild steel substrate. The corresponding combinations of the processing parameters are presented in Table 5.2.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Laser power, $P$ [W]</th>
<th>Scanning speed, $v$ [mm/s]</th>
<th>Layer thickness, $l_{th}$ [um]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>170</td>
<td>600</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>170</td>
<td>900</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>170</td>
<td>1300</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>170</td>
<td>600</td>
<td>40</td>
</tr>
<tr>
<td>11</td>
<td>170</td>
<td>900</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>170</td>
<td>1300</td>
<td>40</td>
</tr>
</tbody>
</table>
All the single track samples were cross-sectioned vertical to the laser-scan direction and then were mounted, polished, and etched by using 5% Nital. The melt-pool dimensions were measured by a Keyence VK-X250 (Keyence Corporation, Osaka, Japan) laser scanning confocal microscope, as shown in Figure 6.3. It should be noted that the melt pool depth (as shown in Figure 6.3) was measured from the surface of the substrate to the bottom of the melt pool, which does not include the bead height. The bead is formed because the melted powder layer provides extra material.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>195</td>
<td>600</td>
<td>20</td>
<td>13</td>
<td>195</td>
<td>600</td>
</tr>
<tr>
<td>5</td>
<td>195</td>
<td>900</td>
<td>20</td>
<td>14</td>
<td>195</td>
<td>900</td>
</tr>
<tr>
<td>6</td>
<td>195</td>
<td>1300</td>
<td>20</td>
<td>15</td>
<td>195</td>
<td>1300</td>
</tr>
<tr>
<td>7</td>
<td>220</td>
<td>600</td>
<td>20</td>
<td>16</td>
<td>220</td>
<td>600</td>
</tr>
<tr>
<td>8</td>
<td>220</td>
<td>900</td>
<td>20</td>
<td>17</td>
<td>220</td>
<td>900</td>
</tr>
<tr>
<td>9</td>
<td>220</td>
<td>1300</td>
<td>20</td>
<td>18</td>
<td>220</td>
<td>1300</td>
</tr>
</tbody>
</table>

Figure 6.3. Melt pool cross-section.

6.5. Results and discussions

6.5.1. Experimental melt-pool dimensions

For validating the simulation model, experiments were carried out with the different combinations of process parameters shown in
Table 5.2. As an example, melt pool profiles with different layer thicknesses under laser power of 195 W are shown in Figure 6.4. Melt pools in Figure 6.4 show a decrease in melt pool dimensions with increasing scanning speed. For the melt pools with the same power and scanning speed, the dimensions with 20 μm layer thickness are slightly bigger than those with 40 μm.

<table>
<thead>
<tr>
<th>mm/s</th>
<th>195 W 20 μm</th>
<th>195 W 40 μm</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>900</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>1300</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 6.4. Comparison of melt pool dimensions with different layer thicknesses.

Figure 6.5a-d depict the complete experimental results. It is noticed that the melt-pool dimensions reduce with increasing scanning speeds. The trend is the same for different layer thicknesses and laser powers. In addition, with larger laser power, the melt-pool is deeper, as illustrated in Figure 6.5c and d. However, the melt-pool widths seem to be increasing less noticeably, as shown in Figure 6.5a and b.
Moreover, Figure 6.5 illustrates that the melt pool dimensions with different layer thicknesses are very similar to each other. The melt pool depth and width with a layer thickness of 40 μm are, on average, 1.45% and 1.52% less than those with 20 μm. The reason may be attributed to the thicker powder layer which requires more laser energy to melt than the thinner one, resulting in less energy penetrating to the substrate to form the melt pool; however, at the same time, the thicker powder layer may lead to a higher absorptivity [222], which may compensate for the previous effect. Thus, the melt pool dimensions with different layer thicknesses of 20 μm and 40 μm are very close to each other. It is essential to note that all the melt pool cross-sections shown in Figure
6.4 were scanned by using the medium laser power of 195 W, which is one of the reasons why the comparison does not show any major variation between melt pools. This might lead to the conclusion that melt pool dimensions are independent of the layer thickness. However, this conclusion does not apply to other laser powers. Figure 6.6 shows the melt pool morphologies with the 220 W laser power and speed of 600 mm/s with a discrepancy in melt pool dimensions of more than 15% (20 μm).

Successful printing during LPBF is not only dependent on the melt pool dimensions but also on the morphology of the track profile. A discontinuous track profile is the reason for many defects and might result in extra porosities in printed parts. Figure 6.7 shows the top view of the single tracks as $P/\sqrt{v}$ increases from 4.7 W/ $\sqrt{\text{mm/s}}$ (left) to 8.9 W/ $\sqrt{\text{mm/s}}$ (right) for both layer thicknesses of 20 μm and 40 μm. Results show an increase in track stability with an increase in $P/\sqrt{v}$ from 6.5-8.98 W/ $\sqrt{\text{mm/s}}$ for both layer thicknesses. In contrast, unstable single tracks with many large peaks and valleys are observed within the $P/\sqrt{v}$ range of 4.7-6.1 W/ $\sqrt{\text{mm/s}}$.

The effect of layer thickness on track stability is highlighted in Figure 6.8. Figure 6.8 shows the top view of the printed single tracks with $P/\sqrt{v}$ of 4.7 W/ $\sqrt{\text{mm/s}}$ (170 W, 1300 mm/s) with 20 μm and 40 μm layer thickness. Track discontinuity is more obvious with the 40 μm layer thickness, as highlighted. The main reason for this discontinuity is thought to be due to the increasingly needed energy to melt the extra volume of powder found in the 40 μm layer. Therefore, results show that even though layer thickness does not seem to greatly affect the melt pool dimensions at certain power levels, the layer thickness should be chosen compatible with the other process parameters in order to form adequate melt pools with continuous melt tracks.
Figure 6.6. The discrepancy in melt pool dimensions with different layer thicknesses.

(a) 20 μm

(b) 40 μm

Figure 6.7. The top view of the single tracks as $P/\sqrt{v}$ increasing for the layer thickness of (a) 20 μm, (b) 40 μm.

(a) 20 μm, 170 W, 1300 mm/s, 4.71 W/√(mm/s)

(b) 40 μm, 170 W, 1300 mm/s, 4.71 W/√(mm/s)

Figure 6.8. The top view of the single tracks with layer thicknesses of (a) 20 μm, (b) 40 μm.
Figure 6.9 depicts the experimental melt-pool dimensions as functions of $P/\sqrt{v}$. Remarkably, the melt pool depth results in Figure 6.5c and d collapse to linear lines a, s shown in Figure 6.9c and d. However, melt-pool width does not converge into a single line but into three comparable lines, which may imply the melt pool width is less sensitive to the laser power than to the scanning speed. Moreover, the maximum melt pool depth with the layer thickness of 40 μm is slightly smaller than that with 20 μm. However, the minimum one is slightly bigger. A similar trend can also be observed for the melt pool width. This may be explained by the interplay among the layer thickness, the laser absorptivity, and particle dynamics [68]. With bigger layer thickness, the powder layer needs more energy to be melted resulting in a smaller melt pool; however, the thicker layer could lead to the increase of laser absorptivity [222], which could make melt pool bigger. Thus, these two phenomena interact with each other, probably causing these differences in maximum and minimum melt pool depths between 20 and 40 μm. Furthermore, the melt pool dimensions presented in this work show similar melt pools, which are within or near conduction mode, when the parameter $P/\sqrt{v}$ is within 6-8 with the different layer thicknesses, which suggests that the two layer thicknesses have almost the same effects on melt pool dimensions within this range. This trend can also be observed in Figure 6.7, where the tracks become more smooth and stable with $P/\sqrt{v}$ of 6.5-7.69 for both 20 μm and 40 μm. However, experimental results at high power and low velocity show significant differences in melt pool depths whereas experimental results at low power and high velocity show similar melt pools but discontinuous track profiles. Even though the other manufacturing objectives should be considered, like the final surface roughness which may be lower by employing smaller layer thicknesses, using the thicker layer thickness has potential to accelerate the manufacturing process, because of the fewer number of layers needed to print for final parts.
6.5.2 Simulation results

As discussed previously, the model in Eq. (6.10) and Eq. (5.38) was employed in the simulations to approximate the melt-pool dimensions more precisely, where the absorptivity $\beta$ and the enhanced factors of thermal conductivity $\lambda_{yy}$ and $\lambda_{zz}$ are expressed in linear equations of $P/\sqrt{v}$. The constants of this model are listed in Table 5.3. The absorptivity range is from 0.48 to 0.65 based on different values of the combined parameter, $P/\sqrt{v}$.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$b_1$</th>
<th>$a_2$</th>
<th>$b_2$</th>
<th>$a_3$</th>
<th>$b_3$</th>
<th>$v_o$ (mm/s)</th>
</tr>
</thead>
</table>

Figure 6.9. Experimental melt-pool dimensions as functions of $P/\sqrt{v}$, (a-b) melt-pool width with 20 μm and 40 μm layer thicknesses, (c-d) melt-pool depth with 20 μm and 40 μm layer thicknesses.
For the layer thickness of 40 μm, Figure 6.10a shows simulated and experimental melt pool depth at 170 W but with varied scanning speeds. The maximum variance between the simulation and experimental results is over 30%. The authors assume this is caused by the underestimations of the laser absorptivity because the thicker powder layers could lead to higher absorptivity [222]. Besides, the underestimation in melt pool dimensions may be due to the complex fluid and particle dynamics [68,70], which may be more obvious at high scanning speeds. According to the literature [91], the laser absorptivity of stainless steel can be as high as 0.7. Therefore, the range of the absorptivity for 40 μm in this work was adjusted from 0.48-0.65 to 0.6-0.7 based on different values of the combined parameter, \( P/\sqrt{v} \), and the corresponding simulation results are shown in Figure 6.10b. The higher absorptivity results in better agreement between the simulation and experimental results with a slight underestimation at high velocity with an average error of 11%. This results in over two-time improvement in simulation results. It should be noted that this modification of absorptivity only influences the parameters \( a_3 \) and \( b_3 \) (Table 5.3). New values for \( a_3 \) and \( b_3 \) are 0.0234 and 0.4895 respectively.

![Figure 6.10](image_url)

**Figure 6.10.** Melt pool depth comparisons at two different \( P/\sqrt{v} \) dependant absorptivity equations, (a) 0.48-0.65, (b) 0.6-0.7
Figure 6.11a-d shows the comparison of the melt-pool dimensions between simulation and experimental results at different laser powers of 170 W, 195 W, and 220 W with different layer thicknesses of 20 μm and 40 μm, respectively. All the melt pool dimensions are plotted as functions of $P/\sqrt{v}$. The dash lines represent the simulation results while the solid lines denote the experimental results. The simulation results in Figure 6.11a-d match well with the experimental results, which proves the effectiveness of the stated simulation model.

Figure 6.11. Melt-pool dimensions comparison between the simulation and experimental results as functions of $P/\sqrt{v}$ (a) melt-pool width, (b) melt-pool depth.

The corresponding errors of the melt pool width and depth for 20 μm and 40 μm layer thickness with different powers are summarized in Table 5.4. Each row in Table 5.4 corresponds to all the
scanning speeds for that layer thickness and laser power. Table 5.4 shows that for results with a layer thickness of 20 μm, the average of the width and depth are within 10%. Especially for the width, the average errors are within 5%. However, the average errors of the width and depth with 40 μm thickness are generally bigger than the corresponding results with 20 μm. Noticeably, the maximum errors of the melt depth with 40 μm are relatively large, which are 33.8%, 17.3%, and 15.1%. In Table 5.4 and Figure 6.11d, it can be found that these large errors are all with the 1300 mm/s scanning speed. In contrast, the predicted melt pool depth becomes more accurate with the 600 mm/s scanning speed, where the errors are only 6.2%, 1.3%, and 1.3%. This finding may be explained by the fact that the particle configuration is being changed by the fluid and particle dynamics in and near the melt pool [68,70]. For example, researchers [68] found that based on the process parameters, the particle can be dramatically moved by the local recoil pressure, where the speed can be as high as 20m/s, leading to the denudation or pileup effects. The denudation effect explains how the powder particles are pushed away, while the pileup effect explains how the particles are stacked up at the front of the melt pool track. As discussed previously, the large simulation errors under the speed 1300 mm/s could be attributed to the fewer particles, caused by the dominant denudation effects observed at higher scanning speed. Fewer particles mean less energy absorbed by powder, and therefore, more energy deposited downwards to form deeper melt pools. In addition, the reason why the 40 μm has the bigger errors than 20 μm may be because the 40 μm layer thickness seems to be influenced more by the fluid-particle dynamics than that with the 20 μm as more particles exist in a 40 μm layer. In other words, as more particles exist in a 40 μm layer, there occurs a higher possibility that these particles collide with each other, leading to a more remarkable denudation effect. This trend can also be observed in Figure 6.7, where the 40 μm single tracks exhibit more partially melted particles than the 20 μm single tracks.

<table>
<thead>
<tr>
<th>Layer thickness (μm)</th>
<th>Power (W)</th>
<th>Min Error Width (%)</th>
<th>Min Error Depth (%)</th>
<th>Max Error Width (%)</th>
<th>Max Error Depth (%)</th>
<th>Ave. Error Width (%)</th>
<th>Ave. Error Depth (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 6.3. Proposed model validation and errors between the simulation and experimental data.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Even though the fluid and particle dynamics are not considered in the present simulation model of LPBF, the model still gives good melt pool dimension predictions for both the 20 and 40 μm layer thicknesses. The averaged error of melt pool width and depth are 4.2% and 9.1%, correspondingly. In order to understand the effect of layer thickness comprehensively, it is important to consider a wider range of layer thicknesses, laser power, and scanning speed. Moreover, including the effect of fluid-particle dynamics would also greatly improve the predictability of the proposed model. Finally, with a validated numerical model of LPBF, the relationships between the process parameters and microstructures as well as the material properties can be investigated in future works because different process parameters, such as laser power, scanning speed, lead to different microstructures which lead to different grain sizes [18]. As grain size is directly related to material strength, this significantly affects the material properties of printed parts with different process parameters [223].

### 6.6. Summary

A three-dimensional heat-transfer finite element model for LPBF was employed to predict melt pool dimensions with two different layer thicknesses accurately. Varied anisotropically enhanced thermal conductivity and varied absorptivity were included in the proposed model for capturing the experimental process in more detail. The main conclusions are as follows:
1. Generally, the simulation results of the melt pool dimensions matched well with the experimental results. The averaged melt pool width and depth errors were 4.2% and 9.1%, respectively.

2. Using the combined parameter $P/\sqrt{v}$ shows that layer thickness has a minor effect on the melt pool dimensions when between 6-8 W/√(mm/s). In other words, within this range, it is possible to use 40 μm layer thickness to accelerate the building rate while not losing quality.
Chapter 7. Multi-Scale Thermo-Mechanical Modeling for LPBF

7.1. Introduction

Previously (Chapter 5, Chapter 6), heat source modeling has been investigated, where the thermal analysis helps to understand whether a set of process parameters leads to suitable melt pool dimensions and stable melt tracks. As is discussed in Section 2.3, thermo-mechanical modeling is important because it enables to predict deformation and residual stresses in LPBF printed parts. In this chapter, multi-scale LPBF process simulation models will be investigated in order to find an effective and efficient method to simulate the LPBF process. It includes a small scale modeling—actual-scan model, a medium-scale modeling—domain activation model, and large-scale modeling—ISM. Moreover, the LPBF process modeling provides important information to the LPBF-based topology optimization that considers the LPBF process in the design process.

7.2. Small scale modeling—actual-scan model

Numerical modeling helps researchers optimize process parameters, describe the thermal history of the AM process, and predict part deformation as well as residual stresses. In order to obtain the basic knowledge of AM simulation, a simple block is chosen as the part to fabricate, as plotted in Figure 7.1a. The cross-section of the block is 2x1 mm rectangular. Besides, a one-layer (20μm) scan was taken into consideration, beneath which there is a thicker block with the two-layer thickness (40μm), representing support structures. The boundary conditions were heat flux on the top surface with the heat flux 8 W/(m²), a constant temperature on the bottom surface with 373K, and the other thermally insulated surfaces. For the solid mechanics, the bottom surface was
completely constrained for the heating and cooling process, while it departed from a base plate at
the end of the simulation.

The commercial LPBF machine—EOS M 290—uses a raster-scan pattern, which is also
chosen for the simulation of AM, as shown in Figure 7.1b. It is necessary to note that the laser
does not scan on the dash lines.

![Figure 7.1. The schematic of the AM simulation model, (a) geometry and mesh, (b) the scan pattern used.](image)

For the laser heat source, 3D volumetric laser heat source—3D Gaussian distribution was
chosen for simplicity. The material used in this simulation is Ti-6Al-4V, whose temperature-
dependent properties are listed in Table A.3. The process parameters are summarized in Table 7.1.
Moreover, latent heat correction has been considered, which is similar to the work of Ashby[224].

**Table 7.1. Input-process parameters for the numerical model with the material of Ti-6Al-4V.**

<table>
<thead>
<tr>
<th>Laser power P</th>
<th>Scan speed v</th>
<th>Beam radius r_l</th>
<th>Absorptivity β</th>
<th>Layer thickness l_th</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 [W]</td>
<td>1200 [mm/s]</td>
<td>100 [µm]</td>
<td>0.3</td>
<td>20 [µm]</td>
</tr>
</tbody>
</table>

Isotropic hardening model has been employed, which is indicated in Eq.(7.1).

$$
\sigma_{ys} = \sigma_{ys0} + \frac{E_{Tiso}}{E} \frac{E_{Tiso}}{E} \varepsilon_{pe}
$$

(7.1)

where $\sigma_{ys}$ and $\sigma_{ys0}$ are yield stress and initial yield stress, respectively; $E_{Tiso}$ is the isotropic tangent
modulus; $E$ is Young’s modulus; $\varepsilon_{pe}$ is the effective plastic strain.

For improving calculation efficiency, heat transfer and solid mechanics were not strongly
coupled, which means that the heat transfer was simulated firstly, and then the solid-mechanical
analysis was executed using the thermal history from heat transfer analysis. The temperature distribution at one specific time point during the laser scan is displayed in Figure 7.2a. The maximum temperature was varying around 6100 K. Melt-pool dimensions are 53μm in depth, 140μm in width, and 320 μm in length. Figure 7.2b and c show the deformation of the part before and after it was removed from the substrate. The maximum deformation is 0.23 mm after it was removed from the substrate.

![Figure 7.2](image)

**Figure 7.2.** Simulation results of the actual laser-scan model, (a) the temperature distribution during laser scan, (b) the deformation before and (c) the deformation after the removal from the substrate.

For computational time, 3 days 16.5 hours were used on a desktop with a Core i7-6700 CPU and 16 GB RAM, for this part with dimensions of 2×1×0.3 mm. Therefore, this actual-scan method may not be applicable in part-level simulation. Accelerated methods should be developed.

### 7.3. Domain-by-domain heat-input method

In the actual-scan model, since the laser-beam diameter is very small (around 100 μm), compared to what people want to manufacture through LPBF, the mesh should be fine enough to capture the features of the laser beam (the heat source), making the total number of elements extremely huge. For the sake of accelerating the simulation, it may not be difficult to think of whether one can reduce the number of elements by employing an equivalent but bigger heat source. Therefore, the domain-activation method was investigated, in which the material is melted domain by domain with effective heat flux. The activated domain could be a thin line with the width of
laser-beam diameter and depth of powder-bed layer thickness, a whole layer to be deposited, or even a couple of layers together. Thus, in this way, the simulation process would be accelerated.

As for deriving an effective heat input method, there are two methods, (a) initial melting temperature; (b) equivalent-laser-exposure heat flux.

For the initial melting temperature, a bridge structure in Figure 7.3 has been used, which is the topologically optimized bridge with 0.2 volume fraction discussed in Chapter 3. The preliminary result was derived by activating voxel one by one with an initial temperature of the melting point. The whole simulation took near 30 days. This heat input model may not be accurate compared to the (b) equivalent-laser-exposure heat flux that will be discussed later because the maximum temperature of the melting material usually is much higher than the melting temperature [196].

![Figure 7.3. Preliminary part-level simulation for the LPBF process by domain-by-domain activation method, (a) temperature, and (b) stress distribution.](image)

Thus, a more accurate heat input model—equivalent-laser-exposure heat flux will be discussed. As for the calculation of the equivalent-laser-exposure time, it is assumed that an evenly distributed-laser beam of the circular shape is passing through a line with a length of hatch spacing, as shown in Figure 7.4.
Figure 7.4. The illustrative graph of the calculation of equivalent-laser-exposure time.

The equivalent moving distance of laser beam during shining on the infinitely small segment, \(dy\), is shown in Eq.(7.2),

\[
l_i = \frac{2\sqrt{r_i^2 - y_i^2} \, dy}{dy}
\]  

(7.2)

where the \(r_i\) is the radius of the laser beam, and \(y\) is the \(y\)-coordinate of the shadow area. Then the equivalent exposure time for the \(i^{\text{th}}\) segment is derived by dividing the equivalent distance \(l_i\) with scan speed \(v_s\), as shown below,

\[
t_i = \frac{l_i}{v_s} = \frac{2\sqrt{r_i^2 - y_i^2} \, dy}{dy \cdot v_s}
\]  

(7.3)

By averaging the equivalent exposure time of the \(n\) segments, the equivalent time for a laser scan on the line is calculated as in Eq.(7.4),

\[
\text{\(t_{\text{eq}}\)} = \frac{1}{n} \sum_{i=1}^{n} t_i = \frac{1}{n \cdot dy} \sum_{i=1}^{n} \frac{2\sqrt{r_i^2 - y_i^2} \, dy + 0 + \ldots + 0}{v_s} = \frac{\int_{-n/2}^{n/2} 2\sqrt{r_i^2 - y^2} \, dy}{n \cdot dy \cdot v_s}
\]  

(7.4)

\[
\int_{-n/2}^{n/2} 2\sqrt{r_i^2 - y^2} \, dy = \frac{\pi r_i^2}{h_{\text{space}} \cdot v_s}
\]

where \(h_{\text{space}}\) is the hatch spacing of laser scan.

Similarly, for a three-dimensional heat source, one can also obtain the equivalent-laser-exposure time,
\[ t_{eq} = \frac{2 \pi r_i^3}{l_{thick} \cdot h_{space} \cdot v_s} \]  

(7.5)

For comparison, the model used in the actual-scan model was also used in this model. Nevertheless, the actual laser scan was replaced by a quick exposure of laser power within a larger domain with proper exposure time. The top layer had been divided into 20 long-narrow domains, as shown in Figure 7.5. The heat source was applied to each domain successively. The total number of elements in the mesh is 10 k, 44% less than the number 17956 of the actual-scan model.

![Domain-by-domain method](image)

Figure 7.5. The geometry and mesh of the whole domain in the domain-by-domain method.

The total computational time is around 13 hours. The simulation results are shown in Figure 7.6. The maximum temperature and final deformation are 5930 K and 0.25 mm, similar to the 6100K and 0.23 mm of the actual-scan model.

![Simulation results](image)

Figure 7.6. Simulation results of the domain-by-domain model, (a) the temperature distribution during laser scanning, (b) the deformation after removal from the substrate.
Furthermore, Figure 7.7 plots the temperature profiles of one point on the scan path (the dot near the center), for both actual-scan model and domain-by-domain method, from which one can observe that the temperature profiles are very similar, and the maximum temperature is only 5% different. The temperature profile is not symmetric as the time of the heating region is shorter than the cooling region, as shown in Figure 7.7.

![Temperature profile graph](image)

**Figure 7.7. The temperature profile of one point (the dot marked on the part) on the scan path.**

It should be noted that the small shift is due to the difference in heat-input mechanisms behind these two methods. In the domain-by-domain method, the heat source was applied on the sub-domain right at the time when the laser started to scan on the sub-domain, but in the actual-scan method, the laser took time to move from the side to the location of the dot position, which caused the delay. In addition, it is over 6 times faster (13 h vs. 3 d 16 h) compared to the actual-scan model. Therefore, the domain-by-domain activation model may be capable of simulating the LPBF process.

However, the simulation of a larger domain by this method still took a too long time. For example, as a bigger domain of 2×1×0.7 mm as shown in Figure 7.8, the simulation took 11 days, which makes it almost impossible to be employed for a part-level simulation that is required by topology optimization, since topology optimization may need multiple times of such simulation to
during the iterations for deriving optimal results. Therefore, further accelerated methods for the LPBF process simulation should be explored.

![Figure 7.8. Deformation of a bigger domain with 35 layers (2×1×0.7 mm).](image)

### 7.4. Inherent strain method for LPBF

The Inherent Strain Method (ISM) has been used for the fast prediction of deformation and residual stresses in the welding area [225,226]. Distortion and residual stresses in welding-like manufacturing are caused by the incompatible strains, including thermal strains and plastic strains. Such incompatible strains are a result of uneven temperature distribution during the heating process and are generally called inherent strains [225]. The inherent strains include thermal strains, plastic strains, and other types of strains except for elastic strain [227]. With inherent strains, only an elastic calculation is needed for the prediction deformation and residual stress. Since the natural similarities between welding and LPBF, this fast computational technique is also suitable for fast predicting deformation and residual stresses in LPBF [228]. The theory of such simplified elastic calculation is based on the Eshelby’s inclusion [229], which will be briefly explained as follows.

#### 7.4.1. The Eshelby’s inclusion

In LPBF, the material is gradually melted and added to a solidified part that is defined as a matrix, as illustrated in Figure 7.9. The newly deposited material can be regarded as an inclusion
in the matrix. Since the newly added material may contain incompatible strain caused by uneven temperature distribution during the heating process, both the matrix and the inclusion will deform and experience an elastic stress field. The problem is to solve the stress, strain, and displacement both in the matrix and the inclusion. As for solving this problem, the analysis procedure is similar to that of the classic Eshelby’s inclusion problem [229].

![Figure 7.9. A linear elastic solid with volume V and surface S. It is called the matrix. The subvolume V₀ and subsurface S₀ are of the inclusion. The inclusion experiences an inelastic deformation.](image)

The problem is solved by the superposition principle of linear elasticity [230], as shown in Figure 7.10. First, the inclusion is removed from the matrix, during which it may change its shape because of the inherent strains inside. Second, one should apply surface traction T on the surface of inclusion, making it changes back to its original shape. Third, one should put the inclusion back to the matrix. There is no change in the deformation fields in either the inclusion or the matrix from step 2 to step 3. Lastly, the traction T should be removed in order to resume the original inclusion, as shown in Figure 7.9, which is achieved by adding a traction \( F = -T \) on the boundary between the inclusion and the matrix. Therefore, the stress, strain, and displacement in this two-body system can be solved by elastic analysis.
In the LPBF process, when more material is added, the above process will be repeated until the part is completely manufactured.

### 7.4.2. Inherent strain method

Since the natural similarities between Eshelby’s inclusion and LPBF, this fast computational technique is suitable for fast predicting deformation and residual stresses in LPBF [228]. As for the derivation of the inherent strains, a small dimensional analysis with detailed heat source and physics is employed to calculate it since melt pools in LPBF experience a comparable mechanical history [126]. This inherent strain derivation and calibration will be further explained in Section 7.5. Moreover, it is necessary to mention that for one material, one set of parameters, and on the LPBF machine, such detailed analysis only needs to be executed once. An inherent strain $\varepsilon^*$ is expressed as,

$$\varepsilon^* = \{\varepsilon_x^*, \varepsilon_y^*, \varepsilon_z^*, \varepsilon_{xy}^*, \varepsilon_{xz}^*, \varepsilon_{yz}^*\}^T$$  \hspace{1cm} (7.6)

where, $x$, $y$, $z$ are the axes of the coordinate system, which is shown in Figure 7.11. According to Deng et al. [226] and Ueda et al. [170], those shear components can be neglected, maintaining a good prediction of deformation and residual stress. Therefore, the inherent strain can be expressed as follows,
\[ \varepsilon^* = \{ \varepsilon^*_x, \varepsilon^*_y, \varepsilon^*_z, 0, 0, 0 \}^T \] (7.7)

Furthermore, with a detailed thermo-elastic-plastic model, the three inherent strain components in a cross-section that is perpendicular to laser scan direction are obtained using the following equations,

\[ \varepsilon^*_x = \frac{1}{V} \int_V \varepsilon^p_x \, dV \]
\[ \varepsilon^*_y = \frac{1}{V} \int_V \varepsilon^p_y \, dV \] (7.8)
\[ \varepsilon^*_z = \frac{1}{V} \int_V \varepsilon^p_z \, dV \]

where \( V \) is the volume of the heat-affected zone caused by a laser scan.

**Figure 7.11. The coordinate system of the laser-scan process**

With the inherent strain \( \varepsilon^* \), one then can apply it to larger domains, such as a whole slice of the part, in order to accelerate the simulation speed. For investigating the applicability of this efficient method to the LPBF process, a bridge-shape part \((20 \times 10 \times 8 \text{ mm})\), which is the same as the one in the work of Mishurova et al. [45], had been employed in simulation, which is displayed in Figure 7.12a. The part connected with a substrate directly without any support structures. In order to describe the layer-wise adding process, the geometry needs to be sliced. However, when slicing such a curved-surface part, it may be better to approximate it by numbers of blocks. The reason is that when one slices the original CAD model, the derived layers may have sharp corners that probably requires a finer mesh to represent. The computational time would inevitably increase. Therefore, the final sliced geometry of the bridge-shape part consists of numbers of block-shaped
slices,, as shown in Figure 7.12b Each slice here is equal to 20 layers of actual layer thickness 20μm.

![Figure 7.12. Model geometry in the simulation by the inherent strain method, (a) before slicing, (b) after slicing.](image)

The stress distributions at the as-built condition are displayed in Figure 7.13a. It can be seen that the high stresses are at the root of the part, which, to some degree, may explain the delamination between AM parts and substrates [9]. Figure 7.13b and c show the deformations of the part when it is half and completely cut off from the substrate, separately.

Figure 7.13 (d-f) display the results of the commercial software MSC Simufact Additive®, using the same inherent strain $\varepsilon^* = \{-0.005, -0.001, 0.02\}$. It is found that the stress distributions are very similar to the results of this work. Since the range of the legends in Figure 7.13 (a-c) and (d-f) are similar, the quantities of the stresses are close in most locations except for the stress concentration locations.
Figure 7.13. The stress distribution and deformation of the bridge-shape part by in-house model based on COMSOL Multiphysics software®, (a) as-built condition, (b) half-cut off from the substrate, (c) complete removal from the substrate; related results from MSC Simufact Additive®, (d) as-built condition, (e) half-cut off from the substrate, (f) complete removal from the substrate.

In Figure 7.13a and d, the maximum stresses are 5.47 GPa and 1.19 GPa, respectively. Simufact additive® may use some filtering techniques to smooth the final stress results, so that the result of high stresses may be averaged off. There should be stress singularities in the model, for example, the area of the root of the part, since sharp reentrant corners may lead to a singularity in the derivatives of the variables of elliptic partial differential equations [231]. That is the reason why the maximum stress is extremely high. Using chamfers to round off the sharp corner may prevent those singularities from appearing; nevertheless, this may need more elements, reducing the computational efficiency. However, according to the St. Veneant’s principle, one could monitor the stress of the node one element away from a singularity instead of that of the singularity node, where stresses may be fine and representative of the reality [232]. Moreover, stress is computed from the derivative of the displacement field, which may lead to singularities, but the displacement field of FEM should not have singularities.

The curvature of the upper surface of the bridge-shape part obtained by the inherent strain method looks like a parabolic curve, which is similar to the experimental result from Mishurova.
et al. [45], as shown in Figure 7.14. Interestingly, the curvatures of the simulation and the experiment matched well, even though only the bulk material properties are considered in the actual laser-scan model for deriving the inherent strain. The reason may be that the powder properties do not influence the deformation prominently; however, further investigation should be carried out, and heat-source models with the existence of powder for deriving inherent strain more accurately should be developed in the future.

![Figure 7.14. The curvatures of the upper surface of the bridge by the inherent strain method and experiment [45].](image)

It is necessary to note that the total computational time of the in-house developed ISM model is around 3 hours, which is very fast compared to the methods discussed previously. The comparison of computational time is listed in Table 7.2. It can be seen that actual-scan and domain-by-domain methods take a very long time and thus may not be suitable for a part-level simulation. Moreover, the developed ISM model can become faster, since now there are several data written and read processes, which are very time-consuming. Furthermore, the Simufact Additive® software is also very fast and probably also employs the ISM; however, computational data cannot be exported, of which the reason is unknown up to now, while topology optimization requires detailed information to build up the optimization model, such as the stiffness matrix, displacement,
strain, stress, and so on. Thus, the in-house developed ISM model is promising to be used for topology optimization.

**Table 7.2. Comparison of the computational time of the discussed LPBF simulation methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Time [hour]</th>
<th>Model dimensions [mm]</th>
<th>Possibility for part-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual-scan</td>
<td>88.5</td>
<td>2×1×0.06</td>
<td>No</td>
</tr>
<tr>
<td>DbD</td>
<td>13</td>
<td>2×1×0.06</td>
<td>Probably no</td>
</tr>
<tr>
<td>Inherent strain model</td>
<td>3</td>
<td>20×10×8</td>
<td>Yes</td>
</tr>
<tr>
<td>Simufact ®</td>
<td>0.25</td>
<td>20×10×8</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### 7.5. Inherent strain derivation and calibration for Hastelloy X

In previous sections in this Chapter, the background knowledge of ISM has been discussed. A computational example, which is a bridge-shape part, has been used to demonstrate the advantages of ISM and to verify the in-house develop ISM program by comparing it with the results from commercial software. ISM enables researchers to implement a part-level simulation of LPBF with good accuracy compared to experimental results in an acceptable time, compared to the other LPBF simulation methods. However, the procedure of deriving the inherent strains has not been explained in detail. In addition, the inherent strains are different for different materials. In the next Chapter, Hastelloy X will be used due to the need for the project that the author participate. Therefore, in this section, the inherent strain derivation and calibration for Hastelloy X will be used as an example showing how the inherent strains are derived and calibrated generally, and the derived value will be provided to the ISM simulation in the next Chapter.

#### 7.5.1. Derivation

As mentioned in Section 7.4.2, the inherent strains are derived by implementing an actual-scan thermo-mechanical simulation of LPBF. The averaged plastic strains derived from the thermo-mechanical simulation are the inherent strains, according to Eq.(7.8). Therefore, a thermo-mechanical simulation of LPBF has been built by using COMSOL, whose background information
has been explained in Section 4.4. The one-way coupled method, as shown in Figure 4.4b, has been employed.

First, the heat transfer simulation is executed. The governing equations and the fundamentals of the heat transfer FEM have been explained in Section 4.3. Second, the temperature history during the real laser scanning is fed back to an elasto-plastic simulation model, whose basic equations are presented in Section 4.2. The linear elasto-plastic model, as shown in Figure 4.2a, has been employed along with the kinematic hardening model illustrated in Figure 4.1. Lastly, the simulated plastic strains will be averaged, and therefore, the inherent strains can be obtained consequently.

First of all, for validating the heat transfer model, a single track simulation has been implemented. The simulated melt pool dimensions have been compared with and validated by the experimental ones. The heat source model—APG4 discussed in Chapter 5—has been used. The validation procedures are also similar to those in Chapter 5. Figure 7.15 shows the comparison of melt pool dimensions between the experimental and simulated results, where good agreement is achieved. Therefore, the heat source is validated and can be used for the following actual-scan simulation. For the actual-scan simulation, the heat transfer is executed first, and then the mechanical simulation is implemented.
Figure 7.15. Comparison of melt pool dimensions between (a) experimental (courtesy of Ali Keshavarzkemani and Reza Esmaeilizadeh) and (b) simulated results at process parameters, $P = 200$ W, $v = 1000$ mm/s.

Now actual-scan simulation should be executed, whose scan domain geometry and mesh are shown in Figure 7.16a and b, respectively. The simulation domain dimensions are $500 \times 500 \times (200 + 40)$ µm. The 40 µm is the powder layer thickness. The powder layer is assigned with powder material properties, which is similar to the model explained in Chapter 5. The boundary conditions for the heat transfer simulation are also as same as those shown in Chapter 5. For the mechanical simulation, the bottom of the block is fixed.

Figure 7.16. The actual-scan simulation configurations, (a) geometry and (b) mesh
Figure 7.17 shows the simulation results of the one-way coupled thermo-mechanical simulation at the time of 0.0022 s. Figure 7.17a shows the temperature distribution when a laser beam is scanning. The scan pattern is the raster pattern, which is similar to the one shown in Figure 7.1b. Figure 7.17b depicts the von Mises stress at the same time. It can be observed that the area above the melting temperature (~1533K) has low stress because the melting liquid cannot bear too much mechanical stress. This characteristic was achieved by assigning very small Young’s modulus to the material when it is melting.

![Figure 7.17. The actual-scan simulation results at the time of 0.0022s, (a) heat transfer simulation, (b) mechanical simulation.](image)

The von Mises stress after the domain is cooled down near to room temperature is presented in Figure 7.18a. It can be seen that the maximum stress is around 600 MPa, which is very close to the yield stress, which is consistent with the experimental observation that the top of an LPBF part has the large tensile stress close to the yield stress [47]. Figure 7.18b,c,d illustrate the plastic strain in the x-direction, y-direction, z-direction respectively. The averaged value of them can then be derived as $\varepsilon^* = \{-0.0115, -0.00415, 0.0157\}$. This value then can be used to simulate the part-level distortion and residual stresses through ISM. Moreover, the uppermost layer is not constrained from above, and a non zero contribution of strain loads in build-up direction will cause in simple shrinkage of the new layer; however, there will be no extra force acting on the solidified part. This
shrinkage of the layer itself will be refilled with the next recoating process. For this reason, \( \varepsilon_{zz}^* \) can also be set to zero [128]. So the inherent strains are \( \varepsilon^* = \{-0.0115, -0.00415, 0\} \).

Figure 7.18. The final von Mises stress and the plastic strains, (a) von Mises stress, (b) plastic strain \( xx \), (c) plastic strain \( yy \), (d) plastic strain \( zz \).

7.5.2. Calibration

In order to calibrate the derived inherent strains, twin cantilevers are printed, as shown in Figure 7.19a. The cantilever is cut, and the deformation is measured. The inherent strains derived from the previous thermo-mechanical simulation are fed into the ISM simulation model, and one of the results is presented in Figure 7.19b. The ISM simulation model is based on the in-house ISM program that will be mentioned in Section 8.2.5.
Figure 7.19. Twin cantilever by LPBF for validating simulation-derived inherent strains, (a) printed cantilevers, (b) ISM simulated cantilever.

The workflow of the inherent strain calibration is depicted in Figure 7.20. The initial inherent strains $\varepsilon^*_0 = \{-0.0115, -0.00415, 0\}$, which are obtained from the thermo-mechanical simulation discussed in the previous section. They will be input into the in-house ISM program (C++ code) to get the deformations of the twin cantilevers under different scan directions (uni-X, uni-Y, XY rotation). The inherent strains will be manually modified based on the comparisons with the experimental deformation values. If the simulated deformation in one direction is larger than its corresponding experimental result, then the inherent strain value corresponding to that direction is going to be reduced, and vice versa.

Figure 7.20. The workflow of the inherent strain calibration

After the inherent strain calibration process, the new inherent strains can be derived as $\varepsilon^{\text{new}}_0 = \{-0.002, -0.001, 0\}$. The ISM simulated results with the new inherent strains are derived and
compared to the measured deformations, which are summarized in Table 7.3. Good agreement can be found.

Table 7.3. Summary of the support optimizations executed in this work.

<table>
<thead>
<tr>
<th>Scan pattern</th>
<th>ISM sim. [mm]</th>
<th>Exp. [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1.286</td>
<td>1.258</td>
</tr>
<tr>
<td>Y</td>
<td>0.9997</td>
<td>1.01</td>
</tr>
<tr>
<td>XY</td>
<td>1.139</td>
<td>1.11</td>
</tr>
</tbody>
</table>

It is necessary to mention that the initial inherent strains are $\varepsilon_0^* = \{-0.0115, -0.00415, 0\}$, the experimentally calibrated inherent strains are $\varepsilon_{new}^* = \{-0.002, -0.001, 0\}$. The discrepancy is around 5 times. This difference is caused by the fact that the thermo-mechanical simulation did not consider the stress and strain initialization. The stress and strain initialization are that when material experiences a temperature over the melt temperature, the stresses and strains within it will be reset to zero as mentioned in [37] because the liquid of melt pool cannot bear the mechanical load and does not have the concept of strain ether. However, to the author’s best knowledge, the COMSOL Multiphysics does not have this capability to reset the strains and stresses in remelting elements. Therefore, in the future, more FEM tools will be used to fulfill this task, e.g. deal.II [138]. Even though the thermo-mechanical model needs further improvements for deriving more accurate inherent strains, the inherent strains have been experimentally calibrated, and it is valid to use them in the next chapter.

7.6. Summary

In this chapter, the multi-scale modeling of the LPBF process has been investigated in order to develop a proper AM-process-simulation method for the couple topology optimization and process simulation system for LPBF. First, a model with an actual laser scan was built. After finding that the actual laser scan is impossible for a part-level simulation, an accelerated model has been tested, in which domains were activated one by one with an equivalent heat source.
Nevertheless, it is still slow, so a further accelerated method was investigated, called the inherent strain method (ISM). Computational time is significantly reduced with reasonable accuracy. Lastly, the inherent strain derivation and calibration for Hastelloy X have been presented as an example of how generally the inherent strains are derived and calibrated. The new derived inherent strains will be used in the next Chapter.
Chapter 8. Topology Optimization Combined with LPBF Process Simulation

8.1. Introduction

In this chapter, a topology optimization parallel-computing framework is developed to design support structures for minimizing deflections in LPBF parts. The parallel-computing framework consists of a topology optimization model and an Inherent Strain Method (ISM) model. The proposed framework is used to design stiffer support structures to reduce the before and after-cutting deflections in printed cantilevers. The performance of the optimized support structures in terms of the part deformation has been incorporated and validated by a comprehensive set of experimental results.

8.2. Topology optimization formulations

8.2.1. Statement of the problem

Support optimization for LPBF should be of importance because the printing could fail if the support is not designed well. Moreover, optimization can reduce the material usage of support structures. Thirdly, support structures could affect the residual stresses and the deflections in as-built and after support removal parts.

Support structures in LPBF are for supporting overhanging material against gravity. Thus, it is not difficult to think of implementing support topology optimization under gravity load. Moreover,

* A similar version of this chapter will be submitted as:
Zhidong Zhang, Osezua Ibhadode, Usman Ali, Chinedu Francis Dibia, Pouyan Rahnama, Ali Bonakdar, Ehsan Toyserkani, Topology optimization parallel-computing framework based on the inherent strain method for support structure design in laser powder-bed fusion additive manufacturing.
besides the gravity load, supports should be able to stand with the residual stress load in the printed parts. If not, the printing could fail as well. In this work, two formulations with different loading conditions have been considered: a. the gravity load only in Section 8.2.2 and b. the combined loads of gravity and residual stress in Section 8.2.3.

8.2.2. Formulation 1: Support optimization under gravity load only

The schematic of the problem has been displayed in Figure 8.1. The LPBF part is printed on top of the substrate with a support structure. $F_1$ is the load vectors induced by the gravity of the overhanging material.

![Figure 8.1. Schematic of the support topology optimization with gravity load only.](image)

The objective of the topology optimization in this work is to minimize the compliance of the support structures (maximizing global stiffness). By employing the density-based topology optimization approach, the objective function can be expressed as,

$$
\text{Min. } C = F_1^T U_1 \\
\text{s. t. } K(\rho) U_1(\rho) = F_1 \\
V(\rho) = \sum_{i=1}^{n} \rho_i \leq \bar{V}_f \cdot V_0 \\
0 < \rho_i \leq 1 \quad i = 1, 2, \ldots, N_e
$$

(8.1)

where $U_1$ is the displacement vector, $K(\rho)$ is the stiffness matrix, $\rho$ is the vector of design variables, in which $\rho_i$ represents the density of the material in the $i^{th}$ element where $\rho_i = 1$ represents a solid element, while $\rho_i = 0$ represents an empty element. $V(\rho)$ is the volume of used material, $\bar{V}_f$ is the volume fraction, and $V_0$ is the total volume of the design domain. The material properties
interpolation function of Solid Isotropic Material with Penalization (SIMP) is used in this work [233]. The Young’s modulus $E_i$ for element $i$ is interpolated as,

$$E_i = \rho^p_i \left( E_i - E_0 \right) + E_0$$  \hspace{1cm} (8.2)

where $E_1$ is Young’s modulus of the material, $E_0 > 0$ is Young’s modulus of the void region ($10E - 9E_1$), and $p$ is the penalty factor. In this work, $p$ is gradually increasing during topology optimization so that the penalty is weak at the beginning and gradually stronger.

8.2.3. Formulation 2: Support optimization under combined loads of gravity and residual stress

A two-loading problem is considered (a) gravity load $F_1$ of the printed part and (b) the LPBF induced residual stresses $F_2$ within the printed part, as shown in Figure 8.2. The residual stress $F_2$ is only computed once at the beginning and fixed during topology optimization for simplification. In other words, the residual stress $F_2$ is regarded as design-independent in this work.

Figure 8.2. Schematic of the support topology optimization under a two-load condition.

After adding the residual stresses $F_2$, the new formulation is expressed as:

Min. \hspace{0.5cm} C = w_1 F_1^T U_1 + w_2 F_2^T U_2

s. t. \hspace{0.5cm} K(\rho)U_1(\rho) = F_1

\hspace{0.5cm} K(\rho)U_2(\rho) = F_2

\hspace{0.5cm} V(\rho) = \sum_{i=1}^{n} \rho_i \leq \overline{V}_1 \cdot V_0

\hspace{0.5cm} 0 < \rho_i \leq 1 \hspace{1cm} i = 1, 2, \ldots, N_e

(8.3)
where \( \mathbf{U}_1 \) and \( \mathbf{U}_2 \) are the displacement vectors under the two loading conditions. \( w_1 \) and \( w_2 \) are the weight coefficients of the two loading conditions, respectively. In this formulation, the two loading conditions are chosen to contribute to the objective function equally. In addition, their compliances are normalized by their value at the first iteration, respectively. Therefore, the weight factors \( w_1 \) and \( w_2 \) can then be calculated correspondingly.

As residual stresses \( \mathbf{F}_2 \) is required to solve the optimization problem, an efficient technique should be employed to calculate \( \mathbf{F}_2 \). The residual stresses can be calculated by a thermo-mechanical model with actual laser-scanning models. However, this approach would be extremely time-consuming [21,73,204]. Therefore, a fast-computational method is required for the prediction of residual stresses during LPBF. In this work, the Inherent Strain Method (ISM) [127,234] has been used for the fast prediction of distortions and residual stresses. In ISM, distortions and residual stresses are calculated by the incompatible strain, including thermal and plastic strain caused by the uneven temperature distribution during the LPBF process [225]. In general, an inherent strain \( \varepsilon^* \) can be expressed as \( \varepsilon^* = \{\varepsilon_x^*, \varepsilon_y^*, \varepsilon_z^*, \varepsilon_{xy}^*, \varepsilon_{yz}^*, \varepsilon_{xz}^*\} \). The \( \varepsilon_z^* \) and shear strains can be set to zero, as explained by Siewert et al. [128]. In this work, the inherent strain values of \( \varepsilon_x^* = -0.002 \) and \( \varepsilon_y^* = -0.001 \) are derived based on the method used by other researchers [128,171], which includes a small-scale thermo-elasto-plastic simulation model and experimental validations. With the inherent strains, one can implement the ISM simulation. The flowchart of the ISM simulation is drawn in Figure 8.3.
8.2.4. Sensitivity analysis

In topology optimization problems, the gradient of the objective function is defined as the sensitivity. The sensitivity is used to find the global optimum based on the predefined objective. By comparing Eq. (8.1) and Eq. (8.3), it can be found that Eq. (8.1) is a special case of Eq. (8.3) when \( w_2 \) is equal to 0. Therefore, the following sensitivity analysis is based on Eq. (8.3). The sensitivity of the objective function in Eq. (8.3) concerning a design variable, \( \rho_i \), is calculated by the direct method, which is as follows,

\[
\frac{\partial C}{\partial \rho_i} = w_1 \frac{\partial F_1^T U_1}{\partial \rho_i} + w_2 \frac{\partial F_2^T U_2}{\partial \rho_i} \tag{8.4}
\]

where,
According to the balance function,

\[ K(\rho)U_1(\rho) = F_1(\rho) \]  \hspace{1cm} (8.6)

The gradient of the displacement vector can be derived from Eq. (8.6) as,

\[ \frac{\partial U_1(\rho)}{\partial \rho_i} = K^{-1}(\rho) \left( \frac{\partial F_1^T(\rho)}{\partial \rho_i} - \frac{\partial K(\rho)}{\partial \rho_i} U_1(\rho) \right) \]  \hspace{1cm} (8.7)

Substitute Eq.(8.7) into Eq.(8.5), then Eq.(8.5) can be expressed as follows,

\[ w_i \frac{\partial F_1^T U_1}{\partial \rho_i} = -w_i U_1^T(\rho) \frac{\partial K(\rho)}{\partial \rho_i} U_1(\rho) \]  \hspace{1cm} (8.8)

As mentioned in Section 8.2.3, the load vector \( F_2 \) is also regarded as design-independent and therefore, is expressed in a form similar to \( F_1 \). The sensitivity of the objective function to the design variables (Eq. (8.4)) can, therefore, be expressed as,

\[ \frac{\partial C}{\partial \rho_i} = -w_i U_1^T(\rho) \frac{\partial K(\rho)}{\partial \rho_i} U_1(\rho) - w_2 U_2^T(\rho) \frac{\partial K(\rho)}{\partial \rho_i} U_2(\rho) \]  \hspace{1cm} (8.9)

### 8.2.5. Parallel-computing implementation

For LPBF, the support structures sometimes should be of fine features. A high-performance, parallel-computing platform of topology optimization proposed by Aage et al. [176] has been employed in this work. On top of that, a parallel-computing module of ISM has been incorporated, which is based on the workflow shown in Figure 8.3.

The workflow of the proposed parallel-computing topology optimization framework is presented in Figure 8.4. It can be seen from Figure 8.4 that the parallel ISM module has been used to obtain the residual stress vector \( F_2 \) before the beginning of the optimization loop. \( F_2 \) is then used as the second loading condition in the topology optimization problem. The sensitivity filtering
technique [235] is used to avoid the well-known check-board problems in density-based topology optimization [159]. The sensitivity filter radius \( r_f \) is characterized in terms of the element number. It is chosen to be 6 in this work to ensure the optimized support does not present features too small to be printed. The Method of Moving Asymptotes (MMA) [236] is employed to solve the topology optimization problem. The cluster graham [237] on SHARCNET was employed in this work where each compute node has 32 cores (2×Intel® E5-2683 v4 (Broadwell) @ 2.1 GHz).

![Figure 8.4. The schematic of the parallel-computing optimization framework.](image)

8.3. Implementation of the proposed formulations

8.3.1. Implementation specifications

The support structure of the cantilevers was chosen to be optimized and printed, as shown in Figure 8.5a. The grey domain is the non-optimizable cantilever, and the blue domain represents the design domain for the support structures. The cantilever dimensions are shown in Figure 8.5a. The material properties of Hastelloy X are used: Young’s modulus of 190 GPa and Poisson's ratio of 0.3 [238,239]. Because of the design-domain symmetry, only half of the domain was modeled. It should be noted that the top of the support domain is connected with the cantilever, while the
right side of the support domain has a one-element gap from the cantilever. The penalty factor $p$ in Eq.(8.2) is starting with 2 and gradually increasing to 4.5 later, in order to generate more evenly distributed support branches at the interface between the cantilever and the support structure. As discussed previously, gravity $F_1$ and residual stress $F_2$ within the cantilever were used as loading conditions (Figure 8.5b,c). In addition, the support domain and the cantilever were constrained at the bottom.

![Figure 8.5. A cantilever structure (grey) with support design domain (blue) in (a), and the schematics of the two loading conditions: (b) gravity, (c) inherent strain method (ISM).](image)

Four different volume fractions $V_f$-0.3, 0.4, 0.5, and 0.65 of support structures were considered. As the default OEM support structure was found to have a volume fraction of 0.65, $V_f = 0.65$ was also chosen for the topology optimization. As discussed in Section 8.2.2 and Section 8.2.3, two separate topology optimization formulations namely (a) topology optimizations with gravity only (GraOnly) and (b) topology optimization with gravity and residual stresses from ISM (GraAndISM) were performed in this study and are summarized in Table 8.1.
Table 8.1. Summary of the support optimizations executed in this work.

<table>
<thead>
<tr>
<th>Cantilever Name</th>
<th>( \bar{V}_f )</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>GraOnly0.3</td>
<td>0.3</td>
<td>Gravity only</td>
</tr>
<tr>
<td>GraAndISM0.3</td>
<td>0.3</td>
<td>Gravity + ISM</td>
</tr>
<tr>
<td>GraOnly0.4</td>
<td>0.4</td>
<td>Gravity only</td>
</tr>
<tr>
<td>GraAndISM0.4</td>
<td>0.4</td>
<td>Gravity + ISM</td>
</tr>
<tr>
<td>GraOnly0.5</td>
<td>0.5</td>
<td>Gravity only</td>
</tr>
<tr>
<td>GraAndISM0.5</td>
<td>0.5</td>
<td>Gravity + ISM</td>
</tr>
<tr>
<td>GraOnly0.65</td>
<td>0.65</td>
<td>Gravity only</td>
</tr>
<tr>
<td>GraAndISM0.65</td>
<td>0.65</td>
<td>Gravity + ISM</td>
</tr>
</tbody>
</table>

8.3.2. Investigation of mesh size

It is well known that the mesh size affects the topology optimization results significantly [240]. Therefore, an investigation into the optimum mesh size was performed. Figure 8.6 shows the support topology optimization with different mesh size from 64×4×16 to 480×32×120. As is expected, the support structure is rougher when using a coarser mesh. The rough results could induce several problems: (a) the rough results cannot express small features; (b) the rough results cause uneven surfaces which are detrimental to the final printing. Therefore, a high-resolution mesh is necessary for the design of AM support structures [178]. In addition, a high-resolution mesh does not require any further mesh smoothing or reconstruction before printing. After comparison among the different mesh sizes, the results of 240×16×64 and 480×32×120 are smooth and should be acceptable to be printed. However, 480×32×120 is chosen as the mesh for topology optimization in this work because the result seems to have a few more features.
8.3.3. Topology optimization results of the support structures

The mesh of 480×32×120 (1,843,200) eight-node hexahedron elements has been used for all the following simulations. The optimized design solutions with different support volume fractions are shown in Figure 8.7, where the first row shows the results with gravity loading (GraOnly) condition while the second row presents the results under gravity and residual stress loading (GraAndISM) conditions. For the GraOnly models, the results are symmetric along the cantilever length as a uniform gravity load is applied across the cantilever. A tree-branch structure is observed with a volume fraction of 0.3, which was also found in the literature [178]. However, with increasing volume fraction, the separated branches join together partially to form stronger support structures.

Optimized support structures from GraAndISM show slight variation from GraOnly results. The support structures tend to form stronger support near the free ends of the cantilevers and are not symmetric along the longitudinal direction of the cantilevers due to the addition of ISM loads. The occurrence of stronger support near the edge of the cantilever may be due to the occurrence of maximum deflection observed in this location after printing.
Figure 8.7. Topology optimization results of the support structures with different loading conditions and different volume fractions.

The iteration histories of compliance and volume fraction for GraOnly0.3 and GraAndISM0.3 are chosen as examples for illustration and shown in Figure 8.8a and b, respectively. Figure 8.8a shows an increase in compliance at the beginning because of the changing penalty factor $p$ (Eq. (8.2)). The jump at iteration 100 is because filtering is turned off from then in order to generate clearer structures. The compliance is normalized by its value at the first iteration, which is also the implementation in literature [176]. Figure 8.8b shows two compliance curves: Compliance 1-gravity load and Compliance 2-residual stress load derived from ISM. They are all normalized by their value at the first iteration respectively, to achieve an equal contribution to the objective function (Eq. (8.3)).
It should be noted that in this work, the easy removal [178,241] of supports is not considered for the sake of simplification, which may need to be included in the future. Moreover, Figure 8.7 manifests the support structures are self-supported even without overhang constraints, which is consistent with the findings in the work of Mezzadri et al. [178]. The characteristic of self-support could be indirectly proven by the successfully experimental printings in the next section, as well. The self-support could be explained by the existence of the gravity load, making the pillars tend to be more parallel with the gravity transmissible loads. Thus, the overhang area of the supports is reduced significantly. In the future, overhang constraints [167,168] should also be considered when dealing with more complex part geometries instead of the simple cantilevers. Furthermore, design constraints, e.g., maximum/minimum length scale control [153,242], may also need to be considered in the future in order to prevent the support structures for LPBF from being too bulky or too delicate.
8.4. Experimental procedures

The cantilevers were printed on an EOS M 290 LPBF machine. The geometry of the printed cantilevers is depicted in Figure 8.9a. It should be noted that two referencing parts, (a) default OEM support and (b) the solid support, have also been printed along with the topologically optimized parts. The performance of these support structures has been experimentally examined and compared, which will be explained in the next section.

Argon atmosphere was within the building chamber during the manufacturing process. Hastelloy X gas-atomized powder supplied by EOS GmbH was used to fabricate the cantilevers with the x unidirectional scanning pattern, which is parallel to the cantilever’s longitudinal direction. All of the cantilevers were printed on a printed sub-substrate with the same set of processing parameters (laser power 200 W and scanning speed 1000 mm/s). The printed parts under the as-built condition are shown in Figure 8.9b.

Electrical Discharge Machining (EDM) was used to cut all the printed parts off from the substrate and to cut the supports off from the cantilevers such that the deflection data before and after support removal can be obtained, respectively.

Figure 8.9. The configuration of the cantilevers on the substrate, (a) the layout plan, (b) the printed parts.
A Coordinate Measuring Machine (CMM), a mobile 3D white light scanner of AICON SmartScan, HEXAGON®, was used to measure the high-precision 3D data of the printed parts in order to get the deflections of printed parts and to compare with simulated results. Moreover, point data representing the top and side surfaces of the cantilevers were extracted from the 3D scanned data with the origin placed at the center of the top right corner, as shown in Figure 8.9a.

8.5. Results and discussions

8.5.1. Experimental results

All the topology optimized support structures with cantilevers before (as-built) and after cutting are shown in Figure 8.10a,b, respectively. Quantitative measurements on samples before and after cutting were collected by CMM.

Figure 8.11a,b show the corresponding results for before and after-cutting cantilevers, respectively. It should be noted that the results in Figure 8.11 shows the deflections in the z-direction only. Figure 8.11a indicates that the two smaller edges on the top surface show high deflections than the center areas. This height variation within the top surface of the printed cantilevers is due to the laser scanning pattern. As the laser turns at the edges, it causes an increase in the energy input near the edge of the cantilever resulting in more material being melted. In addition, the left longer edges along the cantilever direction are also higher than the center area. There is available powder on both sides of the edge, which results in higher tracks [201].

Figure 8.11b shows the z-deflection after cutting where the maximum deflections are highlighted by annotation boxes. As expected, all maximum deflections were recorded at the edge of the cantilevers due to the accumulation of local deflections along the cantilevers. Results show that the default OEM support induced the largest deflection of 2.31 mm. All the cantilevers from GraAndISM show ~20% smaller deflections than their GraOnly counterparts. Especially for the situations of volume fraction 0.3 and 0.65, the deflection reductions are over 28%. Maximum
deflections provide a general trend for the support efficiency and validation of the topology optimization framework discussed in this work. A detailed analysis is presented below.

Figure 8.10. 3D printed cantilevers (a) before cutting, (b) after cutting.
Figure 8.11. The CMM results of the printed cantilevers for the distortion in the z-direction, (a) before cutting, (b) after cutting.

Figure 8.12c,d show the before and after-cutting deflection data of the cantilevers, respectively. The deflection results are derived from the CMM point data from the top surface (red lines in Figure 8.12a,b). Results from all the cantilevers before cutting show very similar results with minor variations near the edges as having been observed in Figure 8.11a. However, results show that all cantilever structures were a little higher (~100 µm) than the CAD model (red dash line). Figure 8.12d presents the cantilever profiles after cutting. Clearly, the default OEM support produced the maximum deflection, followed by the GraOnly0.3. GraAndISM0.65 shows the least deflection along the cantilever top surface. As the dimensional accuracy (deflection) after the support removal is very important, results from optimized support structures show that the default OEM support can be replaced to improve dimensional accuracy.
Figure 8.12. Experimental results of the cross-section profiles of all the cantilevers and the data extraction schematics, (a) (c) before cutting, (b) (d) after cutting.

Even though Figure 8.12 has given a summary of the deflections observed before and after cutting, a detailed analysis is required to analyze the deflections in the as-built and after-cutting cantilevers. Results from Figure 8.12c show no major changes on the top surface of the cantilever. However, the side surface (red line in Figure 8.13a) of the cantilevers undergoes shrinkage and has been used to analyze the deformations in the as-built parts. Figure 8.13b,c show the tip profiles (side surface) from the GraOnly and GraAndISM, respectively. Results show the higher deformation in the OEM support while GraAndISM0.65 shows the least deformation. In general, the GraAndISM is better than GraOnly, and the deflections are shown to decrease by increasing the volume fraction of support structures. Moreover, all the GraAndISM cantilevers show similar deformations (~100 µm) in the as-built profiles. This may be due to the support structures in this
group are all strengthened at the tips of the cantilevers, as displayed in Figure 8.7. In addition, the deflection profiles of all the GraAndISM overlap with the solid support profile, which means that GraAndISM leads almost to the most accurate dimensions one can get. Therefore, it can be concluded that the ISM model in the support topology optimization can significantly improve the dimensional accuracy in the x-direction. It should be noted that the deflection in the before-cutting parts also affects the accuracy of the printed parts as it changes the overall dimensions of printed parts (Figure 8.15), which could have a major effect on the performance of these parts and could affect part assemblies with additively manufactured parts.

![Diagram](image)

**Figure 8.13.** Experimental results of the cross-section profiles of the cantilevers' tips before cutting, (a) GraOnly, (b) GraAndISM.

The side surface provides the perfect measure for evaluating the parts before cutting. However, top surfaces provide the best evidence of after-cutting deflections as it undergoes the most
deformation after cutting. Deflections of the cantilevers (red line in Figure 8.14a) after cutting for GraOnly and GraAndISM are plotted in Figure 8.14b,c, respectively. Results from the GraOnly group (Figure 8.14b) show less deflection than the default OEM support. In addition, the support volume fraction of 0.5 or more results in deflections similar to the full solid support. On the other hand, for the GraAndISM group, all the deflections are smaller than their counterparts with the same volume fraction in the GraOnly group. The reduction in maximum deflections for GraAndISM compared to GraOnly are 28.9%, 11.73%, 15.47%, and 28.09% for the volume fractions of 0.3, 0.4, 0.5, and 0.65 respectively. The deflections in the GraAndISM are, on average, over 20% smaller than those in the GraOnly group and over 44% smaller than the default OEM support. These improvements manifest the advantages of considering the ISM model in the topology optimization of support structures.
Figure 8.14. Experimental results of the cross-section profiles of the cantilevers after cutting (a) GraOnly designs, (b) GraAndISM designs.

A summary of the maximum deflections before cutting (side surface) and after cutting (top surface) has been plotted in Figure 8.15a,b, respectively, where Gra and ISM represent GraOnly and GraAndISM respectively. There is a trend that a larger deformation before cutting is most likely to result in a much bigger dimensional change after cutting. The red dash lines indicate the value of the solid support. It should be noted that the reason why the solid support is not optimal could be that there are some cracks at the interface between the solid support and the sub-substrate, as shown in Figure 8.10, which may influence the deflection of the cantilever. Figure 8.15a, b show that increasing the volume fraction of support leads to smaller deflections before and after cutting. The OEM support leads to the maximum deflections. It should be noted that even though
the residual stress is regarded as design independent in Formulation 2 (Section 8.2.3), the cantilevers from Formulation 2 (GraAndISM) perform much better than the GraOnly cantilevers.

![Graph showing maximum deflections](image)

**Figure 8.15.** The maximum deflections of different support structures, (a) x-deflections before cutting, (b) z-deflections after cutting, (Gra and ISM represent GraOnly and GraAndISM respectively).

The topologically optimized support structures show a huge reduction in the maximum deflection. However, as the expense of material is a high manufacturing cost in LPBF, a reduction in the material usage for support structures would be of great benefit. Therefore, powder savings based on the different volume fraction were calculated and are presented in Table 8.2 along with the before and after-cutting deflection reductions compared to the OEM support. Even though the GraAndISM0.65 and OEM have the same support structure volume fraction, GraAndISM0.65’s deflection is ~78% less than that of the OEM support. On the other hand, GraAndISM0.3 manifests over 60% deflection reduction with over 50% material reduction compared to OEM support. Results indicate that the optimized supports lead to decreased deflections as well as considerable cost savings due to a reduction of support material usage. Therefore, it can be concluded that the experimental results presented in this section highlight the effectiveness of the proposed model.
Table 8.2. Material usage and deflections reduction of optimized supports compared to those of OEM support.

<table>
<thead>
<tr>
<th></th>
<th>Material reduction %</th>
<th>Before cut-x reduction %</th>
<th>After cut-z reduction %</th>
</tr>
</thead>
<tbody>
<tr>
<td>OEM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GraOnly0.3</td>
<td>53.85</td>
<td>35.7143</td>
<td>45.8874</td>
</tr>
<tr>
<td>GraOnly0.4</td>
<td>38.46</td>
<td>64.2857</td>
<td>62.3377</td>
</tr>
<tr>
<td>GraOnly0.5</td>
<td>23.08</td>
<td>73.8095</td>
<td>70.5628</td>
</tr>
<tr>
<td>GraOnly0.65</td>
<td>0</td>
<td>83.3333</td>
<td>67.5325</td>
</tr>
<tr>
<td>GraAndISM0.3</td>
<td>53.85</td>
<td>73.8095</td>
<td>60.6061</td>
</tr>
<tr>
<td>GraAndISM0.4</td>
<td>38.46</td>
<td>76.1905</td>
<td>67.5325</td>
</tr>
<tr>
<td>GraAndISM0.5</td>
<td>23.08</td>
<td>76.1905</td>
<td>75.3247</td>
</tr>
<tr>
<td>GraAndISM0.65</td>
<td>0</td>
<td>78.5714</td>
<td>77.9221</td>
</tr>
</tbody>
</table>

8.5.2. Deformation comparisons of simulated and experimental results

Validation of the experimental results with the topology optimized support structures confirm the effectiveness of the topology optimization framework presented in this work. However, the ISM model can be further validated by comparing the before and after-cutting simulated and experimental results. Simulated results before and after cutting are shown in Figure 8.16a,b, respectively. Cantilever results before cutting represent similar results with a few hotspots in the GraOnly0.3 and OEM results. On the other hand, simulated results after cutting show the maximum displacement from the OEM support. A more detailed analysis is presented below.
The simulated deformations, as well as the experimental ones, were plotted together in Figure 8.17 and Figure 8.18. As presented previously (Section 8.5.1), since the top surfaces do not undergo major deformation before cutting, side surfaces provide the most applicable way of comparison before cutting. Therefore, Figure 8.17b,c show the before cutting cantilevers’ tips (Figure 8.17a) profiles for GraOnly and GraAndISM, respectively, where the OEM support leads to the biggest deformation. Even though the simulated results illustrate a few underestimations of the tips’ deformations, the trend is quite comparable. The reason for the underestimations could be that the simulation model does not include shrinkage.
Figure 8.17. Comparisons of the deformations between the simulated (ISM) and experimental results before cutting, (a) data extraction schematic, (b) GraOnly, (c) GraAndISM.

The simulated results after cutting the support structures are shown in Figure 8.18b,c from the GraOnly and GraAndISM cantilevers, respectively. Results show an excellent prediction of the z-displacement from the GraOnly and GraAndISM cantilevers with a maximum difference of 13% observed in the GraOnly0.65. In addition, an average difference of only 6% is achieved between the experimental and simulated results for the optimized structures.
Figure 8.18. Comparisons of the deformations between the simulated (ISM) and experimental results after cutting, (a) data extraction schematic, (b) GraOnly, (c) GraAndISM.

The maximum x and z deformations from simulations and experiments are listed in Table 8.3. x-deformations are presented for the before cutting, while for the after-cutting conditions, z-direction deformations are presented. Results from the before-cutting cantilevers show a maximum error of 0.32 mm between the experimental and simulated results, while the maximum error from the after-cutting cantilevers was calculated to be 0.23 mm. In general, the top surface (z-direction) from the after-cutting simulations show a much better agreement with the experimental results. The GraOnly simulations show an average error of 9.7%, while the GraAndISM simulations show an average error of 2.57%. Therefore, generally, the ISM model can derive reasonable predictions compared to the experimental results and therefore, can be used to model the LPBF process.
Table 8.3. Comparisons of maximum deformations between simulations and experiments.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OEM</td>
<td>-0.42</td>
<td>-0.1</td>
<td>0.32</td>
<td>2.31</td>
<td>2.08</td>
<td>0.23</td>
</tr>
<tr>
<td>GraOnly0.3</td>
<td>-0.27</td>
<td>-0.05</td>
<td>0.22</td>
<td>1.25</td>
<td>1.1</td>
<td>0.15</td>
</tr>
<tr>
<td>GraOnly0.4</td>
<td>-0.15</td>
<td>-0.04</td>
<td>0.11</td>
<td>0.87</td>
<td>0.9</td>
<td>0.03</td>
</tr>
<tr>
<td>GraOnly0.5</td>
<td>-0.11</td>
<td>-0.03</td>
<td>0.08</td>
<td>0.68</td>
<td>0.75</td>
<td>0.07</td>
</tr>
<tr>
<td>GraOnly0.65</td>
<td>-0.07</td>
<td>-0.02</td>
<td>0.05</td>
<td>0.75</td>
<td>0.65</td>
<td>0.1</td>
</tr>
<tr>
<td>GraAndISM0.3</td>
<td>-0.11</td>
<td>-0.02</td>
<td>0.09</td>
<td>0.91</td>
<td>0.9</td>
<td>0.01</td>
</tr>
<tr>
<td>GraAndISM0.4</td>
<td>-0.1</td>
<td>-0.02</td>
<td>0.08</td>
<td>0.75</td>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>GraAndISM0.5</td>
<td>-0.1</td>
<td>-0.02</td>
<td>0.08</td>
<td>0.57</td>
<td>0.6</td>
<td>0.03</td>
</tr>
<tr>
<td>GraAndISM0.65</td>
<td>-0.09</td>
<td>-0.01</td>
<td>0.08</td>
<td>0.51</td>
<td>0.53</td>
<td>0.02</td>
</tr>
<tr>
<td>SolidSupport</td>
<td>-0.09</td>
<td>-0.01</td>
<td>0.08</td>
<td>0.67</td>
<td>0.5</td>
<td>0.17</td>
</tr>
</tbody>
</table>

8.5.3. Speedup and efficiency of parallelization

The framework presented in this work was parallelized to achieve maximum speedup, as discussed in Section 8.2.5. The GraAndISM0.3 model was executed multiple times with different numbers of cores (32, 64, 128, and 256) to study the effectiveness of the proposed parallelization model. Since the one compute node on the graham (SHARCNET) has 32 cores. Thus, the computing resources for the different conditions can be written as 1 node, 2 nodes, 4 nodes, and 8 nodes. Besides, since the large number of elements (1,843,200) was used in the design domain (Section 0), a single core cannot be used as the benchmark. Therefore, the 32-core results were regarded as the reference when calculating the parallelization speedup and efficiency. The speedup factor $S_N$ can be defined as the ratio of the 32-cores computational time ($T_{32}$) over the computational time ($T_N$) obtained with $N$ cores, as shown in Eq.(8.10).

$$S_N = \frac{T_{32}}{T_N}$$  \hspace{1cm} (8.10)

As speedup measures the computational gain with increasing processors, efficiency ($E_p$) measures the fraction of time a processor is utilized and is described as $E_p$,
Table 8.4 reports the speedup and efficiency of the parallelization module, while Figure 8.19a,b show the speedup and efficiency achieved with the parallelization. The speedup ratio increases with more cores, while the efficiency decreases with more cores used. Compared to the results from 32 cores, the 256 core results show an almost 5 times speedup resulting in 78% reduction of the computational time. However, compared to the ideal speedup ratio, the implementation performed in this work tend to be more divergent and is known as sublinear. This is due to the decreased efficiency of the parallelization (Figure 8.19b). However, efficiency from all runs was calculated to be above 50%. It should be noted that it is crucial to employ parallel computing in the support optimization problem because AM usually has complex geometries of support, which is difficult to be computed with desktops[178]

\[
E_P = \frac{S_N}{N / 32} \quad (8.11)
\]

Table 8.4. Speedup and efficiency of the code parallelization.

<table>
<thead>
<tr>
<th>Core number</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall clock time (s)</td>
<td>13783</td>
<td>9203</td>
<td>5327</td>
<td>2956</td>
</tr>
<tr>
<td>Speedup (S_N)</td>
<td>1</td>
<td>1.50</td>
<td>2.59</td>
<td>4.66</td>
</tr>
<tr>
<td>Efficiency (E_P)</td>
<td>1</td>
<td>0.75</td>
<td>0.65</td>
<td>0.58</td>
</tr>
</tbody>
</table>

(a)  
(b)  

Figure 8.19. The visualization of the code parallelization (a) speedup, (b) efficiency.
8.5.4. Further discussions of the proposed formulations

The proposed formulations in Section 8.2 are with as-built conditions, while deflections after cutting are also reduced as displayed in Section 8.5.1. There seems to be a gap between the objective functions and the after-cutting deflections. However, this section will explain why the deflection after cutting can be reduced by the proposed topology optimization formulation 2 compared to formulation 1. With the following explanation, one can find that maximizing the stiffness of the support structure under as-built boundary conditions is equivalent to reducing the deflections of the cantilevers after support removal.

The deflections after cutting are determined by the residual stresses within cantilevers. LPBF is known to induce large residual stresses in printed parts due to the rapid heating and cooling processes[33,37]. Therefore, for investigating the residual stress, an analytical model adapted from the work of Mercelis et al. [33] is proposed to approximate the residual stresses within a combined equilibrated body (part, support, and substrate) as shown in Figure 8.20.

![Figure 8.20. Schematic of the combined part-support-substrate equilibrated body.](image)

The derivation of the analytical model has been presented in Appendix B. Then, the analytical model was used in analyzing the influence of the support stiffness (Young’s modulus) on the printed part deflection. Figure 8.21 displays the resulting residual stress profiles in the part, support, and substrate with several assumed values of parameters: three different support Young’s modulus, 30 GPa, 70 GPa, and 110 GPa; Young’s modulus of the printed part is assumed to be 110 GPa,
and that of the substrate is 210 GPa; the printed part $w_p$ is assumed to be equal to $w_s$ and half the width of the substrate $w_b$; the yield stress of the printed part is 300 MPa; $l$ is 50 µm, $h_b$ is 20 mm, $h_s$ is 5 mm, and $h_p$ is 2 mm.

![Figure 8.21. Residual stress distributions from the part-support-substrate combined bending theory.](image)

Figure 8.21 depicts the schematic of the bending moment within the printed part. The straight lines are corresponding to the stress distributions in the zoomed-in plot of Figure 8.21. Therefore, it can be clearly seen that the stiffness of the support can determine the bending moment in the LPBF parts. The stiffer support (blue line, 110 GPa) leads to a lower bending moment than softer support (red line, 30 GPa).

Until now, the supports have not been removed yet. In other words, this is under an as-built condition. When the supports are removed, the bending moment will induce deflections of the printed part based on the analytical beam bending deflection theory [243] as follows,

$$v_{\text{max}} = \frac{M \cdot L^2}{2EI}$$

(8.12)

where $M$ is the bending moment, $L$ is the length, $E$ is Young’s modulus of the cantilever, $I$ is the area moment of inertia, the deflection is proportional to the bending moment.
Therefore, the stiffer support (110 GPa) under the as-built condition will lead to smaller deflection after support removal than the softer support (30 GPa). In other words, the formulations mentioned in previous sections, which are at the as-built condition, can reduce the deflections of the LPBF printed parts after support removal. The gap between the target that is to reduce deflections after support removal and the optimization formulations has been fulfilled.

![Figure 8.22. Schematic of the bending moment derived with the different support-structure stiffnesses.](image)

In the proposed formulations, Formulation 2 (GraAndISM) considers residual stress and can generate stiffer support structures than Formulation 1 (GraOnly) does under residual stress. Therefore, Formulation 2 subsequently ends up with less bending moment as well as less after-cutting deflections based on the above discussions. Table 8.5 lists the bending moment of different support structures, which is derived from ISM. It can be found that the GraAndISM cantilevers do induce less bending moment than their counterparts of GraOnly, and thus, will have smaller deflections based on Eq. (8.12). Therefore, maximizing the stiffness of the support structure under the residual stress with the as-built boundary conditions is equivalent to reducing the deflections of the cantilevers after support removal.
Table 8.5. Summary of the bending moments on the cantilevers with different support structures.

<table>
<thead>
<tr>
<th>Support Structure</th>
<th>Bending Moment-M [N·m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>OEM</td>
<td>0.2535</td>
</tr>
<tr>
<td>GraOnly0.3</td>
<td>0.2326</td>
</tr>
<tr>
<td>GraOnly0.4</td>
<td>0.0998</td>
</tr>
<tr>
<td>GraOnly0.5</td>
<td>0.0728</td>
</tr>
<tr>
<td>GraOnly0.65</td>
<td>0.0618</td>
</tr>
<tr>
<td>GraAndISM0.3</td>
<td>0.1215</td>
</tr>
<tr>
<td>GraAndISM0.4</td>
<td>0.0989</td>
</tr>
<tr>
<td>GraAndISM0.5</td>
<td>0.0685</td>
</tr>
<tr>
<td>GraAndISM0.65</td>
<td>0.0541</td>
</tr>
<tr>
<td>SolidSupport</td>
<td>0.0436</td>
</tr>
</tbody>
</table>

8.6. Summary

A density-based topology optimization model is presented to design support structures with improved mechanical performances for LPBF. The model is implemented on a parallel-computing framework and includes the Inherent Strain Method (ISM) to model the residual stresses and deflections in LPBF. The objective of this work is to design stiffer support structures to reduce the deflections in printed parts under both the gravity load and the LPBF residual stress load. The main conclusions are as follows,

1. The proposed model was used to design optimized cantilever support structures under only gravity (GraOnly) and gravity combined with residual stress (GraAndISM) loading conditions. The optimized supports were manufactured and compared to commercial OEM support structures. The optimized support structures show much smaller deflections before and after support removal. The deflections in the GraAndISM situations were, on average, 20% smaller than those in the GraOnly situations and over 44% smaller than that of OEM default support. Especially, GraAndISM0.65 has the same material usage as OEM but achieves over 78% reduction compared to OEM. On the other hand, GraAndISM0.3 leads
to over 60% deflection reduction as well as over 50% material usage reduction compared to OEM.

2. Besides generating the residual stresses for the topology optimization model, the ISM model was also employed in predicting the deflections of the printed cantilevers. The predicted deflections are comparable to the experimental results for both before and after-cutting situations. Results show an average of only 6% error between the experimental and simulated results for the after-cutting situations.

3. A semi-analytical model based on the beam bending theory is proposed for predicting the cantilever deflections. The semi-analytical model results are comparable with those from experiments but show more deviation than the ISM results.

4. The proposed parallel topology optimization model has been implemented on multiple computational nodes and shows a computational advantage of almost 5 times over a single node.

Future work is to consider the ISM into the loop of topology optimization.
Chapter 9. Conclusions and Future Work

9.1. Conclusions

In this work, a coupled topology optimization and process simulation system was proposed for dealing with the challenges and opportunities of the LPBF process. The system mainly includes a 3-dimensional heat transfer model to study the effect of process parameters on printed LPBF parts and an ISM-based topology optimization model to reduce the deformation in LPBF parts. In addition, the proposed system also includes several supplementary modules, post-processing techniques, performance simulation, and LPBF process simulation. As a demonstration, a parallel computing framework of the proposed system was used to optimize the support structures resulting in reductions of the as-built and after-cut deflections in printed parts.

According to the developed system and associated experimental results, the following conclusions can be drawn:

1. The proposed methodology is useful and valid. Experiments have verified material-usage reduction and structural design effectiveness of topology optimization.

2. In the post-processing, the mesh quality of topology optimization results can be improved by mesh smoothing, which may minimize manual work of model preparation for performance simulation.

3. The performance simulation is for predicting the behaviors of the topologically optimized under working conditions. The predicted behaviors of the topologically optimized parts are validated by the experimental results, such as correctly predicting the breakage locations.

4. The process simulation includes a 3-dimensional heat transfer model, an actual-scan model, domain-by-domain model, and ISM model. In the 3-dimensional heat transfer model, the expressions of varied anisotropically enhanced thermal conductivity and varied
absorptivity were linear algebraic equations. Good agreement between the simulation and the experimental results was derived. The averaged error of melt pool width and depth are 2.9% and 7.3%, respectively.

5. The 3-dimensional heat transfer model has been further validated by the surface features—track stability and ripple angle. For track stability, the predicted results are in good agreement with the experimental results. In addition, the simulated ripple angles are within the range of experimental results.

6. Using the combined parameter $P/\sqrt{\nu}$ shows that layer thickness has a minor effect on the melt pool dimensions when between 6-8 $\text{W/}\sqrt{\text{mm/s}}$. In other words, within this range, it is possible to use 40 $\mu$m layer thickness to accelerate the building rate while not losing quality.

7. The ISM model, which is based on elastic FEM, is one of the most suitable methods for part-level simulation because it reduces the computational time from months to minutes in comparison with the other models (actual-scan model and domain-by-domain activation model).

8. The proposed framework of parallel-computing support topology optimization was used to design optimized cantilever support structures. The optimized supports were manufactured and compared to commercial OEM support structures. The optimized support structures can lead to over 60% deflection reduction as well as over 50% material usage reduction compared to OEM.

9. The ISM model was also employed in predicting the deflections of the printed cantilevers. Results show an average of only 6% error between the experimental and simulated results for the after-cutting situations.
10. The proposed parallel topology optimization framework has been implemented on multiple computational nodes while providing a computational advantage of almost 5 times over a single node.

9.2. Future work

In the future, several extensions of this work can be done.

1. The coupled system is just at a preliminary stage, and more work may need to be done. For example, non-shrinking methods, such as the scale-dependent umbrella operator, should be considered in the future.

2. The actual-scan method and domain-by-domain heat-input method of the LPBF process modeling can be further fulfilled by including the adaptive mesh, using HPC, and comprehensively being validated by experiment.

3. ISM could be further refined by including the elasto-plastic module and considering different inherent strains for different scans, layers, or domains. In addition, further experimental validations would be helpful. Moreover, acceleration computational techniques, eg. HPC and adaptive mesh, should be considered in order to help incorporate ISM into each loop of topology optimization.

4. For topology optimization for LPBF, several manufacturing constraints mentioned in the literature can be incorporated and integrated as a combine design system, e.g. minimum feature size control, cavity constraint, overhang constraints, and so on.

5. Guidelines for structural optimization for LPBF should be developed. Structural optimization for LPBF needs a variety of different knowledge from structural design to process optimization. It should be significantly beneficial that one can generate guidelines for structural optimization for LPBF based on several trial-and-errors based on both experiments and simulations.
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Appendix A. Temperature-Dependent Material Properties

Table A.1. Material properties of 316 stainless steel based on [21].

<table>
<thead>
<tr>
<th>Temperature [K]</th>
<th>300</th>
<th>1000</th>
<th>1700</th>
<th>2000</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg/m³]</td>
<td>7900</td>
<td>7710</td>
<td>7430</td>
<td>7140</td>
<td>6740</td>
</tr>
<tr>
<td>Heat capacity [J/(kg·K)]</td>
<td>434</td>
<td>498</td>
<td>521</td>
<td>531</td>
<td>600</td>
</tr>
<tr>
<td>Thermal conductivity [W/(m·K)]</td>
<td>13.96</td>
<td>24.96</td>
<td>35.95</td>
<td>18.97</td>
<td>22.25</td>
</tr>
<tr>
<td>Latent heat [GJ/m³]</td>
<td>2.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.2. Material properties of mild steel based on [226].

<table>
<thead>
<tr>
<th>Temperature [K]</th>
<th>300</th>
<th>1000</th>
<th>1700</th>
<th>1773</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg/m³]</td>
<td>7900</td>
<td>7750</td>
<td>7600</td>
<td>7500</td>
<td>7500</td>
</tr>
<tr>
<td>Temperature [K]</td>
<td>304.1</td>
<td>677.7</td>
<td>969.2</td>
<td>1023</td>
<td>1122.1</td>
</tr>
<tr>
<td>Heat capacity [J/(kg·K)]</td>
<td>426</td>
<td>555.3</td>
<td>893.3</td>
<td>1189.5</td>
<td>850</td>
</tr>
<tr>
<td>Temperature [K]</td>
<td>273</td>
<td>672</td>
<td>873</td>
<td>1071.1</td>
<td>1577.7</td>
</tr>
<tr>
<td>Thermal conduct. [W/(m·K)]</td>
<td>54.2</td>
<td>47.4</td>
<td>38.2</td>
<td>26.3</td>
<td>28.4</td>
</tr>
</tbody>
</table>
Table A.3. Material properties of Ti-6Al-4V.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>296</td>
<td>125</td>
<td>8.78</td>
<td>0.7</td>
<td>0.121</td>
</tr>
<tr>
<td>533</td>
<td>110</td>
<td>9.83</td>
<td>2.2</td>
<td>0.2</td>
</tr>
<tr>
<td>589</td>
<td>100</td>
<td>10.01</td>
<td>2.2</td>
<td>0.208</td>
</tr>
<tr>
<td>700</td>
<td>100</td>
<td>10.71</td>
<td>2.2</td>
<td>0.25</td>
</tr>
<tr>
<td>755</td>
<td>80</td>
<td>11.10</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>811</td>
<td>74</td>
<td>11.22</td>
<td>1.9</td>
<td>0.39</td>
</tr>
<tr>
<td>923</td>
<td>55</td>
<td>11.68</td>
<td>1.9</td>
<td>0.575</td>
</tr>
<tr>
<td>1073</td>
<td>27</td>
<td>12.21</td>
<td>2</td>
<td>0.595</td>
</tr>
<tr>
<td>1098</td>
<td>20</td>
<td>12.29</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>1123</td>
<td>5</td>
<td>12.37</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>1773</td>
<td>5</td>
<td>12.37</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>1923</td>
<td>5</td>
<td>12.37</td>
<td>2</td>
<td>0.405</td>
</tr>
<tr>
<td>2879</td>
<td>5</td>
<td>12.37</td>
<td>2</td>
<td>0.395</td>
</tr>
</tbody>
</table>

Specific heat capacity [J/(kg·K)] [244]

\[ C_p = 540.58 + 1.02 \times 10^{-7} (T - 273) + 1.35 \times 10^{-9} (T - 273)^2 - 6.5 \times 10^{-11} (T - 273)^3 \]

Thermal conduct. [W/(m·K)] [245,246]

\[ k = 1.1 + 0.017T, \quad T < 1268K \]

\[ k_s = -0.797 + 18.2 \times 10^{-3} T - 2.0 \times 10^{-6} T^2, \quad 1268K \leq T < 1923K \]

\[ k_i = 33.4, \quad T = 1923K \]

\[ k_s = 34.6, \quad T = 1973K \]

Density [kg/m3] [244] [246]

\[ d_{solid} = 4.42 - 0.154(T - 298), \quad 298K < T < 1923K \]

\[ d_{liquid} = 3.920 - 0.68(T - 1923), \quad 1923K < T < 2273K \]

Poisson’s ratio [245]

\[ v = 0.289 + 3.2 \times 10^{-5} T \]

Yield stress [MPa] [245]

\[ \sigma_y = 1252 - 0.8486T, \quad T \leq 1400K \]

\[ \sigma_y = 316 - 0.18T, \quad T > 1400K \]

Latent heat of fusion GJ/m^3

\[ 1.65 \]
Appendix B. The Analytical Residual Stress Model in Section 8.5.4

At each moment, there are two equilibria to be obeyed, the force equilibrium and the moment equilibrium, as shown in Eq.(B.1).

\[
\int \sigma_x(z) dz = 0 \\
\int \sigma_y(z) zdz = 0
\]  
(B.1)

where \(\sigma_x\) is the stress in the \(x\)-direction. The continuity of the deformation is assumed over the combined equilibrated body so that a linear strain profile can be described as,

\[
\varepsilon_x(z) = az + b
\]  
(B.2)

where \(a\) and \(b\) are coefficient to be derived, and \(z\) is the coordinate in the \(z\)-direction. Suppose \(m\) represents the ratio of the substrate stiffness \(E_b\) to the part’s stiffness \(E_p\), and \(n\) is the ratio of Young’s modulus between the support \(E_s\) and the printed part. In addition, the width ratio between the width of the substrate \(w_b\) and the width of the part \(w_p\) can also be merged into \(m\), and similarly, support’s width \(w_s\) and \(w_p\) into \(n\), as illustrated in Eq.(B.2),

\[
m = \frac{w_b E_b}{w_p E_p} \\
n = \frac{w_s E_s}{w_p E_p}
\]  
(B.3)

The equilibria in Eq.(B.2) can then be expressed as follows,

\[
\int_0^l m(az + b)E_p w_p dz + \int_0^{h+b} n(az + b)E_p w_p dz + \int_0^{h+b-l} (az + b)E_p w_p dz + \int_{h+b-l}^{h+b} (az + b)E_p w_p dz = 0
\]

\[
\int_0^l m(az + b)E_p w_s zdz + \int_0^{h+b} n(az + b)E_p w_s zdz + \int_0^{h+b-l} (az + b)E_p w_s zdz + \int_{h+b-l}^{h+b} (az + b)E_p w_s zdz = 0
\]  
(B.4)

where \(l\) is the layer thickness, \(\bar{\sigma}\) is the ratio between yield stress \(\sigma\) and the part’s stiffness \(E_p\). From Eq.(B.4), the parameters \(a\) and \(b\) can be obtained as follows,
\[ a = \frac{a_{\text{num}}}{a_{\text{den}}} \]
\[ a_{\text{num}} = -6\sigma l \left( m h_b^2 + n h_s^2 + h_p^2 + 2m h_b h_s + 2m h_b h_p + 2n h_s l - m h_l + nh_s l - h_p^l \right) \]
\[ a_{\text{den}} = m^2 h_b^4 + n^2 h_s^4 + h_p^4 + l^4 + 4m m h_b h_s + 4m m h_b h_p + 4m h_s h_p + 4m h_b h_p - 4m h_b^3 l \]
\[ - 4m h_s l^3 + 4n h_s h_p + 4n h_s h_p - 4n h_s l - 4n h_l^3 - 4h_s l - 4h_p l^3 \]
\[ + 6m n h_b h_s^2 + 6m n h_b h_p^2 + 6m n h_s h_p^2 + 6n h_s^2 h_p^2 + 6n h_l^2 l^2 + 6h_s^2 l^2 \]
\[ + 12m h_b h_p + 12m h_b h_s h_p + 12m h_b h_s h_s + 12m h_b h_p^2 l^2 - 12m h_b h_p l^2 - 12m h_b h_s^2 l + 12m h_b h_s l^2 \]
\[ - 12m h_b h_p l - 12m h_b h_s l - 12n h_p^3 l - 12n h_p^2 l - 12n h_s^2 l + 12n h_s l^2 - 12n h_s l \]
\[ - 24m h_b h_s l \]
\[ b = \frac{b_{\text{num}}}{b_{\text{den}}} \]
\[ b_{\text{num}} = \sigma l \left( 2m h_b^2 + 2n h_s + 2h_p^2 + l^3 - 3m h_b l - 3n h_s l + 6h_b h_s^2 + 6h_b h_p^2 + 6m h_b h_s \right) \]
\[ + 6n h_b h_s^2 + 6m h_b h_p^2 + 6m h_s h_p^2 + 6n h_s^2 h_p^2 + 6n h_l^2 l - 6h_s h_p l - 6h_s h_l + 12nh_s h_p \]
\[ b_{\text{den}} = m^2 h_b^4 + n^2 h_s^4 + h_p^4 + l^4 + 4m m h_b h_s + 4m m h_b h_p + 4m h_s h_p + 4m h_b h_p - 4m h_b^3 l \]
\[ - 4m h_s l^3 + 4n h_s h_p + 4n h_s h_p - 4n h_s l - 4n h_l^3 - 4h_s l - 4h_p l^3 \]
\[ + 6m n h_b h_s^2 + 6m n h_b h_p^2 + 6m n h_s h_p^2 + 6n h_s^2 h_p^2 + 6n h_l^2 l^2 + 6h_s^2 l^2 \]
\[ + 12m h_b h_p + 12m h_b h_s h_p + 12m h_b h_s h_s + 12m h_b h_p^2 l^2 - 12m h_b h_p l^2 - 12m h_b h_s^2 l + 12m h_b h_s l^2 \]
\[ - 12m h_b h_p l - 12m h_b h_s l - 12n h_p^3 l - 12n h_p^2 l - 12n h_s^2 l + 12n h_s l^2 - 12n h_s l \]
\[ - 24m h_b h_s l \]

By substituting \( a \) and \( b \) in (B.5) and (B.6) into (B.2), the strain distribution can be derived. Then the approximated residual stress can be derived easily by multiplying the strain with Young’s modulus of the material used.