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Abstract

This thesis is based around the University of Waterloo EcoCAR Team (UWAFT) and the EcoCAR Mobility Challenge. The overall objective of the competition is to design and build a hybrid electric vehicle with SAE Level 2 Autonomous capability. The vehicle platform used in this thesis was based on the 2019 Chevrolet Blazer – the vehicle that General Motors has donated to UWAFT as part of the EcoCAR Mobility Challenge.

The scope and objective of this thesis is comprised of three parts:

First, various vehicle models were considered and developed using MATLAB and Simulink, as well as ADAMS Car. These models were developed and used for the simulation of the vehicle as well as for the development of vehicle dynamics controllers.

Second, various control architectures and strategies were developed and evaluated to understand the benefits and limitations of each controller design under varying situations. Controllers for generating viable and optimal paths, as well as controllers for controlling the vehicle to track a path were developed.

Third, a visualization framework was developed for streamlining the development of connected and automated vehicle (CAV) systems. Simulation environments for these models were also developed in Simulink (visualized using the Unreal Engine) as well as using ADAMS Car.
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Chapter 1 - Introduction

1.1 Motivation
The proliferation of automated vehicle technologies has opened new possibilities in the way vehicle dynamics is conceived and with it, an opportunity to improve ride, handling, and efficiency presents itself [1]. Simultaneously, the advancement in compute technology has enabled high performance onboard processing to be possible on today’s vehicles allowing for sophisticated sensing and optimization algorithms to be deployed on vehicles and updated routinely over-the-air (OTA) [2]. Vehicle-to-Everything (V2X) communication is another up-and-coming technology that is being researched and developed. These technologies and will have a major impact on road safety, traffic efficiency, and energy consumption [2]. Limit handling situations arise organically in traffic for reasons such as slippage due to adverse weather conditions, animals jumping onto the road, and children running into traffic. Most human drivers are not well trained to handle situations like these and the result is often injury or property damage when these situations arise [3].

According to the National Highway Traffic Safety Administration (NHTSA), nearly all car crashes are due to human errors. 94 percent of serious accidents are due to humans making dangerous choices on the road, and nearly 37,000 people lost their lives in crashes on the U.S. highways in 2016 [4].

By reducing or eliminating the human factor from the equation, there is a potential to significantly reduce the number of fatalities that occur as a result of human errors [4]. For the reasons mentioned, many universities and automotive companies have made large investments to rapidly develop technologies in this arena.

Automotive companies around the world are racing to develop this technology and gain market share. Partnerships and recruitment from traditionally software and hardware-oriented companies such as Google, Intel and Nvidia are becoming ever more prevalent as autonomous
technologies rely on advanced software and hardware systems which serve as the backbone of the technology for partial or full autonomy [5] [6] [7].

In 2014, the Society of Automotive Engineers (SAE) published a system for classifying varying levels of driving automation [8]. The most up-to-date chart at the writing of this paper is shown in Figure 1.

Six different levels of automation were proposed, ranging from Level 0 to Level 5. Each of these levels indicate the degree of vehicle automation with Level 0 vehicles supporting primarily warnings and momentary intervention and Level 5 vehicles supporting full autonomy and can perform as well or better than a human driver in every situation. The United Nations Economics Commission for Europe (UNECE) has adopted rules that would require automatic emergency braking (AEB) by 2020 [9]. The United States National Highway Traffic Safety Administration (NHTSA) published guidelines in 2016 calling on automakers to adopt this technology in their vehicles. Over 20 automakers agreed to implement the technology in their vehicles by 2020 [9]. Other advanced automated features such as Adaptive Cruise Control (ACC) and Automated Lane Keep Assist (LKA) are also continuing to be adopted in greater numbers by automakers.

In December of 2018, Waymo was the first to commercialize a fully autonomous taxi service in the United States [10]. General Motors is another leader in the automated vehicle space, embracing new activities and businesses that are emerging such as car-sharing as part of the new “gig economy”. The vehicles will feature Advanced Driver Assistance Systems (ADAS) for improving driver experience and vehicle safety by offering features such as automated lighting, adaptive cruise control, lane keep assist, lane centering, and lane departure warning systems which can help to reduce human error. Vehicle-to-Everything (V2X) communication is also being rapidly developed and is gaining traction due to its potential to enable vehicles to communicate with infrastructure, other vehicles, and pedestrians. Enveloping communication on this scale will enable cooperative driving, enabling safer and more efficient transport of people and goods. In August 2014, the NHTSA published a document in the U.S. Federal Register arguing the safety benefits of V2X systems and proposed a mandatory introduction, recognizing that V2X systems can only work if it was widely adopted [11].
This thesis is based around the University of Waterloo EcoCAR Team (UWAFT) and the EcoCAR Mobility Challenge. The overall objective of the competition is to design and build a hybrid electric vehicle with SAE Level 2 Autonomous capability. The vehicle platform used in this thesis was based on the 2019 Chevrolet Blazer – the vehicle that General Motors has donated to UWAFT as part of the EcoCAR Mobility Challenge. The overall objective of this thesis is to support the development of automated vehicle systems for the UWAFT Blazer.
1.2 Project Definition

In particular, the objective of this thesis is comprised of three parts:

First, various vehicle models are considered and developed. These vehicle models vary in the degree of fidelity and assumptions made. The utility of the models range in accuracy and complexity, making some models suitable for simulation and others more suitable for designing vehicle dynamics controllers as will be discussed in subsequent sections.

Second, various control architectures and strategies for automated vehicles with active steering and torque vectoring capability in a connected environment will be developed and evaluated.

Third, a visualization framework is explored in detail and highlights a means of creating virtual environments for developing CAV systems.

This paper does not catalog all existing work in vehicle modelling and control but presents a selection that can be useful for the development of the UWAFT Blazer vehicle with advanced driver assistance systems, utilizing information passed down from V2X systems.
Chapter 2 – Model Development

1.3 Vehicle Modelling

In terms of vehicle dynamics, there are various aspects of the vehicle that can be modelled ranging from system level models of the vehicle to component level models that capture the intricacies of components such as the suspension links and tires. There are also a variety of modelling approaches that can taken for the various aspects, each with their own unique set of benefits, assumptions and limitations. For automated vehicles controllers, a fast and accurate vehicle dynamics model is required to ensure that vehicle predictions can be made in a timely manner. For lab-based studies, a slower, but higher fidelity vehicle dynamics is used for simulation of the vehicle; this is required to accurately test and vet vehicle dynamics controllers prior to field testing. Controllers are only as good as the models they are trained on; hence it is imperative that models and simulations accurately reflect reality.

Vehicle dynamics models are required for three main purposes in this thesis:

1. Simulating the vehicle with a high degree of accuracy
2. Tuning of classical controllers
3. Use in predictive control for optimal control-based controllers

While the kinematic state estimation is useful for estimating current vehicle states, it is not able to reliably predict the future behavior of the vehicle as there are no dynamic considerations (road friction coefficients, lateral and longitudinal load transfers, etc). However, the vehicle state estimation information can be used to validate the accuracy of a dynamic model of the vehicle running simultaneously, in real-time. The vehicle dynamics model is used to optimize the commands of the TV controller by minimizing a cost-function, whose metrics include power consumption, vehicle response (lag, jerkiness, and oscillation) and ability to achieve commanded desired vehicle state.

This chapter will explore various vehicle dynamics models and their role in the development of an automated vehicle.
The vehicle models developed were based on the best estimate of the new mass properties of the modified Blazer. The controls discussed in this thesis were also based on the modified Blazer, however some parts have been abstracted and extended to a version of the vehicle with features that extend beyond the scope of the competition but would be useful when generalized for modern production vehicle applications.

1.3.1 Point Mass Model (2 DOF)

A point mass model is simply a representation of the vehicle in the form of a lumped mass with translational inertia but effectively no moment of inertia. It can be visualized as a single point with a tire governing the grip limits of the vehicle model, as shown in Figure 2. The point mass model was developed for use with the high-level trajectory planning controller and captures the effects of planar dynamics. The simplicity of the model allows a controller utilizing a point mass model as a vehicle prediction model to operate over a long time horizon and be updated in near-real time. The particular use of a point mass model is to generate the appropriate vehicle trajectory for the vehicle and pass it down to lower level controllers. This allows the vehicles trajectory to be optimized such that the vehicle would operate within the limits of handling, while also minimizing energy consumption due to the long look over the prediction horizon. The information from a the V2X system allows the controller to take into account the motion of adjacent vehicles as well as incorporate the timing of traffic infrastructure to minimize energy usage in the trajectory planning.

![Point Mass Model](image)

**Figure 2** - Point mass representation; a single lumped mass with a tire acting as the limiting factor in providing grip.

The general dynamics equations for a point mass object in 3-dimensional space is as follows:
\[ F = ma \]  \hspace{1cm} (2.1)

\[ \frac{d}{dt} (mv) = m \frac{dv}{dt} = F \] \hspace{1cm} (2.2)

\[ F = \begin{bmatrix} f_x \\ f_y \\ f_z \end{bmatrix} \] \hspace{1cm} (2.3)

\[ \frac{dv}{dt} = \dot{v} = \begin{bmatrix} \dot{v}_x \\ \dot{v}_y \\ \dot{v}_z \end{bmatrix} = \begin{bmatrix} 1 \\ -\frac{1}{m} \end{bmatrix} \begin{bmatrix} \frac{1}{m} & 0 & 0 \\ 0 & \frac{1}{m} & 0 \\ 0 & 0 & \frac{1}{m} \end{bmatrix} \begin{bmatrix} f_x \\ f_y \\ f_z \end{bmatrix} \] \hspace{1cm} (2.4)

\[ F = \begin{bmatrix} f_x \\ f_y \\ f_z \end{bmatrix} = [F_{\text{gravity}} + F_{\text{aerodynamics}} + F_{\text{wheel}}] \] \hspace{1cm} (2.5)

\[ \frac{dr}{dt} = \dot{r} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix} = v = \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix} \] \hspace{1cm} (2.6)

### 1.3.2 Bicycle Model (3 DOF)

A bicycle model, also known as a single-track model, is a rigid body representation of the vehicle that includes two wheels, one located at the front and one located at the back. The front wheel is able to steer and uses a tire model to capture cornering dynamics. The overall model has 3
degrees of freedom: x-translation, y-translation, and yaw-rotation. The bicycle model is a reduced-order model and was developed as a step up from the point mass model to be used as a benchmark for validating higher order models; it is not used directly in any controllers. A schematic of a bicycle model is shown in Figure 3.

There are many variations of the bicycle model, each with their own set of assumptions and take on various levels of complexity. Two major approaches can be taken to describe the vehicle motion for a bicycle model: a kinematic approach and a dynamic approach. The kinematic approach describes vehicle motion strictly by the geometry of the system, whereas a dynamic approach considers the forces generated by the tires and applies the appropriate moments and forces to the vehicle body to generate motion. The following equations describe the handling dynamics of a rigid vehicle [12] [13] [14].

![Figure 3 - Bicycle model with instantaneous center of rotation depicted](image)

Starting with the general equations of motion of a body in an inertial frame, the following equations apply:

\[ m\ddot{x} = \sum F_X \]  
\[ m\ddot{y} = \sum F_Y \]
\[ J \ddot{\psi} = \sum M_z \] \hfill \text{(2.9)}

However, most forces and velocities are given or known in vehicle body coordinates; a rotation matrix is used to convert between the inertial frame and the body reference frame:

\[
\begin{bmatrix}
\sum F_x \\
\sum F_y
\end{bmatrix} = \begin{bmatrix}
\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{bmatrix} \begin{bmatrix}
\sum F_x \\
\sum F_y
\end{bmatrix}
\] \hfill \text{(2.10)}

\[
\begin{bmatrix}
\dot{X} \\
\dot{Y}
\end{bmatrix} = \begin{bmatrix}
\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{bmatrix} \begin{bmatrix}
u \\
v
\end{bmatrix}
\] \hfill \text{(2.11)}

Using these two equations, the equations of motion in the X-direction of the inertial frame reduces to:

\[
m \ddot{X} = m \frac{d}{dt} (u \cos \psi - v \sin \psi) = \sum F_x \cos \psi - \sum F_y \sin \psi \] \hfill \text{(2.12)}

\[
= m (u \dot{\cos} \psi - u \dot{\psi} \sin \psi - v \dot{\sin} \psi - v \dot{\psi} \cos \psi) = \sum F_x \cos \psi - \sum F_y \sin \psi \] \hfill \text{(2.13)}

Similarly, the equations of motion in the Y-direction of the inertial frame reduces to:

\[
m \ddot{Y} = m \frac{d}{dt} (u \sin \psi + v \cos \psi) = \sum F_x \sin \psi + \sum F_y \cos \psi \] \hfill \text{(2.14)}
\[ = m(\dot{u}\sin\psi + u\dot{\psi}\cos\psi + \dot{v}\cos\psi - v\dot{\psi}\sin\psi) = \sum F_x\sin\psi + \sum F_y\cos\psi \]

Then, solving the forces in the body frame:

\[ m(\dot{u} - \dot{\psi}v) = \sum F_x \]  \hspace{1cm} 2.15

\[ m(\dot{v} + \dot{\psi}u) = \sum F_y \]  \hspace{1cm} 2.16

\[ J_2\ddot{\psi} = \sum M_z \]  \hspace{1cm} 2.17

1.3.3 Rigid Two Track Model (3 DOF)

A rigid two track model is very similar to the bicycle model in that it has the same 3 degrees of freedom, but with the addition of an additional set of wheels bringing the total wheel count to 4, located in the same positions as a regular 4-wheeled vehicle. This is shown in Figure 4. The advantage of this model is that it includes dynamics for steering and delivering torque to all 4 tires independently. The persistence of a track width allows the modelling of torque vectoring capabilities. This vehicle model is used in the vehicle regulation controller, which will be discussed in further detail in Chapter 3 – Controller Design.
The equations of motion for this model is the same as the equations for the bicycle model. The difference is the presence of additional terms in the summation formulation that allow for additional yawing capability due to the nature of having track width in the model, as shown here:

\[ \sum M_z = \sum F_{xi} \sin \delta_i x_i + \sum F_{yi} \cos \delta_i y_i - \sum \cos \delta_i y_i + \sum F_{yi} \sin \delta_i y_i \]

2.18

Where \((x_i, y_i)\) are the coordinates for the tire center in the body reference frame.

The tire forces are generally nonlinear functions of the tire states: slip, normal load, road adhesion, as shown in the following:
\[ F_{x_{i t}} = f(\alpha_{i}, \sigma_{i}, F_{z_{i t}}, \ldots) \]  
2.19

\[ F_{y_{i t}} = f(\alpha_{i}, \sigma_{i}, F_{z_{i t}}, \ldots) \]  
2.20

Additional details about tire modelling can be found in section 1.3.7.

Due to the nonlinearity, dependence of the tire forces on the slip angles, and heavy product coupling between terms, a closed form solution is generally not possible. Numerical methods are generally the only solution, which are solved easily with MATLAB/Simulink or similar tools. It is important to note the results are only valid for the vehicle whose parameters are used.

### 1.3.4 9 DOF Vehicle Model

A 9 DOF model is a vehicle model that is another step above a rigid two track model. It uses the same equations and includes the same degrees of freedom but incorporates 6 additional degrees of freedom: pitch, roll, and 4 rotational degrees of freedom to account for each of the 4 wheels. The reason why the z translational degree of freedom is neglected is because the road is assumed to be flat with road elevation and road imperfections neglected. This model was used for simulation of the vehicle in a lab setting, not for use in any of the controllers to perform predictive control as it is too complicated to be run in real-time. A diagram showing the full vehicle model is shown in Figure 5.
The full set of equations in expanded form, including load transfer, with and without small angle approximation, are as follows:

**X axis Dynamics**

The net force in X direction in the inertial reference frame is calculated based on two methods:

Using the full method (OG) and using small angle approximation (SMA). The fWx and fWy notation shows that these forces are in wheel coordinate frame for the x and y directions, respectively. The equations of motion in X direction are as follows -

a) OG
\[ F_x^1 = \cos \varphi \cdot (fWx1 \cdot \cos \delta_1 - fWy1 \cdot \sin \delta_1) + \sin \varphi \]
\[ \cdot (-fWx1 \cdot \sin \delta_1 - fWy1 \cdot \cos \delta_1) \]  

\[ F_x^2 = \cos \varphi \cdot (fWx2 \cdot \cos \delta_2 - fWy2 \cdot \sin \delta_2) + \sin \varphi \]
\[ \cdot (-fWx2 \cdot \sin \delta_2 - fWy2 \cdot \cos \delta_2) \]  

\[ F_x^3 = \cos \varphi \cdot (fWx3 \cdot \cos \delta_3 - fWy3 \cdot \sin \delta_3) + \sin \varphi \]
\[ \cdot (-fWx3 \cdot \sin \delta_3 - fWy3 \cdot \cos \delta_3) \]  

\[ F_x^4 = \cos \varphi \cdot (fWx4 \cdot \cos \delta_4 - fWy4 \cdot \sin \delta_4) + \sin \varphi \]
\[ \cdot (-fWx4 \cdot \sin \delta_4 - fWy4 \cdot \cos \delta_4) \]  

\[ F_{x_{Net}} = F_x^1 + F_x^2 + F_x^3 + F_x^4 \]  

b) SMA

\[ F_x^1 = \sin \varphi \cdot (fWy1) \]  

\[ F_x^2 = \sin \varphi \cdot (fWy2) \]  

\[ F_x^3 = \sin \varphi \cdot (fWy3) \]  

\[ F_x^4 = \sin \varphi \cdot (fWy4) \]
\[ F_{x_{\text{Net}}} = F_{x_1} + F_{x_2} + F_{x_3} + F_{x_4} \]  \hspace{1cm} \text{(2.30)}

**Y axis Dynamics** –

As X axis dynamics, the net force in Y direction in the inertial reference frame is calculated based on two methods: SMA and OG. The equations of motion in Y direction are as follows -

\textbf{c) OG}

\[ F_{y_1} = \sin \varphi \ast (fWx_1 \ast \cos \delta_1 - fWy_1 \ast \sin \delta_1) + \cos \varphi \ast (fWx_1 \ast \sin \delta_1 + fWy_1 \ast \cos \delta_1) \]  \hspace{1cm} \text{(2.31)}

\[ F_{y_2} = \sin \varphi \ast (fWx_2 \ast \cos \delta_2 - fWy_2 \ast \sin \delta_2) + \cos \varphi \ast (fWx_2 \ast \sin \delta_2 + fWy_2 \ast \cos \delta_2) \]  \hspace{1cm} \text{(2.32)}

\[ F_{y_3} = \sin \varphi \ast (fWx_3 \ast \cos \delta_3 - fWy_3 \ast \sin \delta_3) + \cos \varphi \ast (fWx_3 \ast \sin \delta_3 + fWy_3 \ast \cos \delta_3) \]  \hspace{1cm} \text{(2.33)}

\[ F_{y_4} = \sin \varphi \ast (fWx_4 \ast \cos \delta_4 - fWy_4 \ast \sin \delta_4) + \cos \varphi \ast (fWx_4 \ast \sin \delta_4 + fWy_4 \ast \cos \delta_4) \]  \hspace{1cm} \text{(2.34)}

\[ F_{y_{\text{Net}}} = F_{y_1} + F_{y_2} + F_{y_3} + F_{y_4} \]  \hspace{1cm} \text{(2.35)}

\textbf{d) SMA}

\[ F_{y_1} = \cos \varphi \ast (fWy_1) \]  \hspace{1cm} \text{(2.36)}
\[ F_y_2 = \cos \varphi \cdot (fWy_2) \] 2.37

\[ F_y_3 = \cos \varphi \cdot (fWy_3) \] 2.38

\[ F_y_4 = \cos \varphi \cdot (fWy_4) \] 2.39

\[ F_{yNet} = F_y_1 + F_y_2 + F_y_3 + F_y_4 \] 2.40

The net forces in X axis and Y axis are in inertial reference frame. To convert these forces in body reference frame. The coordinate transformation is performed on velocity and acceleration in both directions individually.

The transformation matrix between inertial reference frame and body reference frame is defined as below:

\[
\begin{bmatrix}
Cx \\
Cy
\end{bmatrix} = \begin{bmatrix}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{bmatrix}\begin{bmatrix}
Ex \\
Ey
\end{bmatrix}
\] 2.41

The transformed velocity and acceleration are used as vehicle feedback for further calculations.

**Load Transfer** –

Load transfer included the suspension contribution during acceleration/braking and cornering. The load transfer is calculated for each wheel and then the same is subtracted from the static normal force. The effect of anti-roll bars and motion ratios are included in the formulation.
\[ \Delta F_{z1} = -kS1 \left\{ (-a \times \sin\theta) + \left( \frac{\text{trf}}{2} \times \sin\phi \times mrSF^2 \right) \right\} + (-C1) \times \left\{ (-a \times \dot{\theta} \times \cos\theta) + \left( \frac{\text{trf}}{2} \times \phi \times mrDF^2 \right) \right\} + \left\{ (-kAF \times \phi \times mAF) \right\} \]

\[ \Delta F_{z2} = -kS2 \left\{ (-a \times \sin\theta) + \left( -\frac{\text{trf}}{2} \times \sin\phi \times mrSF^2 \right) \right\} + (-C2) \times \left\{ (-a \times \dot{\theta} \times \cos\theta) + \left( -\frac{\text{trf}}{2} \times \phi \times mrDF^2 \right) \right\} + \left\{ (kAF \times \phi \times mAF) \right\} \]

\[ \Delta F_{z3} = -kS3 \left\{ (b \times \sin\theta) + \left( \frac{\text{trf}}{2} \times \sin\phi \times mrSF^2 \right) \right\} + (-C3) \times \left\{ (b \times \dot{\theta} \times \cos\theta) + \left( \frac{\text{trf}}{2} \times \phi \times mrDF^2 \right) \right\} + \left\{ (-kAR \times \phi \times mAR) \right\} \]

\[ \Delta F_{z4} = -kS4 \left\{ (b \times \sin\theta) + \left( \frac{\text{trf}}{2} \times \sin\phi \times mrSF^2 \right) \right\} + (-C4) \times \left\{ (b \times \dot{\theta} \times \cos\theta) + \left( \frac{\text{trf}}{2} \times \phi \times mrDF^2 \right) \right\} + \left\{ (kAR \times \phi \times mAR) \right\} \]

The weight transfer component is adjusted in static normal load to have dynamic normal load on individual wheel. The load transfer is applied based on the *loadtransfer* flag which can be defined in modelSetup script.

**Pitch Dynamics**

The moments introduced due to different cases like suspension effects or drag forces are calculated for each wheel and pitch is calculated using net moment generation.

\[ M_1 = -(K_{s1} \times mrSF \times a \times \sin\theta) - (c1 \times mrDF \times a \times \dot{\theta} \times \cos\theta) \]

\[ M_2 = -(K_{s2} \times mrSF \times a \times \sin\theta) - (c2 \times mrDF \times a \times \dot{\theta} \times \cos\theta) \]

\[ M_3 = -(K_{s3} \times mrSF \times a \times \sin\theta) - (c3 \times mrDF \times a \times \dot{\theta} \times \cos\theta) \]
\[ M_4 = - (K_{s4} \cdot mrSF \cdot a \cdot \sin \theta) - (c4 \cdot mrDF \cdot a \cdot \dot{\theta} \cdot \cos \theta) \] 2.49

\[ M_{drag} = f_x_{drag} \cdot h_\theta \] 2.50

\[ M_A = -(\text{mass} \cdot a_x \cdot h_\theta \cdot \cos \theta) \] 2.51

\[ M_g = -(\text{mass} \cdot g \cdot h_\theta \cdot \sin \theta) \] 2.52

\[ M_{pitch} = M_1 + M_2 + M_3 + M_4 + M_{drag} + M_A + M_g \] 2.53

\[ \dot{\theta} = \frac{M_{pitch}}{I_{yy}} \] 2.54

**Roll Dynamics**

In rolling, the moments are generated due to suspension effects, drag forces, acceleration and anti-roll bar effects. These moments are calculated using the following equations:

\[ M1 = - \left( K_{s1} \cdot mrSF \cdot \frac{w_{SF}}{2} \cdot \sin \phi \right) - (c1 \cdot mrDF \cdot \frac{w_{DF}}{2} \cdot \dot{\phi} \cdot \cos \phi) \] 2.55

\[ M2 = - \left( K_{s2} \cdot mrSF \cdot \frac{w_{SF}}{2} \cdot \sin \phi \right) - (c2 \cdot mrDF \cdot \frac{w_{DF}}{2} \cdot \dot{\phi} \cdot \cos \phi) \] 2.56
\[ M_3 = - \left( K_{s3} \cdot mrSF \cdot \frac{w_{SF}}{2} \cdot \sin\phi \right) - (c_3 \cdot mrDF \cdot \frac{w_{DF}}{2} \cdot \dot{\phi} \cdot \cos\phi) \] 

\[ M_4 = - \left( K_{s4} \cdot mrSF \cdot \frac{w_{SF}}{2} \cdot \sin\phi \right) - (c_4 \cdot mrDF \cdot \frac{w_{DF}}{2} \cdot \dot{\phi} \cdot \cos\phi) \] 

\[ M_{drag} = -f_yDrag \cdot h_\phi \] 

\[ M_A = -(mass \cdot a_y \cdot h_\phi \cdot \cos\phi) \] 

\[ M_g = -(mass \cdot g \cdot h_\phi \cdot \sin\phi) \] 

\[ M_{ARF} = -(k_{AF} \cdot mrAF \cdot \phi) \] 

\[ M_{ARR} = -(k_{AR} \cdot mrAR \cdot \phi) \] 

\[ M_{roll} = M_1 + M_2 + M_3 + M_4 + M_{drag} + M_A + M_g + M_{ARF} + M_{ARR} \] 

\[ \dot{\phi} = \frac{M_{roll}}{I_{xx}} \] 

**Yaw Dynamics**

The yaw angle is calculated using the two methods – SMA and OG.

a) OG

The following equations are used for calculating yaw angle -
\[ M_1 = \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_1 + a \ast \sin \delta_1 \right) \right\} + \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_1 + a \ast \sin \delta_1 \right) \right\} \]

\[ M_2 = \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_2 + a \ast \sin \delta_2 \right) \right\} + \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_2 + a \ast \sin \delta_2 \right) \right\} \]

\[ M_3 = \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_3 + b \ast \sin \delta_3 \right) \right\} + \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_3 + b \ast \sin \delta_3 \right) \right\} \]

\[ M_4 = \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_4 + b \ast \sin \delta_4 \right) \right\} + \left\{ f_x \ast \left( -\frac{\text{trf}}{2} \ast \cos \delta_4 + b \ast \sin \delta_4 \right) \right\} \]

\[ M_{roll} = M_1 + M_2 + M_3 + M_4 \]

\[ \ddot{\phi} = \frac{M_{roll}}{I_{xx}} \]

b) SMA

The equations used for calculating yaw angle with small angle approximations are as below.
\begin{align*}
M_1 &= f y_1 \left( \frac{tr_f}{2} \cdot \delta_1 + a \right) \\
M_2 &= f y_2 \left( \frac{tr_f}{2} \cdot \delta_2 + a \right) \\
M_3 &= f y_3 \left( \frac{tr_f}{2} \cdot \delta_3 + b \right) \\
M_4 &= f y_4 \left( \frac{tr_f}{2} \cdot \delta_4 + b \right)
\end{align*}

\begin{align*}
M_{roll} &= M_1 + M_2 + M_3 + M_4 \\
\ddot{\phi} &= \frac{M_{roll}}{I_{xx}}
\end{align*}

For yaw angle calculation, SMA flag is provided to switch yaw angle calculation from SMA to original. The switch is needed to define in modelSetup matlab file.

Integrating \( \ddot{\theta}, \ddot{\phi}, \) and \( \ddot{\phi} \), the pitch, roll and yaw angle are generated and are used in vehicle feedback.

To determine the forces at the tires, it is necessary to define some parameters from the chassis to feed into the tire model, namely body slip, tire slip angle, and tire slip ratio for each of the tires. The calculations for these parameters are as follows -

a) Body slip angle –
\[ \beta = \tan^{-1} \frac{v_{Cy}}{v_{Cx}} \]  \hfill (2.78)

Where \( v_{Cx} \) and \( v_{Cy} \) are vehicle velocities in \( x \) and \( y \) direction respectively.

b) Slip angle –

The yaw rate effect is considered in the vehicle velocity which is in Car coordinate frame.

\[ V_y = v_{Cy} + a \cdot \dot{\phi} \]  \hfill (2.79)

\[ V_x = v_{Cx} - \frac{trf}{2} \cdot \dot{\phi} \]  \hfill (2.80)

These velocities are converted into Wheel coordinate frame to calculate the slip angles for each wheel.

\[
\begin{bmatrix}
    v_{Wx} \\
    v_{Wy}
\end{bmatrix} =
\begin{bmatrix}
    \cos \phi & \sin \phi \\
    -\sin \phi & \cos \phi
\end{bmatrix}
\begin{bmatrix}
    V_x \\
    V_y
\end{bmatrix} \hfill (2.81)
\]

\[ \alpha = \tan^{-1} \frac{v_{Wy}}{v_{Wx}} \]  \hfill (2.82)

c) Slip ratio –

After getting the wheel velocities, the following calculations are done to get the slip ratio for each wheel.
\[ \text{slip ratio} = \frac{r_{\text{wheel}} \times \text{wheelspeed} - vWx}{\max(|vWx|, 0.001)} \]

1.3.5 ADAMS Model (N DOF)

An ADAMS Car model is a vehicle dynamics model created using MSC software. An ADAMS Car model is able to have many degrees of freedom without burdening the user with developing the mathematics behind it explicitly. Instead, the user can simply define the hard points of the suspension and the high-level information regarding the system such as the mass, inertia, and the spring and damping coefficients of certain components and the software can take care of the dynamics automatically. Once an ADAMS Car model is built, it can be exported as a plant to Simulink with predefined inputs and outputs to interface with the rest of the Simulink model. This is currently an ongoing development project and should be finished when more information about the UWAFT Blazer vehicle is revealed. Figure 6 shows the ADAMS Car model developed for the UWAFT Camaro for the EcoCAR 3 competition.
1.3.6 Motor Model

The motor model used was simply a look up table that contains the charge and discharge capabilities of the motor under specific voltages and speeds. This was included to ensure that the controller never exceeded the limits of capability of the motor for the speed the vehicle is travelling at. Data was not available for the UWAFT motor being used at the time of writing, so a generic set of motor data was used, as shown in Figure 7.

![Figure 7 - Torque vs. Speed vs. Voltage curves for an Electric Motor](image)

1.3.7 Tire Model

Tire modelling is a very difficult task. The reasons being that tires behave highly non-linearly and are time variant. The Pacejka tire model is the most common non-linear tire model that is used in industry. It was developed by Hans B. Pacejka over 20 years ago and has seen multiple iterations since. It is an empirical model that relies heavily on testing data to fit the model and has over 20 coefficients required for describing the lateral and longitudinal force, as well as self-alignment torque of the tire [18].

Some short-term time variance and non-linearities:

- The temperature of the tires and the environment
- Precipitation levels
- Dirt levels
• Static normal loading due to cargo
• Load Transfer
• Tire Pressure

Long-term time variance and non-linearities:

• Level of tread wear on the tire
• Wheel alignment (toe and camber)

It is currently impossible to capture all of these effects simultaneously with the tire models available today simply because there are too many variables. The Pacejka tire model is the most popular option and is very accurate under normal conditions.

![Figure 8 - Pacejka tire model showing the various curves representing the lateral loading capability of the tire as vertical load changes [19]](image)

The tire was modelled using the Magic Formula 6.1 model created by the Tyre CAE Team within Chassis Engineering of Jaguar Land Rover [19].
The Magic Formula is a specific form for the tire characteristic function. It contains four dimensionless coefficients, B, C, D, E, or stiffness, shape, peak, and curvature that characterizes the tire. The general form of the Magic Formula is shown in the following [18]:

\[ F_x = f(\kappa, F_z) = F_z \cdot D \cdot \sin(C \cdot \arctan\{B\kappa - E[B\kappa - \arctan(B\kappa)]\}) \]

Where:

\[ df_z = \frac{F_z - F_{z0}}{F_z} \]

\[ \kappa_x = \kappa + S_{Hx} \]

\[ C_x = pC_x1 \]

\[ D_x = \mu_x F_z \]

\[ \mu_x = pDx1 + pDx2 \cdot df_z \]

\[ E_x = (pEx1 + pEx2 \cdot df_z + pEx3 \cdot df_z^2)[1 - pEx4 \cdot \text{sgn}(\kappa_x)] \]

\[ K_{x\kappa} = F_z \cdot (pKx1 + pKx2 \cdot df_z) \cdot K_{x\kappa}^3 \cdot df_z \]

\[ B_x = \frac{K_{x\kappa}}{C_x D_x + \epsilon_x} \]
\[ S_{Hx} = pHx1 + pHx2 \cdot df_z \] 2.93

\[ S_{Vx} = F_z \cdot (pVx1 + pVx2 \cdot df_z) \] 2.94

Some common values for the B, C, D, and E coefficients are shown in Table 1.

<table>
<thead>
<tr>
<th>Surface</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry tarmac</td>
<td>10</td>
<td>1.9</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>Wet tarmac</td>
<td>12</td>
<td>2.3</td>
<td>0.82</td>
<td>1</td>
</tr>
<tr>
<td>Snow</td>
<td>5</td>
<td>2</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>Ice</td>
<td>4</td>
<td>2</td>
<td>0.1</td>
<td>1</td>
</tr>
</tbody>
</table>

The purpose of the Pacejka tire model is to determine the correct amount of combined lateral and longitudinal grip of a tire in response to tire loading. A table with the descriptions and units of the variables can be found in Appendix A.

Tire Road Contact Variables.

A common method of simplifying the tire model is to consider a linear tire. A linear tire considers the initial slope of the slip angle vs lateral force curve and assumes a linear relationship. This is sufficiently accurate for situations with little deviation in normal force and low demand situations. It can be considered a compromise between a kinematic model and a fully developed Pacejka tire model. Tires performing in the linear region are considered to follow the following relation to provide the lateral force acting on the vehicle:
\[ F_y = C_s \alpha \]

Where \( C_s \) is the cornering stiffness and \( \alpha \) is slip angle of the tire.

1.4 Model Validation

With model development, it is important that the model itself is validated otherwise the simulations are not useful as it may not representative of reality. Model validation requires data with a physical vehicle to compare the model against. Since the vehicle does not physically exist at the time of writing, the best option for model validation of the higher order models is to compare with lower order models. In lower demand situations, the behavior of higher order models and lower order models should be identical as dynamics are minimized and kinematics dominate.

This section will focus on the validation of the 9 DOF Vehicle Model. It is the most complex and intensive vehicle model derived in this paper.

1.4.1 9 DOF Vehicle Model Validation

A representation of the 9 degree of freedom vehicle dynamics model is shown in the Simulink block diagram in Figure 9. It contains the dynamics for X, Y translational dynamics, load transfer dynamics, as well as pitch, roll, and yaw rotational dynamics. These dynamics can be tested independently by “locking” the remaining degrees of freedom and subjecting the vehicle to a set of tests. To test the pitching dynamics, all the degrees of freedoms, with the exception of the pitching degree of freedom were locked. The vehicle was given a forward accelerative step in the x-translational direction and the response in the pitching direction was observed. The results of the vehicle pitching response is shown in Figure 10. The vehicle body experienced second-order dynamics behavior followed by a steady state final value. This was the expected response and when compared with hand calculations, the values matched. To test body roll, a similar testing procedure was used. All degrees of freedom were locked with the exception of
the body roll degree of freedom. A step acceleration in the \( y \)-translation direction was injected into the system and the body roll response observed. Once again, the vehicle body experienced second-order dynamics behavior followed by a steady state final value. When compared with hand calculations, the results were comparable, as shown in Figure 11.

Figure 9 - Simulink block diagram for the vehicle dynamics model
Figure 10 - Testing body pitch for the vehicle dynamics model

Testing $\theta$ (Body Pitch):

- Steady State Value Matches hand calculations ✓

- Equation for steady state pitch angle:

$$\theta = \sin^{-1} \left( \frac{mA_yh_\theta}{-2(k_{S\theta}) - 2(k_{S\phi}) + mGh_\theta} \right) \ast \frac{180}{\pi}$$

Pitch Response to Step Forward Acceleration

Figure 11 - Testing body roll for the vehicle dynamics model

Testing $\phi$ (Body Roll):

- Steady State Value Matches hand calculations ✓

- Equation for steady state roll angle:

$$\phi = \sin^{-1} \left( \frac{mA_yh_\phi}{-2(k_{S\phi}) - 2(k_{S\phi}) + mGh_\phi} \right) \ast \frac{180}{\pi}$$

Roll Response to Step Lateral Acceleration

It is important to note that this “verification” is only accurate from a modelling standpoint and not necessarily representative of the physical vehicle. Experimentation on the vehicle will be required to properly compare and correlate the model with the physical vehicle. This will need to done once the UWAFT team has finished modifications on the vehicle and all new components have been installed.
1.4.2 ADAMS Car Model Validation

MSC ADAMS Car is the primary multibody vehicle dynamics model used by UWAFT. It is built within the ADAMS Car environment and can be exported as a Simulink block for co-simulation in Simulink. The following highlights some of the validation approaches that were completed for the UWAFT Camaro for EcoCAR 3, as shown in Figure 12, Figure 13, Figure 14, Figure 15. The full vehicle can be simulated and validated by running the simulation in ADAMS Car, as shown in Figure 12 and Figure 15. Simulations such as double lane changes, fishhook maneuvers, and more can be completed in the software. The data can then be compared with physical experimentation to confirm model accuracy. Suspension kinematics can be analyzed using the suspension kinematics tool in ADAMS Car as shown in Figure 13 and Figure 14. This can provide data that can be used for developing lower-order models built in MATLAB or Simulink.

Figure 12 - ADAMS Car model built for the UWAFT Camaro
Figure 13 - ADAMS Car suspension modelled by converting CAD hardpoints into a suspension model in ADAMS Car

Figure 14 - Suspension kinematics were evaluated in ADAMS Car and the data was exported to fit the lower-order vehicle models

Figure 15 - Full vehicle analysis was performed in ADAMS Car; the data was used to fit lower-order vehicle models
A similar procedure will need to be completed for the UWAFT Blazer when it arrives on campus to validate the ADAMS Car model as well as lower-order models.

1.4.3 Suspension Characterization

UWAFT will utilize an aftermarket set of suspension components to compensate for the additional mass and altered mass distribution. It is important to characterize the suspension in order to supply vehicle models with the most accurate data for simulation. Figure 16 shows the damper dyno used at the Multimatic Technical Centre in Markham for characterizing the aftermarket suspension used for the UWAFT Camaro vehicle. Figure 17 and Figure 18 show the data collected for the front and rear dampers.
Figure 16 - Damper dyno at Multimatic Technical Centre, Markham
One important characteristic of a vehicle is the center of gravity height (CGH). This parameter is critical for modelling the vehicle under all dynamic events and so it was imperative that the
team had an accurate value to use in vehicle dynamics models. A way to determine the center of gravity height is by using simulations and measuring the entire vehicle to determine mass properties. However, this is difficult as this requires significant computer resources to accomplish and it is not certain that all mass properties of components are correct. For these reasons, a physical test is required. To determine the center of gravity height (CGH) of the vehicle, a procedure in which the suspension is fixed, and the vehicle lifted from one side is used. This is highlighted in Figure 19 through Figure 26. By measuring the weight transfer as a function of vehicle’s lifted height, an estimation of the height for the center of gravity can be made following the CGH equation. The suspension is required to be fixed in order to improve accuracy of the calculation, and so a set of “solid” springs were fabricated for the front and rear suspensions. This prevented suspension articulation entirely, allowing the team to make the best estimate for the center of gravity height.

Figure 19 - To find the center of gravity height, a procedure requiring one side of the vehicle to be lifted and change in weight distribution measured at the tires was used
The equation for determining the CGH is [20]:

\[
CGH = \frac{WB * FWc}{TW * Tan(\theta)}
\]

2.96

Figure 20 - Custom spring replacements for the front suspension were fabricated and used to prevent suspension travel during CGH testing
Figure 21 - Front suspension with "solid" spring to prevent suspension articulation during testing process
Figure 22 - Rear suspension fixture for preventing suspension travel during CGH testing
Figure 23 - Side by side comparison of the stock rear damper, aftermarket rear damper, and solid damper used for testing
Figure 24 - Lifting the vehicle to measure the weight transfer to the un-lifted wheels to measure CGH

Figure 25 - Lifting the vehicle to measure the weight transfer to the un-lifted wheels to measure CGH
A similar procedure will be required for characterizing the UWAFT Blazer suspension when the suspension for that vehicle has been chosen. This is critical to the development of an accurate vehicle model for simulation.

To understand the suspension compliance, a testing device was designed and fabricated to simulate suspension deflection under lateral loading, as shown in Figure 27 through Figure 31. A ratchet and a load cell are located between the fixtures to apply load to the suspension and measure the force of the load, respectively. All the deflection of the suspension and the corresponding load were measured. The results are plotted as shown in Figure 31. This allowed the team to understand the suspension compliance during cornering conditions and correlate the vehicle compliance model with physical test data.
Figure 27 - Suspension compliance testing fixture designed in CAD

Figure 28 - Suspension compliance testing device designed in CAD
Figure 29 - Left to right: fixturing, fabricating, and final product of suspension compliance testing device

Figure 30 - Suspension compliance testing device being used on the front suspension
The final result for the camber gain gradient was 8.2E-4 degrees per pound-force of lateral force for the front suspension, 7.45E-4 degrees per pound-force of lateral force for the rear suspension. This procedure will need to be reproduced for the UWAFT Blazer when the vehicle arrives.

1.4.4 Tire Characterization

One aspect of tire that is useful to understand is the spring and damping characteristic and behavior. We determine these characteristics by bouncing the tire and measuring the subsequent bounce heights. Then, using the following equations, the coefficient of restitution, spring rate, and damping rate of the tire can be determined [21].

\[ e = \sqrt{\frac{h_1}{h_0}} \]  

\[ k = \frac{m}{(\Delta T)^2} \left[ \pi^2 + (\ln e)^2 \right] \]  

\[ c = \frac{-2m}{\Delta T} \ln e \]
Where $e$, $k$, and $c$ are the coefficient of restitution, tire spring rate, and tire damping rate respectively.

![Diagram](image)

**Figure 32** - Diagram explaining the process of determining the coefficient of restitution, spring rate, and damping rate of a mass-spring–damper system [22]

Results for the Camaro tire: $e=0.8719$, $k=310$ N/mm, $c=0.217$ Ns/mm. This procedure will need to be repeated for the Blazer tire when the Blazer arrives on campus.
Chapter 3 – Controller Design

1.5 Control Architecture

The control structure required for an automated vehicle to navigate an urban environment is extremely complex and requires the integration of multiple subsystems. A high level generalized and abstracted control architecture for an autonomous vehicle is shown in Figure 34. Each subsystem presents their own set of challenges and most pipeline data to a subsequent subsystem. Therefore, it is important that the data outputted from each subsystem is correct as to prevent erroneous actions down the pipeline. It is critical that verification and testing occurs at every step of the integration process to vet out edge cases that could break the system. Redundancies and fail-safes are required to address faults or failures in the system to ensure the safe operation of the vehicle at all times as lives are at stake.

The controllers developed do not span the entire range of controllers required to implement an automated vehicle, as shown in Figure 34, nor is this an exhaustive list of options but rather covers a selection that were perceived practical in terms of ease of implementation, tuning and suitable for implementation due to computational efficiency.

The number of systems in the software and hardware stacks place limitations and constraints on the system, notably the real-time operability of subsystems. The control architecture contains consists of many layers. The overall challenge can be broken down into manageable and modular subproblems. This section focuses on the development and evaluation of two controller types: an optimal control-based controller and a rule-based controller.

For the optimal control system, the focus will consider a high-level controller for planning a trajectory within approximately a 10-20 second time horizon and a low-level controller for regulating the vehicle states over a smaller time horizon of about 1-2 seconds. Both the high-level and low-level controllers both implement an MPC.
For the rule-based controller, the goal will be to develop a controller that can augment vehicle behavior using rules to determine the regulation targets and actuation sequence to best optimize vehicle performance; a PID approach is implemented in this controller.

The overall high-level structure of the Simulink model is shown in Figure 33. The Simulink model contains a road profile generator, a driver block (when using the rule-based controller), a vehicle dynamics controller (running either an MPC controller or the rule-based controller depending on the variant subsystem activated), custom vehicle dynamics model, and a visualization block.

Figure 33 - Top level overview of Simulink model. From left to right: road profile, driver block, vehicle dynamics controller, vehicle model, visualization block. Blazer image [23]
The limit inducing situations include emergency maneuvers required due to sudden obstacle avoidance need from a change in traffic conditions and sudden low road friction conditions due to precipitation during a driving maneuver. Vehicles that carry a single driver and ones that are fully loaded (incl. cargo) will have very different vehicle dynamic properties and limits in terms of handling.

The feedback that drivers get from a vehicle is generally insufficient as humans aren’t well trained to process feedback quickly and effectively. In this section, a feasible autonomous driver that can react quickly and within safe handling limits is developed. This is particularly important for vehicles using low rolling resistance tires, where the grip is generally lowered to allow for greater fuel economy as is applicable to the UWAFT Blazer.
It was assumed that the traffic scheduling and current states of vehicles in the vicinity were known through V2I, V2V and perception systems.

The concept of path planning and trajectory planning are similar in nature. Both describe the sequence of positions in space to which an object (and in this case a vehicle) takes from point A to point B, ensuring that the configuration (orientation) of the object is viable at all times while also avoiding obstacles. There are many algorithms that have been devised to solve this problem. Notable algorithms include A* (pronounced A-star), D*, Rapidly-exploring random tree (RRT), and Probabilistic Roadmap. Algorithms vary in their complexity and ultimately the computation speed required, making some solutions better to be solved offline and others more suited to be solved online. Furthermore, the time complexity also presents limitations on the applications of each algorithm as real-time implementability is often a requirement.

Trajectory planning takes it a step further by considering all the possible states of the object during the motion, including velocity and acceleration, in addition to position and orientation. In other words, there is the additional element of time in which there are an infinite number of trajectories per path since there are an unlimited number of varying speed patterns. The optimal speed pattern would consider many factors such as energy efficiency, speed, and safety.

1.6 Requirements

As part of the controller design, it is important to set out requirements for the controllers to determine success. There are two levels of control considered here: a high-level trajectory planning controller and a low-level regulation controller. The general requirements for these planners and controllers are set out in the Table 2 below:

<table>
<thead>
<tr>
<th>Metric</th>
<th>High-Level Trajectory Controller</th>
<th>Low-Level Trajectory Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>Near Real-Time (NRT)</td>
<td>Real-Time (RT)</td>
</tr>
<tr>
<td>Complexity</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Fidelity and Accuracy</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>
1.7 Model Predictive Control

A Model Predictive Control (MPC) based controller can perform system optimization based on a defined cost function while honoring constraints of the system. The cost function as well as the constraints can be non-linear in nature and it can also be time-varying as the controller performs a new prediction every cycle and can be updated between cycles; the time between cycles is the sample time of the controller [25] [26]. The way it works is the MPC uses a discretized control-oriented model of the plant dynamics and predict the system dynamics based on a time-ordered set of control inputs over a prediction horizon. After each time step, the controller makes a new prediction over the prediction horizon. The prediction horizon itself can be any number of multiples of the sample time. A common prediction horizon is 10x the sample time of the controller, but can be extended to several seconds or even minutes or hours if desired depending on the application. The drawback of an extended prediction horizon into the future is the time required to compute such long horizons and the accuracy of such predictions. A lab setting may permit the prediction horizon to span an arbitrarily long duration as long as a known accurate model is used, however real-time applications limit the prediction horizon to orders of seconds and minutes at most [27].

1.8 High Level Trajectory Planning Controller

The high-level trajectory planning controller takes in the initial state of the vehicle (position, velocity, acceleration of the chassis and wheels), the final desired state of the vehicle, and determines the optimal path such that the total amount of energy consumed, time taken, and error from the path is minimized while staying within the limits of control for the vehicle.

A nonlinear MPC is an ideal tool for solving trajectory planning problems since it is able to determine the optimal solution to an open-loop, constrained optimization problem. A low-order prediction model is used due to its simplicity and speed of calculations. Due to the simplicity of the model itself, a prediction horizon can span several seconds into the future while still meeting NRT requirements.
The fact that the vehicle is operating in a connected environment means that the surroundings, even well beyond the vision of the vehicle can be known. This includes the timing and scheduling of the infrastructure. With this information, the path planner can determine an optimal path and velocity profile along the path with terminal constraints considered (stop lights, stop signs, etc) while minimizing the user-defined cost function.

The high-level controller is based on a simple point-mass model as described in Section Point Mass Model (2 DOF)1.3.1. The model represents the vehicle's center of gravity and its position is described with respect to a global inertial reference frame. The velocity and acceleration targets are determined for each position of the vehicle by the high-level controller. The controller considers spatial constraints such as the road boundaries, obstacles in the path, terminal constraints such as stopped positions and speeds at intersections, as well as safety constraints such as a maximum acceleration vector allowed for the vehicle at all times.

1.8.1 Model Definition

Model predictive control requires the definition of a vehicle model for performing system prediction in response to control input. The model used in the high-level trajectory controller was a point mass model. The simplicity of the model allows the controller to project and predict several seconds into the future to generate an optimal path and speed profile along the path in NRT. More information about the point mass model can be found in Section 1.3.1.

1.8.2 Cost Function

For computational efficiency and to increase the likelihood of convergence, the cost function is quadratic/convex in nature and it seeks to minimize user-defined costs. For this high-level controller however, since it is being used to generate an optimal trajectory, there is no feedback element; the high-level controller seeks to generate an optimal reference for the lower-level controller to follow only.

The objectives of the cost function are to maintain set speed (as defined by the driver or speed limits) and generate a path between point A and point B efficiently all the while staying within the boundaries of the road and avoiding obstacles. By placing a cost on powertrain usage
(manipulated variables), a spatially efficient solution is naturally generated without being defined explicitly.

The cost function is defined as follows [28]:

\[ J(z_k) = J_u(z_k) \]

3.1

Where \( J_y, J_u(z_k), J_{\Delta u}(z_k), J_e(z_k) \) represent the reference tracking cost component, manipulated variable cost component, manipulated variable move cost component, and constraint violation cost component respectively. For this controller, the cost function only considers the manipulated variable (powertrain) usage as terms in the cost function as the purpose of this controller is to generate an optimal path that minimizes energy usage; the low-level controller in the next section will touch on the feedback control to track and regulate the reference trajectory outputted from this controller.

\[ J_u(z_k) = \sum_{j=1}^{n_u} \sum_{l=0}^{P-1} \left\{ \frac{w_{ij}^u}{s_{iu}} [u_j(k+i|k) - u_{j,target}(k+i|k)] \right\}^2 \]

3.2

Where:

- \( k \) = current control interval
- \( P \) = prediction horizon (number of intervals)
- \( n_u \) = Number of manipulated variables
- \( z_k \) = QP decision
- \( u_{j,target} \) = Target value for \( j \)th input at the \( i \)th prediction horizon step, in engineering units.
1.8.3 System Constraints

The constraints for this controller are all hard constraints in which the controller cannot at any point propose a solution in which the constraints are violated. The constraints for this controller are the boundaries of the road, the boundary surrounding impassable obstacles, as well as acceleration limits so that the vehicle never exceeds safe limits of the vehicle. An example of a road boundary used is defined in Figure 35, in which a double lane change maneuver is illustrated [29].

\[
P_t(x) :=
\begin{cases}
0 & \text{if } x \leq 44, \\
4 h_2 (x - 44)^3 & \text{if } 44 < x \leq 44.5, \\
4 h_2 (x - 45)^3 + h_2 & \text{if } 44.5 < x \leq 45, \\
h_2 & \text{if } 45 < x \leq 70, \\
4 h_2 (70 - x)^3 + h_2 & \text{if } 70 < x \leq 70.5, \\
4 h_2 (71 - x)^3 & \text{if } 70.5 < x \leq 71, \\
0 & \text{if } 71 < x.
\end{cases}
\]

\[
P_v(x) :=
\begin{cases}
h_1 & \text{if } x \leq 15, \\
4 (h_3 - h_1) (x - 15)^3 + h_1 & \text{if } 15 < x \leq 15.5, \\
4 (h_3 - h_1) (x - 16)^3 + h_3 & \text{if } 15.5 < x \leq 16, \\
h_3 & \text{if } 16 < x \leq 94, \\
4 (h_3 - h_4) (94 - x)^3 + h_3 & \text{if } 94 < x \leq 94.5, \\
4 (h_3 - h_4) (95 - x)^3 + h_4 & \text{if } 94.5 < x \leq 95, \\
h_4 & \text{if } 95 < x.
\end{cases}
\]

where \(B = 1.5\) m is the car's width and

\[h_1 := 1.1 B + 0.25, \quad h_2 := 3.5, \quad h_3 := 1.2 B + 3.75, \quad h_4 := 1.3 B + 0.25.\]

\[\text{Figure 35 - Double Lane Change Test Course [29]}\]
It is interesting to note that the controller determined that the best path was to dip rightward during the initial straight section before the initial turn-in of the course. This has been observed in literature as well, as [30] has shown. The path generated is acceptable and within the boundaries set out in the constraints. It is logical and stays within acceptable acceleration limits as shown in Figure 39. The acceleration is slightly above conservative limits so that the low-level controller can operate and regulate the vehicle. Conservative limits in this context mean any acceleration above 0.5 G’s of acceleration – this is generally the point in which tires start to become significantly nonlinear in behavior. The smoothness of the acceleration plots indicate that the high-level controller plans to execute a maneuver that is not particularly jerky and
should be comfortable for the occupants in general. Additionally, the overall speed is maintained closely to the set speed as shown in Figure 38, indicating that the cost function is effective as well.

![X Acceleration](image1)

![Y Acceleration](image2)

**Figure 37 - Acceleration of the vehicle in the global reference frame**
Figure 38 - Various plots showing the global position, as well as longitudinal velocity and lateral velocity over time
Figure 39 - G-G Diagram showing the planned combined lateral and longitudinal acceleration of the vehicle for the double lane change. The blue dots represent the instantaneous acceleration over time.

1.9 Low Level Regulation and Tracking Controller

In a perfect world, the vehicle will be able to achieve the desired trajectory passed down from the high-level controller. However, no model is 100% accurate and thus a regulation controller is needed to minimize tracking error. This controller is used at a local level and operates on a shorter time horizon but utilizes a more sophisticated model for predictive control. Regulation was achieved using a nonlinear MPC approach, where lateral velocity, longitudinal velocity, yaw rate, lateral deviation, heading error, road curvature, and noise are the inputs; steering angle and wheel torque are the outputs of the controller. This is represented as a non-linear state space formulation shown in Section 1.9.1. A figure depicting the set up can see seen in Figure 40.
The road information is passed down from the high-level controller in the form of waypoints for the vehicle to pass through. One method of regulation is to track these waypoints directly and minimize the error of the vehicle. This method can be computationally expensive as many points are evaluated. An alternative method is to convert these waypoints and generate a curvature vector to track. This method allows road information to be condensed and is less computationally expensive to optimize for. The road information is passed to the controller in the form of a vector containing information about the road curvature over a prediction horizon that the controller can relate back to the two objectives for minimizing tracking error for: lateral deviation and heading error.

Each position in along the trajectory has an associated curvature, but an issue arises when the vehicle strays from the planned trajectory as there is no associated curvature with positions off the planned course. For small deviations from the planned course, the controller determines the closest waypoint along the planned path and passes a sequence of curvatures to the controller the size of the prediction horizon, with the first curvature value representing the curvature from the nearest waypoint to the vehicle. This curvature sequence, as well as the state and control predictions, are updated at each time step of the controller.

Figure 40 - Lane following system that keeps the vehicle travelling along a target reference path [31]
1.9.1 Model Definition

Model predictive control requires the definition of a vehicle model for performing system prediction in response to control input. The nonlinear state space model formulation used in the low-level trajectory controller is defined as follows:

\[
\begin{bmatrix}
\dot{V}_y \\
\dot{\phi} \\
\dot{V}_x \\
\dot{e}_1 \\
\dot{e}_2 \\
\dot{x}_{od}
\end{bmatrix} =
\begin{bmatrix}
\frac{-2C_T + 2C_T}{mV_x} - \frac{2C_T f - C_r l_f}{mV_x} & 0 & 0 & 0 \\
\frac{2C_T f}{l_z V_x} - \frac{2C_T f^2 + 2C_T l_f^2}{l_z V_x} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
V_y \\
\phi \\
V_x \\
e_1 \\
e_2 \\
x_{od}
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
\frac{2C_T}{m} \\
0 \\
0 \\
x_{od}
\end{bmatrix} +
\begin{bmatrix}
F_x \\
F_y \\
\delta \\
x_{od}
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix}
\]

\[
Y = [V_y \quad e_1 \quad e_2 + x_{od}]
\]

Where:

- \(V_y\) = Lateral velocity in the body reference frame
- \(\dot{\phi}\) = Yaw rate of the vehicle
- \(V_x\) = Longitudinal velocity in the body reference frame
- \(e_1\) = Lateral deviation from reference path
- \(e_2\) = Deviation in heading angle from the road tangent
- \(x_{od}\) = Noise injected into the system
1.9.2 Cost Function

The cost function for this controller contains 8 parts that are weighted and scaled relative to each other in the order of priority. These 8 parts include components for error tracking, vehicle stability, and energy minimization. Terms related to error tracking are: i) set speed error; ii) lateral deviation error; iii) heading error. Minimizing these components mean that the vehicle will minimize deviation from the target trajectory. Terms related to maintaining order stability include: i) steering angle penalty; ii) steering rate penalty. Minimizing these terms will encourage the controller to minimize extreme control inputs. Terms related to minimizing energy consumption are: i) motor usage; ii) torque vectoring usage. The excessive use of the motors will adversely affect energy consumption, as will the unnecessary usage of torque vectoring (where opposing wheels work in opposite directions to provide additional yaw rate without providing propulsive torque).

The cost function takes the form as follows:

\[ J(z_k) = J_y(z_k) + J_u(z_k) \]  \hspace{1cm} 3.5

\[ J_y(z_k) = \sum_{j=1}^{n_y} \sum_{i=0}^{p} \left\{ \frac{w_{ij}}{s_j^y} \left[ r_j(k + i|k) - y_j(k + i|k) \right] \right\}^2 \]  \hspace{1cm} 3.6

\[ J_u(z_k) = \sum_{j=1}^{n_u} \sum_{i=0}^{p-1} \left\{ \frac{w_{ij}}{s_j^u} \left[ u_j(k + i|k) - u_{j,target}(k + i|k) \right] \right\}^2 \]  \hspace{1cm} 3.7

Where:

\( k = \) current control interval

\( P = \) prediction horizon (number of intervals)
\( n_u = \) Number of manipulated variables

\( z_k = \) QP decision

\( y_j = \) Predicted value of \( j^{th} \) plant output at \( i^{th} \) prediction horizon step, in engineering units

\( r_j = \) Reference value for \( j^{th} \) plant output at \( i^{th} \) prediction horizon step, in engineering units

\( s_{j,u} = \) Scaling factor for the \( j^{th} \) input, in engineering units

\( w_{i,j}^y = \) Tuning weight for \( j^{th} \) plant output at \( i^{th} \) prediction horizon step (dimensionless)

\( u_{j,target} = \) Target value for \( j^{th} \) input at the \( i^{th} \) prediction horizon step, in engineering units.

**1.9.3 System Constraints**

Constraints for the system are generally based around safety. Constraints are set such that the controller will not propose solutions that would exceed the limits of any of the constraints. The constraints used placed limitations on the maximum values on certain vehicle states and inputs.

The tire force vector at any of the tires must not exceed a specified amount equivalent to the user-defined maximum tire force determined from the vehicle mass and user-defined maximum vehicle acceleration:

\[
\sqrt{F_x^2 + F_y^2} < F_{max}
\]  

3.8

This can be further illustrated by viewing Figure 41, noticing that the force vector is a combination of longitudinal force and lateral force. Friction circle theory states that the friction provided of the tire cannot exceed the boundaries of the friction circle, else controllability of the vehicle risks being lost. In reality, the circle often takes the form of an ellipse, and varies according to the normal load of the vehicle on the tire as well as external factors such as dirt, precipitation, and tire wear. The friction circle is simply a tool used to illustrate the concept of force vectors on a tire and is a conservative estimate on the level of grip a tire can produce.
A tire force rate constraint places a limit on how quickly the controller can command a change in tire force as to prevent chattering and improve ride comfort. An approximated value for the inequality constraint is shown in the following:

\[
\frac{d}{dt} (F_x) < 500 \frac{N}{s}
\]

The steering angle is also limited to prevent the controller from generating solutions that would cause the steering angle to extend beyond the physical limitations of the vehicles steering system. An approximated value for the inequality constraint is shown in the following:

\[
\text{abs}(\delta) < 1.13 \text{ rad}
\]
The steering angle rate placed a limit on how quickly the controller could command a change in steering wheel angle as to prevent chattering and improve ride comfort, similar to the tire force rate limit constraint defined above. An approximated value is shown:

\[
\frac{d}{dt}\left(\delta\right) < 2 \frac{\text{rad}}{s}
\]

1.9.4 Rule-Based Controller

The rule-based controller is a control allocator controller that determines the appropriate control input of the vehicle powertrain in order to maintain stability of the vehicle during adverse driving maneuvers or environmental conditions. It seeks to optimize the control of the vehicle using rules as opposed to a formal optimal-control based optimal controller such as the MPC controller discussed in the previous section. The rule-based controller contains several individual components and is based around the yaw rate control. The theory is that a given a set of inputs from the driver, the vehicle should exert a certain yaw rate in order to be stable, while at the same time meet acceleration expectations of the driver. In this controller, the driver can be either a physical driver or a simulated driver; in contrast to the optimal controller, the driver is decoupled from the vehicle dynamics controller.

1.9.4.1 Yaw Rate Generator

A suitable yaw rate is necessary to serve as a reference for the controller to follow. This is similar to the approach in [33]. To find a suitable yaw rate, a linear bicycle model was used to generate the optimal yaw rate response. It is used as a benchmark because a stable linear bicycle model is inherently relatable as drivers expect vehicles behave as such; humans do not do well when systems behave nonlinearly so the reference for controller should be such that the target reference is linear in nature. By using linear bicycle model with neutral steering characteristics,
the driver can provide input to the vehicle and expect the vehicle dynamics controller to ascertain the driver intention and control the vehicle accordingly to match.

Using the bicycle model defined in Section 1.3.2, the model was run swept through a series of driving maneuvers and the steady state response was measured. The vehicle variables were vehicle velocity and steering wheel angle. From there, the steady state yaw rate was measured and recorded. The result is a yaw rate gain map that can be used as a yaw rate reference for the controller. This is shown in Figure 42.

![Diagram](image)

**Figure 42 - Yaw Rate Gain map for a neutral steering linear bicycle model**

Additional plots generated by subjecting an understeering vehicle and a nonlinear bicycle model were made as comparisons, as shown in Figure 43 and Figure 44.
Figure 43 - Yaw Rate Gain map for an understeering linear bicycle model

Figure 44 - Yaw Rate Gain map for a nonlinear bicycle model
1.9.4.2 PID Control

A proportional-integral-derivative (PID) controller is used for determining the correct trational torque and yaw moment demands on the vehicle in order to achieve acceleration and yaw rate targets. Initial values for the PID controller were simply estimated and tuned by trial and error. This controller determines the correct combination of forward torque and rotating torque at a high level. This information is passed to the control allocator in the subsequent layer for distributing the torque amongst the wheels.

1.9.4.3 Control Allocator

The control allocator takes the high-level information from the PID controller and determines which wheels are used for providing the vehicle forward and rotational torque. The control allocator follows a certain torque schedule for the wheels. This torque schedule was devised through intuition and experience of vehicle dynamics. A diagram illustrating the torque schedule strategy is shown in Figure 45. The torque schedule utilizes the rear tires for generating yaw moment initially until the one of the wheels reaches zero torque. After which point, the front tires contribute a small amount of counter torque to generate additional yaw moment. If that is still not enough, then the rear tires contribute additional counter torque for generating additional yaw moment. Beyond this point, if further rotational yaw moment is required, then the front tires generate additional counter torque, placing all tires at complete saturation. This method is similar to the one used in [34]. The results of the controller in its entirety is demonstrated in Chapter 4 – Vehicle Performance.
1.10 State Estimation

Many vehicle states can be measured directly with sensors on a vehicle. For example, wheel speed, steering wheel angle and rate, yaw rate, lateral and longitudinal acceleration, and vehicle position can be measured directly using sensors. However, certain useful states cannot be measured directly, such as lateral velocity or sideslip angle. These are very important for estimating the state of the tires and ultimately how close to or beyond the saturation limit the tires are. Since tires are the only points of connection between the vehicle and the road, it is critical for the controller to understand the limits of its available grip in order to suggest and execute safe commands to the vehicle. In such situations, the vehicle is operating in the non-
linear region range of the tire curve and is highly unstable. Small variations in the combined lateral and longitudinal load in the tires can induce a rapid variation in available grip.

The knowledge of sideslip angle is important for some controllers as it is often tracked and regulated by some vehicle dynamics controllers. Sideslip angle can actually be measured directly, however, it requires the use of very expensive sensors such as optical sensors pointed towards the ground. Optical sensors are also prone to damage due to their proximity to the road surface and are sensitive to obscuration from dirt. These would only be available for prototype and research vehicles as they would be too expensive to deploy on production vehicles. The alternative is to estimate sideslip using observers.

In control theory, observers are systems that provide an estimate of internal states of a given real system from measurements of the inputs and outputs of the system. They are used since often internal states of a system cannot be measured directly.

One of the most common approaches to estimate sideslip is using a variation of a Kalman filter, in which only IMUs are needed. However, using a variety of sensors such as cameras in addition to IMUs, a higher accuracy estimation of the vehicle state can be realized. This is important because the ultimately, the state of the vehicle drives the decisions made by the vehicle’s body controllers.

It is becoming increasingly more common for vehicles to be outfitted with high quality forward-facing cameras. The development of autonomous vehicles requires that the camera systems operate at a high performance (high frame rate and high resolution). While camera systems are becoming increasingly fast, it is generally still not as fast as traditional state estimation algorithms. Hence, the interim solution is to use a multi-rate solution, in which the camera system performs state estimation at a set rate while the traditional state estimator (e.g. Kalman filter) operates at a different frequency and the results of the two estimators are combined. This can be extended further by utilizing multiple cameras to perform state estimation to increase the robustness and accuracy of the overall estimation of the vehicle. This was the approach used by [35]. It is important to understand the states of the vehicle to predict
when the vehicle will approach the limits of traction. Estimating when the vehicle will reach saturation and provide driver feedback will be important for future development.

This paper simply implemented a traditional Kalman filter estimator as input into the vehicle dynamics controllers to simulate sensor usage. The model used for the Kalman filter is the same model used for the low-level controller from Section 1.9.
1.11 Virtual Testing

One of the most effective ways to communicate data is through the use of a visualization tool such as the Unreal Engine. The Unreal Engine was used as MathWorks has recently begun integrating it with Simulink as part of their automated vehicles development toolchain. The Unreal Engine offers excellent flexibility to develop custom virtual scenery as well as objects that can be interacted with in the simulated environment. In addition to the visualization of the simulation, feedback can also be provided in the form of road friction changes and bumps on the road surface. Cameras, radars, and lidar sensors can also be simulated in the Unreal Engine virtual environment to provide additional data for developing automated vehicles. It is a powerful tool that is continuing to be developed on an ongoing basis and should enjoy a greater audience in the coming years as automated vehicles technology development progresses. An example of using the Unreal Engine is shown in Figure 46 and Figure 47, where a double lane change test case is illustrated.
Figure 46 - Double Lane change test case, visualized using the Unreal Engine [36]

Figure 47 - Cones defined in the Unreal Engine virtual environment for a double lane change test case [36]
As shown in Figure 47, assets such as pylons can be created and widely used in the Unreal Engine. Other assets such as humans, animals, traffic infrastructure, and other vehicles can also be modelled and simulated. More information regarding asset and environment development is shown in Appendix B "Unreal Engine Assets and Pre-built Environments."

1.12 Controller Performance

1.12.1 Optimal Controller Performance

A few test cases of the vehicle through a double lane change maneuver were tested. The parameters varied include speed as well as weighting factors of the cost function used by the controller. Through trial and error, a set of feasible weighting factors were found to yield reasonable results.

The following set of test results stemmed from a double lane change maneuver with set nominal vehicle velocity of 13 m/s, as shown in Figure 48, Figure 49 and Figure 50. The controller yielded promising results as the vehicle was able to stay closely along the target path. The steering and acceleration profiles were smooth, and the error deviation was small. The vehicle was able to closely sustain its set velocity of 13 m/s without trouble. The torque vectoring system can be seen working effectively and as expected in Figure 50.
Figure 48 - Reference Trajectory vs. Actual Trajectory of the vehicle during a double lane change maneuver at 13 m/s nominal velocity

Figure 49 - Longitudinal and Lateral velocity of the vehicle during a double lane change maneuver at 13 m/s nominal velocity
The following set of test results stemmed from a double lane change maneuver with set nominal vehicle velocity of 16 m/s, as shown in Figure 51, Figure 52, and Figure 53. The vehicle was still able to maintain the target trajectory, however, there is some signs of instability near the end of the maneuver where an oscillatory behavior can be seen in Figure 51. The acceleration plots also showed jerky behavior as a result of the oscillatory and opposing torques at the road wheels as well as the steering wheel as shown in Figure 53. This is indicative that the cost function needs to be reworked or weights tuned for this test case to lower sensitivity of certain parameters in the cost function.
Figure 51 – Reference Trajectory vs. Actual Trajectory of the vehicle during a double lane change maneuver at 16 m/s nominal velocity

Figure 52 - Longitudinal and Lateral velocity of the vehicle during a double lane change maneuver at 16 m/s nominal velocity
1.12.2 Rule-Based Controller Performance

To test the rule-based controller, a skidpad test was used. In Figure 54, a reference path generated by a bicycle model under step steer was created and the ego vehicle (ego refers to the self) was subject to the same step steer maneuver. The ego vehicle was able to match the trajectory of the reference path by maintaining the yaw rate required for this maneuver, using the yaw rate of the bicycle model as the reference.

Next, more test cases were conducted to test the ability of the controller to augment the cornering ability of the vehicle by using torque vectoring while maintaining a fixed steering angle. This was done by offsetting the target yaw rate by 10% and passing that information to the vehicle dynamics controller as reference for feedback control. This is illustrated in Figure 55, where top left plot shows the ego vehicle achieving a tighter turning radius than the bicycle model reference path. This was due to the yaw moment generated by the electric motors.
resulting in higher yaw rate than previously shown in Figure 54, where only open loop steering created the yaw moment. It can be seen in Figure 55 that the motors are providing opposing torques to achieve this additional yaw moment to augment the yaw moment generated by the steered wheels.

Figure 56 is another test case in which the yaw rate was manipulated in an attempt to augment the cornering ability of the vehicle. In this test case, the yaw rate reference was set to 10% below the bicycle yaw rate reference. This caused the vehicle to generate opposing torque at the wheels that worked to counter the yaw moment generated by the steered wheels, resulting in a lower yaw moment overall on the vehicle as consequently, a lower yaw rate overall.

It is important to note the slight noise in the torque commanded to the motors. This can be observed in both Figure 55 and Figure 56. This noise in the torque command trickles down to the lateral acceleration and yaw rate of the vehicle. Whether this amount of noise is acceptable will require in-vehicle testing to quantify subjectively to see if it meets occupant expectations for ride comfort. This noise can be removed given more time to test and tune the controller.
Figure 54 - Open Loop Driver, Closed Loop Controller Skid Pad Test
Figure 55 - Open Loop Driver, Closed Loop Controller Skid Pad Test while setting target yaw rate 10% higher than bicycle yaw rate reference. This caused the turning radius to tighten in comparison to the bicycle model.
Figure 56 - Open Loop Driver, Closed Loop Controller Skid Pad Test while setting target yaw rate 10% lower than bicycle yaw rate reference. This caused the turning radius to loosen in comparison to the bicycle model.

Another advantage of using torque vectoring is the ability to increase lateral handling capability of the vehicle. In a traditionally front wheel-steered vehicle, the yaw moment is only generated by the front wheels. This means that the front tires need to support lateral force as well as provide the force to rotate the vehicle. This often leads to the underutilization of the rear tires, and ultimately, underutilization of the total performance of the tires overall. Torque vectoring
allows the rear tires to assist the front tires in providing the yaw moment required in a cornering situation and thus offload the load from the front tires. This leads to a greater total lateral acceleration capability of the vehicle and require less steering angle to provide the same centripetal force to maintain a constant turning radius. This is shown in Figure 57, where various test cases were examined and their lateral response to steering angle are illustrated.

![Max Lateral Acceleration and Steering Wheel Angle](image)

**Figure 57 - Maximum lateral acceleration improvement in cornering as a result of the torque vectoring controller**

In addition to the increased lateral handling capability, the vehicle is also more responsive. Figure 58 shows that the vehicle using the torque vectoring system was able to reduce the delay between driver input and yaw rate response. The plots are normalized to one so that the trend can be compared.
Figure 58 - Yaw Rate & Steering Phasing improvement as a result of the usage of the torque vectoring controller
Chapter 5 – Conclusions

1.13 Summary

Contribution:

This research achieved three objectives:

1. Vehicle models and different controllers were developed for automated driving tasks for the EcoCAR Mobility Challenge.
2. A hierarchical framework for vehicle dynamics control for a custom hybrid electric Chevrolet Blazer was developed.
3. A visualization framework for developing CAV and control systems was set up.

This research has presented various vehicle dynamics models that will be used by UWAFT for simulating vehicle dynamics as part of the effort to develop powertrain and ADAS controllers. The models are robust and span a variety of complexities to meet the various needs of the team. Validation methods and processes were developed for both the EcoCAR 3 Camaro as well as the EcoCAR Mobility Challenge Blazer. Further work in correlating vehicle models with the physical vehicle will need to be done in order to properly develop the controllers. This process will take place once the UWAFT Blazer has been physically built and in running order. Currently, only hand calculations were used to validate the vehicle dynamics models.

A hierarchical control framework was also proposed and implemented for the development of powertrain and ADAS controllers for the UWAFT Blazer. The framework allows the various sub systems to be developed simultaneously by multiple sub teams. This allows the subsystems to be evaluated and independently tested. These individual sub systems make use of the various vehicle dynamics models developed in the earlier chapter to streamline the development process by providing the correct balance of speed and accuracy to meet the demands of the sub team’s requirements. A high-level controller was used to determine the optimal trajectory for the vehicle by taking into account the constraints of the vehicle, road, and the user-defined cost function. The cost function penalized actions that potentially put the
user at risk by minimizing the peak accelerations of the vehicle. This high-level controller was based on optimal control theory and utilized a point mass model of the vehicle in order to project and predict over an extended time horizon. A low-level controller was developed to regulate and track the vehicle based on the inputs from the high-level controller. Two low-level controllers were developed: an optimal control-based controller and a rule-based controller. The optimal control-based controller utilized a more complicated model than the one found in the high-level controller as the low-level controller operated on a shorter time horizon and needed the increased fidelity to properly and accurately track the reference trajectory. A two-track model was developed and used for this purpose. The second low-level controller developed was a rule-based controller and this controller contained several layers within to achieve various tasks. It contained a PID controller within to determine the overall torque required to propel the vehicle forward while also meeting yaw rate requirements. It also contained a torque scheduled strategy for distributing the torque among the wheels so that a pseudo-optimal distribution of load effort was achieved.

Lastly, a framework for integrating the Unreal Engine with MATLAB/Simulink was set up. This will allow future development of ADAS systems to be more effective as highly representative visualizations of the environment can be simulated, including traffic infrastructure, pedestrians, animals, and other vehicles. This simulated environment can greatly supplement ADAS development and reduce the need to exclusively collect data from a physical test vehicle.

1.14 Future Work and Recommendations

1. The vehicle models developed were vetted to the greatest extent possible with the resources available. Once the UWAFT Blazer has arrived and a test plan developed, model correlation can begin and further improve the accuracy of the vehicle dynamics models. The team is on track to begin testing and model correlation by early October 2019.
2. An accurate tire model is very important to accurately represent the vehicle. Tire data should be pursued; GM may be able to provide data for tires.

3. Further refinement of the controllers will increase their robustness and optimality. While the latest version of the UWAFT Blazer does not have the components allowing for torque vectoring, the other aspects of optimal control can still be utilized and improved upon for increasing safety and efficiency of the powertrain and ADAS systems. This will be the focus of UWAFT in the coming years as the competition has placed a much greater emphasis on efficiency and intelligent vehicle control in a connected environment.

4. With model predictive control, constraints can be defined such that they must be adhered to and has precedence over the minimization of the MPC’s objective function, normally used for system regulation and tracking. However, it does not natively consider the priority of constraints over other constraints. The ability to prioritize certain constraints over other constraints add another layer of control. For example, constraints that prevent collision with obstacles (obstacle constraints), can be prioritized to minimize injury and property damage. In another example, collisions with pedestrians could cause injury, whereas collisions with other vehicles may only cause property damage. Similarly, collisions with an empty sidewalk may not cause any damage or injury at all. Therefore, a prioritization would likely hold pedestrians, vehicles, and empty sidewalks prioritized in that order [37]. This would be a useful feature to incorporate in an MPC and would be suitable to explore in the future.

5. The current MPC model uses the same vehicle dynamics model for simulation as for the prediction model in the MPC. This is a simplification to minimize variables. The vehicle dynamics model will need to be updated with a higher fidelity model in order to more accurately represent reality.
6. It is very important that all controllers are tested thoroughly for edge case to ensure the safe operation of the vehicle at all times. In particular, the vetting of a linear MPC is pertinent to the work completed in this thesis.

7. Further development of custom maps using the Unreal Engine will increase the range of scenarios possible for testing. Increased exposure to unique environments and test cases will improve the robustness of the controllers ADAS controllers and should be prioritized for the ADAS team.
2 References


[34] D. S. J. T. L. D. N. Bernhard Knauder, "Electric Torque Vectoring for Electric Vehicles".


## Appendix A

### Tire Road Contact Variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description and Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>Wheel angular velocity</td>
</tr>
<tr>
<td>$r_w$</td>
<td>Wheel radius</td>
</tr>
<tr>
<td>$V_t$</td>
<td>Wheel hub longitudinal velocity</td>
</tr>
<tr>
<td>$r_t\Omega$</td>
<td>Tire tread longitudinal velocity</td>
</tr>
<tr>
<td>$V_{st} = r_t\Omega - V_x$</td>
<td>Wheel slip velocity, defined as the difference between the longitudinal velocities of the wheel hub and the tire tread</td>
</tr>
<tr>
<td>$k = \frac{V_{st}}{</td>
<td>V_t</td>
</tr>
<tr>
<td>$F_z$</td>
<td>Vertical load on tire</td>
</tr>
<tr>
<td>$F_{0}$</td>
<td>Nominal vertical load on tire</td>
</tr>
<tr>
<td>$F_x = f(\kappa, F_z)$</td>
<td>Longitudinal force exerted on the tire at the contact point. Also a characteristic function of the tire.</td>
</tr>
</tbody>
</table>
Appendix B

Unreal Engine Assets and Pre-built Environments


Figure 59 - Vehicle in City Block Map
Figure 60 - Schematic of City Block Map

Figure 61 - Vehicle in M-City
Figure 62 - Schematic of M-City

Figure 63 - Vehicle in Parking Lot Map
Figure 64 - Parking Lot Map

Figure 65 - Vehicle in Highway Map
Figure 66 - Some assets available in Unreal Engine

Figure 67 - Prebuilt SUV in Unreal Engine
Figure 68 - Prebuilt Truck in Unreal Engine

Figure 69 - Vehicle and Lane detection within the Unreal Engine
Figure 70 - Lidar map of surroundings within Unreal Engine, plotted using MATLAB