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Abstract

Serial and Cable-Driven Parallel Robots (CDPRs) are two types of robots that are widely used in industrial applications. Usually, the former offers high position accuracy at the cost of high motion inertia and small workspace envelope. The latter has a large workspace, low motion inertia, and high motion accelerations, but low accuracy. In this thesis, redundant Hybrid Cable-Driven Robots (HCDRs) are proposed to harness the strengths and benefits of serial and CDPRs. Although the study has been directed at warehousing applications, the developed techniques are general and can be applied to other applications.

The main goal of this research is to develop integrated control systems to reduce vibrations and improve the position accuracy of HCDRs. For the proposed HCDRs, the research includes system modeling, redundancy resolution, optimization problem formulation, integrated control system development, and simulation and experimental validation.

In this thesis, first, a generalized HCDR is proposed for the step-by-step derivation of a generic model, and it can be easily extended to any HCDRs. Then, based on an in-plane configuration, three types of control architecture are proposed to reduce vibrations and improve the position accuracy of HCDR. Their performance is evaluated using several well-designed case studies. Furthermore, a stiffness optimization algorithm is developed to overcome the limitations of existing approaches.

Decoupled system modeling is studied to reduce the complexity of HCDRs. Control design, simulations, and experiments are developed to validate the models and control strategies. Additionally, state estimation algorithms are proposed to overcome the inaccurate limitation of Inertial Measurement Unit (IMU). Based on these state observers, experiments are conducted in different cases to evaluate the control performance.

An Underactuated Mobile Manipulator (UMM) is proposed to address the tracking and vibration- and balance-control problems. Out-of-plane system modeling, disturbance analysis, and model validation are also investigated. Besides, a simple but effective strategy is developed to solve the equilibrium point and balancing problem. Based on the dynamic model, two control architectures are proposed. Compared to other Model Predictive Control (MPC)-based control strategies, the proposed controllers require less effort to implement in practice. Simulations and experiments are also conducted to evaluate the model and control performance.

Finally, redundancy resolution and disturbance rejection via torque optimization in HCDRs are proposed: joint-space Torque Optimization for Actuated Joints (TOAJ) and joint-space Torque Optimization for Actuated and Unactuated Joints (TOAUJ). Compared to
TOAJ, TOAUJ can solve the redundancy resolution problem as well as disturbance rejection. The algorithms are evaluated using a Three-Dimensional (3D) coupled HCDR and can also be extended to other HCDRs.
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Chapter 1

Introduction

1.1 Motivation

Serial manipulators are one of the most common types of industrial robots, which consist of a base, a series of links connected by actuator-driven joints, and an end-effector. Usually, they have 6 DOFs and offer high position accuracy. They are commonly used in industrial applications; however, they have some key limitations, such as high motion inertia and limited workspace envelope [117]. CDPRs are another important type of industrial robots. Their configurations usually bear resemblance to parallel manipulators. For these robots, rigid links are replaced with cables. This reduces the robot weight since cables are almost massless. It also eliminates the need of these revolute joints. These features allow the mobile platform to reach high motion accelerations in large workspaces. However, they are not without some drawbacks, such as their low accuracy, high vibration, etc., all of which limit their applications [87]. To overcome the aforementioned shortages of serial and cable-driven parallel robots as well as aggregate their advantages, one approach is to combine these two types of robots to create a HCDR, i.e., a hybrid structure of CDPR(s) and serial robot(s). Compared to other hybrid robots such as mobile manipulators [123, 25, 68, 3], the benefits of HCDRs still hold (e.g., low motion inertia and large workspaces).

Additionally, the growth of automated warehousing solutions has been fueled by the e-commerce explosion in recent years [50]. By 2024, the market of global automated material handling equipment is predicted to no less than US$ 50.0 Billion with a Compound Annual Growth Rate (CAGR) of 8% [73, 72]. These increase of automated warehousing applications offers a unique opportunity for the development of cable robotics that is superior in, especially for HCDRs. Related research and applications have been reported
However, the literature shows that existing research and applications prefer to affix a robot arm upside down to the bottom of a CDPR’s platform or mainly control the cable robot while treating the serial robot as a manipulation tool or an end-effector rather than a whole system. When a serial robot is mounted on a mobile platform, the two constitute a new coupled system. Only controlling the mobile platform (i.e., treating the serial robot as a manipulation tool) or the serial robot may not guarantee the position accuracy of the end-effector. For applications that use such a system, the main goal is to control the end-effector of the serial robot (e.g., its trajectories and vibrations) in order to accomplish tasks such as pick-and-place effectively. Another major challenge in the utilization of these systems is maintaining the appropriate cable tensions and stiffness for the robot. This requires the development of kinematic and dynamic models, stiffness optimization, and controllers for HCDRs.

Some research has been carried out to solve these problems: for kinematic and dynamic modeling, existing research mainly focuses on rigid serial robots, rigid/flexible parallel robots, and wheeled rigid mobile vehicles carrying a rigid/flexible joint arm. In a multilink manipulator model was developed, but this model applied to each link driven by cables. To solve the redundancy and stiffness optimization problems, some useful methods were studied, such as minimum 2-norm of cable tensions and stiffness maximization in the softest direction. However, their research focused on planar CDPRs, and the maximum of the system overall stiffness by using these approaches was not always guaranteed. Since the use of flexible cables reduces the overall stiffness of cable-driven robots, vibration control becomes a serious problem. Meanwhile, the moving robot arm also generates reaction forces acting on the mobile platform, resulting in mobile platform vibrations. Hence, it is challenging to achieve the goal of minimizing the vibrations and increasing the position accuracy of the end-effector simultaneously. To the best of the author’s knowledge, limited studies address the modeling and control problems of flexible HCDRs, especially, when the redundancy and stiffness optimization problems are introduced, the control of trajectories and vibrations becomes more challenging.

This thesis will introduce contributions which solve the aforementioned problems for CDPRs with serial robotic arms in order to increase their accuracy and adoption in industrial or other potential applications. To develop and implement these contributions, this thesis focuses on HCDRs, including modeling, control, and performance analysis.
1.2 Research Background

The research in thesis began in 2015, based on the existing planar CDPR (see Figure 1.1) [76]. In Figure 1.1, the mobile platform is driven by two sets of upper cables and two sets of lower cables. Jamshidifar [50] used this platform for studying the rigid body and in-plane vibration control of CDPR. Rushton [93] introduced two pendulums to eliminate out-of-plane vibrations. In this research, hybrid cable-driven robots (HCDRs) are proposed to overcome the shortcomings of CDPRs and serial robots as well as aggregate their advantages. The HCDR is defined as follows:

**Definition 1.2.1.** A hybrid cable-driven robot (HCDR) is a robot that is composed of two or more heterogeneous mechatronic components, where at least one component is CDPR.

Additionally, the following HCDRs are proposed (see below) to achieve the objectives shown in section 1.3: the generalized HCDR is used for the step-by-step derivation of a generic model for HCDRs. HCDR-1 is used as a simple in-plane configuration to help the reader understand the model. HCDR-2 is the decoupled configuration (with two pendulums) based on the existing HCDR prototype (the experimental setup). HCDR-3 includes...
an additional slider to extend out-of-plane motion and manipulation tasks. HCDR-4 is a
3-DOF arm on the mobile platform (with two pendulums).

- Generalized HCDR: It consists of an $n$-DOF ($\{n \in \mathbb{N} : n \leq 6\}$) mobile platform, $N$ driven cables ($N \in \mathbb{N}$), and an $m$-DOF ($m \in \mathbb{N}$) robot arm, where the robot arm is mounted on the mobile platform and moves with the mobile platform. The mobile platform and driven cables constitute a CDPR. The generalized HCDR has $(n + m)$-DOFs and can move in the 3D space (shown in Figure 3.1).

- HCDR-1: It consists of a 3-DOF planar mobile platform (i.e., $n = 3$), a 2-DOF robot arm (i.e., $m = 2$), and 12 driven cables. HCDR-1 (see Figure 3.2) can only generate in-plane motion.

- HCDR-2: It consists of a 6-DOF mobile platform, two 1-DOF pendulums, and 12 driven cables. HCDR-2 (see Figure 3.3 and Figure 3.4) can realize in-plane motion and out-of-plane motion.

- HCDR-3: It consists of a 6-DOF mobile platform, two 1-DOF pendulums, a 1-DOF slider, and 12 driven cables. HCDR-3 (shown in Figure 3.6 and Figure 3.7) can realize in-plane motion and out-of-plane motion. An underactuated mobile manipulator (UMM) consists of the mobile platform, two pendulums, and the linear slider (see Figure 3.6 and Figure 3.7), a subsystem of HCDR-3, can only realize out-of-plane motion.

- HCDR-4: It consists of a 6-DOF mobile platform, two 1-DOF pendulums, a 3-DOF robot arm, and 12 driven cables. HCDR-4 (see Figure 3.10) can realize in-plane motion and out-of-plane motion.

1.3 Objectives

The main goal of this research is to develop integrated control systems to reduce vibrations and improve the position accuracy of HCDRs, including 1) development of generalized HCDR and system modeling, and then extending it to four types of hybrid robots: HCDR-1, HCDR-2, HCDR-3, and HCDR-4 for control design, simulations, and experiments, 2) developing trajectory and vibration control methods for the HCDRs, and 3) conducting effective simulations and experiments to validate the effectiveness of the proposed methods. To achieve these objectives, the following contributions are pursued:
1. For the objective of modeling and control of generalized flexible HCDR, the main contributions are as follows:

(a) The derivation of the equations of motion and proof provide a very effective way to find items for generalized system modeling. Meanwhile, the proposed dynamic modeling approach avoids the drawback of traditional methods (e.g., [31]), and can be easily extended to other types of hybrid robots by changing the proposed structure matrix based on their desired configurations, e.g., robot arm(s) mounted on an aircraft platform [106, 90].

(b) Three types of control architecture are proposed to reduce vibrations and improve the accuracy of the HCDR. Their performance is also evaluated using several well-designed case studies.

(c) The proposed optimization problem and algorithm address the limitations of existing stiffness optimization approaches in [57, 76, 52, 53]. Meanwhile, they can be applied to not only CDPRs but also HCDRs.

2. Based on the proposed HCDR-2, the vibration control problems using MPC are tackled, including decoupled system modeling, control design with simulations, state estimation, and experimental validation of control performance. The unique contributions can be summarized as follows:

(a) The whole-body model and decoupled model are developed for the HCDR. The latter is derived from the former for efficient use in practice. The proposed decoupled modeling method can be extended to other HCDRs or CDPRs based on their desired configurations.

(b) Jamshidifar et al. studied vibration control of a planar (i.e., in-plane) CDPR [52, 53], while Rijk et al. only studied the out-of-plane system and its vibration control using a simple strategy (SMC) [30]. In SMC design, an accurate dynamic model is not essential (i.e., model-free SMC). Actually, the HCDR in Figure 3.3 is a coupled system. To achieve vibration control for the integrated system in real-time (no more than 0.01s in the experiments), especially using model-based control techniques, this research proposes to simplify the dynamic model while also ensuring satisfactory control performance (the experiments showed that the system might crash out if the coupled dynamic model is adopted, i.e., the CPU usage rate is beyond 90% (the maximum allowable value)). The proposed decoupled model for the integrated system can be implemented in real-time (the top CPU usage is reduced to 32%) and validated via experiments.
Based on the proposed decoupled dynamics form, model-based control architectures and observers are developed, and experimental results are satisfactory in different cases. The proposed state estimation is more robust than the state-of-art in [53]. The proposed control strategy can be generated to other CDPRs or HCDRs.

3. For the HCDR-2, the research focuses on decoupling the dynamics (i.e., in-plane and out-of-plane subsystems) based on the existing platform [76, 93]. For the proposed HCDR-3 (shown in Figure 3.6), since the motion of the slider mainly affects out-of-plane vibrations, in-plane motion is not considered in this case. The proposed subsystem is an underactuated mobile manipulator (UMM) (shown in Figure 3.6) which consists of a mobile platform, two pendulums, and a linear slider. Meanwhile, the control goal for this system focuses on minimizing the vibrations and increasing the position accuracy of the end-effector. The novelty and contributions can be summarized as follows:

(a) Compared to the modeling and control objectives in [30], this thesis extends that configuration by introducing a coupled slider on the platform to enable execution of out-of-plane manipulation tasks such as pick-and-place. Accordingly, tracking and vibration- and balance-control problems must be considered, not only vibration control [30]. To develop the system dynamics, the equations of motion of the UMM, disturbance analysis, and model validation are carried out. Additionally, a simple but effective strategy is also proposed to solve the equilibrium point for control design and balance problem.

(b) Jamshidifar et al. studied vibration control of a planar (i.e., in-plane) CDPR [52, 53], while Rijk et al. only studied the out-of-plane system and its vibration control using SMC [30]. In this thesis, based on the proposed dynamic model, two control architectures are developed: MPC with integral action and MPC+PI with integral action. Compared to other MPC-based control strategies, the proposed controllers are easier to implement in practice. The results of this thesis also offer noticeable improvements (in comparison with previous studies, such as PID [76], LPV [53], and SMC [30]), because the use of MPC enhances the control performance since the future steps from the reference trajectories are used to generate control laws.

(c) Simulations, experiments, and robustness verification are conducted to validate the performance of the proposed methods.

(d) Lyapunov-based stability analysis for the closed-loop systems is also proposed.
4. When kinematic redundancy occurs, existing research focuses on actuated joints (in joint-space), unactuated joints (e.g., disturbances applied to the unactuated joints may affect the motion of a robot) are not considered. To address this problem, the redundancy resolution and disturbance rejection via torque optimization in the 3D are studied by using the proposed HCDR-4, and the following contributions are highlighted:

(a) Nonlinear whole-body dynamics equations of the HCDR are developed, and model reduction methods are proposed. Based on the reduced dynamic model, two new methods are proposed to solve redundancy resolution: joint-space torque optimization for actuated joints (TOAJ) and joint-space torque optimization for actuated and unactuated joints (TOAUJ). Compared to TOAJ, TOAUJ can solve the redundancy resolution problem as well as active satisfactory disturbance rejection.

(b) Numerical results are introduced to evaluate the performance of TOAJ and TOAUJ. The corresponding results are also satisfactory by comparing with [55, 71, 38]. Additionally, a nonlinear controller is also proposed by applying the generated offline redundancy resolution data to evaluate the proposed methods.

In summary, the main contributions of this thesis are as follows:

- General system modeling for HCDRs.
- Redundancy resolution and optimization problems in HCDRs.
- Integrated control system development for HCDRs.

1.4 Thesis Outline

In this dissertation, motivation, objectives, and thesis outline are introduced in Chapter 1. The literature review and background knowledge are presented in Chapter 2. A generalized HCDR is introduced in Chapter 3. For the proposed HCDR, generalized system modeling is developed and then extended to four types of hybrid robots, namely, HCDR-1, HCDR-2, HCDR-3, and HCDR-4 for control design, optimization, and case studies (in Chapter 4), and experiments (in Chapter 5). In Chapter 4, different control strategies are developed based on HCDR-1, HCDR-2, and HCDR-3. Based on HCDR-4, the proposed methods for redundancy resolution and disturbance rejection are studied. The results are also evaluated...
using case studies in Chapter 4. In Chapter 5 experimental results are presented. Finally, in Chapter 6, the conclusions and future work are summarized.
Chapter 2

Literature Review and Background

2.1 Hybrid Cable-Driven Robots (HCDRs)

Serial manipulators are one of the most common types of industrial robots, which consist of a base, a series of links connected by actuator-driven joints, and an end-effector. Usually, they have 6 DOFs and offer high position accuracy. They are commonly used in industrial applications; however, they have some key limitations, such as high motion inertia and limited workspace envelope [117]. For example, the KUKA KR 60 HA (see Figure 2.1(a)) is a 6-DOF serial robotic manipulator with a high payload (60 kg) carrying capacity and repeatability of ±0.05 mm, but the maximum reach is 2033 mm [60]. CDPRs are another important type of industrial robots. Their configurations usually bear resemblance to parallel manipulators (e.g., Stewart platform [100]). The NIST RoboCrane [29, 4] is a typical CDPR with 6 DOFs (shown in Figure 2.1(b)), which is designed by utilizing the idea of the Stewart platform, and its unique feature is its use of six cables instead of linear actuators. For these robots, rigid links are replaced with cables. This reduces the robot weight since cables are almost massless. It also eliminates the use of revolute joints. These features allow the mobile platform to reach high motion accelerations in large workspaces. However, they are not without some drawbacks, such as their low accuracy, high vibration, etc., all of which limit their applications [87]. To overcome the aforementioned shortages of serial and cable-driven parallel robots as well as aggregate their advantages, one approach is to combine these two types of robots to create a HCDR, i.e., a hybrid structure of CDPR(s) and serial robot(s).

Some research and applications are developed as follows: NIST developed a dual manipulator (see Figure 2.2(a)) [85], where a robot arm is fixed upside down to the bottom of
Figure 2.1: Examples of serial robots and CDPRs. (a) KUKA KR 60 HA [60]; (b) NIST RoboCrane [29, 4].

the RoboCrane robot’s platform, and the robot holds a retro-reflector as an off-board laser track. This experimental setup is used to measure the rigidity of the cable configuration. NIST also designed a Tetra work platform (shown in Figure 2.2(b)) [86], where a commercial robot arm is fixed to the bottom of the RoboCrane robot. The RoboCrane Tetra can be used to pick up and place a steel beam in a stanchion. In Figure 2.2(c), a CDPR carries a robot arm to paint large surfaces. The demonstration showed that vibrations were obvious and large [107]. In addition, cable-driven camera systems (e.g., Spidercam SC250 Field shown in Figure 2.2(d)) [98] and Skycam [97] are another type of cable-driven robots, which can move the camera in different poses for overhead filming (e.g., in football games). Goutefarde [43] developed a CDPR (called CoGiRo CSPR, see Figure 2.2(e)) with the onboard Yaskawa-Motoman SIA20 robot arm for contactless and interacting applications (e.g., spray painting and metal cutting), but this project still had the main problems of low stiffness of the CDPR. CUHK C3 Robotics Laboratory (see Figure 2.2(f)) [28] also introduced a CDPR with the onboard UR3 robot arm, called SpiderArm robot. The CDPR and UR3 robot arm were powered by two independent motion control systems, and the demonstration showed that the CDPR vibrated while the UR3 was moving.

The literature shows that existing research and applications prefer to affix a robot arm upside down to the bottom of a CDPR’s platform [9, 88, 14, 44, 5, 6, 98, 97] or mainly control the cable robot while treating the serial robot as a manipulation tool or an end-
Figure 2.2: Some existing HCDRs. (a) RoboCrane based dual manipulator [85]; (b) RoboCrane based Tetra work platform [86]; (c) CDPR attached a robot arm for large surface painting [107]; (d) Spidercam SC250 Field [98]; (e) CoGiRo CSPR with the on-board Yaskawa-Motoman SIA20 robot arm [43]; (f) SpiderArm robot [28].
effector rather than a whole system [5, 6, 98, 97]. When a serial robot is mounted on a mobile platform, they constitute a new coupled system. Only controlling the mobile platform (i.e., treating the serial robot as a manipulation tool) or the serial robot may not guarantee the position accuracy of the end-effector. For applications that use such a system, the main goal is to control the end-effector of the serial robot (e.g., its trajectories and vibrations) in order to accomplish tasks such as pick-and-place effectively. Another major challenge in the utilization of these systems is maintaining the appropriate cable tensions and stiffness for the robot. This requires the development of kinematic and dynamic models, stiffness optimization, and controllers for HCDRs.

2.2 Kinematics and Redundancy Resolution

As one of important topics in robotics, kinematics is concerned with the motion of the robot’s joints in relation to the motion of the robot’s end-effector, including forward kinematics and inverse kinematics. For a CDPR, calculating the mobile platform (end-effector) by the given cable lengths represents forward kinematics; computing the cable lengths by the given the mobile platform position denotes inverse kinematics. For a serial robot, forward kinematics is used to calculate the position and orientation of the end-effector when the joint angles are provided; inverse kinematics is used to compute the joint angles (the position and orientation of the end-effector are given. While for a HCDR, it includes the above two types of kinematic problems (e.g., the proposed redundant HCDR shown in Figure 3.10).

For cable-based robots, kinematic models are carried by simplifying non-stretchable and straight lines for cables [7, 111, 77]. Vafaei [110] proposed another method by considering the cables as linear springs and measuring the cable lengths using an encoder and a string pot. In these studies, CCDs and laser trackers are two popular devices [13, 84] used to measure the trajectories (e.g., position and velocity) of the moving platforms. For serial robots, commonly, DH (Denavit and Hartenberg) parameters need to be configured, and then transformation matrices [27] are calculated to find the forward kinematics. However, solving inverse kinematics problems is not always easy since there may be no solutions, multiple solutions, infinite solutions, or no closed-form solutions. Generally, geometric or algebraic methods can be utilized to find analytical solutions (closed-form solutions), and use approximate approaches (e.g., [65, 120, 115]) to find numerical solutions.

Redundancy resolution is another important topic in kinematics and has existed for years. One may fix this problem regarding the category of robots first: under-actuated robots and fully-actuated robots [108, 10, 67] (their strict definitions are provided in [108]).
The under-actuation represents the Degree of Freedom (DOF) of a robot $n$ is more than the number of driven cables/independent joint driven actuators $N$, i.e., $n > N$; the fully-actuation denotes the DOF of a robot $n$ is no more than the number of driven cables/independent joint driven actuators $N$, i.e., $n \leq N$. Then, the value of $N - n$ represents the Degree of Redundancy (DOR). When the redundancy problem exists, there are infinite solutions for inverse kinematics. Generally, approximate methods can be utilized to find numerical solutions, such as Jacobian pseudoinverse [65], Jacobian transpose [120], cyclic coordinate descent [115], damped least squares [113, 65, 83], and quasi-Newton and conjugate gradient [115, 132] approaches.

Some studies have tried to find the optimal redundancy resolutions: Barrette [15] used the inequality and equality constraints to find a redundancy resolution. Bruckmann [22] utilized different optimization objective functions to solve redundancy problems. In the past few years, researchers also attempted to use the below optimization methods: for instance, minimum energy [130], minimum norm at acceleration level [38], minimum infinity-norm at velocity level [104, 128], inertia-inverse weighted torque [129, 131], minimum torque norm [38, 129, 131], and minimization infinity-norm torque [127, 46, 105]. Additionally, Flacco [38] developed a discrete-time redundancy resolution by minimizing the norm of joint acceleration or joint torque. One of the advantages of the minimum weighted torque norm reported in [55, 71, 38] was that the motions of robot joints normally stayed bounded.

However, the existed research focus on actuated joints (in joint-space), unactuated joints (e.g., disturbances applied to the unactuated joints may affect the motion of a robot) are not considered. Although [38] mentioned torque optimization methods to find the redundancy resolution on actuated joints; they did not give a detailed study on it.

Furthermore, the singularity is another problem in robotic kinematics. When a robot moves into a singularity area, it cannot be controlled (e.g., for a CDPR, cable tensions cannot hold [47]), so the robot should not work within the singularity area. Some contiguous research, such as Dino et al. [32] have proposed a method to solve the Jacobian singularity problems; Gosselin and Angeles [42] used closed-loop chains to analyze the singularity, and Zlatanov et al. [134] developed a more generalized categorization method to solve several singularity problems.

2.3 Dynamics

Robot dynamics is required to build the relationship between the robot joint forces/torques and the produced accelerations, which includes forward dynamics (i.e., given forces/torques
and calculate accelerations) and inverse dynamics (i.e., given accelerations and compute the forces/torques). Generally, to obtain robot’s dynamic equations, two approaches can be used: the Newton-Euler equations and the Lagrange’s equation. These equations describe the relationship between the input joint torques and the output motions. The Newton-Euler equations are derived from Newton’s Second Law of Motion to describe a dynamic system in terms of force and momentum. In the Lagrange’s equation, a dynamic system is described in terms of work and energy. Generally, the Lagrangian formulation is more systematic than the Newton-Euler formulation [119, 99].

For CDPRs’ dynamics, the Newton-Euler formulation and Lagrangian formulation are utilized in different studies. For example, some research simplifies the dynamic models by ignoring the mass and elasticity of cables or mainly considering the cables’ dynamics [87, 62, 103]. Bedoustani et al. [17] show that the elasticity and damping of cables are important factors in the dynamics. Some research has studied more complex dynamic behaviors, such as using a lumped mass-spring model with a finite number of elements [24], a discretized finite element model [34], variable stiffness coefficients [12], and damping elements to a lumped mass-spring model [78]. For hybrid robots’ dynamics, some research has focused on the mobile manipulators (e.g., a robot arm with a mobile wheel) [123, 68] and flexible joints [63] using the Lagrangian formulation. In addition, the Lagrange-d’Alembert formulation is another approach to producing a dynamic model, shown by Chung et al. [25], who derived dynamic equations for a redundant mobile manipulator using this method.

Moreover, existing research mainly focuses on rigid serial robots [89], rigid/flexible parallel robots [62, 81, 112, 57, 102, 52], and wheeled rigid mobile vehicles carrying a rigid/flexible joint arm [68, 3]. In [62], a multilink manipulator model was developed, but this model applied to each link driven by cables. To solve the redundancy and stiffness optimization problems, some useful methods were studied, such as minimum 2-norm of cable tensions [57, 76] and stiffness maximization in the softest direction [52, 53]. However, their research focused on planar CDPRs, and the maximum of the system overall stiffness by using these approaches was not always guaranteed. Since the use of flexible cables reduces the overall stiffness of cable-driven robots, vibration control becomes a serious problem. Meanwhile, the moving robot arm also generates reaction forces to the mobile platform, resulting in the mobile platform vibrating. Hence, it is challenging to achieve the goal of minimizing the vibrations and increasing the position accuracy of the end-effector. To the best of the author’s knowledge, limited studies address the modeling and control problems of flexible HCDRs. Especially when the redundancy and stiffness optimization problems are introduced, the control of trajectories and vibrations becomes more challenging.
2.4 Stiffness, Natural Frequency, and Stability

The stiffness, natural frequency, and stability of HCDRs are important issues, because driven cables are flexible, which will reduce the overall stiffness of the robots (compared to rigid cables) and produce undesired vibrations. When a HCDR or CDPR moves, driven cables should maintain enough tensions to reduce vibrations, i.e., keeping enough stiffness of the robot [18].

Regarding the stiffness problem, some research has been developed: Behzadipour and Khajepour [18] have proposed an equivalent four-spring model to express the stiffness matrices of a CDPR. They also used a simulation example to verify this model. Azadi et al. [12] introduced variable stiffness elements using antagonistic forces. Gosselin [41] analyzed the stiffness mapping for parallel manipulators by considering the internal forces; conversely, Griffis and Duffy [45] modeled the global stiffness of a class of compliant couplings but without considering the internal forces.

Widnall [118] defines the natural frequency as “the frequency at which the system will oscillate unaffected by outside forces.” In cable-driven robots, methods that maximize the minimum natural frequency are studied and applied in [76, 33].

Stability is generally defined as follows: when an equilibrium point is given, the end-effector of a robot will be affected by an external disturbance [21]. It holds for cable-driven robots, i.e., a robot will be stable, if the end-effector of the robot can stay in the desired pose under an external force. Wei et al. [117] utilized the eigenvalues of the stiffness matrix to analyze the stability of a CDPR. Svinin et al. [101] proved that the positive definiteness of the stiffness matrix determines a parallel robot’s stability. Carricato and Merlet [23] analyzed that the equilibrium configuration will be feasible only if the cable tensions are positive and the equilibrium is stable. In addition, Behzadipour and Khajepour [18] also proved that a static cable-driven robot is stable if the stiffness matrix is positive definite, i.e., they showed the sufficient stability conditions, using an equivalent four-spring model.

2.5 Control Strategies

The goal of control strategies for cable-driven robots includes rigid body motion control (position and orientation) and vibration control. Generally, maximizing position and orientation accuracy (i.e., minimizing tracking errors) and reducing vibrations (for flexible joints or cables) are the desired objectives. To achieve this goal, one of the effective approaches is to develop different control strategies. For example, a robust PID controller
was proposed by Kawamura et al. [54] to control a rigid planar CDPR. Xu et al. [122] designed Proportional-Derivative (PD) controllers for a cable-driven multi-segment continuum manipulator and showed that the position errors of the end-effector were acceptable. Feedforward control and computed torque control were also applied to cable-driven robots: for instance, Kino et al. [58] designed a feedforward controller to solve the gravitational compensation and positioning problems. Alikhani et al. [7] utilized a computed torque controller to study a constrained CDPR. Additionally, linear control theory based methods were developed: for example, Pole Placement Controller (PPC) [64], Linear-Quadratic Regulator (LQR) [74], gain scheduling pole placement controller [51], and linear optimal controller [61] were used to achieve the rigid body motion control and vibration control. Abdolshah and Barjuei [1] developed a linear quadratic optimal controller for cable-driven parallel robots. ElMaraghy et al. [35] designed a robust linear controller for a flexible joint robot, and the results showed that the performance of the tracking and regulation was acceptable. Athans [11] proposed the role and use of the stochastic Linear-Quadratic-Gaussian problem in control system design. Other control strategies also have been used to control CDPRs, such as robust sliding mode controller [8], chattering-free sliding mode controller [126], fuzzy controller [133], linear parameter-varying (LPV) controller [53, 80], and non-collocated controller [24]. Moreover, as one of the optimal control approaches, MPC is mainly used for process control. Some recent research applied this method to other applications, such as energy-saving [48], battery optimal charging [135], navigation of autonomous vehicles [116], overhead travelling cranes [39], and robot control [40, 94].

The above control strategies are available for cable-driven and serial robots. However, when the redundancy, singularity, stiffness of flexible cables, and stability problems are introduced, control problems (e.g., vibration) become more complex. Another major problem is in maintaining cable tensions for sufficient stiffness for the robot. Some researchers have tried to solve these problems by controlling the minimal guarantees of trajectory tracking using a lower bound task stiffness [125] and minimizing the linear and quadratic cable tensions [79]. However, these methods focused on improving the cable-tension problems. Hence, these existing problems make the research and applications incomplete.

Additionally, for the related work on the planar CDPR [76, 52, 53], the authors studied planar vibration control and ignored nonplanar (i.e., out-of-plane) vibrations. Actually, because of disturbances and mechanical limitations, out-of-plane vibrations were existed and could not be eliminated well by only using cables (e.g., controlling cable lengths or tensions). [93, 94, 95, 30] introduced two pendulums (called multiaxis reaction system) and mounted them to the planar CDPR to eliminate out-of-plane vibrations. Based on the pendulums, the authors showed the pendulums were effective in eliminating out-of-plane vibrations using sliding mode control (SMC) [30]. In [92], the decoupled modeling (in-plane
and out-of-plane subsystems) for a hybrid of planar CDPR and pendulums was studied. However, these studies focused on vibration control and could not handle some applications such as increasing pick-and-place workspace and improving end-effector accuracy. To solve these problems, a rigid linear slider is proposed in this thesis by mounting it on the mobile platform (shown in Figure 3.6). The coupled slider, however, will lead to a new problem: the moving slider generates reaction forces to the mobile platform resulting in mobile platform vibrations. Researchers in [107] showed a CDPR carrying a robot arm for painting large surfaces, but vibrations were obvious and large based on their demonstration.

### 2.6 Summary

In conclusion, the literature shows that existing research and applications prefer to affix a robot arm upside down to the bottom of a CDPR’s platform or mainly control the cable robot while treating the serial robot as a manipulation tool or an end-effector rather than a whole system. When a serial robot is mounted on a mobile platform, they constitute a new coupled system. Only controlling the mobile platform (i.e., treating the serial robot as a manipulation tool) or the serial robot may not guarantee the position accuracy of the end-effector. For applications that use such a system, the main goal is to control the end-effector of the serial robot (e.g., its trajectories and vibrations) in order to effectively accomplish tasks such as pick-and-place. Another major challenge in the utilization of these systems is maintaining the appropriate cable tensions and stiffness for the robot. This requires the development of kinematic and dynamic models, redundancy resolution, stiffness optimization, and controllers for HCDRs.

Additionally, since the use of flexible cables reduces the overall stiffness of cable-driven robots, vibration control becomes a serious problem. The moving robot arm also generates reaction forces to the mobile platform, resulting in the mobile platform vibrating. Hence, it is challenging to achieve the goal of minimizing the vibrations and increasing the position accuracy of the end-effector. To the best of the author’s knowledge, limited studies address the modeling and control problems of flexible HCDRs. Especially when the redundancy and stiffness optimization problems are introduced, the control of trajectories and vibrations becomes more challenging.

This thesis is motivated by the need to solve the aforementioned problems for CDPRs with serial robot arms in order to increase their accuracy and adoption in industrial or other potential applications (e.g., rehabilitation). To implement this motivation, this thesis focuses on HCDRs, including modeling, control, and analysis.
Chapter 3

System Modeling

In this chapter, a generalized flexible HCDR is first introduced in section 3.1. For this HCDR, generalized system modeling is developed and then extended to four types of hybrid robots, namely, HCDR-1, HCDR-2, HCDR-3, and HCDR-4, corresponding to different motion models: in-plane system modeling, decoupled system modeling, out-of-plane system modeling, and 3D coupled system modeling, respectively. These hybrid robots will be used for control design, optimization and case studies (Chapter 4), and experiments (Chapter 5).

In section 3.2, HCDR-1 is a planar coupled system and in-plane controllable. To extend the study of generalized HCDR both in in-plane and out-of-plane motions, and simplify system modeling so that one can easier carry out in experiments, HCDR-2 is proposed in section 3.3. The proposed HCDR-3 in section 3.4 extends the configuration of HCDR-2 (in section 3.3) by introducing a coupled slider on the platform to enable execution of out-of-plane manipulation tasks such as pick-and-place. Accordingly, tracking, and vibration- and balance-control problems must be considered. In section 3.5, the proposed HCDR-4 is a more complicated system and its in-plane and out-of-plane motions are coupled. HCDR-4 is used to study the redundancy resolution and disturbance rejection via joint-space torque optimization methods (shown in Chapter 4).

3.1 Generalized System Modeling

Consider a generalized \((n + m)\)-DOF HCDR in the 3D space (shown in Figure 3.1) with an \(n\)-DOF \(\{n \in \mathbb{N} : n \leq 6\}\) cable-driven parallel robot (referred to herein as a mobile platform) and an \(m\)-DOF \(m \in \mathbb{N}\) robot arm, where the robot arm is mounted on the
mobile platform and moves with it. To simplify system modeling, all the driven cables are assumed massless, straight, and stretchable.

As a coupled system, developing an analytical model for the system in Figure 3.1 is much harder by comparison to just parallel robot or serial robot arm, especially, when flexible parts are introduced (e.g., flexible cables). To develop the model of the hybrid system, first, one can derive the equations of motion of the \( n \)-DOF CDPR (in subsection 3.1.1); then, utilize the formulations developed in subsection 3.1.1 to derive the equations of motion of the \( (n + m) \)-DOF HCDR (in subsection 3.1.2).

### 3.1.1 Equations of Motion of CDPR

In Figure 3.1, the inertial coordinate frame \( \{O\} \) is assumed fixed on the base/ground. Coordinate frame \( \{O_m\} \) is located at the center of mass (COM) of the mobile platform. By assuming the Euler angles \( [\alpha_m, \beta_m, \gamma_m]^T \in \mathbb{R}^3 \) (the orientations of the mobile platform about \( X-, Y-, \) and \( Z- \) axes, respectively), the rotation matrix (e.g., \( X \rightarrow Y' \rightarrow Z'' \)) is computed as

\[
R^m_g = R_x(\alpha_m)R_y'(\beta_m)R_z''(\gamma_m) \in SO(3).
\]  

(3.1)

Then, the cable-length vector is calculated as

\[
\vec{L}_i = [p_{mx}, p_{my}, p_{mz}]^T + R^m_g [r_{ix}, r_{iy}, r_{iz}]^T \\
- [a_{ix}, a_{iy}, a_{iz}]^T, \ \forall \ i \in \mathbb{N} : 1 \leq i \leq N
\]  

(3.2)

where \( \vec{L}_i \in \mathbb{R}^3 \) denotes the position vector from the \( i \)th cable anchor point on the robot static frame to the \( i \)th cable anchor point on the mobile platform; \( p_m := [p_{mx}, p_{my}, p_{mz}]^T \in \mathbb{R}^3 \) represents the position vector of the coordinate frame \( \{O_m\} \) with respect to the coordinate frame \( \{O\} \); \( r_i := [r_{ix}, r_{iy}, r_{iz}]^T \in \mathbb{R}^3 \) denotes the position vector of the \( i \)th cable anchor point on the mobile platform with respect to the body-fixed frame \( \{O_m\} \); \( a_i := [a_{ix}, a_{iy}, a_{iz}]^T \in \mathbb{R}^3 \) represents the position vector of the \( i \)th cable anchor point on the robot static frame with respect to the coordinate frame \( \{O\} \); and \( N \) is the total number of cables. Then, the \( i \)th cable length \( L_i \in \mathbb{R} \) is computed as

\[
L_i = ||[p_{mx}, p_{my}, p_{mz}]^T + R^m_g [r_{ix}, r_{iy}, r_{iz}]^T \\
- [a_{ix}, a_{iy}, a_{iz}]^T||.
\]  

(3.3)
In addition, the derivative of (3.2) is rearranged as

$$\dot{L}_i = \hat{L}_i^T v_m + \left( R_y^{m} [r_{ix}, r_{iy}, r_{iz}]^T \times \hat{L}_i \right)^T \omega_m$$

(3.4)

where $\dot{L}_i \in \mathbb{R}^3$ denotes the $i$th cable length velocity, $\hat{L}_i := \frac{\varepsilon^i}{I_0} = [\dot{L}_{ix}, \dot{L}_{iy}, \dot{L}_{iz}]^T \in \mathbb{R}^3$ represents the unit cable position vector, and $v_m, \omega_m \in \mathbb{R}^3$ are the linear and angular velocities of the coordinate frame $\{O_m\}$, respectively. Then, (3.4) can be expanded in matrix form...
as

\[ [\hat{L}_1, \hat{L}_2, \ldots, \hat{L}_N]^T = \begin{bmatrix} \hat{L}_1^T & \vdots & \hat{L}_N^T \end{bmatrix} =: A_m \]

where \( A_m \) represents a structure matrix, determined by the position and orientation of the mobile platform. The linear velocity \( v_m \) and angular velocity \( \omega_m \) are calculated as

\[
\begin{bmatrix} v_m \\ \omega_m \end{bmatrix} = (A_m^T)^+[\hat{L}_1, \hat{L}_2, \ldots, \hat{L}_N]^T
\]

\[=(A_m^T)^+[\hat{L}_1, \hat{L}_2, \ldots, \hat{L}_N]^T
\]

\[
= \begin{bmatrix} [\hat{p}_{mx}, \hat{p}_{my}, \hat{p}_{mz}]^T \\ [R_g^m]^T[\hat{\alpha}_m, 0,0]^T + [R_{m\beta}^m]^T[R_{m\alpha}^m]^T \\ [0, 0, 0]^T + [R_{m\gamma}^m]^T[0, 0, \hat{\gamma}_m]^T \end{bmatrix}
\]

where \((\cdot)^+\) is the pseudo-inverse of the matrix \((\cdot)\), rotation matrices \( R_{m\alpha}^m = R_Y(\beta_m) \in \mathbb{SO}(3) \) and \( R_{m\beta}^m = R_Z(\gamma_m) \in \mathbb{SO}(3) \) are obtained using (3.1). Eqs. (3.6a) and (3.6b) are two expressions to compute \( v_m \) and \( \omega_m \). \( \hat{p}_{mx}, \hat{p}_{my}, \hat{p}_{mz}, \hat{\alpha}_m, \hat{\beta}_m, \) and \( \hat{\gamma}_m \) are the time-derivative of \( p_{mx}, p_{my}, p_{mz}, \alpha_m, \beta_m, \) and \( \gamma_m \), respectively.

For the CDPR dynamics, the Newton-Euler equations of motion are used because they can describe the system in Figure 3.1 in terms of cable tensions directly, i.e.,

\[
\begin{bmatrix} m_m \hat{v}_m \\ I_m \hat{\omega}_m + \omega_m \times (I_m \omega_m) \end{bmatrix} + \begin{bmatrix} m_m[0,0,0]^T + F_e \\ M_e \end{bmatrix} = \sum_{i=1}^{N} (T_i \hat{L}_i)
\]

\[
= \begin{bmatrix} \sum_{i=1}^{N} (T_i \hat{L}_i) \\ \sum_{i=1}^{N} [T_i(R_g^m [r_{ix}, r_{iy}, r_{iz}]^T \times \hat{L}_i)] \end{bmatrix} = A_m T
\]

where \( T_i \in \mathbb{R} \) denotes the \( i \)th cable tension; \( \hat{L}_i \in \mathbb{R}^3 \) represents the unit vector of \( i \)th cable position; \( F_e, M_e \in \mathbb{R}^3 \) are the external forces and moments (e.g., the interaction forces and torques from the mounted robot arm affecting the mobile platform) applied to the coordinate frame \( \{O_m\} \); \( m_m \in \mathbb{R} \) is the mass of the mobile platform; \( I_m \in \mathbb{R}^{3 \times 3} \) denotes the moment of inertia of the mobile platform; \( v_m, \hat{v}_m, \omega_m, \hat{\omega}_m \in \mathbb{R}^3 \) represent the
linear velocity, linear acceleration, angular velocity, and angular acceleration the mobile platform, respectively; and \( g \) is the gravitational acceleration.

Suppose the cable stiffness matrix is \( K_c = \text{diag}(k_{c1}, k_{c2}, \ldots, k_{cN}) \in \mathbb{R}^{N \times N} \), where \( k_{ci} = \frac{EA_i}{L_{oi}} \) represents the \( i \)th cable stiffness, \( EA_i \) is the product of the modulus of elasticity and cross-sectional area of the \( i \)th cable, and \( L_{oi} \) denotes \( i \)th unstretched cable length. Then, the cable tension vector is calculated as

\[
T = K_c (L - L_0)
\]

where \( T \in \mathbb{R}^N \) denotes the cable tension vector, \( L \in \mathbb{R}^N \) represents the cable length vector, and \( L_0 \in \mathbb{R}^N \) denotes the vector of unstretched cable lengths. The directions of \( T \) are shown in Figure 3.1.

Finally, by considering a vector of unknown bounded disturbances \( \tau_{md} \), (3.7) and (3.8) can be combined and rewritten as

\[
\begin{bmatrix}
m_m I & 0 \\
0 & I_m
\end{bmatrix}
\begin{bmatrix}
\dot{v}_m \\
\dot{\omega}_m
\end{bmatrix}
+ \begin{bmatrix}
0 \\
[\omega_m] I_m
\end{bmatrix}
\begin{bmatrix}
v_m \\
\omega_m
\end{bmatrix}
+ \begin{bmatrix}
m_m [0, 0, g]^T \\
\vdots\end{bmatrix}
+ F_e
\]

\[
=: M_m(q_m) \dot{q}_m + C_m(q_m, \dot{q}_m) \ddot{q}_m + G_m(q_m) + \tau_{md} = A_m T =: \tau_m
\]

where

\[
[w_m] := \begin{bmatrix}
0 & -\omega_{mx} & \omega_{my} \\
\omega_{mx} & 0 & -\omega_{my} \\
-\omega_{my} & \omega_{mx} & 0
\end{bmatrix}
\]

and \( I \in \mathbb{R}^{3 \times 3} \) is the identity matrix. \( M_m(q_m), C_m(q_m, \dot{q}_m), \) and \( G_m(q_m) \) denote the inertia matrix, Coriolis and centripetal matrix, and gravitational vector, respectively. \( q_m, \dot{q}_m, \ddot{q}_m, \) and \( \tau_m \) represent the vectors of generalized coordinates, velocities, accelerations, and joint forces/torques, respectively. Related background about CDPR modeling is introduced in [57, 52, 76, 18, 93, 95]. However, the derivation of equations of motion of the CDPR in this section provides a convenient closed form to simplify HCDR modeling in subsection 3.1.2.
3.1.2 Equations of Motion of HCDR

For the \((n + m)\)-DOF HCDR shown in Figure 3.1, the \(j\)th \((\forall j \in \mathbb{N} : 0 \leq j \leq m\)} COM (of the link) position vector \(p_{acj}\) and joint position vector \(p_{aj}\) are computed as

\[
p_{acj} = [p_{mx}, p_{my}, p_{mz}]^T + R_{m}^{0} R_{a0}^j [x_{a00}, y_{a00}, z_{a00}]^T
\]

\[
\quad + R_{m}^{0} R_{a1} R_{a0}^j [x_{a01}, y_{a01}, z_{a01}]^T + \cdots
\]

\[
\quad + R_{m}^{0} R_{a1}^j \cdots R_{a(j-1)}^j [x_{a0j}, y_{a0j}, z_{a0j}]^T
\]

\[
= [p_{mx}, p_{my}, p_{mz}]^T + R_{a0j}^j [x_{a0j}, y_{a0j}, z_{a0j}]^T + \sum_{k=0}^{j} \left\{ R_{a(j-1)}^k [x_{a0(j-1)}, y_{a0(j-1)}, z_{a0(j-1)}]^T \right\}
\]

(3.10)

\[
p_{aj} = [p_{mx}, p_{my}, p_{mz}]^T + R_{m}^{0} R_{a0}^j [x_{a00}, y_{a00}, z_{a00}]^T
\]

\[
\quad + R_{m}^{0} R_{a1} R_{a0}^j [x_{a01}, y_{a01}, z_{a01}]^T + \cdots
\]

\[
\quad + R_{m}^{0} R_{a1}^j \cdots R_{a(j-1)}^j [x_{a0j}, y_{a0j}, z_{a0j}]^T
\]

\[
= [p_{mx}, p_{my}, p_{mz}]^T + R_{a0j}^j [x_{a0j}, y_{a0j}, z_{a0j}]^T + \sum_{k=0}^{j} \left\{ R_{a(j-1)}^k [x_{a0(j-1)}, y_{a0(j-1)}, z_{a0(j-1)}]^T \right\}
\]

(3.11)

where \(m_{aj} \in \mathbb{R}\) is the mass of link \(j\) and \(I_{aj} \in \mathbb{R}^{3 \times 3}\) denotes the moment of inertia of link \(j\). \([x_{a0j}, y_{a0j}, z_{a0j}]^T\) and \([x_{a0j}, y_{a0j}, z_{a0j}]^T\) are body-fixed positions of the \(j\)th COM and joint, respectively. Also, for the \(j\)th revolute joint, a rotation matrix from frame \(j - 1\) to \(j\) is defined as

\[
R_{a(j-1)}^j = \begin{cases} R_x(\theta_{aj}), & \text{revolute joint about } X\text{-axis} \\ R_y(\theta_{aj}), & \text{revolute joint about } Y\text{-axis} \\ R_z(\theta_{aj}), & \text{revolute joint about } Z\text{-axis} \end{cases}
\]

(3.12)

and for the $j$th prismatic joint, the corresponding parameters of the revolute joint are replaced with

$$
\begin{align*}
R_{a(j-1)}^{aj} &= I_{3 \times 3} \\
x_{ac0j} &= x_{ac0j} + \theta_{aj}, \quad \text{prismatic joint about } X\text{-axis} \\
x_{a0j} &= x_{a0j} + \theta_{aj}, \quad \text{prismatic joint about } X\text{-axis} \\
y_{ac0j} &= y_{ac0j} + \theta_{aj}, \quad \text{prismatic joint about } Y\text{-axis} \\
y_{a0j} &= y_{a0j} + \theta_{aj}, \quad \text{prismatic joint about } Y\text{-axis} \\
z_{ac0j} &= z_{ac0j} + \theta_{aj}, \quad \text{prismatic joint about } Z\text{-axis} \\
z_{a0j} &= z_{a0j} + \theta_{aj}, \quad \text{prismatic joint about } Z\text{-axis}.
\end{align*}
$$

The linear velocities of the $j$th COM (of the link) and joint are the time-derivative of positions in (3.10) and (3.11), respectively. Then,

$$
\begin{align*}
v_{acj} &= \dot{p}_{acj} \\
v_{aj} &= \dot{p}_{aj}.
\end{align*}
$$

Additionally, the $j$th angle velocities are computed as

$$
\omega_{acj} = \omega_{aj} = [R_m^{a0} R_{a0}^{aj}]^T \omega_m + \sum_{k=0}^{j} \left\{ [R_{ak}^{aj}]^T \dot{\theta}_{ak} \right\}.
$$

The proof of (3.16) is provided in Lemma 3.1.1. (3.16) is a simplified and very useful result for generalized dynamic modeling, e.g., calculating the kinetic energy.

**Lemma 3.1.1.** Let $\dot{\theta}_{ak} \in \mathbb{R}^3$ be the vector of joint velocity about its body-fixed axis. Then the $j$th angle velocity vector is equal to $\omega_{acj} = [R_m^{a0} R_{a0}^{aj}]^T \omega_m + \sum_{k=0}^{j} \left\{ [R_{ak}^{aj}]^T \dot{\theta}_{ak} \right\}$, where $\{\forall j, k \in \mathbb{N} : 0 \leq j \leq m, 0 \leq k \leq j\}$. 
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Proof. The $j$th angle velocity vector $\omega_{acj}$ can be derived as follows:

$$
\omega_{acj} = \underbrace{\left[R_{m0} R_{m\beta} R_{m\gamma}\right]}_{R_g} \underbrace{R_{0a1} R_{a2} \ldots R_{a(j-1)}}_{R_{a0}} R_{a(j-1)}^T [\dot{\alpha}_m, 0, 0]^T \\
+ \left[R_{ma0} R_{m\beta} R_{m\gamma} R_{0a1} R_{a2} \ldots R_{a(j-1)}\right]^T [0, \dot{\beta}_m, 0]^T \\
+ \left[R_{m\beta} R_{ma0} R_{a2} \ldots R_{a(j-1)}\right]^T [0, 0, \dot{\gamma}_m]^T + \\
\left[R_{a0} R_{a1} \ldots R_{a(j-1)}\right]^T \ddot{\theta}_a + \left[R_{a2} \ldots R_{a(j-1)}\right]^T \ddot{\theta}_a^2 \\
+ \ldots + \left[R_{a(j-2)} R_{a(j-1)}\right]^T \ddot{\theta}_a + \left[R_{a(j-1)}\right]^T \ddot{\theta}_a^j
$$

$$
= \left[R_{m0} R_{m\beta} R_{m\gamma}\right]^T [\dot{\alpha}_m, 0, 0]^T + \left[R_{ma0} R_{m\beta} R_{m\gamma} R_{a0}\right]^T [0, \dot{\beta}_m, 0]^T + \\
\left[R_{ma} R_{m\beta} R_{m\gamma}\right]^T [0, 0, \dot{\gamma}_m]^T + \left[R_{a0}\right]^T \ddot{\theta}_a \\
+ \ldots + \left[R_{a(j-2)}^T \ddot{\theta}_a + \ldots + \left[R_{a(j-1)}^T \ddot{\theta}_a + \left[R_{a(j-1)}\right]^T \ddot{\theta}_a^j
$$

$$
= \left[R_{m0} R_{m\beta} R_{m\gamma}\right]^T [\dot{\alpha}_m, 0, 0]^T + \left[R_{ma0} R_{m\beta} R_{m\gamma}\right]^T [0, \dot{\beta}_m, 0]^T + \\
\left[R_{ma} R_{m\beta} R_{m\gamma}\right]^T [0, 0, \dot{\gamma}_m]^T + \left[R_{a0}\right]^T \ddot{\theta}_a \\
+ \ldots + \left[R_{a(j-2)}^T \ddot{\theta}_a + \ldots + \left[R_{a(j-1)}^T \ddot{\theta}_a + \left[R_{a(j-1)}\right]^T \ddot{\theta}_a^j
$$

where $\{\forall j, k \in \mathbb{N} : 0 \leq j \leq m, 0 \leq k \leq j\}$, $R_{mg}^{\alpha} = R_x(\alpha_m) \in SO(3)$, $R_{ma}^{\beta} = R_y(\beta_m) \in SO(3)$, and $R_{m\gamma}^{\gamma} = R_z(\gamma_m) \in SO(3)$.

Substituting the corresponding results in (3.14) and (3.16), the total kinetic energy is
calculated as

\[ K_E = \frac{1}{2} m \begin{bmatrix} ̇p_{mx}, ̇p_{my}, ̇p_{mz} \end{bmatrix}^T \begin{bmatrix} ̇p_{mx}, ̇p_{my}, ̇p_{mz} \end{bmatrix} + \frac{1}{2} \omega_m^T I_m \omega_m \]
\[
+ \frac{1}{2} \sum_{k=0}^j \left\{ m_{ak} v_{ack}^T v_{ack} + \omega_{ack}^T I_{ak} \omega_{ack} \right\}. \quad (3.17)
\]

The total potential energy is computed as

\[ V_E = m_m g p_{mz} + \sum_{k=0}^j \left\{ m_{ak} g p_{ack}^T [0, 0, 1]^T \right\} \]
\[
+ \frac{1}{2} (L - L_0)^T K_c (L - L_0) \quad (3.18)
\]

where \( g \) represents the gravity acceleration, position vector \( p_{ack} \) is obtained using (3.10), and \( \frac{1}{2} (L - L_0)^T K_c (L - L_0) \) denotes the cable elastic potential energy with its variables defined in (3.8).

Based on the computed kinetic energy \( K_E \) and potential energy \( V_E \) in (3.17) and (3.18), respectively, the Lagrangian dynamic equation of motion is calculated as

\[ L_E = K_E - V_E. \quad (3.19) \]

Then, the torque equations can be calculated as

\[ \tau_j = \frac{d}{dt} \left( \frac{\partial L_E}{\partial ̇q_j} \right) - \frac{\partial L_E}{\partial q_j} \]
\[
= \frac{d}{dt} \left( \frac{\partial K_E}{\partial ̇q_j} \right) - \frac{\partial K_E}{\partial q_j} + \frac{\partial V_E}{\partial q_j} \quad (3.20)
\]

where \( \tau_j \) represents the generalized force/torque applied to the dynamic system at joint \( j \) to drive link \( j \).

Based on open-chain, (3.20) can be described using the following form:

\[ \tau_j = \left\{ \left[ \nabla \left( \left( \nabla L_{E,q} \right)_j \right) \right]^T ̇q + \left[ \nabla \left( \left( \nabla L_{E,q} \right)_j \right) \right]^T ̇q - \left( \nabla L_{E,q} \right)_j \right\} \quad (3.21) \]
where $\nabla (\cdot)_q$ and $\nabla (\cdot)_{\dot{q}}$ are defined as the gradient vectors of $(\cdot)$ with respect to the vectors $q$ and $\dot{q}$, respectively. Compared with (3.20), (3.21) is easier to implement (i.e., programming). By arranging (3.21) and introducing a vector of unknown bounded disturbances $\tau_d \in \mathbb{R}^{n+m}$, the equations of motion of the HCDR can be derived as

$$M (q) \ddot{q} + C (q, \dot{q}) \dot{q} + G (q) + \tau_d =: \tau = \begin{bmatrix} \tau_m \\ \tau_a \end{bmatrix} = \begin{bmatrix} A_m T \\ \tau_a \end{bmatrix} \tag{3.22}$$

where $q \in \mathbb{R}^{n+m}$, $\dot{q} \in \mathbb{R}^{n+m}$, and $\ddot{q} \in \mathbb{R}^{n+m}$ represent the vectors of generalized coordinates, velocities, and accelerations, respectively. $M (q) \in \mathbb{R}^{(n+m) \times (n+m)}$ denotes the combined inertia matrix, $C (q, \dot{q}) \in \mathbb{R}^{(n+m) \times (n+m)}$ represents the combined Coriolis and centripetal matrix, and $G (q) \in \mathbb{R}^{n+m}$ denote the gravitational vector, respectively. $\tau_d \in \mathbb{R}^{n+m}$ and $\tau \in \mathbb{R}^{n+m}$ denote the vector of unknown bounded disturbances and forces/torques in generalized coordinates, respectively. Eq. (3.22) is the inverse dynamics model of the HCDR.

Since the inertia matrix $M$ is symmetric and positive definite [68], then the forward dynamics can be computed as

$$\ddot{q} = M^{-1} (q) \begin{bmatrix} A_m T \\ \tau_a \end{bmatrix} = \begin{bmatrix} C (q, \dot{q}) \dot{q} - G (q) - \tau_d \end{bmatrix} \tag{3.23}$$

where the cable tension $T$ and robot arm joint torque $\tau_a$ are inputs.

Additionally, (3.22) can be arranged as

$$\begin{bmatrix} \dot{q}_m \\ \dot{q}_a \end{bmatrix} + \begin{bmatrix} G_m (q_m) \\ G_a (q_a) \end{bmatrix} + \begin{bmatrix} \tau_{md} \\ \tau_{ad} \end{bmatrix} = \begin{bmatrix} A_m T \\ \tau_a \end{bmatrix} \tag{3.24}$$

where $(\cdot)_m \in \mathbb{R}^n$ and $(\cdot)_a \in \mathbb{R}^m$ represent the vector of the mobile platform variables and the robot arm variables, respectively. It is clear that this equation includes the dynamics of the CDPR and the mounted robot arm.

In summary, the key benefits of the proposed modeling method can be highlighted as follows: 1) The derivation of the equations of motion (e.g., (3.10)–(3.16) and (3.21)) and the proof of (3.16) provide a very effective way to formulate the generalized dynamics model. 2) Traditionally, based on the Standard Denavit-Hartenberg (DH) method [31], a revolute joint must rotate about its Z-axis. The proposed method relaxes this limiting condition, i.e., it is unnecessary to follow DH configurations, and can be applied to any
coordinate frames (e.g., about $X$-axis, $Y$-axis, or $Z$-axis), including revolute and prismatic joints. 3) The above modeling approach in this section can be easily extended to other types of hybrid robots by changing structure matrix $A_m$ in (3.5) based on the desired configurations, e.g., a robot arm(s) mounted on an aircraft platform [106, 90].

### 3.1.3 Redundancy Resolution

Cable-driven robots (as shown in Figure 3.1) can be categorized into one of two classes: under-actuated and fully-actuated robots [108, 10, 67]. The first class of robots denotes the number of driven cables $N$ is less than the number of DOF of a robot $n$, i.e., $N < n$; the second class of robots represents the number of driven cables $N$ is no less than the DOF of a robot $n$, i.e., $N \geq n$. Then, the value of $(N - n)$ represents the DOR. When redundancy exists, there are infinite solutions for inverse kinematics, which make the motion planning challenging [102]. Usually, redundancy resolution problems are more general for cable-driven robots and can be solved only using a pseudo-inverse approach [27], but the obtained solutions are not usually optimal. Some other approaches were also proposed, such as a combination of pseudo-inverse and null-space method [27, 76, 18], damped least-squares approach [65], and energy-based method [65]. In this chapter, the combined method in [27, 76, 18] is adopted to tackle the redundancy resolution problem.

When $q_m$, $\dot{q}_m$, and $\ddot{q}_m$ are given, $\tau_m = A_m T$ can be computed using (3.9) or (3.22). Then, the cable tension $T$ is calculated as

$$T = A_m^+ \tau_m = A_m^T (A_m A_m^T)^{-1} \tau_m$$

where $A_m^+ = A_m^T (A_m A_m^T)^{-1}$ represents the pseudo-inverse of matrix $A_m$. In (3.25), the elements of the cable tension $T \in \mathbb{R}^N$ may be negative. However, in practice, they cannot drive the mobile platform if they are negative. The redundancy resolution of the cable tension $T$ can then be formulated as

$$T = A_m^T (A_m A_m^T)^{-1} \tau_m + N_A \lambda$$

where $N_A \in \mathbb{R}^{N \times (N-n)}$ represents the null space of structure matrix $A_m$ ($A_m$ is calculated using (3.5)), and $\lambda \in \mathbb{R}^{N-n}$ is a vector of arbitrary values. In (3.26), $N_A \lambda$ belongs to the null space of $A_m$, since it can be described as $A_m (N_A \lambda) = (A_m N_A) \lambda = 0$. The expression $N_A \lambda$ denotes antagonistic cable tensions. The cable tension $T$ increases if all the antagonistic cable tensions are positive. Hence, the vector $\lambda$ can be optimized (e.g., using the stiffness optimization method in the next section) to ensure that all the cable tensions are positive.
3.1.4 Stiffness Optimization

To solve the above problem of selecting \( \lambda \), a stiffness maximization method is proposed in this section. Consider the same condition as (3.25), the stiffness matrix \( K \) is defined as

\[
K := \frac{d(A_m T)}{dP_m} = \frac{dA_m}{dP_m} T + A_m \frac{dT}{dP_m} = \frac{dA_m}{dP_m} T + A_m \left( \frac{dT}{dL} \right)
\]

\[
\left( \frac{dL}{dP_m} \right) = \frac{dA_m}{dP_m} T + A_m K_c A_m^T =: K_T + K_k
\]

(3.27)

where \( P_m := [p_{mx}, p_{my}, p_{mz}, \alpha_m, \beta_m, \gamma_m]^T \in \mathbb{R}^6 \), and \( L \) represent the position and orientation of the center of mass of the mobile platform, cable tension vector, and cable length vector, respectively. Matrices \( K_T \) and \( K_k \) are a product of the cable tensions and cable stiffness, respectively, where \( K_c = \frac{dT}{dL} = \text{diag} (k_{c1}, k_{c2}, \ldots, k_{ci}, \ldots, k_{cN}) \in \mathbb{R}^{N \times N} \) and \( k_{ci} \) denotes the \( i \)th cable stiffness (same as (3.8)).

Usually, \( K \) is obtained at static condition for ease of stability. In this case, if (3.27) is expanded in terms of the kinematic parameters \( L_i, \hat{L}_i, \) and \( r_i \), the matrices \( K_T \) and \( K_k \) can be described as [18]

\[
K_T = \sum_{i=1}^{N} T_i \begin{bmatrix} I - \hat{L}_i \hat{L}_i^T & (I - \hat{L}_i \hat{L}_i^T) [r_i]^T \\ [r_i] (I - \hat{L}_i \hat{L}_i^T) & [r_i] (I - \hat{L}_i \hat{L}_i^T) [r_i]^T \end{bmatrix} - \sum_{i=1}^{N} T_i \begin{bmatrix} 0 & 0 \\ 0 & [\hat{L}_i] [r_i] \end{bmatrix}
\]

(3.28)

and

\[
K_k = \sum_{i=1}^{N} k_{ci} \begin{bmatrix} \hat{L}_i \hat{L}_i^T & \hat{L}_i \hat{L}_i^T [r_i]^T \\ [r_i] \hat{L}_i \hat{L}_i^T & [r_i] \hat{L}_i \hat{L}_i^T [r_i]^T \end{bmatrix}
\]

(3.29)

where

\[
[r_i] := \begin{bmatrix} 0 & -(R^m_{g r_i})_{3,1} & (R^m_{g r_i})_{2,1} \\ (R^m_{g r_i})_{3,1} & 0 & -(R^m_{g r_i})_{1,1} \\ -(R^m_{g r_i})_{2,1} & (R^m_{g r_i})_{1,1} & 0 \end{bmatrix}
\]

(3.30a)

\[
[\hat{L}_i] := \begin{bmatrix} 0 & -\hat{L}_{iz} & \hat{L}_{iy} \\ \hat{L}_{iz} & 0 & -\hat{L}_{ix} \\ -\hat{L}_{iy} & \hat{L}_{ix} & 0 \end{bmatrix}
\]

(3.30b)
with \( r_i = [r_{ix}, r_{iy}, r_{iz}]^T, \dot{L}_i = [\dot{L}_{ix}, \dot{L}_{iy}, \dot{L}_{iz}]^T, \) and \( I \) is the identity matrix. Eqs. (3.28) and (3.29) are equivalent to the results of the four-spring model proposed by Behzadipour and Khajepour [18]. They proved that a static cable-driven robot is stable if the stiffness matrix \( K \) is positive definite (sufficient condition). In addition, elements of \( K_k \) cannot be controlled, because they are the property of the cables. Hence, the stiffness of HCDR can only be changed by optimizing \( K_T \).

Additionally, combining (3.26) and (3.27), one can get

\[
K(\lambda) = \left( \frac{dA_m}{dP_m} N_A \right) \lambda + \frac{dA_m}{dP_m} A_m^T (A_m A_m^T)^{-1} \tau_m + A_m K_c A_m^T.
\]

(3.31)

Since \( K \) is positive definite (or positive semidefinite), the maximum stiffness is determined by its eigenvalues [66, 59, 41]. Hence, the optimization problem can be described as

\[
\begin{align*}
\max_{\lambda} \quad & J_K = \text{eig}(K(\lambda))^T H_\lambda \text{eig}(K(\lambda)) \\
\text{s. t.} \quad & M (q) \ddot{q} + C (q, \dot{q}) \dot{q} + G (q) + \tau_d = \begin{bmatrix} A_m T \\ \tau_a \end{bmatrix} \\
& K(\lambda) = \left( \frac{dA_m}{dP_m} N_A \right) \lambda + \frac{dA_m}{dP_m} A_m^T (A_m A_m^T)^{-1} \tau_m + A_m K_c A_m^T \\
& 0 \leq T_{i,\text{min}} \leq T_i \leq T_{i,\text{max}}, \quad i = 1, 2, \cdots, N
\end{align*}
\]

(3.32)

where \( T_i, T_{i,\text{min}}, \) and \( T_{i,\text{max}} \) represent the \( i \)th cable tension, minimum and maximum allowable tensions, respectively. \( H_\lambda \) denotes the stiffness weighting matrix. To ensure the stability of a HCDR in practical applications, some alternative strategies can be adopted as follows: 1) optimizing its trajectory to keep all the eigenvalues of \( K \) positive and 2) limiting the maximum payload [18]. Compared to existing stiffness optimization approaches in [57, 76, 52, 53], (3.32a) is introduced by combining the eigenvalues of \( K \) and weighting matrix \( H_\lambda \) so that one can optimize the system stiffness based on specific needs (by tuning \( H_\lambda \)). Meanwhile, (3.32) can be applied to not only CDPRs but also HCDRs.
Figure 3.2: Configuration of the 9-DOF HCDR-1. The mobile platform is driven by four actuators with 12 cables; the robot arm has three joints with the first, second, and third joints rotating about $Z_a^0$, $Y_a^1$, and $Y_a^2$-axis (i.e., the corresponding moving frames), respectively.

3.2 In-Plane System Modeling

3.2.1 Configuration and Kinematic Constraints

To analyze the generalized HCDR motion model in section 3.1 and study its control performance, a HCDR example, namely, HCDR-1 is given in Figure 3.2. The proposed full model of the HCDR-1 has 9 DOFs (the CDPR parameters come from [76, 93, 95]), which consists of a 3-DOF robot arm (i.e., $m = 3$), a 6-DOF mobile platform (i.e., $n = 6$), twelve cables, and four servo motors. The 3-DOF robot arm has three revolute joints, rotating about $Z$-axis (joint 1 frame), $Y$-axis (joint 2 frame), and $Y$-axis (joint 3 frame), respectively. The actuators are used to drive the cables to move the mobile platform. The robot arm is fixed on the mobile platform and moves with it. The twelve cables include four sets of cables: two sets of four-cable arrangement on the top and two sets of two-cable arrangement on the bottom. The driven cable mount locations the HCDR-1 are shown in Table 3.1. Each set of cables is controlled by one motor. In addition, the top actuators and bottom actuators control the upper cable lengths and lower cable tensions, respectively. The upper cables also restrict the orientation of the mobile platform, i.e., introduce kinematic constraints.
Table 3.1: Driven Cable Mount Locations of HCDR-1

<table>
<thead>
<tr>
<th>N</th>
<th>$a_{ix}$ (m)</th>
<th>$a_{iy}$ (m)</th>
<th>$a_{iz}$ (m)</th>
<th>$r_{ix}$ (m)</th>
<th>$r_{iy}$ (m)</th>
<th>$r_{iz}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.500</td>
<td>0.000</td>
<td>0.500</td>
<td>0.153</td>
<td>-0.065</td>
<td>0.048</td>
</tr>
<tr>
<td>2</td>
<td>1.580</td>
<td>-0.065</td>
<td>0.404</td>
<td>0.233</td>
<td>0.000</td>
<td>-0.048</td>
</tr>
<tr>
<td>3</td>
<td>1.500</td>
<td>0.000</td>
<td>-0.500</td>
<td>0.223</td>
<td>-0.088</td>
<td>-0.017</td>
</tr>
<tr>
<td>4</td>
<td>-1.500</td>
<td>0.000</td>
<td>-0.500</td>
<td>-0.223</td>
<td>-0.088</td>
<td>-0.017</td>
</tr>
<tr>
<td>5</td>
<td>-1.580</td>
<td>-0.065</td>
<td>0.404</td>
<td>-0.233</td>
<td>0.000</td>
<td>-0.048</td>
</tr>
<tr>
<td>6</td>
<td>-1.500</td>
<td>0.000</td>
<td>0.500</td>
<td>-0.153</td>
<td>-0.065</td>
<td>0.048</td>
</tr>
<tr>
<td>7</td>
<td>1.500</td>
<td>0.000</td>
<td>0.500</td>
<td>0.153</td>
<td>0.065</td>
<td>0.048</td>
</tr>
<tr>
<td>8</td>
<td>1.580</td>
<td>0.065</td>
<td>0.404</td>
<td>0.233</td>
<td>0.000</td>
<td>-0.048</td>
</tr>
<tr>
<td>9</td>
<td>1.500</td>
<td>0.000</td>
<td>0.500</td>
<td>0.153</td>
<td>0.065</td>
<td>0.048</td>
</tr>
<tr>
<td>10</td>
<td>-1.500</td>
<td>0.000</td>
<td>-0.500</td>
<td>-0.223</td>
<td>0.088</td>
<td>-0.017</td>
</tr>
<tr>
<td>11</td>
<td>-1.580</td>
<td>0.065</td>
<td>0.404</td>
<td>-0.233</td>
<td>0.000</td>
<td>-0.048</td>
</tr>
<tr>
<td>12</td>
<td>-1.500</td>
<td>0.000</td>
<td>0.500</td>
<td>-0.153</td>
<td>0.065</td>
<td>0.048</td>
</tr>
</tbody>
</table>

In addition, the inertial coordinate frame $O \{x_0, y_0, z_0\}$ is located at the center of the static fixture.

Additionally, other HCDR-1 parameters are shown in Table 3.2, where $m_m$ and $I_m$ represent the mass and moment of inertia of the mobile platform, respectively. $m_{aj}$ and $I_{aj}$ ($\forall j \in \mathbb{N} : 1 \leq j \leq 3$) respectively denote the mass and moment of inertia of robot arm links. Also, $T_{i_{\text{min}}}$ and $T_{i_{\text{max}}}$ ($\forall i \in \mathbb{N} : 1 \leq i \leq 12$) represent the minimum and maximum allowable cable tensions, respectively. The sizes of the static fixture (e.g., $l_{fl}$) and mobile platform (e.g., $l_{bl}$), body-fixed positions (e.g., $[x_{a0j}, y_{a0j}, z_{a0j}]^T$), and etc. are also given in Table 3.2.

### 3.2.2 Equations of Motion

By applying the modeling method in section 3.1, the detailed equations of motion can be derived for the specific 9-DOF system (see Appendix A.1), where $q = \begin{bmatrix} p_{mx}, p_{my}, p_{mz}, \alpha_m, \end{bmatrix}$
cable lengths (the two sets of four-cable arrangement on the top), respectively, i.e., \( L \) denotes cable tensions 3 and 9 (shown in Figure 3.2).

\[ u \in x \] by actuator 2) represents unstretched cable lengths 1, 2, 7, and 8 (as shown in Figure 3.2). \( u \leq x \) where \( (driven \ by \ actuator \ 3) \) represents cable tensions 4 and 10, and \( T \) denote the lower cable tensions (two sets of two-cable arrangement on the bottom), i.e., \( T \) inputs are defined as plane, then the 9-DOF HCDR-1 is simplified as a 5-DOF in-plane system. The new control

\[
\text{However, because of the kinematic constraints, the system is fully controllable in } x_0 z_0 \text{ plane, then the 9-DOF HCDR-1 is simplified as a 5-DOF in-plane system. The new control inputs are defined as } u := (u_m, u_a) := [T_3, T_4, \tau_{a2}, \tau_{a3}]^T \in \mathbb{R}^4, \text{ where } u_m = [T_3, T_4]^T \in \mathbb{R}^2 \text{ denote the lower cable tensions (two sets of two-cable arrangement on the bottom), i.e., } T_3 \text{ (driven by actuator 3) represents cable tensions 4 and 10, and } T_4 \text{ (driven by actuator 4) denotes cable tensions 3 and 9 (shown in Figure 3.2). } u_a = \tau_a = [\tau_{a2}, \tau_{a3}]^T \in \mathbb{R}^2 \text{ represent input torques corresponding to the second and the third joints of the robot arm. For the simplified 5-DOF HCDR-1, the CDPR has more actuators (4 actuators) than the total DOFs (3 DOFs), and the robot arm has an equal number of actuators to its total DOFs (2 DOFs). Then, (3.23) can be expressed as }
\]

\[
\dot{x}(t) = f(x(t), u(t), (L_{01}(t), L_{02}(t))), \quad x(0) = x_0
\]  

(3.33)

where \( x := [p_{mx}, \dot{p}_{mx}, p_{mz}, \dot{p}_{mz}, \beta_m, \dot{\beta}_m, \theta_{a2}, \dot{\theta}_{a2}, \theta_{a3}, \dot{\theta}_{a3}]^T \in \mathbb{R}^{10} \) represents the state vector, \( u \in \mathbb{R}^4 \) denotes the control input vector, \( L_{01} \) and \( L_{02} \) represent the upper unstretched cable lengths (the two sets of four-cable arrangement on the top), respectively, i.e., \( L_{01} \) (driven by actuator 1) denotes unstretched cable lengths 5, 6, 11, and 12, and \( L_{02} \) (driven by actuator 2) represents unstretched cable lengths 1, 2, 7, and 8 (as shown in Figure 3.2). \( x_0 \in \mathbb{R}^{10} \) is the initial state vector and \( t \geq 0 \).

By linearizing (3.33) around the reference states \( x_r \) and control inputs \( u_r \), the continuous

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Values</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{fl} )</td>
<td>3.160 m</td>
<td>( l_{fh} )</td>
<td>1.000 m</td>
</tr>
<tr>
<td>( l_{bl} )</td>
<td>0.365 m</td>
<td>( l_{bw} )</td>
<td>0.130 m</td>
</tr>
<tr>
<td>( l_{bh} )</td>
<td>0.096 m</td>
<td>( l_m )</td>
<td>([0, 0, 0.048]^T) m</td>
</tr>
<tr>
<td>( m_{aj} )</td>
<td>0.400 kg</td>
<td>( I_{aj} )</td>
<td>( \text{diag}([0.100, 0.100, 0.100]) ) kg · m²</td>
</tr>
<tr>
<td>([x_{a0j}, y_{a0j}, z_{a0j}]^T)</td>
<td>([0, 0, 0.050]^T) m</td>
<td>([x_{a0j}, y_{a0j}, z_{a0j}]^T)</td>
<td>([0, 0, 0.100]^T) m</td>
</tr>
<tr>
<td>( m_m )</td>
<td>10.000 kg</td>
<td>( I_m )</td>
<td>( \text{diag}([0.0218, 0.1187, 0.1251]) ) kg · m²</td>
</tr>
<tr>
<td>( EA_i )</td>
<td>100 N</td>
<td>([T_{min}, T_{max}])</td>
<td>([5, 80] ) N</td>
</tr>
<tr>
<td>( g )</td>
<td>9.810 m/s²</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: HCDR-1 Parameters
time state-space representation (Linear Time-Varying System (LTV)) can be described as

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t) + B(t)w(t) \\
y(t) = C(t)x(t), \ x(0) = x_0
\]

(3.34)

with the output vector \(y(t) \in \mathbb{R}^{10}\), matrices \(A(t) = \left. \frac{\partial f(x,u)}{\partial x} \right|_{x=x_r,u=u_r} \in \mathbb{R}^{10 \times 10}\), \(B(t) = \left. \frac{\partial f(x,u)}{\partial u} \right|_{x=x_r,u=u_r} \in \mathbb{R}^{10 \times 4}\), and \(C(t) = I \in \mathbb{R}^{10 \times 10}\). \(w(t) = (w_m(t), w_a(t)) \in \mathbb{R}^4\) are the white noise vector with zero mean Gaussian, where \(w_m(t) \in \mathbb{R}^2\) and \(w_a(t) \in \mathbb{R}^2\) are the noise vectors to the CDPR and robot arm, respectively.

Additionally, for the specific HCDR-1, the upper four cables are used for position control and the lower cables are used to set cable tensions. Hence, the specific stiffness matrices (3.28) and (3.29) can be rearranged as

\[K_T = \sum_{i=1}^{12} (\cdot)\] and
\[K_k = \sum_{i \in \{1,2,3,6,7,8,11,12\}} (\cdot),\]

respectively.

### 3.3 Decoupled System Modeling

#### 3.3.1 System Setup

System modeling is based on the HCDR-2 platform [57, 76, 93, 95, 30] (shown in Figure 3.3), which consists of a mobile platform, twelve cables, four servo motors, and two 1-DOF pendulums. The HCDR-2 model corresponding to the actual system is shown in Figure 3.4. The actuators are used to drive the cables to move the mobile platform in the X-Y plane (i.e., in-plane moving). Twelve cables include four sets of cables: two sets of a four-cable arrangement on the top and two sets of a two-cable arrangement on the bottom. Two pendulums (which are mounted on the mobile platform and rotate about its body-fixed X-axis) are used to eliminate undesired out-of-plane moving. The driven cable mount locations of the CDPR are shown in Table 3.3, where \(r_i := [r_{ix}, r_{iy}, r_{iz}]^T \in \mathbb{R}^3\) denotes the position vector of the ith cable anchor point on the mobile platform with respect to the body-fixed frame \(\{O_m\}\); \(a_i := [a_{ix}, a_{iy}, a_{iz}]^T \in \mathbb{R}^3\) represents the position vector of the ith cable anchor point on the robot static frame with respect to the coordinate frame \(\{O\}\); and \(N\) is the total number of cables. Each set of cables is controlled by one motor. The top

---
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Figure 3.3: The prototype of HCDR-2. The mobile platform is driven by four actuators with 12 cables moving in X-Y plane (i.e., in-plane moving); two pendulums (mounted on the mobile platform and rotates about its body-fixed X-axis) are used to eliminate undesired out-of-plane moving (e.g., vibrations).

Actuators and bottom actuators control the upper-cable lengths and lower-cable tensions, respectively. The upper cables also restrict the orientation of the mobile platform, i.e., the kinematic constraints. In addition, the inertial coordinate frame \( O \{x_0, y_0, z_0\} \) is located at the center of the static fixture, coordinate frame \( \{O_m\} \) is located at the center of mass (COM) of the mobile platform, and the pendulums’ body-fixed X-axes are parallel to the X-axis of frame \( \{O_m\} \) and located in the X-Y plane of frame \( \{O_m\} \).

The main idea and benefits of actuating multi cables by means of a single motor are as follows: 1) increasing payload capability and mechanical strength (in comparison with a single cable) and 2) providing constraints to eliminate motions in specific directions (e.g., the mobile platform rotation about its Z-axis). More details about the cable-driven platform design are given in [57]. Optimization problems in design and workspace analysis (e.g., [2, 20]) are also talked in [57, 76].

Moreover, other HCDR-2 parameters are shown in Table 3.4, where \( m_m \) and \( I_m \) represent the mass and moment of inertia of the mobile platform, respectively.\( m_{pk} \) and \( I_{pk} \) (\( \{\forall k \in \mathbb{N} : 1 \leq k \leq 2\} \)) respectively denote the mass and moment of inertia of the pendulums. Also, \( T_{i\text{min}} \) and \( T_{i\text{max}} \) (\( \{\forall i \in \mathbb{N} : 1 \leq i \leq 12\} \)) represent the minimum and maximum allowable cable tensions, respectively. The sizes of the static fixture (e.g., \( l_{fl} \)) and mobile platform (e.g., \( l_{bl} \)), body-fixed positions (e.g., \( [x_{p0k}, y_{p0k}, z_{p0k}]^T, [x_{pc0k}, y_{pc0k}, z_{pc0k}]^T, \{\forall k \in \mathbb{N} : 1 \leq k \leq 2\} \)) and etc. are also given in Table 3.4.
3.3.2 Whole-Body System Modeling and Model Decoupling

Consider the HCDR-2 (in Figure 3.4) with a cable-driven parallel robot (mobile platform) and two 1-DOF pendulums. In this case, the general dynamic model can be described as

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + \tau_d = \begin{bmatrix} \tau_m \\ \tau_p \end{bmatrix} = \begin{bmatrix} A_m T \end{bmatrix}
\]

(3.35)

where \( q = [p_{mx}, p_{my}, p_{mz}, \alpha_m, \beta_m, \gamma_m, \theta_{p1}, \theta_{p2}]^T \in \mathbb{R}^{6+2}, \dot{q} \in \mathbb{R}^{6+2}, \) and \( \ddot{q} \in \mathbb{R}^{6+2}, \) represent the vector of generalized coordinates, velocities, and accelerations, respectively. \( p_m := [p_{mx}, p_{my}, p_{mz}]^T \in \mathbb{R}^3 \) is the position vector of the coordinate frame \( \{O_m\} \) with respect to the coordinate frame \( \{O\} \), and \( [\alpha_m, \beta_m, \gamma_m]^T \in \mathbb{R}^3 \) (the orientations of the mobile platform about X-, Y-, and Z-axes, respectively) are Euler angles. \( M(q) \in \mathbb{R}^{(6+2) \times (6+2)} \) denotes the combined inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{(6+2) \times (6+2)} \) represents the combined Coriolis and centripetal matrix, and \( G(q) \in \mathbb{R}^{6+2} \) denote the gravitational vector, respectively. \( \tau_d \in \mathbb{R}^{6+2}, \tau_m \in \mathbb{R}^6, \) and \( \tau_p \in \mathbb{R}^2 \) are unknown bounded disturbances, forces/torques of the mobile platform, and forces/torques of the pendulums in generalized coordinates, respectively. \( A_m \in \mathbb{R}^{6 \times 12} \) and \( T \in \mathbb{R}^{12} \) represent the structure matrix and cable tensions, respectively.
Table 3.3: Driven Cable Mount Locations

<table>
<thead>
<tr>
<th>(N)</th>
<th>(\begin{bmatrix} a_{ix}, a_{iy}, a_{iz} \end{bmatrix}^T (m))</th>
<th>(\begin{bmatrix} r_{ix}, r_{iy}, r_{iz} \end{bmatrix}^T (m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>([1.500, 0.500, 0.000]^T)</td>
<td>([0.153, 0.048, 0.065]^T)</td>
</tr>
<tr>
<td>2</td>
<td>([1.580, 0.404, 0.065]^T)</td>
<td>([0.233, -0.048, 0.000]^T)</td>
</tr>
<tr>
<td>3</td>
<td>([1.500, -0.500, 0.000]^T)</td>
<td>([0.223, -0.017, 0.088]^T)</td>
</tr>
<tr>
<td>4</td>
<td>([-1.500, -0.500, 0.000]^T)</td>
<td>([-0.223, -0.017, 0.088]^T)</td>
</tr>
<tr>
<td>5</td>
<td>([-1.580, 0.404, 0.065]^T)</td>
<td>([-0.233, -0.048, 0.000]^T)</td>
</tr>
<tr>
<td>6</td>
<td>([-1.500, 0.500, 0.000]^T)</td>
<td>([-0.153, 0.048, 0.065]^T)</td>
</tr>
<tr>
<td>7</td>
<td>([1.500, 0.500, 0.000]^T)</td>
<td>([0.153, 0.048, -0.065]^T)</td>
</tr>
<tr>
<td>8</td>
<td>([1.580, 0.404, -0.065]^T)</td>
<td>([0.233, -0.048, 0.000]^T)</td>
</tr>
<tr>
<td>9</td>
<td>([1.500, -0.500, 0.000]^T)</td>
<td>([0.223, -0.017, -0.088]^T)</td>
</tr>
<tr>
<td>10</td>
<td>([-1.500, -0.500, 0.000]^T)</td>
<td>([-0.223, -0.017, -0.088]^T)</td>
</tr>
<tr>
<td>11</td>
<td>([-1.580, 0.404, -0.065]^T)</td>
<td>([-0.233, -0.048, 0.000]^T)</td>
</tr>
<tr>
<td>12</td>
<td>([-1.500, 0.500, 0.000]^T)</td>
<td>([-0.153, 0.048, -0.065]^T)</td>
</tr>
</tbody>
</table>

In (3.35), \(A_m\) is determined by the position and orientation of the mobile platform:

\[
A_m = \begin{bmatrix}
\hat{L}_1 \\
R_g^m \begin{bmatrix} r_{ix} \\ r_{iy} \\ r_{iz} \end{bmatrix} \times \hat{L}_1 & \cdots & R_g^m \begin{bmatrix} r_{12x} \\ r_{12y} \\ r_{12z} \end{bmatrix} \times \hat{L}_{12}
\end{bmatrix}
\]

(3.36)

where the rotation matrix \(R_g^m = R_x(\alpha_m)R_y(\beta_m)R_{2\nu}(\gamma_m) \in \mathcal{SO}(3)\). Let the \(i\)th cable-length vector \(\hat{L}_i = [a_{ix}, a_{iy}, a_{iz}]^T - [p_{mx}, p_{my}, p_{mz}]^T - R_g^m [r_{ix}, r_{iy}, r_{iz}]^T\), \(\forall i \in \mathbb{N} : 1 \leq i \leq 12\), with \(\hat{L}_i \in \mathbb{R}^3\) denotes the position vector from the \(i\)th cable anchor point on the robot static frame to the \(i\)th cable anchor point on the mobile platform. Then, the \(i\)th cable length \(L_i = \|[a_{ix}, a_{iy}, a_{iz}]^T - [p_{mx}, p_{my}, p_{mz}]^T - R_g^m [r_{ix}, r_{iy}, r_{iz}]^T\|\). Finally, in (3.36), the \(i\)th unit cable-length vector \(\hat{L}_i := \hat{L}_i / L_i \in \mathbb{R}^3\).

When the redundancy resolution and optimal stiffness problems are introduced, one
Table 3.4: HCDR-2 Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Values</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{fl}$</td>
<td>3.160 m</td>
<td>$l_{fh}$</td>
<td>1.000 m</td>
</tr>
<tr>
<td>$l_{bl}$</td>
<td>0.365 m</td>
<td>$l_{bw}$</td>
<td>0.130 m</td>
</tr>
<tr>
<td>$l_{bh}$</td>
<td>0.096 m</td>
<td>$l_m$</td>
<td>$[0, 0.048, 0]^T$ m</td>
</tr>
<tr>
<td>$m_m$</td>
<td>12.200 kg</td>
<td>$I_m$</td>
<td>$\text{diag}([0.0218, 0.1187, 0.1251])$ kg · m²</td>
</tr>
<tr>
<td>$E A_i$, for $i = 1, 2, 5, 6, 7, 8, 11, 12$</td>
<td>24900 N</td>
<td>$[T_{i\text{min}}, T_{i\text{max}}]$, for $i = 3, 4, 9, 10$</td>
<td>$[5, 80]$ N</td>
</tr>
<tr>
<td>$m_{p1}$, $m_{p2}$</td>
<td>0.640 kg</td>
<td>$I_{p1}$, $I_{p2}$</td>
<td>$7.012 e^{-4}$ kg · m²</td>
</tr>
<tr>
<td>$[x_{p01}, y_{p01}, z_{p01}]^T$</td>
<td>$[-0.175, -0.100, 0]^T$ m</td>
<td>$[x_{p02}, y_{p02}, z_{p02}]^T$</td>
<td>$[0.175, -0.100, 0]^T$ m</td>
</tr>
<tr>
<td>$[x_{pc0k}, y_{pc0k}, z_{pc0k}]^T$</td>
<td>$[0, -0.050, 0]^T$ m</td>
<td>$g$</td>
<td>9.810 m/s²</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{max}_{\lambda} \quad & J_K = \text{eig}(K(\lambda))^T H_\lambda \text{eig}(K(\lambda)) \\
\text{s. t.} \quad & M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + B_K \dot{q} + \tau_d = \begin{bmatrix} A_m T_m \end{bmatrix} \\
K(\lambda) = & \left( \frac{dA_m}{dP_m} N_A \right) \lambda + \frac{dA_m}{dP_m} A_m^T (A_m A_m^T)^{-1} \tau_m \\
+ & A_m K_c A_m^T \\
T_i = & \begin{cases} 
\frac{E A_i}{L_{0i}} (L_i - L_{0i}), & \text{for } i = 1, 2, 5, 6, 7, 8, 11, 12 \\
T_i, & \text{for } i = 3, 4, 9, 10 \\
0 \leq T_{i\text{min}} \leq T_i \leq T_{i\text{max}}, & i = 1, 2, \cdots, 12
\end{cases}
\end{align*}
\]

where $T_i$, $T_{i\text{min}}$, and $T_{i\text{max}}$ represent the $i$th cable tension, minimum and maximum allowable tensions, respectively. $H_\lambda$ denotes the stiffness weighting matrix. $E A_i$ is the product of the elastic modulus and cross-sectional area of the $i$th cable, and $L_{0i}$ denotes the $i$th unstretched cable length. $T_i = T_i$, for $i = 3, 4, 9, 10$, indicates the direct input of lower-cable
tensions. The actual viscous damping matrix \([92, 30]\) is

\[
B_K = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.014 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.014 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.014 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.014 \\
\end{bmatrix}.
\tag{3.38}
\]

More details about the derivation of (3.35) are provided in Appendix A.2. Eq. (3.37) shows the complete nonlinear dynamic model including constraints and optimization problems. To analyze and implement the model and control (e.g., via experiments in real time), one of the goals is to simplify the model (e.g., simplify inputs and decouple the higher dimensional model into lower ones). First, the control inputs are defined as (due to the kinematic constraints)

\[
u := (u_m, u_p) := \begin{bmatrix} T_3, T_4, \tau_{p1}, \tau_{p2} \end{bmatrix}^T \in \mathbb{R}^4,
\]

where \(u_m = [T_3, T_4]^T \in \mathbb{R}^2\) denote the lower-cable tensions (two sets of two-cable arrangement on the bottom), i.e., \(T_3\) (driven by actuator 3) represents cable tensions 4 and 10, and \(T_4\) (driven by actuator 4) denotes cable tensions 3 and 9 (shown in Figure 3.4). \(u_p = \tau_p = [\tau_{p1}, \tau_{p2}]^T \in \mathbb{R}^2\) represents the input torques of the two pendulums. Hence, (3.35) or (3.37b) can be expressed as

\[
\dot{x}(t) = f(x(t), u(t), (L_{01}(t), L_{02}(t))), \quad x(0) = x_0 \in \mathbb{R}^{16}
\tag{3.39}
\]

where \(x := [p_{mx}, \dot{p}_{mx}, p_{my}, \dot{p}_{my}, p_{mx}, \dot{p}_{mx}, p_{my}, \dot{p}_{my}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \gamma_m, \dot{\gamma}_m, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}]^T \in \mathbb{R}^{16}\) represents the state vector, \(u \in \mathbb{R}^4\) denotes the control input vector, \(L_{01}\) and \(L_{02}\) represent the upper unstretched cable lengths (the two sets of four-cable arrangement on the top), respectively, i.e., \(L_{01}\) (driven by actuator 1) denotes unstretched cable lengths 5, 6, 11, and 12, and \(L_{02}\) (driven by actuator 2) represents unstretched cable lengths 1, 2, 7, and 8 (as shown in Figure 3.4). \(x_0\) is the initial state vector, and \(t \geq 0\). Additionally, the upper four cables are utilized for position control (i.e., given \(L_{01}\) and \(L_{02}\) directly) and the lower cables are used to set cable tensions (i.e., control \(T_3\) and \(T_4\)).

Second, by linearizing the nonlinear system in (3.39) around the reference/nominal state vector \(x_r\) and control input vector \(u_r\), the continuous time state-space representation can be described as

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t) + B(t)w(t)
\]

\[
y(t) = C(t)x(t), \quad x(0) = x_0 \tag{3.40}
\]
with the output vector \( y(t) \in \mathbb{R}^{16} \), matrices \( A(t) = \frac{\partial f(x,u)}{\partial x} \bigg|_{x=x_r,u=u_r} \in \mathbb{R}^{16 \times 16} \), \( B(t) = \frac{\partial f(x,u)}{\partial u} \bigg|_{x=x_r,u=u_r} \in \mathbb{R}^{16 \times 4} \), and \( C(t) = I \in \mathbb{R}^{16 \times 16} \). \( w(t) = (w_m(t), w_p(t)) \in \mathbb{R}^4 \) are process noise vectors, where \( w_m(t) \in \mathbb{R}^2 \) and \( w_p(t) \in \mathbb{R}^2 \) are noises to the mobile platform and pendulums, respectively.

Third, the cable-driven mobile platform shown in Figure 3.3 is a planar system, and the kinematic constraints and high stiffness of the cables result in small values for \( \gamma_m \) and \( \beta_m \) to be very small (i.e., close to zero). Also, the pendulums' body-fixed \( X\)-axes are parallel to the \( X\)-axis of frame \( \{O_m\} \) and located in the \( X\)-\( Y\) plane of frame \( \{O_m\} \), which indicates the motions of the pendulums have small impact on the motion in the \( X\)-\( Y\) plane. Hence, one can divide the 16 states (in (3.39)) into two parts: in-plane states \( (x_{\text{inp}} := [p_{mx}, \dot{p}_{mx}, p_{my}, \dot{p}_{my}, \gamma_m, \dot{\gamma}_m]^T \in \mathbb{R}^6) \) and out-of-plane states \( (x_{\text{outp}} := [p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \theta_p1, \dot{\theta}_p1, \theta_p2, \dot{\theta}_p2]^T \in \mathbb{R}^{10}) \). Then, (3.40) can be rearranged as

\[
\begin{bmatrix}
\dot{x}_{\text{inp}}(t) \\
\dot{x}_{\text{outp}}(t)
\end{bmatrix} = A(t) \begin{bmatrix}
x_{\text{inp}}(t) \\
x_{\text{outp}}(t)
\end{bmatrix} + B(t) \begin{bmatrix}
u_{\text{inp}}(t) \\
u_{\text{outp}}(t)
\end{bmatrix} + B(t) \begin{bmatrix}
w_{\text{inp}}(t) \\
w_{\text{outp}}(t)
\end{bmatrix}
\]

(3.41)

where in-plane and out-of-plane control inputs \( u_{\text{inp}} = [T_3, T_4]^T \in \mathbb{R}^2 \), \( u_{\text{outp}} = [\tau_{p1}, \tau_{p2}]^T \in \mathbb{R}^2 \), respectively.

For example, for an equilibrium point \( (x_{\text{inp}} = 0, x_{\text{outp}} = 0, u_{\text{inp}} = [80, 80]^T, u_{\text{outp}} = [0, 0]^T) \), the matrix \( \tilde{A} \) is computed as

\[
\tilde{A} = \begin{bmatrix}
\tilde{A}_{11} & \tilde{A}_{12} \\
\tilde{A}_{21} & \tilde{A}_{22}
\end{bmatrix}
\]

(3.42)
In (3.42), it is clear that both $\bar{A}_{12}$ and $\bar{A}_{21}$ are equal to zero (or very close to zero by using numerical computation); hence, (3.41) can be decoupled into in-plane model and out-of-plane model. A verified example provided in Figure 3.5 shows that the ranks of $\bar{A}_{12}$ and $\bar{A}_{21}$ are always zero (indicating they are zero matrices) in a feasible region \{-0.2 \leq p_{mx} \leq 0.2, -0.1 \leq p_{my} \leq 0.1\}. Furthermore, it can be easily verified that the two subsystems are fully controllable around the equilibrium point using (3.41) and (3.42). The proposed method (in the form of (3.41)) can also be extended to other HCDRs or CDPRs based on their specific configurations. In subsection 3.3.3 and subsection 3.3.4, one can develop the corresponding models, respectively.

### 3.3.3 Model Decoupling: In-Plane Kinematic Constraint Vibration Model

Suppose three in-plane states $p_{mx} = p_{mxr} + \delta p_{mx}, p_{my} = p_{myr} + \delta p_{my}$, and $\gamma_m = \gamma_{mr} + \delta \gamma_m$, where $p_{mxr}, p_{myr}, \gamma_{mr}$ represent reference/nominal states (rigid body motion), and $\delta p_{mx}, \delta p_{my}, \delta \gamma_m$ denote small changes or perturbations (vibration motion). $\gamma_{mx}$ is equal to 0 (equilibrium point) due to the in-plane kinematic constraints. Using the first order Taylor series expansion [52, 53] to derive (3.37b), then the in-plane vibration model is obtained:

$$M_{inp}(q_{inpr})\ddot{\delta q}_{inp} + K_{inp}(q_{inpr}, T_{3opt}, T_{4opt})\delta q_{inp} = B_u(q_{inpr})\begin{bmatrix} \delta T_3 \\ \delta T_4 \end{bmatrix}$$

(3.43)
with $\delta q_{\text{inp}} = [\delta p_{mx}, \delta p_{my}, \delta \gamma_m]^T$, $\delta \dot{q}_{\text{inp}} = [\delta \dot{p}_{mx}, \delta \dot{p}_{my}, \delta \dot{\gamma}_m]^T$, and $B_u(q_{\text{inpr}}) = A_m[1,2,6][3,4]$. $K_{\text{inp}}(q_{\text{inpr}}, T_{3\text{opt}}, T_{4\text{opt}})$ represents the optimal stiffness matrix (computed using (3.37c)). Then, the linearized in-plane vibration model can be described as

$$A_{\text{inp}} = \frac{\partial f(x_{\text{inp}}, u_{\text{inp}})}{\partial x_{\text{inp}}}|_{x_{\text{inp}} = x_{\text{inpr}}, u_{\text{inp}} = u_{\text{inpr}}}, B_{\text{inp}} = \frac{\partial f(x_{\text{inp}}, u_{\text{inp}})}{\partial u_{\text{inp}}}|_{x_{\text{inp}} = x_{\text{inpr}}, u_{\text{inp}} = u_{\text{inpr}}},$$

and $C_{\text{inp}} = I \in \mathbb{R}^{6 \times 6}$ with

$$\delta x_{\text{inp}} = [\delta p_{mx}, \delta \dot{p}_{mx}, \delta p_{my}, \delta \dot{p}_{my}, \delta \gamma_m, \delta \dot{\gamma}_m]^T$$

and $\delta u_{\text{inp}} = [\delta T_3, \delta T_4]^T$.

### 3.3.4 Model Decoupling: Out-of-Plane Underactuated Dynamic Model

The decoupled out-of-plane model can be derived from (3.41) directly. Since two pendulums are used to eliminate undesired out-of-plane moving (e.g., disturbances) and kinematic constraints make the values of the out-of-plane states small, then the simplified state-space model can be obtained around the equilibrium point ($x_{\text{outp}} = 0$), i.e.,

$$A_{\text{outp}} = \frac{\partial f(x_{\text{outp}}, u_{\text{outp}})}{\partial x_{\text{outp}}}|_{x_{\text{outp}} = 0, u_{\text{outp}} = 0}, B_{\text{outp}} = \frac{\partial f(x_{\text{outp}}, u_{\text{outp}})}{\partial u_{\text{outp}}}|_{x_{\text{outp}} = 0, u_{\text{outp}} = 0},$$

and $C_{\text{outp}} = I \in \mathbb{R}^{10 \times 10}$ with $x_{\text{outp}} = [p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}]^T$ and $u_{\text{outp}} = [\tau_{p1}, \tau_{p2}]^T$. The out-of-plane model is an underactuated subsystem since it has a lower number of actuators (two 1-DOF pendulums) than the total DOFs (5 DOFs) of motion.

### 3.4 Out-of-Plane System Modeling

#### 3.4.1 System Setup

The proposed HCDR-3 (shown in Figure 3.6) consists of a mobile platform, two 1-DOF pendulums, a 1-DOF slider, and 12 driven cables, and can realize in-plane motion and out-of-plane motion. The mobile platform and cable arrangements are the same as that of HCDR-2 shown in subsection 3.3.2.

The proposed underactuated mobile manipulator (UMM) (in Figure 3.6), a subsystem of HCDR-3, can only realize out-of-plane motion. Since the motion of the slider mainly affects out-of-plane vibrations, in-plane motion is not considered in this section. The UMM consists of a mobile platform, two pendulums, and a linear slider (with the schematic with frames assignment shown in Figure 3.7). Two pendulums (mounted on the mobile platform and rotates about its body-fixed X-axis) are used to eliminate undesired out-of-plane motion, and the linear slider (with load mass moving along its body-fixed Z-axis)
The proposed underactuated mobile manipulator (UMM) consists of a mobile platform (MP), two pendulums, and a linear slider. The mobile platform is driven by four actuators with 12 cables moving in the $X$-$Y$ plane (i.e., in-plane moving); two pendulums (mounted on the mobile platform and rotates about its body-fixed $X$-axis) are used to eliminate undesired out-of-plane motion; and the linear slider (with load mass and moves along its body-fixed $Z$-axis) is used for operations. The above components constitute HCDR-3.

is used for operations such as pick-and-place. The slider is actuated by a stepper motor and the slider’s actual position $p_s$ is obtained in real-time by an optical encoder mounted on the motor shaft. Meanwhile, the stepper motor is commanded in speed control mode, i.e., the command to the stepper motor is velocity. The UMM (in Figure 3.6) motion for experiments utilizes a Beckhoff Embedded PC (CX2040).

In Figure 3.7, the inertial coordinate frame $O \{x_0, y_0, z_0\}$ is located at the center of the static fixture, coordinate frame $\{O_m\}$ is located at the center of mass (COM) of the mobile platform, and the pendulums’ body-fixed $X$-axes are parallel to the $X$-axis of frame $\{O_m\}$ and located in the $X$-$Y$ plane of frame $\{O_m\}$. The UMM parameters are given in Table 3.5, where $m_m$ and $I_m$ represent the mass and moment of inertia of the mobile platform, respectively. $m_{pk}$ and $I_{pk}$ ($\{\forall k \in \mathbb{N} : 1 \leq k \leq 2\}$) respectively denote the mass and moment of inertia of the pendulums. The sizes of the static fixture (e.g., $l_{fl}$) and
Figure 3.7: The schematic with frames assignment of the actual system in Figure 3.6. (a) The slider (with load mass) is mounted on the mobile platform; (b) zoom-in view of the pendulum; and (c) Y-Z view of the slider.

It is worth mentioning that the proposed UMM is an underactuated system since it has fewer actuators (two 1-DOF pendulums and a 1-DOF slider) than the total DOFs (6 DOFs) of motion.

### 3.4.2 Equations of Motion of the UMM

In Figure 3.7, the inertial coordinate frame \( \{O\} \) is assumed fixed to the base/ground. Coordinate frame \( \{O_m\} \) is located at the center of mass (COM) of the mobile platform. \( p_m := [p_{mx}, p_{my}, p_{mz}]^T \in \mathbb{R}^3 \) represents the position vector of the coordinate frame \( \{O_m\} \).
Table 3.5: Parameters of the UMM

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Values</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l_{1p})</td>
<td>3.160 m</td>
<td>(l_{kh})</td>
<td>1.000 m</td>
</tr>
<tr>
<td>(l_{ld})</td>
<td>0.365 m</td>
<td>(l_{bw})</td>
<td>0.130 m</td>
</tr>
<tr>
<td>(l_{bh})</td>
<td>0.096 m</td>
<td>(g)</td>
<td>9.810 m/s²</td>
</tr>
<tr>
<td>(m_m)</td>
<td>12.200 kg</td>
<td>(I_m)</td>
<td>(\text{diag}([0.1021, 0.167, 0.1251])) kg m²</td>
</tr>
<tr>
<td>(m_{p1}, m_{p2})</td>
<td>0.640 kg</td>
<td>(I_{p1}, I_{p2})</td>
<td>7.012e⁻⁴ kg m²</td>
</tr>
<tr>
<td>(m_s)</td>
<td>2.121 kg</td>
<td>(I_s)</td>
<td>(\text{diag}([0.1258e⁻², 0.3818e⁻², 0.3979e⁻²])) kg m²</td>
</tr>
<tr>
<td>([x_{p01}, y_{p01}, z_{p01}]^T)</td>
<td>([-0.175, -0.100, 0]^T\ m)</td>
<td>([x_{p02}, y_{p02}, z_{p02}]^T)</td>
<td>([0.175, -0.100, 0]^T\ m)</td>
</tr>
<tr>
<td>([x_{pc0k}, y_{pc0k}, z_{pc0k}]^T)</td>
<td>([0, -0.050, 0]^T\ m)</td>
<td>([x_{a0}, y_{a0}, z_{a0}]^T)</td>
<td>([0.0, 0.134, 0]^T\ m)</td>
</tr>
<tr>
<td>(K_z)</td>
<td>1250 N/m</td>
<td>(K_{\alpha_m})</td>
<td>145 N/m/rad</td>
</tr>
<tr>
<td>(K_{\beta_m})</td>
<td>710 N/m/rad</td>
<td>(K_{\gamma_m})</td>
<td>100 N/m/rad</td>
</tr>
<tr>
<td>(B_z)</td>
<td>4 N/s/m</td>
<td>(B_{\alpha_m})</td>
<td>0.1 N m/s/rad</td>
</tr>
<tr>
<td>(B_{\beta_m})</td>
<td>0.01 N m/s/rad</td>
<td>(B_p)</td>
<td>0.014 N m/s/rad</td>
</tr>
<tr>
<td>(B_s)</td>
<td>12.9625 N/s/m</td>
<td>(\mu_{fs})</td>
<td>1.6968e⁻²</td>
</tr>
</tbody>
</table>

*The net mass of the slider and the load mass are equal to 0.778 kg and 1.343 kg, respectively.

with respect to the coordinate frame \(\{O\}\). By assuming the Euler angles \([\alpha_m, \beta_m, \gamma_m]^T \in \mathbb{R}^3\) (the orientations of the mobile platform about \(X-, Y-,\) and \(Z\)-axes, respectively), the rotation matrix (e.g., \(X \rightarrow Y' \rightarrow Z''\) order as below) is computed as

\[
R^m_g = R_x(\alpha_m)R_y(\beta_m)R_z(\gamma_m). \tag{3.44}
\]

The angular velocity \(\omega_m\) of the frame \(\{O_m\}\) is calculated as

\[
\omega_m = [R^m_g]^T[\dot{\alpha}_m, 0, 0]^T + [R^m_{m\beta}]^T[R^m_{m\alpha}]^T[0, \dot{\beta}_m, 0]^T + [R^m_{m\gamma}]^T[0, 0, \dot{\gamma}_m]^T
\]

(3.45)

where rotation matrices \(R^m_{m\alpha} = R_y'(\beta_m)\) and \(R^m_{m\beta} = R_z(\gamma_m)\) calculated from (3.44). \(\dot{\alpha}_m, \dot{\beta}_m,\) and \(\dot{\gamma}_m\) are the time-derivatives of \(\alpha_m, \beta_m,\) and \(\gamma_m,\) respectively. Eqs. (3.44) and (3.45) are obtained using (3.1) and (3.6b), respectively.

Then, the COM (of the links) positions are computed as

\[
p_{pc1} = p_{p1b} + R^m_g R_x(\theta_{p1})[x_{pc01}, y_{pc01}, z_{pc01}]^T
\]

(3.46a)

\[
p_{pc2} = p_{p2b} + R^m_g R_x(\theta_{p2})[x_{pc02}, y_{pc02}, z_{pc02}]^T
\]

(3.46b)

\[
p_{sc} = [p_{mx}, p_{my}, p_{mz}]^T + R^m_g ([x_{a0}, y_{a0}, z_{a0}]^T + [0, 0, p_s]^T) =: p_e
\]

(3.46c)
where the joint position vectors are described as
\[ p_{p_1_0} = [p_{mx}, p_{my}, p_{mz}]^T + R_m^m[x_{p_01}, y_{p_01}, z_{p_01}]^T \]
and
\[ p_{p_2_0} = [p_{mx}, p_{my}, p_{mz}]^T + R_m^y[x_{p_02}, y_{p_02}, z_{p_02}]^T. \]
\( p_e \) denotes the position vector of the slider.

The COM linear velocities and angle velocities (of the links) are calculated as
\[ v_{pc_1} = \dot{p}_{pc_1} \]  
\[ v_{pc_2} = \dot{p}_{pc_2} \]  
\[ v_{sc} = \dot{p}_{sc} \]  
and
\[ \omega_{pc_1} = (R_x(\theta_{p_1}))^T \omega_m + [\dot{\theta}_{p_1}, 0, 0]^T \]  
\[ \omega_{pc_2} = (R_x(\theta_{p_2}))^T \omega_m + [\dot{\theta}_{p_2}, 0, 0]^T \]  
\[ \omega_{sc} = \omega_m \]
where the corresponding parameters are shown in Figure 3.7 and Table 3.5. Substituting (3.46)–(3.48) into (3.49) and (3.50), the total kinetic and gravitational potential energies are calculated as
\[ K_E = \frac{1}{2} m_m [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}] [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}]^T + \frac{1}{2} \omega_m^T I_m \omega_m 
+ \frac{1}{2} \sum_{k=1}^{2} \left\{ m_{pk} v_{pck}^T v_{pck} + \omega_{pck}^T I_{pk} \omega_{pck} \right\} 
+ m_s v_{sc}^T v_{sc} + \omega_{sc}^T I_s \omega_{sc} \]  
(3.49)
and
\[ V_E = m_m g p_{my} + \sum_{k=1}^{2} \left\{ m_{pk} g p_{pck}^T [0, 1, 0]^T \right\} + m_s g p_{sc}^T [0, 1, 0]^T \]  
(3.50)
where \( g \) represents the gravity acceleration.

The Lagrangian \( L_E \) is obtained by substituting (3.49) and (3.50) into (3.19). Then, the generalized force \( \tau_j \) applied to the dynamic system at joint \( j \) to drive link \( j \) can be described as
\[ \tau_j = \left\{ \nabla \left( (\nabla L_{Eq})_j \right) \right\}^T \dot{q} + \left[ \nabla \left( (\nabla L_{Eq})_j \right) \right]^T \ddot{q} 
- (\nabla L_{Eq})_j \}, \quad \forall j \in \mathbb{N} : 1 \leq j \leq 6 \]  
(3.51)
where $\nabla(\cdot)_q$ and $\nabla(\cdot)_{\dot{q}}$ are defined as the gradient vectors of $(\cdot)$ with respect to the vectors $q$ and $\dot{q}$, respectively. (3.51) can also be arranged into a general form:

$$M(q)\ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + F_K + F_B + F_{fri} + \tau_d = \begin{bmatrix} 0 \\ \tau_p \\ \tau_s \end{bmatrix}$$  \hspace{1cm} (3.52)$$

where $q = [p_{mz}, \alpha_m, \beta_m, \theta_{p1}, \theta_{p2}, \theta_s]^T \in \mathbb{R}^6$, $\dot{q} \in \mathbb{R}^6$, and $\ddot{q} \in \mathbb{R}^6$ represent the vector of generalized coordinates, velocities, and accelerations, respectively. $M(q) \in \mathbb{R}^{6 \times 6}$ denotes the combined inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^{6 \times 6}$ represents the combined Coriolis and centripetal matrix, and $G(q) \in \mathbb{R}^6$ denote the gravitational vector, respectively. $\tau_d \in \mathbb{R}^6$, $\tau_p \in \mathbb{R}^2$, and $f_s \in \mathbb{R}$ are bounded disturbances, input torques of the pendulums, and input force of the slider in generalized coordinates, respectively. The elastic force vector is

$$F_K = \begin{bmatrix} K_z p_{mz} \\ K_{\alpha_m} \alpha_m + K_{z\alpha_m} p_{mz} \\ K_{\beta_m} \beta_m \\ 0 \\ 0 \\ 0 \end{bmatrix},$$  \hspace{1cm} (3.53)$$

damping force vector is

$$F_B = \begin{bmatrix} B_z \dot{p}_{mz} \\ B_{\alpha_m} \dot{\alpha}_m + B_p \dot{\theta}_{p1} + B_p \dot{\theta}_{p2} \\ B_{\beta_m} \dot{\beta}_m \\ B_p \dot{\theta}_{p1} \\ B_p \dot{\theta}_{p2} \\ B_s \dot{p}_s \end{bmatrix},$$  \hspace{1cm} (3.54)$$

and friction vector is

$$F_{fri} = [0, 0, 0, 0, 0, \mu_{fs} m_s g \dot{p}_s]^T.$$  \hspace{1cm} (3.55)$$

The parameters $K_z, K_{\alpha_m}, K_{\beta_m}, K_{z\alpha_m}, B_z, B_{\alpha_m}, B_{\beta_m}, B_p, B_s, \mu_{fs}$ (shown in Table 3.5) are defined in subsection 3.4.3.

In (3.52), the command to the slider is force $f_s$, while in the actual system (shown in Figure 3.6), the command to the stepper motor is velocity $v_{stepper}$, so a transfer function $H_s(s)$ of the slider is defined as

$$H_s(s) = \frac{v_{stepper}}{f_s} = \frac{1}{m_s s^2 + (B_s + \mu_{fs} m_s g)s}.$$  \hspace{1cm} (3.56)$$
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Additionally, in comparison with the system modeling in [30], this chapter extends the DOFs of the configuration by introducing a coupled slider on the platform. Consequently, tracking, and vibration- and balance-control problems must be considered (see the below sections, e.g., subsection 3.4.5 and section 4.3), not just vibration control [30]. In Appendix A.3, a scenario analysis about the disturbances \( \tau_d \) (in (3.52)) is conducted.

### 3.4.3 Model Validation

To validate the nonlinear dynamic model (3.52), the following steps are taken:

1. Identification of geometrical and dynamic parameters: The geometrical, mass, and moment of inertia parameters shown in Table 3.5 came from the SolidWorks model (matched the actual system shown in Figure 3.6). After giving impulse torque inputs to the pendulums, the stiffness parameters \( K_z, K_{\alpha_m}, K_{\beta_m} \) are identified using the system natural frequency-based method [30] (i.e., by measuring accelerations (using accelerometer ADXL335 and gyroscope ENC-03R) and then converting them into natural frequencies using the Fast Fourier Transform (FFT)). Stiffness \( K_{z\alpha_m} \) and damping ratios \( B_z, B_{\alpha_m}, B_{\beta_m}, B_p \) are obtained by matching the simulation and experimental responses [30]. Additionally, the slider damping ratio \( B_s \) and friction coefficient \( \mu_{fs} \) are determined by applying an impulse velocity input, i.e., \( B_s \) and \( \mu_{fs} \) are estimated using Trust-Region-Reflective and nonlinear least squares optimization algorithms (in Matlab Optimization Toolbox) [26] based on the simulation and measured experimental position data of the slider.

2. Validation of the model: Using the same impulse input as the previous step, the model validation results are shown in Figure 3.8. In Figure 3.8, although there are some discrepancies between the simulation and experimental responses, the proposed controllers discussed in section 4.3 can effectively handle the uncertainty of dynamics.

### 3.4.4 Linearization

Eq. (3.52) shows the complete nonlinear dynamic model of the UMM. To analyze and implement the model and associated control, (3.52) can be redefined as

\[
\dot{x}(t) = f(t, x(t), u(t)), \quad x(0) = x_0 \in \mathbb{R}^{12}
\]  

(3.57)
where $x := [pmz, \dot{pmz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}, \psi, \dot{\psi}]^T \in \mathbb{R}^{12}$ and $u = [\tau_{p1}, \tau_{p2}, f_s]^T \in \mathbb{R}^3$ represent state and input variables, respectively. $x_0$ is the initial state vector and time $t \geq 0$.

By linearizing (3.57) around the reference/nominal states $x_r$ and control inputs $u_r$, the continuous time state-space representation can be described as

$$\dot{x}(t) = A(t)x(t) + B(t)u(t) + B(t)w(t)$$
$$y(t) = Cx(t), \ x(0) = x_0 \quad (3.58)$$

where the outputs $y(t) \in \mathbb{R}^3$, matrices $A(t) = \frac{\partial f(x,u)}{\partial x} \bigg|_{x=x_r,u=u_r} \in \mathbb{R}^{12 \times 12}$, $B(t) = \frac{\partial f(x,u)}{\partial u} \bigg|_{x=x_r,u=u_r} \in \mathbb{R}^{12 \times 3}$, and $C \in \mathbb{R}^{3 \times 12}$. $w(t) \in \mathbb{R}^3$ is process noise. It is interesting to
track the position \((p_s)\) of the slider and angles \((\theta_{p1}, \theta_{p2})\) of the pendulums (to balance the COM offset of the slider), then

\[
C := \begin{bmatrix} 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, \theta_{p1}, 0, \theta_{p2}, 0, p_{sr}, 0 \end{bmatrix}^T.
\]

Since the reference is not always zero, an augmented system form with integral action is introduced to solve this problem. Define an integral output vector \(z(k+1) = z(k) + (r(k) - y(k))\) and substitute it into the discrete form of (3.58), an augmented state-space representation is described as

\[
\begin{bmatrix} x(k+1) \\ z(k+1) \end{bmatrix} = \begin{bmatrix} A(k) & 0 \\ -C & I \end{bmatrix} \begin{bmatrix} x(k) \\ z(k) \end{bmatrix} + \begin{bmatrix} B(k) \\ 0 \end{bmatrix} u(k)
\]

\[
+ \begin{bmatrix} 0 \\ I \end{bmatrix} r(k) + \begin{bmatrix} B(k) \\ 0 \end{bmatrix} w(k)
\]

\[
y(k) = \begin{bmatrix} C & 0 \end{bmatrix} \begin{bmatrix} x(k) \\ z(k) \end{bmatrix}
\]

(3.59)

where \(r(k) \in \mathbb{R}^3\) denotes the reference vector.

### 3.4.5 Equilibrium Point and Balance Problem

The linearized state-space model (3.58) is applicable around the reference state vector \(x_r\) and control input vector \(u_r\). However, both of them are unknown. To find \(x_r\) and \(u_r\), a typical pick-and-place scenario is considered as below, i.e., the slider (shown in Figure 3.7(c)) moves from the initial position 0 (i.e., \(p_s = 0\)) to a pick/place position \(p_{sr}\) (i.e., \(p_{sr} = p_s \neq 0\)) and stands still at \(p_{sr}\).

The cable-driven mobile platform shown in Figure 3.6 is a planar system, and the kinematic constraints and high stiffness of the cables lead the state variables \(p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m\) having small magnitudes. Meanwhile, the two pendulums are used to eliminate undesired out-of-plane motion (e.g., vibrations) and also to balance the COM offset of the slider (i.e., \(p_s \neq 0\)). When the slider arrives at \(p_{sr}\), the equilibrium point (instead of the reference) \(x_r\) and \(u_r\) are given as

\[
x_r = \lim_{t \to \infty} x = [0, 0, 0, 0, 0, \theta_{p1r}, 0, \theta_{p2r}, 0, p_{sr}, 0]^T \tag{3.60a}
\]

\[
u_r = \lim_{t \to \infty} u = [\tau_{p1r}, \tau_{p2r}, 0]^T \tag{3.60b}
\]

\[
r = \lim_{t \to \infty} y = [\theta_{p1r}, \theta_{p2r}, p_{sr}]^T \tag{3.60c}
\]
where \( \theta_{p1r}, \theta_{p2r}, p_{sr}, \tau_{p1r}, \tau_{p2r} \) are the reference state and input variables of the pendulums.

To simplify computation, let \( \theta_{p1} = \theta_{p2} \). The total moment about the frame \( \{O_m\} \) is equal to zero, i.e.,

\[
\sum M_{O_m} = (K_{\alpha_m} - g(m_s y_{sc0} + 2m_{pk} y_{p0k} + 2m_{pk} y_{pc0k} \\
\cos(\theta_{pk}))\alpha_m - g(m_s p_{sr} + 2m_{pk} y_{pc0k} \\
\sin(\theta_{pk})) = 0.
\] (3.61)

Substituting the corresponding parameters shown in Table 3.5 into (3.61), then

\[
(143.4675 + 0.6278 \cos(\theta_{pk}))\alpha_m - 20.8070 p_{sr} + 0.6278 \sin(\theta_{pk}) = 0.
\] (3.62)

Clearly, \( 0.6278 \cos(\theta_{pk}) \leq 0.6278 \ll 143.4675 \) for an arbitrary angle \( \theta_{pk} \). Using (3.60), one can get \( \lim_{t \to \infty} \alpha_m = 0 \). However, in practice, \( \alpha_m =: \epsilon_{\alpha_m} \) is a small angle. Hence, (3.61) can be simplified as

\[
(K_{\alpha_m} - g(m_s y_{sc0} + 2m_{pk} y_{p0k}))\epsilon_{\alpha_m} - g(m_s p_{sr} \\\n+ 2m_{pk} y_{pc0k} \sin(\theta_{pk})) = 0,
\] (3.63)

then,

\[
\theta_{pkr} = \sin^{-1}\left[\frac{(K_{\alpha_m} - g(m_s y_{sc0} + 2m_{pk} y_{p0k}))\epsilon_{\alpha_m} \\\n- \frac{m_s p_{sr}}{2m_{pk} y_{pc0k}}}{2m_{pk} y_{pc0k}}\right], \quad \theta_{pkr} \in (-\pi/2, \pi/2)
\] (3.64)

with \( \{\forall k \in \mathbb{N} : 1 \leq k \leq 2\} \). (3.64) has two input variables \( (\epsilon_{\alpha_m}, p_{sr}) \) but \( \epsilon_{\alpha_m} \) is unknown and not unique, which results in more than one solution. Here, a simple linear equation is constructed as \( \epsilon_{\alpha_m} = \zeta p_{sr} \), where \( \zeta = 0.004 \) is an evaluated value for experiments. Then, (3.64) is rearranged as

\[
\theta_{pkr} = \sin^{-1}\left[\frac{(\zeta K_{\alpha_m} - \zeta g(m_s y_{sc0} + 2m_{pk} y_{p0k}) - m_s p_{sr})}{2m_{pk} y_{pc0k}}\right]
\] (3.65)

with \( \theta_{pkr} \in (-\pi/2, \pi/2) \). The \( k \)th reference torque of the pendulum is computed as

\[
\tau_{pkr} = -m_{pk} y_{pc0k} (\sin(\theta_{pkr}) + \epsilon_{\alpha_m} \cos(\theta_{pkr})) \\
\approx -m_{pk} y_{pc0k} \sin(\theta_{pkr})
\] (3.66)
where the pendulum’s reference angle $\theta_{pk}$ is obtained using (3.65), $m_{pk}$ and $y_{pc0k}$ denote mass and body-fixed position of the pendulum (shown in Table 3.5), respectively.

An example of the equilibrium point of the pendulums is shown in Figure 3.9 is given to illustrate the results obtained by applying (3.65) and (3.66), where the reference position of the slider is given as $-0.295 \text{ m} \leq p_{sr} \leq 0.295 \text{ m}$.

**3.5 3D Coupled System Modeling**

**3.5.1 System Setup**

This section proposes a new redundant HCDR-4 (shown in Figure 3.10) which consists of a mobile platform, two 1-DOF pendulums, a 3-DOF robot arm, and 12 driven cables. The mobile platform and pendulums are based on the cable-driven platform in [76, 93, 95, 92]. Four actuators are used to drive the cables to move the mobile platform in the $X$-$Y$ plane (i.e., in-plane moving). The mobile platform and cable arrangements are the same as that of HCDR-2 shown in subsection 3.3.2. Meanwhile, some Cartesian coordinate frames are defined as follows: the inertial coordinate frame $O\{x_0, y_0, z_0\}$ is located at the center of the static fixture, coordinate frame $\{O_m\}$ is located at the center of mass (COM) of the mobile platform. In addition, two pendulums (mounted on the mobile platform and rotate about their body-fixed $X$-axes) are used to eliminate undesired out-of-plane moving (e.g., vibrations). The robot arm (with its first, second, and third revolute joints rotating about the body-fixed $Y$-, $Z$-, and $Z$-axes, respectively) is mounted on the mobile platform and used for operations such as pick-and-place.
Figure 3.10: The proposed redundant hybrid cable-driven robot (HCDR-4) consists of a mobile platform, two 1-DOF pendulums, and a 3-DOF robot arm. (a) The overall structure of HCDR-4 and (b) enlarge view of the pendulum.

### 3.5.2 Nonlinear Whole-Body Dynamics

Consider the HCDR-4 shown in Figure 3.10 and define $p_m := [p_{mx}, p_{my}, p_{mz}]^T \in \mathbb{R}^3$ as the position vector of the coordinate frame $\{O_m\}$ with respect to the coordinate frame $\{O\}$ and $[\alpha_m, \beta_m, \gamma_m]^T \in \mathbb{R}^3$ (the orientations of the mobile platform about $X$-, $Y$-, and $Z$-axes, respectively) as the vector of Euler angles. $[\theta_{p1}, \theta_{p2}]^T \in \mathbb{R}^2$ and $[\theta_{a1}, \theta_{a2}, \theta_{a3}]^T \in \mathbb{R}^3$ represent the rotation angles of two 1-DOF pendulums and the 3-DOF robot arm, respectively. Other HCDR-4 parameters used for system modeling are shown in Table 3.6, where $m_m$ and $I_m$ represent the mass and moment of inertia of the mobile platform, respectively. $m_{pk}$ and $I_{pk}$ ($\{\forall \ k \in \mathbb{N} : 1 \leq k \leq 2\}$) respectively denote the mass and moment of inertia of the pendulums. The sizes of the static fixture (e.g., $l_{fl}$) and mobile platform (e.g., $l_{bd}$), body-fixed positions (e.g., $[x_{p0k}, y_{p0k}, z_{p0k}]^T$, $[x_{pc0k}, y_{pc0k}, z_{pc0k}]^T$, $\{\forall \ k \in \mathbb{N} : 1 \leq k \leq 2\}$, etc.).
Table 3.6: HCDR-4 Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Values</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{fl}$</td>
<td>3.160 m</td>
<td>$l_{fh}$</td>
<td>1.000 m</td>
</tr>
<tr>
<td>$l_{bd}$</td>
<td>0.365 m</td>
<td>$l_{bw}$</td>
<td>0.130 m</td>
</tr>
<tr>
<td>$l_{bh}$</td>
<td>0.096 m</td>
<td>$l_{m}$</td>
<td>$[0, 0.048, 0]^T$ m</td>
</tr>
<tr>
<td>$m_{m}$</td>
<td>12.200 kg</td>
<td>$I_{m}$</td>
<td>$\text{diag}([0.1021, 0.167, 0.1251])$ kg m$^2$</td>
</tr>
<tr>
<td>$m_{p1}, m_{p2}$</td>
<td>0.640 kg</td>
<td>$I_{p1}, I_{p2}$</td>
<td>7.012e$^{-4}$ kg m$^2$</td>
</tr>
<tr>
<td>$[x_{p01}, y_{p01}, z_{p01}]^T$</td>
<td>$[-0.175, -0.100, 0]^T$ m</td>
<td>$[x_{p02}, y_{p02}, z_{p02}]^T$</td>
<td>$[0.175, -0.100, 0]^T$ m</td>
</tr>
<tr>
<td>$[x_{p01}, y_{p01}, z_{p01}]^T$</td>
<td>$[0, -0.050, 0]^T$ m</td>
<td>$[x_{p02}, y_{p02}, z_{p02}]^T$</td>
<td>$[0, -0.050, 0]^T$ m</td>
</tr>
<tr>
<td>$m_{a1}$</td>
<td>0.300 kg</td>
<td>$I_{a1}$</td>
<td>$\text{diag}([6.76e^{-5}, 6.76e^{-5}, 6.76e^{-5}])$ kg m$^2$</td>
</tr>
<tr>
<td>$m_{a2}, m_{a3}$</td>
<td>0.300 kg</td>
<td>$I_{a2}, I_{a3}$</td>
<td>$\text{diag}([1.70e^{-3}, 1.70e^{-3}, 1.70e^{-3}])$ kg m$^2$</td>
</tr>
<tr>
<td>$[x_{a01}, y_{a01}, z_{a01}]^T$</td>
<td>$[0, 0.026, 0]^T$ m</td>
<td>$[x_{a01}, y_{a01}, z_{a01}]^T$</td>
<td>$[0, 0.013, 0]^T$ m</td>
</tr>
<tr>
<td>$[x_{a02}, y_{a02}, z_{a02}]^T$</td>
<td>$[0, 0.130, 0]^T$ m</td>
<td>$[x_{a02}, y_{a02}, z_{a02}]^T$</td>
<td>$[0, 0.065, 0]^T$ m</td>
</tr>
<tr>
<td>$[x_{a03}, y_{a03}, z_{a03}]^T$</td>
<td>$[0, 0.130, 0]^T$ m</td>
<td>$[x_{a03}, y_{a03}, z_{a03}]^T$</td>
<td>$[0, 0.065, 0]^T$ m</td>
</tr>
<tr>
<td>$[x_{a0}, y_{a0}, z_{a0}]^T$</td>
<td>$[0, 0.048, 0]^T$ m</td>
<td>$EA_1, EA_2$</td>
<td>24900 N</td>
</tr>
<tr>
<td>$T_{34\max}$</td>
<td>80 N</td>
<td>$g$</td>
<td>9.810 m/s$^2$</td>
</tr>
</tbody>
</table>

$[x_{a0j}, y_{a0j}, z_{a0j}]^T$, $[x_{a0j}, y_{a0j}, z_{a0j}]^T$, $\{\forall j \in \mathbb{N} : 1 \leq j \leq 3\}$, etc. are also given in Table 3.6. Then, the total kinetic and potential energies are computed as

\[
K_E = \frac{1}{2} m_{m} [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}] [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}]^T + \frac{1}{2} \omega_m^T I_m \omega_m \\
+ \frac{1}{2} \sum_{k=1}^{2} \left\{ m_{pk} v_{pkc}^T I_{pk} + \omega_{pkc}^T I_{pk} \omega_{pkc} \right\} \\
+ \frac{1}{2} \sum_{j=1}^{3} \left\{ m_{aj} v_{acj}^T I_{acj} + \omega_{acj}^T I_{acj} \omega_{acj} \right\} 
\]

(3.67)

and

\[
V_E = m_{m} g p_{my} + \sum_{k=1}^{2} \left\{ m_{pk} g p_{pkc}^T [0, 1, 0]^T \right\} \\
+ \sum_{j=1}^{3} \left\{ m_{aj} g p_{acj}^T [0, 1, 0]^T \right\} \\
+ \frac{1}{2} (L - L_0)^T K_c (L - L_0)
\]

(3.68)
where the term \( \frac{1}{2}(L - L_0)^T K_c (L - L_0) \) denotes the cable elastic potential energy. Details on how other terms in (3.67) and (3.68) are calculated are provided in Appendix A.4.

The Lagrangian equation is obtained by substituting (3.67) and (3.68) into \( L_E = K_E - V_E \). Then, the equations of motion of the HCDR-4 can be derived from \( L_E \) and arranged as

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + \tau_d = \begin{bmatrix} \tau_m \\ \tau_p \\ \tau_a \end{bmatrix} = \begin{bmatrix} A_m T \\ \tau_p \\ \tau_a \end{bmatrix} \tag{3.69}
\]

where \( q = [p_{mx}, p_{my}, \alpha_m, \beta_m, \gamma_m, \theta_{p1}, \theta_{p2}, \theta_{a1}, \theta_{a2}, \theta_{a3}]^T \in \mathbb{R}^{11} \), \( \dot{q} = \mathbb{R}^{11} \), and \( \ddot{q} = \mathbb{R}^{11} \) represent the vectors of generalized coordinates, velocities, and accelerations, respectively. \( M(q) \in \mathbb{R}^{11 \times 11} \) denotes the combined inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{11 \times 11} \) represents the combined Coriolis and centripetal matrix, and \( G(q) \in \mathbb{R}^{11} \) denote the gravitational vector, respectively. \( \tau_d \in \mathbb{R}^{11} \), \( \tau_m \in \mathbb{R}^6 \), and \( \tau_p \in \mathbb{R}^2 \) are unknown bounded disturbances, forces/torques of the mobile platform, and forces/torques of the pendulums in the generalized coordinates, respectively. \( A_m \in \mathbb{R}^{6 \times 12} \) and \( T \in \mathbb{R}^{12} \) represent the structure matrix and cable tensions, respectively. \( A_m \) can be computed using (3.36). In \( A_m \), the rotation matrix \( R^m \) and the \( i \)th unit cable-length vector \( \hat{L}_i \) are provided in Appendix A.4.

### 3.5.3 Model Reduction

Eq. (3.69) provides the complete nonlinear dynamic model with the 6-DOF mobile platform driven by 12 cables. One can simplify this model by considering the kinematic constraints of the HCDR-4 (shown in subsection 3.5.1). The mobile platform is actuated in the \( X-Y \) plane (in-plane motion) with the nominal angle \( \gamma_m \) is equal to zero. The twelve cable-driven platform is equivalent to a four cable-driven platform [92], i.e., by given \( L_{01}, L_{02}, T_3, \) and \( T_4 \), where \( L_{01} \) (driven by actuator 1) denotes unstretched cable lengths 5, 6, 11, and 12; \( L_{02} \) (driven by actuator 2) represents unstretched cable lengths 1, 2, 7, and 8; \( T_3 \) (driven by actuator 3) represents cable tensions 4 and 10; and \( T_4 \) (driven by actuator 4) denotes cable tensions 3 and 9. These cables are labeled in Figure 3.10. The inputs to the whole system are defined as \( [L_{01}, L_{02}, T_3, T_4, \tau_{p1}, \tau_{p2}, \tau_{a1}, \tau_{a2}, \tau_{a3}]^T \in \mathbb{R}^9 \) with \( \tau_p = [\tau_{p1}, \tau_{p2}]^T \in \mathbb{R}^2 \) denoting input torques of the two pendulums and \( \tau_a = [\tau_{a1}, \tau_{a2}, \tau_{a3}]^T \in \mathbb{R}^3 \) representing input torques of the 3-DOF robot arm.

Additionally, in (3.69), the redundancy resolution problem (i.e., \( \tau_m = A_m T \)) resulting from multi-cables can be solved as follows: since the equivalent four-cable planar CDPR has one DOR, then \( A_m \) (equals \( A_m[1,2,6][6,1,4,3] \) in (3.69)) is redefined as a new \( 3 \times 4 \) matrix.
One can restrict one of lower cable tensions \( T_i \) (for \( i = 3, 4 \)) to the maximum allowable value \( T_{34\text{max}} \). In this case, the redundancy resolution and optimal cable tensions \( T_{\text{opt}} \) are computed as

\[
T_{\text{opt}} = \begin{cases} 
\begin{bmatrix} \Gamma_1, \Gamma_2, T_{34\text{max}}, \Gamma_3 \end{bmatrix}^T & \text{if } \Gamma_3 \geq T_{34\text{max}}, \\
\begin{bmatrix} \Gamma_1, \Gamma_2, \Gamma_3, T_{34\text{max}} \end{bmatrix}^T & \text{otherwise},
\end{cases}
\]

(3.70a)

\[
\tau_{m[1,2,6]} = A_m \begin{bmatrix} T_{1\text{opt}} \\
T_{2\text{opt}} \\
T_3 \\
T_4 \end{bmatrix} = A_m \begin{bmatrix} \frac{E A_1}{L_01} (L_1 - L_{01}) \\
\frac{E A_2}{L_02} (L_2 - L_{02}) \\
T_{3\text{opt}} + \delta T_3 \\
T_{4\text{opt}} + \delta T_4 \end{bmatrix},
\]

(3.70b)

\[
L_{01} = \frac{E A_1 L_1}{E A_1 + T_{1\text{opt}}}, \quad L_{02} = \frac{E A_2 L_2}{E A_2 + T_{2\text{opt}}},
\]

(3.70c)

where

\[
\Gamma = (\bar{A}_{m1})^{-1} \begin{bmatrix} 0, (m_m + m_{p1} + m_{p2} + m_{a1} + m_{a2} + m_{a3})g, 0 \end{bmatrix}^T - A_{m3} T_{34\text{max}}),
\]

(3.71a)

\[
A_{m1} = [A_{m1}, A_{m2}, A_{m3}, A_{m4}], \quad \bar{A}_{m3} = [A_{m1}, A_{m2}, A_{m4}], \quad \bar{A}_{m4} = [A_{m1}, A_{m2}, A_{m3}],
\]

(3.71b)

\( A_{m1} \in \mathbb{R}^3, \) and \( \bar{A}_{mi} \in \mathbb{R}^{3\times3}. \) \( T_{34\text{max}} \) represents the maximum allowable tensions of lower cables (shown in Table 3.6). \( E A_1 \) and \( E A_2 \) are the product of the elastic modulus and cross-sectional area of the upper two cables (shown in Table 3.6). In comparison to [93], (3.70) provides a simpler and more effective method. Moreover, \( \delta T_3, \delta T_4 \) are control inputs of the CDPR denoting changes of lower cable tensions, and the control inputs of the HCDR-4 are defined as \( u = [\delta T_3, \delta T_4, \tau_{p1}, \tau_{p2}, \tau_{a1}, \tau_{a2}, \tau_{a3}]^T \in \mathbb{R}^7. \) Eqs. (3.69) and (3.70) provide the complete equations of motion of the HCDR-4.

### 3.6 Summary

In this chapter, first, a generalized HCDR is proposed. For the proposed HCDR, the system motion model is developed. The proposed dynamic modeling approach avoids the drawback of traditional methods, and can be easily extended to other types of hybrid robots by changing structure matrix \( A_m \) in (3.5) based on the desired configurations.

In addition, for the configuration of HCDR-2, whole-body model and decoupled model are developed, and the latter is derived from the former for control design and experiments.

Unlike the system modeling in [30], the proposed modeling extends the system configuration by introducing a coupled slider to achieve out-of-plane manipulation tasks. To
develop the complete system dynamics, equations of motion of the UMM are derived, disturbance analysis is investigated, and model validation is carried out. A simple but effective strategy is also developed to solve the equilibrium point and balance problem.

Finally, for HCDR-4, nonlinear whole-body dynamics of the HCDR and model reduction are developed. Redundancy resolution and disturbance rejection via torque optimization will be studied in Chapter 4.
Chapter 4

Control Design, Optimization, and Case Studies

In this chapter, different control methods and optimization problems will be studied based on the system models in Chapter 3, and the results will also be evaluated using case studies.

To begin with, in section 4.1, to study the vibration control and trajectory tracking using different control methods, the proposed HCDR-1 is used since it is easier for control design. In this case, the objective is to develop effective control schemes to minimize vibration and improve the accuracy of the end-effector, i.e., the position-holding performance of the CDPR and the position accuracy performance of the end-effector relative to its reference trajectory. Three control structures are proposed: independent control, integrated control-I, and integrated control-II (fully integrated control). The control performance is evaluated using case studies. The results show that the integrated control-II (only using MPC) has better tracking performance than that of integrated control-I and independent control.

In section 4.2, MPC (an extension of the integrated control-II shown in section 4.1) and state estimation will be proposed for decoupled HCDRs in experiments. In this case, HCDR-2 is utilized to solve vibration control and regression problems. Additionally, the motivation of choosing an MPC-based controller is summarized as follows: some existed control techniques may be available for HCDRs, such as PID [76, 49, 56], SMC [30], linear parameter-varying (LPV) [53]. However, to the best of the author’s knowledge, there are few studies using MPC, which can handle optimal control problems while satisfying constraints.

In section 4.2, the model decoupling (i.e., in-plane and out-of-plane subsystems) based
on the existed platform \cite{76, 93}, in-plane vibration, and regression problems are studied using MPC. However, due to the limits of HCDR-2 (e.g., to achieve out-of-plane manipulation tasks) and the disadvantages of MPC (e.g., requiring an accurate enough dynamics model), in section 4.3, two practical control methods (MPC with integral action and MPC+PI with integral action) are proposed to handle vibration control and trajectory tracking problems based on the new system (shown in Figure 3.6). Since the motion of the slider mainly affects out-of-plane vibrations, then in-plane movements are not considered in this section. The proposed subsystem—UMM (shown in Figure 3.6) consists of a mobile platform, two pendulums, and a linear slider. Meanwhile, in section 4.3, the control goal based on the UMM is motivated by the need to minimize the vibrations and increase the position accuracy of the end-effector. Compared to other controllers, e.g., MPC with changes of input \cite{48}, the proposed controllers are easier to implement in practice.

Finally, in section 4.4, redundancy resolution and disturbance rejection via torque optimization (based on HCDR-4, a more complicated 3D coupled system) will be studied.

### 4.1 Vibration Control and Trajectory Tracking Using Multi Control Methods

For the configuration of the HCDR-1 shown in section 3.2, the eight upper cables, four lower cables, and robot arm are based on position control, force control, and torque control, respectively, i.e., their corresponding inputs are positions (cable lengths), forces, and joint torques. Furthermore, the flexible cables reduce the overall stiffness of the robot, so vibrations become a serious problem for precise control \cite{18}. Another major problem is maintaining cable tensions to keep the desired stiffness of the robot, as mentioned above. In addition, since the driven cables are flexible, the position of the mobile platform or actual cable lengths cannot be computed directly from the measurements of encoders (embedded in the corresponding driven actuators). However, the upper unstretched (i.e., nominal) cable lengths ($L_{01}$ and $L_{02}$ in (3.33)) can be obtained using (3.33) when the reference trajectory $r(t) = x_r$ is given. Then, one can readjust lower cable tensions using (3.32). Hence, tracking the reference trajectory as well as optimizing the lower cable tensions to satisfy the required stiffness of the HCDR-1 should be included in control design.

Based on the above analysis, the proposed control structures of the HCDR-1 are shown in Figure 4.1(a-c). Additionally, because of the kinematic constraints, system (3.34) is fully controllable in $x_0z_0$ plane. The states and control inputs are simplified for the proposed vibration control.
Figure 4.1: Three types of control architecture based on HCDR-1. (a) Independent control with the CDPR and the robot arm are decoupled; (b) integrated control-I with the CDPR and the robot arm are coupled; and (c) integrated control-II with the CDPR and the robot arm are coupled.
4.1.1 Independent Control

For the independent plant (i.e., the Independent Arm & CDPR block diagram shown in Figure 4.1(a)), it includes two independent subsystems: the flexible CDPR and the rigid robot arm. There is no coupled forces/torques between them. In this case, the dynamic model of the CDPR can be developed using (3.9) or by replacing (3.17) and (3.18) with

\[
K_E = \frac{1}{2} m \begin{bmatrix}
\dot{p}_{mx}, & \dot{p}_{my}, & \dot{p}_{mz}
\end{bmatrix}^T + \frac{1}{2} \omega_m I_m \omega_m \text{ and } V_E = m_g p_m z + \frac{1}{2} (L - L_0)^T K_c (L - L_0),
\]

respectively. The dynamic equations of the robot arm are derived by replacing (3.17) and (3.18) with

\[
K_E = \frac{1}{2} \sum_{k=0}^{3} \left\{ m_{ak} v_{ack}^T v_{ack} + \omega_{ack}^T \omega_{ack} \right\} \text{ and } V_E = \sum_{k=0}^{3} \left\{ m_{ak} g p_{ack}^T [0, 0, 1]^T \right\},
\]

respectively. By substituting the new (3.17) and (3.18) into (3.19), the independent nonlinear dynamic equations of the CDPR and robot arm can be derived (in forms of (3.22) and (3.23)). The LTV model of the CDPR is expressed in form of (3.34). The block diagram \( S \) is used to select elements from input vector. It can be described as

\[
\begin{bmatrix}
x_m \\
x_a
\end{bmatrix} = \begin{bmatrix}
I_{6\times6} & 0_{6\times4} \\
0_{4\times6} & I_{4\times4}
\end{bmatrix} \begin{bmatrix}
x \\
x
\end{bmatrix}
\text{ (4.1)}
\]

where \( I \) represents the identity matrix. \( x, x_m, \) and \( x_a \) denote the state vectors of the whole system, CDPR, and robot arm, respectively. In (4.1), \( x, x_m, \) and \( x_a \) can be replaced with reference state vectors \( x_r, x_{mr}, \) and \( x_{ar}, \) respectively.

When the reference trajectory \( r(t) = x_r \) is given (in Figure 4.1(a)), Algorithm 1 is implemented to compute the optimal cable tensions \( T_{3_{opt}} \) and \( T_{4_{opt}} \). By substituting \( T_{3_{opt}} \) and \( T_{4_{opt}} \) into (3.8), the upper unstretched cable lengths \( L_{01} \) and \( L_{02} \) are also calculated. A stiffness optimization example using Algorithm 1 is shown in Figure 4.2. Figure 4.2(a) shows that increasing \( T_3 \) and \( T_4 \) will rise up \( J_K \) (in Figure 4.2(b)). The corresponding eigenvalues of stiffness matrix \( K \) (in 4.2(c)) are always positive. Because of the constraints in (3.32), the maximum of \( J_K \) corresponds to the optimal values of \( T_3 \) and \( T_4 \), i.e., \( T_{3_{opt}} \) and \( T_{4_{opt}} \), respectively.

Based on the computed values above (in this section), the proposed control approaches are then utilized to stabilize the system around its reference trajectories. For the independent control, Model Predictive Control (MPC) and Proportional-Integral-Derivative (PID) based control schemes are designed. The former is used to control the lower cable tensions \( u_m(T_3, T_4) \), the latter is utilized to control the arm joint torques to minimize joint position errors. The main reason for using MPC-based controllers (see Figure 4.1) is that they can handle optimal control problems as well as satisfying constraints.
Algorithm 1 Computation of the optimal cable tensions $T_{3\text{opt}}$ and $T_{4\text{opt}}$

**Input:** Reference trajectory $r(t) = x_r$.

**Output:** Optimal cable tensions $T_{3\text{opt}}$ and $T_{4\text{opt}}$.

1. Given $r(t)$ and calculate the nominal matrix $A_{mr}$ and torque $(A_mT)_r$ by using (3.5) and (3.32b), respectively;
2. Given the stiffness weighting matrix $H_\lambda$ (e.g., in all the case studies in this chapter, $H_\lambda$ is equal to the identity matrix $I$) and solve (3.32a) (which also subjects to (3.32c) and (3.32d)), then the optimal stiffness $K(\lambda)_{\text{opt}}$ and variable $\lambda_{\text{opt}}$ are obtained;
3. Resubstitute $K(\lambda)_{\text{opt}}$, $\lambda_{\text{opt}}$, $A_{mr}$, and $(A_mT)_r$ into (3.32c), the optimal cable tensions $T_{3\text{opt}}$ and $T_{4\text{opt}}$ are computed;
4. **Return** $T_{3\text{opt}}$ and $T_{4\text{opt}}$.

1) MPC Control Design (depicted as the MPC control block diagram in Figure 4.1(a)):

As an optimization based control approach, the MPC cost function with constraints is defined below to minimize the vibration of the mobile platform:

$$
\min \sum_{k=0}^{N_p-1} \left(e_{x_m}(k)^T Q_p e_{x_m}(k) + e_{u_m}(k)^T R_p e_{u_m}(k) \right) + e_{x_m}(N_p)^T P_p e_{x_m}(N_p)
$$

s. t.  

$$
\delta x_m(k+1)_{6\times1} = A(k)_{6\times6} \delta x_m(k)_{6\times1} + B(k)_{6\times2} \delta u_m(k)_{2\times1} + B(k)_{6\times2} u_m(k)_{2\times1}
$$

$$
\delta y_m(k)_{6\times1} = C(k)_{6\times6} \delta x_m(k)_{6\times1}
$$

$$
\delta x_m(k)_{6\times1} = x_m(k)_{6\times1} - x_m(k-1)_{6\times1}
$$

$$
\delta u_m(k)_{2\times1} = u_m(k)_{2\times1} - u_m(k-1)_{2\times1}
$$

$$
\delta y_m(k)_{6\times1} = y_m(k)_{6\times1} - y_m(k-1)_{6\times1}
$$

$$
e_{x_m}(k)_{6\times1} = x_{mr}(k)_{6\times1} - x_m(k)_{6\times1}
$$

$$
e_{u_m}(k)_{2\times1} = u_{mr}(k)_{2\times1} - u_m(k)_{2\times1}
$$

$$
\delta x_{mL}(k)_{6\times1} \leq \delta x_m(k)_{6\times1} \leq \delta x_{mU}(k)_{6\times1}
$$

$$
\delta u_{mL}(k)_{2\times1} \leq \delta u_m(k)_{2\times1} \leq \delta u_{mU}(k)_{2\times1}
$$

where the state-space model in (4.2) represents the independent CDPR. The error vector between the reference trajectory $x_{mr}$ and actual states $x_m$ is defined as

$$
e_{x_m} = x_{mr} - x_m = [p_{mx}, \dot{p}_{mx}, p_{mz}, \dot{p}_{mz}, \beta_{mr}, \dot{\beta}_{mr}]^T - [p_{mx}, \dot{p}_{mx}, p_{mz}, \dot{p}_{mz}, \beta_m, \dot{\beta}_m]^T.
$$

(4.3)
Figure 4.2: An stiffness optimization example using Algorithm 1, where the mobile platform is stationary (i.e., position-holding at $[p_{mx}, p_{mz}]^T = [0, 0]^T$) and the upper unstretched cable lengths are equal to $L_{01} = L_{02} = 1.005$ m. (a) $X$-$Y$ view, (b) 3D view, and (c) eigenvalues of the stiffness matrix $K$.

The error vector between the reference inputs $u_{mr}$ and actual inputs $u_m$ is defined as

$$e_{um} = u_{mr} - u_m = [T_{3opt}, T_{4opt}]_{2\times1} - [T_3, T_4]_{2\times1}. \quad (4.4)$$

$\delta x_{mL}$ and $\delta x_{mU}$ denote the lower bound and upper bound of the states $\delta x_m$, respectively. $\delta u_L$ and $\delta u_U$ represent the lower bound and upper bound of the control inputs $\delta u$, respectively. $R_p \in \mathbb{R}^{2\times2} (R_p = R_p^T > 0)$, $Q_p \in \mathbb{R}^{6\times6} (Q_p = Q_p^T \geq 0)$, and $P_p \in \mathbb{R}^{6\times6} (P_p = P_p^T \geq 0)$ are input, state, and terminal weighting matrices, respectively.

As an advanced control technique, MPC utilizes the state-space model in (4.2) to predict the systems behavior in the future, i.e., by minimizing the cost function (as well as handling constraints) to find the optimal control action. To carry out the MPC in (4.2),
parameters (see Table 4.1 in subsubsection 4.1.4.1 for case studies) such as sampling time $T_s$, predictive horizon $N_p$, control horizon $N_c$, input weighting matrix $R_p$, state weighting matrix $Q_p$, terminal weighting matrix $P_p$, lower bound $\delta x_{mL}$, upper bound $\delta u_{mU}$, lower bound $\delta u_{mL}$, and upper bound $\delta u_{mU}$ must be considered. Additionally, some key guidelines can help tuning MPC parameters such as set smaller $N_p$ and $N_c \leq N_p$.

2) PID Control Design (shown in Figure 4.1(a)): For the mounted arm, the PID controller is designed as

$$u_a(\tau_{a2}, \tau_{a3}) = K_p[\theta_{a2r}(t) - \theta_{a2}(t), \theta_{a3r}(t) - \theta_{a3}(t)]^T + K_i \int_0^t [\theta_{a2r}(t) - \theta_{a2}(t), \theta_{a3r}(t) - \theta_{a3}(t)]^T dt + K_d[\dot{\theta}_{a2r}(t) - \dot{\theta}_{a2}(t), \dot{\theta}_{a3r}(t) - \dot{\theta}_{a3}(t)]^T$$

(4.5)

where $K_p$, $K_i$, and $K_d$ are the proportional, integral, and derivative terms, respectively. $\theta_{a2r}$ and $\theta_{a3r}$ denote the reference angles of joint 2 and 3, respectively. $\theta_{a2}$ and $\theta_{a3}$ represent the actual angles of joint 2 and 3, respectively. $u_a(\tau_{a2}, \tau_{a3})_{2 \times 1}$ denotes the control inputs to the robot arm.

4.1.2 Integrated Control-I

Regarding the integrated control-I, it is also based on hybrid MPC and PID controllers (shown in Figure 4.1(b)). In this case, a coupled plant (the HCDR-1 block diagram in Figure 4.1(b)) is adopted, i.e., the nonlinear model (3.33). The corresponding LTV representation of the CDPR is obtained by linearizing (3.33) around the reference states $x_{mr}$ and inputs $u_{mr}$, which is used for MPC design (in the form of (4.2)) to damp vibrations. Meanwhile, the PID control design for the robot arm is expressed as (4.5).

Additionally, the implementation of integrated control-I is the same as the independent control (in subsection 4.1.1): when the reference trajectory $r(t)$ is given, the optimal cable tensions $T_{3opt}$ and $T_{4opt}$ and the upper unstretched cable lengths $L_{01}$ and $L_{02}$ are computed. By inputting these values and the outputs of MPC and PID into HCDR-1 to minimize vibration and improve the accuracy of the end-effector.

4.1.3 Integrated Control-II (Fully Integrated Control)

Integrated control-II is defined as a fully integrated control, which is only based on MPC (shown in Figure 4.1(c)). In this case, the coupled plant (the HCDR-1 block diagram in
Figure 4.1(c) is the same as the one shown in Figure 4.1(b), but the corresponding LTV model is extended to all the states and inputs, i.e., in terms of (3.34).

The integrated control-II is designed to control lower cable tensions and the arm joint torques simultaneously to minimize the vibration of the overall system. Then, the MPC cost function with constraints is redefined as

\[
\begin{align*}
\min_{k=0}^{N_p-1} & \quad (e_x(k)^TQ_pe_x(k) + e_u(k)^TR_pe_u(k)) \\
& + e_x(N_p)^TP_pe_x(N_p) \\
\text{s. t.} & \quad \delta x(k+1)_{10\times1} = A(k)_{10\times10}\delta x(k)_{10\times1} \\
& + B(k)_{10\times4}\delta u(k)_{4\times1} + B(k)_{10\times4}w(k)_{4\times1} \\
& \quad \delta y(k)_{10\times1} = C(k)_{10\times10}\delta x(k)_{10\times1} \\
& \quad \delta x(k)_{10\times1} = x(k)_{10\times1} - x(k-1)_{10\times1} \\
& \quad \delta u(k)_{4\times1} = u(k)_{4\times1} - u(k-1)_{4\times1} \\
& \quad \delta y(k)_{10\times1} = y(k)_{10\times1} - y(k-1)_{10\times1} \\
& \quad e_x(k)_{10\times1} = r_x(k)_{10\times1} - x(k)_{10\times1} \\
& \quad e_u(k)_{4\times1} = r_u(k)_{4\times1} - u(k)_{4\times1} \\
& \quad \delta x_L(k)_{10\times1} \leq \delta x(k)_{10\times1} \leq \delta x_U(k)_{10\times1} \\
& \quad \delta u_L(k)_{4\times1} \leq \delta u(k)_{4\times1} \leq \delta u_U(k)_{4\times1}
\end{align*}
\]

where the error vector between the reference trajectory \( x_r \) and actual states \( x \) is described as

\[
e_x = x_r - x = [p_{mxr}, \dot{p}_{mxr}, p_{mzx}, \dot{p}_{mzx}, \beta_{mr}, \dot{\beta}_{mr}, \theta_{a2r}, \dot{\theta}_{a2r}, \theta_{a3r}, \dot{\theta}_{a3r}]_{10\times1}^T
\]

\[
- [p_{mx}, \dot{p}_{mx}, p_{mzx}, \dot{p}_{mzx}, \beta_m, \dot{\beta}_m, \theta_a, \dot{\theta}_a, \theta_{a3}, \dot{\theta}_{a3}]_{10\times1}^T,
\]

and the error vector between the reference inputs \( u_r \) and actual inputs \( u \) is expressed as

\[
e_u = u_r - u = [T_{3opt}, T_{4opt}, \tau_{a2r}, \tau_{a3r}]_{4\times1}^T - [T_3, T_4, \tau_{a2}, \tau_{a3}]_{4\times1}^T.
\]

Compared to (4.2), other variables (e.g., \( \delta x_L, \delta x_U, \delta u_L, \delta u_U, R_p, Q_p, \) and \( P_p \)) are extended to higher dimensions. \( R_p \in \mathbb{R}^{4\times4} \) (\( R_p = R_p^T \succeq 0 \)), \( Q_p \in \mathbb{R}^{10\times10} \) (\( Q_p = Q_p^T \succeq 0 \)), and \( P_p \in \mathbb{R}^{10\times10} \) (\( P_p = P_p^T \succeq 0 \)).

Moreover, when the reference trajectory \( r(t) \) is given, the nominal variables \( T_{3opt}, T_{4opt}, L_{01}, L_{02}, \tau_{a2r}, \) and \( \tau_{a3r} \) are computed the same as integrated control-I (in subsection 4.1.2).
Theoretically, when the same goal and conditions are given, the higher integrated control techniques (e.g., the integrated control-II in subsection 4.1.3) are easier to lead to better performance, since the control performance indices are more guaranteed by balancing control gains, e.g., using the cost function in (4.6).

Additionally, the block diagrams (in Figure 4.1) of Inverse Dynamics, Redundant Resolution & Stiffness Optimization, Independent Arm & CDPR (or HCDR-1), PID, and MPC mainly correspond to (3.32b), Algorithm 1, (3.33), (4.5), and (4.2) (or (4.6)), respectively. In the next section, case studies will be proposed to evaluate the control performance.

4.1.4 Simulation Results

4.1.4.1 Case Study–Comparison of Three Control Structures

To evaluate the performance of the above three control strategies, many case studies can be implemented, e.g., applying different trajectories to the mobile platform and robot arm. However, when the robot arm moves, it generates reaction forces which result in vibration of the mobile platform even when the desired position of the mobile plat-
form is to remain unchanged. This case is quite important in pick-and-place applications. To illustrate the position-holding performance of the CDPR and the position accuracy performance of the end-effector relative to its reference trajectory, reference points \( r(t) = x_r = [p_{mxr}, p_{mzr}, p_{mxr}, \beta_{mr}, \beta_{a2r}, \beta_{a2r}, \beta_{a3r}, \dot{\beta}_{a3r}]^T \) are given as \( r_0 = r_A \rightarrow r_B = r_C \rightarrow r_{end} \). Then, the corresponding multi segment curves are generated: from the start point \( \rightarrow \) point A \( \rightarrow \) point B \( \rightarrow \) point C \( \rightarrow \) the end point as shown in Figure 4.3.

Furthermore, the control performance is evaluated using MATLAB 2015a (The MathWorks, Inc.) on a Windows 7 x64 desktop PC (Intel Core i7-4770, 3.4 GHz CPU and 8 GB RAM), and the quadratic programming problems ((4.2) and (4.6)) in the independent control, integrated control-I, and integrated control-II are solved using FiOrdOs [109]. The constraints and tuning parameters are given in Table 4.1.

Based on the desired end-effector trajectory and tuning parameters of three control structures, the responses are shown in Figure 4.3 and Figure 4.4. Figure 4.3 shows the end-effector trajectory in Cartesian coordinates. The aim of three controllers is to follow the desired curved path (dotted line). The independent control based tracking trajectory (dashed line), the integrated control-I based tracking trajectory (dash-dot line), and the integrated control-II based tracking trajectory (solid line) are all commanded from the same start point. It is clear that independent control cannot follow the desired path well. The main reason is that it doesn’t consider the coupling forces/torques between the mobile platform and the robot arm. This leads to large tracking errors.

Additionally, from the start point \( \rightarrow \) point A \( \rightarrow \) point B, integrated control-I and integrated control-II show good trajectory tracking performance. However, from point B \( \rightarrow \) point C \( \rightarrow \) endpoint, tracking errors of the former is larger than the latter (always has an excellent tracking performance). Integrated control-II uses an optimized control scheme to handle dynamic coupling hence suppressing vibrations to satisfy (4.6).

Figure 4.4 shows the end-effector trajectory versus time. The time responses for three control structures have a similar tracking performance, as shown in Figure 4.3. In Figure 4.4, both the independent control (for the decoupled HCDR-1) and the integrated
Figure 4.3: End-effector trajectory in Cartesian coordinates.

Figure 4.4: End-effector trajectory versus time.
control-I (for the coupled HCDR-1) use the same controllers (MPC and PID) and tuning parameters (shown in Table 4.1). The integrated control-I shows good tracking performances in the X- and Z-directions, and the control inputs can handle the reaction forces between the CDPR and robot arm. However, for the independent control, the control inputs cannot effectively handle the decoupled HCDR-1 (i.e., the ignored reaction forces mainly coming from the gravity forces of the robot arm that cannot be overcome) in the Z-direction, resulting in vibrations and poor tracking. The reaction force in the X-direction is less affected, and the tuned controllers can effectively eliminate the tracking error, so it shows a good tracking performance.

In short, the above results show that integrated control-II (fully integrated control) has better tracking performance than that of integrated control-I. Integrated control-I has better tracking performance than that of independent control.

4.1.4.2 Case Study–RMSE Estimation

To evaluate the end-effector position tracking errors, the root-mean-square error (RMSE) [121] is used to measure the differences between the desired positions in X-Z Cartesian plane and observed values. The RMSE of the end-effector trajectory is described as

\[
RMSE = \sqrt{\frac{1}{N_R} \sum_{i=1}^{N_R} (p_{exi} - \hat{p}_{exi})^2 + (p_{ezi} - \hat{p}_{ezi})^2}
\]  

(4.9)

where \(p_{exi}, \hat{p}_{exi}, p_{ezi}, \) and \(\hat{p}_{ezi}\) denote the desired and observed end-effector positions in X- and Z-directions, respectively. \(N_R\) is the total sampling number.

Using (4.9), the RMSEs of the end-effector trajectory based on the independent control, integrated control-I, and integrated control-II are shown in Figure 4.5. In Figure 4.5,
RMSE in the $X$-direction, independent control has the smallest RMSE, i.e., the best trajectory tracking performance. RMSE in the $Z$-direction, integrated control-I has the best trajectory tracking performance. However, RMSE in the 2D-direction represents the overall trajectory tracking performance of the three control structures. It is clear that integrated control-II has the best trajectory tracking performance ($RMSE = 0.01889$), and independent control has the worst trajectory tracking performance ($RMSE = 0.00164$). Also, this performance matches the result shown in Figure 4.3 and Figure 4.4. Hence, integrated control-II (fully integrated control) has the best overall trajectory tracking performance for the end-effector.

In comparison with previous studies, such as PID [76], linear parameter-varying (LPV) [53], and sliding mode control (SMC) [30], the results of this chapter offer noticeable improvements in the following aspects: 1) satisfactory results are guaranteed by the optimal control inputs and constraints, and 2) the use of MPC enhances the control performance by using the future steps from the reference trajectories to generate control laws.

4.2 MPC and State Estimation for Decoupled HC-DRs)$^1$

Based on the decoupled in-plane and out-of-plane models presented in section 3.3, two MPCs are utilized: the first is used to control the lower-cable tensions to damp out in-plane vibrations, the second is utilized to control pendulum torques to eliminate out-of-plane moving.

4.2.1 In-Plane Control

In-plane control is performed using an MPC controller shown in Figure 4.6(a). As an optimization based control approach, the MPC cost function with constraints is defined

---

$^1$Parts of this section have been published in [92]. © 2019 Elsevier B.V.: “As the author of this Elsevier article, you retain the right to include it in a thesis or dissertation, provided it is not published commercially. Permission is not required, but please ensure that you reference the journal as the original source.”
below to minimize the vibration of the mobile platform:

\[
\begin{align*}
\min \quad & \sum_{k=0}^{N_p-1} (e_{x_{\text{inp}}}(k)^T Q_p e_{x_{\text{inp}}}(k) + e_{u_{\text{inp}}}(k)^T R_p e_{u_{\text{inp}}}(k)) \\
\text{s. t.} \quad & \delta x_{\text{inp}}(k + \Delta T) = A_{\text{inp}}(k) \delta x_{\text{inp}}(k) + B_{\text{inp}}(k) \delta u_{\text{inp}}(k) \\
& + B_{\text{inp}}(k) w_{\text{inp}}(k) \\
& \delta y_{\text{inp}}(k) = C_{\text{inp}}(k) \delta x_{\text{inp}}(k) \\
& e_{x_{\text{inp}}}(k) = x_{\text{inpr}}(k) - x_{\text{inp}}(k) \\
& e_{u_{\text{inp}}}(k) = u_{\text{inpr}}(k) - u_{\text{inp}}(k) \\
& \delta x_{\text{inpL}}(k) \leq \delta x_{\text{inp}}(k) \leq \delta x_{\text{inpU}}(k) \\
& \delta u_{\text{inpL}}(k) \leq \delta u_{\text{inp}}(k) \leq \delta u_{\text{inpU}}(k) \\
& R_p = R_p^T > 0, R_p \in \mathbb{R}^{2 \times 2} \\
& Q_p = Q_p^T \succeq 0, Q_p \in \mathbb{R}^{6 \times 6} \\
& P_p = P_p^T \succeq 0, P_p \in \mathbb{R}^{6 \times 6}
\end{align*}
\]
where
\[ e_{\text{inp}} = x_{\text{inpr}} - x_{\text{inp}} = [p_{mxr}, \dot{p}_{mxr}, p_{myr}, \dot{p}_{myr}, \gamma_{mr}, \dot{\gamma}_{mr}]^T - [p_{mxr}, \dot{p}_{mx}, p_{yz}, \dot{p}_{yz}, \gamma_{m}, \dot{\gamma}_{m}]^T \] (4.11)

represents the error vector between the reference trajectory \( x_{\text{inpr}} \) and actual state vector \( x_{\text{inp}} \). \( e_{\text{uinp}} = u_{\text{inpr}} - u_{\text{inp}} = [T_{3\text{opt}}, T_{4\text{opt}}]^T - [T_{3}, T_{4}]^T \) denotes the error vector between the reference input vector \( u_{\text{inpr}} \) and actual input vector \( u_{\text{inp}} \). (4.10b) is the discrete state-space model of (3.43) with \( R_p, Q_p, \) and \( P_p \) denoting input weighting matrix, state weighting matrix, and terminal weighting matrix, respectively. It also represents the vibration model, where \( \delta u_{\text{inp}} = [\delta T_3, \delta T_4]^T \) is the control input vector of lower-cable tensions. In Figure 4.6(a), the input vector \( [T_3, T_4]^T = u_{\text{inp}} \) consists of nominal lower-cable tensions \( (T_{3\text{opt}}, T_{4\text{opt}}) \), control inputs \( (\delta T_3, \delta T_4) \), and noise. The responses of \( T_3 \) and \( T_4 \) will be discussed in subsection 4.2.3 and subsection 5.2.1.

Additionally, \( \delta x_{\text{inpL}} \) and \( \delta x_{\text{inpU}} \) indicate the lower bound and upper bound of the state vector \( \delta x_{\text{inp}} \), respectively. \( \delta u_{\text{L}} \) and \( \delta u_{\text{U}} \) represent the lower bound and upper bound of the control input vector \( \delta u \), respectively.

### 4.2.2 Out-of-Plane Control

Out-of-plane control is also based on an MPC controller (shown in Figure 4.6(b)). The MPC cost function with constraints is defined as:

\[
\min_{x_{\text{outp}}(k)} \sum_{k=0}^{N_p-1} \left( e_{x_{\text{outp}}}(k)^T Q_p e_{x_{\text{outp}}}(k) + u_{\text{outp}}(k)^T R_p u_{\text{outp}}(k) \right) + e_{x_{\text{outp}}}(N_p)^T P_p e_{x_{\text{outp}}}(N_p) \tag{4.12a}
\]

s. t.
\[
x_{\text{outp}}(k + \Delta T) = A_{\text{outp}}(k) x_{\text{outp}}(k) + B_{\text{outp}}(k) u_{\text{outp}}(k) \\
y_{\text{outp}}(k) = C_{\text{outp}}(k) x_{\text{outp}}(k) \tag{4.12b}
\]
\[
e_{x_{\text{outp}}}(k) = x_{\text{outpr}}(k) - x_{\text{outp}}(k) \\
x_{\text{outpL}}(k) \leq x_{\text{outp}}(k) \leq x_{\text{outpU}}(k) \\
u_{\text{outpL}}(k) \leq u_{\text{outp}}(k) \leq u_{\text{outpU}}(k) \\
R_p = R_p^T \succ 0, R_p \in \mathbb{R}^{2 \times 2} \\
Q_p = Q_p^T \succeq 0, Q_p \in \mathbb{R}^{10 \times 10} \\
P_p = P_p^T \succeq 0, P_p \in \mathbb{R}^{10 \times 10}
\]
where

\[
e_{\text{outp}} = [p_{mxr}, \dot{p}_{mxr}, \alpha_{mr}, \dot{\alpha}_{mr}, \beta_{mr}, \dot{\beta}_{mr}, \theta_{p1r}, \dot{\theta}_{p1r}, \theta_{p2r}, \dot{\theta}_{p2r}]^T
- [p_{mz}, \dot{p}_{mz}, \alpha_{m}, \dot{\alpha}_{m}, \beta_{m}, \dot{\beta}_{m}, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}]^T
\]

are the error vector between the reference trajectory \(x_{\text{outp}}\) and actual state vector \(x_{\text{outp}}\).

\(u_{\text{outp}} = [\tau_{p1}, \tau_{p2}]^T\) represent inputs of the pendulums. (4.12b) is the discrete state-space model of that shown in subsection 3.3.4. Compared with (4.10), other variables (e.g., \(R_p\), \(Q_p\), and \(P_p\)) are extended to different dimensions.

Furthermore, (4.10) and (4.12) are respectively rearranged as a quadratic programming (QP) problem (by substituting (4.10b) into (4.10a) and (4.12b) into (4.12a), respectively). To solve this QP problem, some alternative solvers can be used, such as qpOASES [37], CVXGEN [75], etc., and they are able to achieve the same goal.

### 4.2.3 Simulation Results

To evaluate the control performance, a scenario is given in Figure 4.7 to demonstrate a warehousing application, where the start operation point \(P_1: (p_{mxr1}, p_{myr1}) = (0.1, 0.05) \text{ m}; P_2: (p_{mxr2}, p_{myr2}) = (0.1, 0.05) \text{ m}; P_3: (p_{mxr3}, p_{myr3}) = (-0.1, 0.05) \text{ m}; \) and the end point \(P_4: (p_{mxr4}, p_{myr4}) = (-0.1, -0.05) \text{ m}.\) Other in-plane reference states \((\dot{p}_{mxr}, \dot{p}_{myr}, \gamma_{mr}, \dot{\gamma}_{mr}) = 0.\) The initial out-of-plane states are also equal to zero. At each point, in-plane and out-of-plane input pulse disturbances are given.

1. In-plane control performance: Based on the scenario described in Figure 4.7, the in-plane MPC control is implemented. Point \(P_i \ (i = 1, 2, 3, 4)\) corresponds to the time at 0.50 s, 14.75 s, 32.99 s, and 47.24 s, respectively. At these moments, input pulse disturbances are also given. Moreover, the in-plane MPC tuning parameters for simulations are given in Table 4.2. Simulation results show that the in-plane state and input responses from \(P_1\) to \(P_4\) are close. In this case, \(P_2\) is considered as an example (as shown in Figure 4.8) to conduct an analysis: Clearly, when the open-loop control is implemented in-plane states vibrated (because of the inputs \(T_3\) and \(T_4\) with disturbances); however, when the in-plane MPC control is applied, the states are damped out in a short time, and inputs \(T_3\) and \(T_4\) converge to their references, i.e., the MPC controller holds a good performance. This in-plane control performance also validate the effectiveness of the control design.
Table 4.2: MPC Tuning Parameters for Simulations

<table>
<thead>
<tr>
<th>Control structures</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In-plane MPC</strong></td>
<td></td>
</tr>
<tr>
<td>$T_s = 0.01$ s (sampling time);</td>
<td></td>
</tr>
<tr>
<td>$\Delta T = 0.03$ s (interval time);</td>
<td></td>
</tr>
<tr>
<td>$N_p = 5$ (predictive horizon);</td>
<td></td>
</tr>
<tr>
<td>$R_p = \text{diag}([0.00001, 0.00001])$ (input weighting matrix);</td>
<td></td>
</tr>
<tr>
<td>$Q_p = \text{diag}([1, 1, 1, 1, 1, 1])$ (state weighting matrix);</td>
<td></td>
</tr>
<tr>
<td>$P_p = \text{diag}([1, 1, 1, 1, 1])$ (terminal weighting matrix);</td>
<td></td>
</tr>
<tr>
<td>$\delta x_{\text{inp} L} = -[\infty, \infty]^T$ (lower bound);</td>
<td></td>
</tr>
<tr>
<td>$\delta x_{\text{inp} U} = [\infty, \infty]^T$ (upper bound);</td>
<td></td>
</tr>
<tr>
<td>$\delta u_{\text{inp} L} = -[10, 10]^T$ (lower bound);</td>
<td></td>
</tr>
<tr>
<td>$\delta u_{\text{inp} U} = [10, 10]^T$ (upper bound).</td>
<td></td>
</tr>
<tr>
<td><strong>Out-of-plane MPC</strong></td>
<td></td>
</tr>
<tr>
<td>$T_s = 0.01$ s; $\Delta T = 0.02$ s; $N_p = 5$; $R_p = \text{diag}([0.1, 0.1])$;</td>
<td></td>
</tr>
<tr>
<td>$Q_p = \text{diag}([10, 10, 1, 1, 1, 1, 1, 1])$;</td>
<td></td>
</tr>
<tr>
<td>$P_p$ is the solution of the Lyapunov equation $A_{\text{outp}} P_p A_{\text{outp}}^T - P_p = -Q_p$;</td>
<td></td>
</tr>
<tr>
<td>$\delta x_{m L} = -[\infty, \infty]^T$; $\delta x_{m U} = [\infty, \infty]^T$;</td>
<td></td>
</tr>
<tr>
<td>$\delta u_{m L} = -[0.92, 0.92]^T$; $\delta u_{m U} = [0.92, 0.92]^T$.</td>
<td></td>
</tr>
</tbody>
</table>

2. Out-of-plane control performance: Same as the in-plane scenario, the open-loop control and out-of-plane MPC control for the out-of-plane system are implemented. In this case, MPC is utilized to dampen undesired out-of-plane motions and keep the states at zero. The out-of-plane MPC tuning parameters are given in Table 4.2. To evaluate the control performance, state and input responses at the example point $P_2$ (shown in Figure 4.9) are selected. The results show that when input disturbances are given, the out-of-plane MPC controller leads the out-of-plane states to converge to zero faster than that of open-loop control. The later also results in zero states because of the damping behavior of the system. The MPC controller also shows a good control performance for out-of-plane control. In summary, the above in-plane and out-of-plane control performance validate the effectiveness of the control design.
Figure 4.7: A four-point example to demonstrate warehousing application. The start point \( P_1 : (0.1, -0.05) \) m, \( P_2 : (0.1, 0.05) \) m, \( P_3 : (-0.1, 0.05) \) m, and the end point \( P_4 : (-0.1, -0.05) \) m. At each point, in-plane and out-of-plane pulse disturbances are given.

4.2.4 State Estimation and Validation

In subsection 4.2.3, the proposed control strategies is evaluated via simulations. However, in practice, the control performance is not always guaranteed if the obtained states are inaccurate. For example, in Figure 3.3, an IMU mounted on the bottom of the mobile platform (used to estimate states) has this problem. To solve it, new in-plane and out-of-plane state estimation methods (corresponding to subsection 4.2.1, subsection 5.2.2, and the system modeling (e.g., the assignment of cables and frames) in section 3.3) are proposed as follows:

4.2.4.1 In-Plane State Estimation (In-Plane Observer)

To overcome the drawbacks of IMU noise and inaccuracy problems (e.g., obtaining actual position by integrating IMU acceleration signals), a method by fusing forward kinematics and lower-cable tensions is proposed to estimate discrete in-plane states as below (the detailed implementation process is shown in Algorithm 2):

\[
\begin{bmatrix}
\hat{L}_3(k) \\
\hat{L}_4(k)
\end{bmatrix} = \begin{bmatrix}
L_{03} - \frac{1}{k_{c3}} (\eta_3(T_{c10}(k) + T_{c12}(k)) - T_{3cal}) \\
L_{04} - \frac{1}{k_{c4}} (\eta_4(T_{c9}(k) + T_{c11}(k)) - T_{4cal})
\end{bmatrix}
\begin{bmatrix}
\eta_3(T_{c10} + T_{c12}) \\
\eta_4(T_{c9} + T_{c11})
\end{bmatrix} \xrightarrow{3-\text{SM}} \begin{bmatrix}
\hat{r}_3 \\
\hat{r}_4
\end{bmatrix}
\] (4.14)
where $\hat{L}_i$, $k_{ci}$, $\eta_i$, and $T_{icat}$ ($i = 3, 4$) are estimated discrete lower-cable lengths, cable stiffness, calibrated coefficients, and calibrated cable tensions, respectively. Other variables have been defined in subsection 3.3.2. $\sfd$SMF$^\dagger$ indicates the 3rd-order-sliding-mode filter.

Then, a vector $\Delta L(k) \in \mathbb{R}^2$ representing the change of cable lengths is defined as

$$
\Delta L(k) = \begin{cases} 
L_i(k) - L_i(k - 1), & \text{for } i = 1, 2 \\
\hat{L}_i(k) - L_i(k - 1), & \text{for } i = 3, 4
\end{cases} 
$$

(4.15)
Figure 4.9: Out-of-plane state and input responses at the example point $P_2$, where the open-loop control and out-of-plane MPC control are respectively implemented.

where the $i$th cable length is computed as

$$L_i(k) = \| [a_{ix}, a_{iy}, a_{iz}]^T - [p_{mx}(k), p_{my}(k), p_{mz}(k)]^T - R_m^m [r_{ix}, r_{iy}, r_{iz}]^T \|.$$  (4.16)
The in-plane states can be estimated by substituting (4.15) into (4.17):

\[ h(k) = -\left[ (J_{inp}(L(k)))^T J_{inp}(L(k)) + \mu I \right]^{-1} J_{inp}(L(k)) \Delta L(k) \] (4.17a)

\[
\begin{bmatrix}
    p_{mx}(k + 1) \\
p_{my}(k + 1) \\
\gamma_m(k + 1)
\end{bmatrix}
= \begin{bmatrix}
p_{mx}(k) \\
p_{my}(k) \\
\gamma_m(k)
\end{bmatrix} + h(k) \] (4.17b)

\[
\begin{bmatrix}
p_{mx}(k + 1) \\
p_{my}(k + 1) \\
\gamma_m(k + 1)
\end{bmatrix}
\xrightarrow{3-\text{SMF}} \hat{x}_{inp}(k + 1) \] (4.17c)

where \( h \) is each consecutive step, \( J_{inp}(L) = \frac{\partial L}{\partial [p_{mx}, p_{my}, \gamma_m]^T} \) represents the Jacobian matrix, and \( \mu \) is a damping parameter. (4.17a) is obtained using the Levenberg-Marquardt (LM) optimization algorithm [96]. \([p_{mx}, p_{my}, \gamma_m]^T\) and \( \hat{x}_{inp} \) are in-plane state vector and the estimated state vector, respectively. (4.17) is forward kinematics based in-plane state estimation.

In section 5.2, the cable stiffness \( k_{c3}, k_{c4} \), calibrated coefficients \( \eta_3, \eta_4 \), and cable tensions \( T_{3\text{cal}}, T_{4\text{cal}} \) equal 753.045 N/m, 753.045 N/m, 0.477, 0.477, 80 N, 80 N, respectively. The damping parameter \( \mu \) equals 2. Additionally, the coefficients of the 3rd-order-sliding-mode filter in (4.14) and (4.17) are equal to 10000, respectively.

State estimation is vital in control design. The signals for the proposed state estimation came from accurate industrial encoders in servo motors and force sensors (Transducer Techniques, TLL-1K), respectively. In contrast, the states in [53] were estimated using IMU signals (via integrating with moving average filtering), which often resulted in error drift. Hence, the proposed state estimation is more robust than that of [53].

### 4.2.4.2 Out-of-Plane State Estimation (Out-of-Plane Observer)

The discrete out-of-plane state estimation shown in Algorithm 3 is proposed to illustrate the implementation process. Since the IMU signal includes real states \( x_{outp}(k) \), noise \( d_{outp}(k) \), and steady-state errors \( e_{outp}(k) \), then the discrete state-space model of the Kalman filter is computed as

\[
x_{outp}(k + 1) = A_{outp}(k)x_{outp}(k) + B_{outp}(k)u_{outp}(k) \\
y_{outp}(k) = C_{outp}(k)x_{outp}(k) \] (4.18)
Algorithm 2 Estimation of the in-plane states

**Input:** The measured lower-cable tensions (via force sensors) $T_{c9}(k)$, $T_{c10}(k)$, $T_{c11}(k)$, $T_{c12}(k)$, upper-cable lengths (via encoders in servo motors) $L_{01}(k)$, $L_{02}(k)$, and lower-cable lengths (via encoders in servo motors) $L_{03}(k)$, $L_{04}(k)$.

**Output:** Estimated in-plane state vector $\hat{x}_{inp}(k+1)$.

1: Initial state vector $[p_{mx}(0), p_{my}(0), \gamma_m(0)]^T = 0$;
2: Given $T_{c9}(k)$, $T_{c10}(k)$, $T_{c11}(k)$, and $T_{c12}(k)$ to compute the estimated lower-cable tensions $\hat{T}_3$ and $\hat{T}_4$ via $\eta_3(T_{c10} + T_{c12}) \xrightarrow{3\text{-SM}} \hat{T}_3$ and $\eta_4(T_{c9} + T_{c11}) \xrightarrow{3\text{-SMF}} \hat{T}_4$, respectively;
3: Given $L_{03}(k)$ and $L_{04}(k)$, and substitute $\hat{T}_3(k)$ and $\hat{T}_4(k)$ into (4.14) to calculate the estimated lower-cable lengths $\hat{L}_3(k)$ and $\hat{L}_4(k)$;
4: Compute $\hat{L}_3(k), \hat{L}_4(k) \rightarrow \Delta L(k)$ by using (4.15);
5: Resubstitute $\Delta L(k)$ into (4.17a), the consecutive step vector $h(k)$ is computed;
6: Substitute $\Delta L(k)$ and $[p_{mx}(k), p_{my}(k), \gamma_m(k)]^T$ into (4.17b), the new $[p_{mx}(k+1), p_{my}(k+1), \gamma_m(k+1)]^T$ is calculated;
7: Update $[p_{mx}(k+1), p_{my}(k+1), \gamma_m(k+1)]^T$ by using the 3rd-order-sliding-mode filter (4.19c), then the estimated $[\hat{p}_{mx}(k+1), \hat{p}_{my}(k+1), \hat{\gamma}_m(k+1)]^T$ is obtained;
8: Return $\hat{x}_{inp}(k+1) = [\hat{p}_{mx}(k+1), \hat{p}_{my}(k+1), \hat{\gamma}_m(k+1)]]^T$.

with the state vector $x_{outp}(k) = [x_{outp}(k), d_{outp}(k), e_{outp}(k)]^T$ and input vector $u_{outp}(k) = \sum_{k=0}^{k} [p_{mx}(k), \dot{p}_{mx}(k), \dot{\phi}_{mx}(k)]^T$. The acceleration $\ddot{p}_{mx}(k)$, angle velocity $\dot{\phi}_{mx}(k)$, and angle velocity $\dot{\phi}_{mx}(k)$ signals come from IMU, respectively. In addition,

$$A_{outp}(k) = \begin{bmatrix} A_{outp}(k) & 0 \\ 0 & A_{offset}(k) \end{bmatrix}, B_{outp}(k) = \begin{bmatrix} B_{outp}(k) \\ 0 \end{bmatrix},$$

$$C_{outp}(k) = \begin{bmatrix} 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0 \end{bmatrix},$$

$$A_{offset}(k) = \begin{bmatrix} 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 \end{bmatrix},$$

where $A_{outp}(k)$ and $B_{outp}(k)$ are obtained using (4.12b). For the experiments in section 5.2, state and input weighting matrices are equal to $Q_{outp} = \text{diag}(0.0001, 0.0001, 0.001, 0.001,$
Algorithm 3 Estimation of the out-of-plane states

**Input:** The measured IMU acceleration $\ddot{p}_{mz}(k)$, angle velocity $\dot{\alpha}_{m}^{imu}(k)$, and angle velocity $\dot{\beta}_{m}^{imu}(k)$; the vector of angle and angle velocity of the pendulums $[\theta_{p1}(k), \theta_{p1}(k), \theta_{p2}(k), \dot{\theta}_{p2}(k)]^{T}$.

**Output:** Estimated out-of-plane state vector $\hat{x}_{outp}(k+1)$.

1. Given $\ddot{p}_{mz}(k)$, $\dot{\alpha}_{m}^{imu}(k)$, $\dot{\beta}_{m}^{imu}(k)$, and substitute (4.18) into the Kalman filter, then the corresponding Kalman gain is computed. Based on the obtained Kalman gain, the state vector $[\hat{p}_{mz}(k+1), \hat{p}_{mz}(k+1), \dot{\alpha}_{m}(k+1), \dot{\beta}_{m}(k+1), \dot{\beta}_{m}(k+1)]^{T} = [p_{mz}(k+1), \dot{p}_{mz}(k+1), \alpha_{m}(k+1), \beta_{m}(k+1), \beta_{m}(k+1)]^{T}$ can be estimated by updating prediction and measurement online;

2. Substitute $[\theta_{p1}(k), \dot{\theta}_{p1}(k), \theta_{p2}(k), \dot{\theta}_{p2}(k)]^{T}$ into the 3rd-order-sliding-mode filter, the state vector $[\hat{\theta}_{p1}(k+1), \hat{\theta}_{p1}(k+1), \hat{\theta}_{p2}(k+1), \hat{\theta}_{p2}(k+1)]^{T} = [\theta_{p1}(k+1), \dot{\theta}_{p1}(k+1), \theta_{p2}(k+1), \dot{\theta}_{p2}(k+1)]^{T}$ is estimated directly;

3. Return $\hat{x}_{outp}(k+1) = [\hat{p}_{mz}(k+1), \dot{p}_{mz}(k+1), \alpha_{m}(k+1), \beta_{m}(k+1), \dot{\beta}_{m}(k+1), \dot{\beta}_{m}(k+1), \hat{\theta}_{p1}(k+1), \dot{\theta}_{p1}(k+1), \hat{\theta}_{p2}(k+1), \dot{\theta}_{p2}(k+1)]^{T}$.

---

Figure 4.10: An example to verify the proposed estimators. (a) In-plane trajectory ($p_{mx}$ versus $p_{my}$) and (b) out-of-plane trajectory ($p_{mz}$ versus time)

0.0001, 0.0001, 0.2, 0.1, 0.1, 0.1, 0.1, 0.2]) and $R_{outp} = \text{diag}([0.00001, 0.01, 0.01])$, respectively.

By substituting (4.18) into the Kalman filter, the corresponding Kalman gain is computed. Using the obtained Kalman gain, the IMU-based out-of-plane states will be estimated by updating prediction and measurement online.

The pendulum angle signals are obtained from encoders, then states $[\hat{\theta}_{p1}(k+1), \dot{\theta}_{p1}(k}$
+1), \hat{\theta}_p(k + 1), \hat{\theta}_p(k + 1)]^T$ are estimated via the 3rd-order-sliding-mode filter, and the coefficient of the filter equals 1000.

To show the effectiveness of the estimators, an example including the in-plane trajectory ($p_{mx}$ versus $p_{my}$) and out-of-plane trajectory ($p_{mz}$ versus time) is given in Figure 4.10. The reference trajectory and true state are based on the measured data using a camera tracking system (Krypton RODYM [52]). Clearly, the estimates track the reference or the true state very well, i.e., the above in-plane and out-of-plane estimators are effective.

4.3 Vibration Control and Trajectory Tracking: Practical Methods

Based on the linearized model and reference variables obtained in subsection 3.4.4 and subsection 3.4.5, two control architectures are developed (shown in Figure 4.11): MPC with integral action and MPC+PI with integral action.

4.3.1 MPC with Integral Action

In Figure 4.11(a), the MPC with integral action has two control loops: an MPC-based loop and an integral compensator-based loop. MPC is used for state feedback control and the cost function with constraints is defined as

$$\min_{x(k), u(k)} \sum_{k=0}^{N_p-1} \left\{ x(k)^T Q_p x(k) + u(k)^T R_p u(k) \right\} + x(k)^T P_p x(k)$$

subject to

$$x(k + \frac{\Delta T}{T_s}) = A(k)x(k) + B(k)u(k)$$

$$y(k) = Cx(k)$$

$$x_L \leq x(k) \leq x_U$$

$$u_L \leq u(k) \leq u_U$$

$$R_p = R_p^T \succ 0, R_p \in \mathbb{R}^{3 \times 3}$$

$$Q_p = Q_p^T \succeq 0, Q_p \in \mathbb{R}^{12 \times 12}$$

$$P_p = P_p^T \succeq 0, P_p \in \mathbb{R}^{12 \times 12}$$
where the state vector \( x = [p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}, p_s, \dot{p}_s]^T \) and the control input vector \( u = [\tau_{p1}, \tau_{p2}, f_s]^T \). (4.20b) is the discrete state-space model of (3.58) with \( R_p, Q_p, \) and \( P_p \) denoting input weighting matrix, state weighting matrix, and terminal weighting matrix, respectively. \( x_L, x_U, u_L, u_U \) represent the lower bound and upper bound of states and control inputs, respectively.

To solve (4.21), some alternative solvers can be used, such as qpOASES [37], CVXGEN [75], etc. Due to the limitations of code generation in Beckhoff TwinCAT development environment [16], in this chapter, one can find the unconstrained optimal solution and consider the constraints in (4.20) as control saturation to avoid overshoot.

Substituting (4.20b) into (4.20a), one can obtain a quadratic programming (QP) problem as

\[
J(x_k, U) = \frac{1}{2} U^T (2\tilde{\Phi}^T \tilde{Q}_p \tilde{\Phi} + 2\tilde{R}_p) U + x_k^T (2\tilde{F}^T \tilde{Q}_p \tilde{\Phi}) U + x_k^T (\tilde{Q}_p + \tilde{F}^T \tilde{Q}_p \tilde{F}) x_k
\]  

(4.21)

where

\[
\tilde{Q}_p = \text{diag}(Q_p, Q_p, \ldots, P_p), \quad \tilde{R}_p = \text{diag}(R_p, R_p, \ldots, R_p),
\]

\[
U = \begin{bmatrix}
  u(k) \\
  u(k + \Delta T/T_s) \\
  \vdots \\
  u(k + (N_p - 1)\Delta T/T_s)
\end{bmatrix}, \quad \tilde{F} = \begin{bmatrix}
  A \\
  A^2 \\
  \vdots \\
  A^{N_p}
\end{bmatrix},
\]

\[
\tilde{\Phi} = \begin{bmatrix}
  B & 0 & \cdots & 0 \\
  AB & B & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  A^{N_p-1}B & A^{N_p-2}B & \cdots & A^{N_p-N_c}B
\end{bmatrix}, \quad x_k = x(k)
\]

with \( N_p \) and \( N_c \) represent the predictive horizon and control horizon, respectively.

Let \( \frac{\partial J(x_k, U)}{\partial U} = 0 \) [114], the optimal input of (4.21) is computed as

\[
u^* = -\left[I_{3 \times 3}, 0\right] (\tilde{\Phi}^T \tilde{Q} \tilde{\Phi} + \tilde{R})^{-1} \tilde{\Phi}^T \tilde{Q} \tilde{F} x_k.
\]

(4.22)

In Figure 4.11(a), the integral compensator (integral gain \( K_{fbi} \)) is included to stabilize the system, i.e., result in the tracking error \((r(k) - y(k))\) converging towards to zero
Figure 4.11: Control architectures. (a) MPC with integral action and (b) MPC+PI with integral action. The components of the UMM are illustrated as follows: 1) the mobile platform has no control input and six states ($p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m$), and the states were obtained using a Kalman-based method [92]; 2) the $k$th ($k = 1, 2$) pendulum is actuated by the corresponding servo motor (Beckhoff, AM8131-0F20-0000). Each pendulum has one input (torque $\tau_{pk}$) and two states ($\theta_{pk}, \dot{\theta}_{pk}$); 3) the linear slider is actuated by a stepper motor (Nema 17, 42 mm) with an encoder (Avago, HEDS-5540 I06), and it has one input (force $f_s$) and two states ($p_s, \dot{p}_s$).

asymptotically. Finally, by combining with (4.22), the control law for the system is designed as

$$u(k) = u^* + K_f b_r (r(k) - y(k)) + u_r \quad (4.23)$$

where the reference input vector $u_r$ is equal to $[\tau_{p1r}, \tau_{p2r}, f_{sr}]^T$. 
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4.3.2 MPC+PI with Integral Action

Different with that of MPC with integral action in Figure 4.11(a), the MPC+PI with integral action shown in Figure 4.11(b) has three control loops: an MPC-based loop for the mobile platform and two pendulums, a PI controller-based loop, and an integral compensator-based loop. In this case, the MPC cost function with constraints is redefined as

\[
\min_{x_{10 \times 1}, u_{2 \times 1}} \sum_{k=0}^{N_p-1} \left\{ x_{10 \times 1}(k)^T Q_p x_{10 \times 1}(k) + u_{2 \times 1}(k)^T R_p \right\} + x_{10 \times 1}(k)^T P_p x_{10 \times 1}(k)
\]

s. t. \( x_{10 \times 1}(k + \Delta T) = A_{10 \times 10}(k) x_{10 \times 1}(k) + B_{10 \times 2}(k) \)

\[
x_{10 \times 1}(k)
\]

\[
y(k) = C_{2 \times 10} x_{10 \times 1}(k)
\]

\[
x_L \leq x_{10 \times 1}(k) \leq x_U
\]

\[
u_L \leq u_{2 \times 1}(k) \leq u_U
\]

\[
R_p = R_p^T > 0, R_p \in \mathbb{R}^{2 \times 2}
\]

\[
Q_p = Q_p^T \succeq 0, Q_p \in \mathbb{R}^{10 \times 10}
\]

\[
P_p = P_p^T \succeq 0, P_p \in \mathbb{R}^{10 \times 10}
\]

with \( x_{10 \times 1} = [p_{mz}, \dot{p}_{mz}, \alpha_m, \dot{\alpha}_m, \beta_m, \dot{\beta}_m, \theta_{p1}, \dot{\theta}_{p1}, \theta_{p2}, \dot{\theta}_{p2}]^T \) and \( u_{2 \times 1} = [\tau_{p1}, \tau_{p2}]^T \). The reduced state and input variables \( x_{10 \times 1} \) and \( u_{2 \times 1} \) are obtained by removing the slider’s states and input (in (3.57)), respectively. (4.24b) is obtained by linearizing (3.57) around the reduced reference state vector \( x_{10 \times 1} \). Compared with (4.20), other variables (e.g., \( R_p, Q_p, \) and \( P_p \)) are extended to different dimensions. Then, the optimal input of (4.24) is computed as

\[
u_{2 \times 1}^* = -\left[ I_{2 \times 2}, 0 \right] (\Phi^T Q \Phi + \bar{R})^{-1} \Phi^T Q^T \bar{F} x_{k10 \times 1}.
\]

In Figure 4.11(b), the PI controller (gain \( K_{pi} \)) and the integral compensator (integral gain \( K_{fbi} \)) are also included. The PI controller is utilized to control the position of the slider. Also, the PI controller is selected since the stepper motor is under speed control mode. Hence, in this case, the control law (combining with (4.25)) for the system is
described as
\[
    u(k) = \begin{bmatrix}
        u_2^2 x_1 \\
        0
    \end{bmatrix} + \begin{bmatrix}
        0, 0, -K_p \sum_{0}^{k} (p_{sr}(k) - p_s(k))
    \end{bmatrix}^T + K_{fbi}(r(k) - y(k)) + u_r.
\]  

Another feature of the above control algorithms can be summarized as below: (4.23) and (4.26) are easy to be implemented in practice because one can tune the parameter \(K_{fbi}\) to reject errors when the dynamic model is not accurate enough.

### 4.3.3 Stability Analysis

To analyze the system stability, direct Lyapunov [69] and indirect Lyapunov approaches can be used. Since the linearized model (3.59) around the equilibrium point is known, then the indirect Lyapunov-based stability will be developed. Based on the control design shown in subsection 4.3.1 and subsection 4.3.2, two theorems are introduced to analyze the stability in the following cases:

**Theorem 4.3.1.** Suppose a close-loop control law \(u = [K_{mpc1}, K_{fbi}] \begin{bmatrix} x(k) \\ z(k) \end{bmatrix} + u_r\) with the feedback gain \([K_{mpc1}, K_{fbi}]\) can stabilize the augmented system (3.59), then \(\lim_{k \to \infty} y(k) = r\) for an arbitrary constant disturbance \(w\) and reference \(r\) [19].

**Proof.** Substituting \(u = [K_{mpc1}, K_{fbi}] \begin{bmatrix} x(k) \\ z(k) \end{bmatrix} + u_r\) into (3.59), one can get
\[
    \begin{bmatrix}
        x(k+1) \\
        z(k+1)
    \end{bmatrix} = \begin{bmatrix}
        A & 0 \\
        -C & I
    \end{bmatrix} \begin{bmatrix}
        x(k) \\
        z(k)
    \end{bmatrix} + \begin{bmatrix}
        B \\
        0
    \end{bmatrix} [K_{mpc1}, K_{fbi}] \begin{bmatrix}
        x(k) \\
        z(k)
    \end{bmatrix} + \begin{bmatrix}
        0 \\
        I
    \end{bmatrix} u_r + \begin{bmatrix}
        0 \\
        I
    \end{bmatrix} r + \begin{bmatrix}
        0 \\
        I
    \end{bmatrix} w
    = \begin{bmatrix}
        A + BK_{mpc1} & BK_{fbi} \\
        -C & I
    \end{bmatrix} \begin{bmatrix}
        x(k) \\
        z(k)
    \end{bmatrix} + \begin{bmatrix}
        0 \\
        I
    \end{bmatrix} \begin{bmatrix}
        w+u_r \\
        r
    \end{bmatrix}.
\]  
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The characteristic polynomial of (4.27) can be computed as
\[
g(\lambda) = \det \begin{bmatrix}
\lambda I - A - BK_{\text{mpc}1} & -BK_{\text{fbi}} \\
C & (\lambda - 1)I
\end{bmatrix} \tag{4.28}
\]
where \(\lambda\) is the eigenvalue. Since (4.27) is asymptotically stable via controller design and \((w, r)\) are constant, then the roots (i.e., eigenvalue \(\lambda\)) of (4.28) must locate in a unit circle. Hence,
\[
\Rightarrow \lim_{k \to \infty} \left\{ x(k+1) - x(k) \right\} = 0
\]
\[
\Rightarrow \lim_{k \to \infty} (z(k+1) - z(k)) = 0
\]
\[
\Rightarrow \lim_{k \to \infty} (z(k) + r - y(k) - z(k)) = 0
\]
\[
\Rightarrow \lim_{k \to \infty} (r - y(k)) = 0
\]
\[
\Rightarrow \lim_{k \to \infty} y(k) = r.
\]

**Theorem 4.3.2.** Assume another close-loop control law 
\[
u = \begin{bmatrix} K_{\text{mpc}2} & 0 \\ 0 & K_{\text{pi}} \end{bmatrix} \begin{bmatrix} x(k) \\ z(k) \end{bmatrix} + u_r
\]
with the feedback gain \(\begin{bmatrix} K_{\text{mpc}2} & 0 \\ 0 & K_{\text{pi}} \end{bmatrix}, K_{\text{fbi}}\) can also stabilize the augmented system (3.59), then \(\lim_{k \to \infty} y(k) = r\) for an arbitrary constant disturbance \(w\) and reference \(r\).

**Proof.** Using the similar proof approach as that for Theorem 4.3.1 by substituting \(u = \begin{bmatrix} K_{\text{mpc}2} & 0 \\ 0 & K_{\text{pi}} \end{bmatrix} \begin{bmatrix} x(k) \\ z(k) \end{bmatrix} + u_r\) into (3.59), the corresponding characteristic polynomial is calculated as
\[
g(\lambda) = \det \begin{bmatrix}
\lambda I - A - B\begin{bmatrix} K_{\text{mpc}2} & 0 \\ C & K_{\text{pi}} \end{bmatrix} & -BK_{\text{fbi}} \\
C & (\lambda - 1)I
\end{bmatrix}.
\]
Clearly, Theorem 4.3.1 and Theorem 4.3.2 are applied to the closed-loop systems in subsection 4.3.1 and subsection 4.3.2, respectively.

**Remark 4.3.1.** Theorem 4.3.2 can be generated to a multi-loop feedback gain (i.e., defined as) \( \text{diag}([K_1, K_2, \ldots, K_m], K_{fb}] \) \((\forall m \in \mathbb{N} : 1 \leq m \leq 12)\) to stabilize the augmented model (3.59).

Using the similar approach (for Theorem 4.3.2) one can easily prove Remark 4.3.1.

In this chapter, the stability around the reference point (3.60) is analyzed, which is considered as the equilibrium point. One can also derive the Lyapunov function at each time iteration using the method in [36] for other potential applications.

### 4.3.4 Simulation Results

#### 4.3.4.1 Case Studies

To demonstrate a warehousing application in simulation, a step reference is given to the slider, i.e., \((p_{sr} = 0 \text{ m}) \rightarrow (p_{sr} = -0.15 \text{ m})\). Additionally, the initial states are equal to zero, input pulse disturbances are given, the system keeps its maximum allowable cable tensions, and the desired in-plane position \((p_{mx}, p_{my})\) of the mobile platform is always equal to \((0, 0)\) m.

Based on the above setup and tuning parameters shown in Table 4.3, the open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively. The simulated responses with these control strategies are shown in Figure 4.12 and Figure 4.13. In this case, the moving slider generates reaction forces to the mobile platform, resulting in the mobile platform vibrating. The control goal is to minimize the vibrations and increase the position accuracy of the end-effector.

For the MPC with integral action, MPC is used for state feedback control, including two objectives: 1) dampen the mobile platform’s undesired out-of-plane motions and keep the states at zero; 2) to achieve the position control for the slider. While for the MPC+PI with integral action, MPC and PI controllers are used to achieve the goals 1) and 2), respectively. For both control architectures, the integral compensator (integral gain \(K_{fb}\)) is utilized to stabilize the system, i.e., resulting in the tracking error \((r(k) - y(k))\) converging towards zero asymptotically.

Figure 4.12 shows the state and input responses using open-loop control. Since the stepper motor is commanded in speed control mode (see subsection 3.4.1), the PI controller is still applied to the stepper motor to bring the slider to the target position \(p_{sr}\). Clearly,
Table 4.3: Tuning Parameters for Simulations

<table>
<thead>
<tr>
<th>Control structures</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC with Integral Action</td>
<td>$T_s = 0.01 \text{ s (sampling time); } \Delta T = 0.02 \text{ s (interval time);}$</td>
</tr>
<tr>
<td></td>
<td>$N_p = 5 \text{ (predictive horizon); } N_c = 5 \text{ (control horizon);}$</td>
</tr>
<tr>
<td></td>
<td>$R_p = \text{diag}([0.014, 0.014, 0.0015]) \text{ (input weighting matrix);}$</td>
</tr>
<tr>
<td></td>
<td>$Q_p = \text{diag}([100, 100, 1, 1, 10, 1, 1, 1, 1, 150, 0]) \text{ (state weighting matrix);}$</td>
</tr>
<tr>
<td></td>
<td>$P_p \text{ is the solution of the Lyapunov equation } AP_p A^T - P_p = -Q_p;$</td>
</tr>
<tr>
<td></td>
<td>$P_p = Q_p \text{ (terminal weighting matrix);}$</td>
</tr>
<tr>
<td></td>
<td>$x_L = -\infty \in \mathbb{R}^{12 \times 1} \text{ (lower bound);}$</td>
</tr>
<tr>
<td></td>
<td>$x_U = \infty \in \mathbb{R}^{12 \times 1} \text{ (upper bound);}$</td>
</tr>
<tr>
<td></td>
<td>$u_L = -[3, 3, 10]^T \text{ (lower bound);}$</td>
</tr>
<tr>
<td></td>
<td>$u_U = [3, 3, 10]^T \text{ (upper bound);}$</td>
</tr>
<tr>
<td></td>
<td>$K_{fi} = [1, 1, 22.75]^T \text{ (integral compensator gain).}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MPC+PI with Integral Action</th>
<th>$T_s = 0.01 \text{ s; } \Delta T = 0.02 \text{ s;}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_p = N_c = 5; R_p = \text{diag}([0.3, 0.3]);$</td>
</tr>
<tr>
<td></td>
<td>$R_p = \text{diag}([1.5e^4, 1.5e^4, 1e^2, 1e^2, 2e^2, 2e^2, 1, 1, 1, 1])$;</td>
</tr>
<tr>
<td></td>
<td>$P_p \text{ is the solution of the Lyapunov equation } AP_p A^T - P_p = -Q_p;$</td>
</tr>
<tr>
<td></td>
<td>$x_L = -\infty \in \mathbb{R}^{10 \times 1}; x_U = \infty \in \mathbb{R}^{10 \times 1};$</td>
</tr>
<tr>
<td></td>
<td>$u_L = -[3, 3]^T; u_U = [3, 3]^T; K_{fia} = [1, 1, 1]^T; K_{pa} = [30, 50] \text{ (PI controller gain).}$</td>
</tr>
</tbody>
</table>

In Figure 4.12(b), the actual position of the slider $p_s$ can converge to the reference position $p_{sr} = -0.15 \text{ m}$. During this process, the movement of the slider generates a reaction force resulting in the vibrations of the mobile platform (see the state responses in Figure 4.12(a)). In this case, there are no control inputs to the pendulums (in Figure 4.12(c)), and the input disturbances also contribute to the vibrations. Because of the system damping behaviors, the vibrations finally close to zero. However, when the controllers (MPC with integral action and MPC+PI with integral action) are applied, clearly, the vibrations damp out faster (shown in Figure 4.12(a)). Also, due to the in-plane kinematic constraints and high stiffness of cables, the oscillations of angle $\alpha_m$ and $\beta_m$ are small (discussed in section 3.4), but the amplitude in the $Z$-direction (i.e., $p_{me}$) is quite visible. Using these two controllers, the amplitude is clearly eliminated. Furthermore, the control inputs (in Figure 4.12(c)) also
contribute the reference tracking (shown in Figure 4.12(b)) for the slider and pendulums.

Substituting the obtained values (in Figure 4.12) into (3.46c), the end-effector position \( p_e = (x_e, y_e, z_e) \) can be computed, as shown in Figure 4.13. In Figure 4.13, \( x_e \) is small, because the \( X \)-direction is parallel with in-plane. In the \( Z \)-direction (i.e., \( z_e \)), three controllers have close performance (since in the open-loop controller, the slider is also applied the same PI controller), but MPC with Integral Action converges faster. In the \( Y \)-direction (i.e., \( y_e \)), the MPC with Integral Action and MPC+PI with Integral Action bring the UMM to the same position, which is larger than that of open-loop control. Hence, it can be concluded that two closed-loop controllers can improve the position accuracy of the end-effector.

In summary, the simulation results show that both control algorithms can achieve the objectives and have better control performance than that of open-loop control. The open-loop control also results in zero states of the mobile platform because of the damping behavior of the system. Clearly, the control performance validates the effectiveness of the control design. The results also show that when input disturbances are given, both controllers work well, i.e., excellent robust performance.

4.3.4.2 Discussion

Using (A.9) (see Appendix A.3), the performance indices results are shown in Figure 4.14 ((a) \( J_{\text{mest}} \) versus \( J_{\text{md}} \) and (b) \( \kappa_{\text{mest}} \) versus \( \kappa_{\text{md}} \), respectively). Clearly, \( J_{\text{md}} \ll J_{\text{mest}} \) and \( \kappa_{\text{md}} \ll \kappa_{\text{mest}} \) for different in-plane positions \((p_{mx}, p_{my})\) in the feasible domain. The greater \( J_{\text{mest}} \) and stiffness magnitude \( \kappa_{\text{mest}} \) indicate more effort to enhance system stability. Meanwhile, using the proposed control strategies in Figure 4.11, disturbance rejection is achieved.

4.4 Redundancy Resolution and Disturbance Rejection via Torque Optimization

4.4.1 Problem Definition

Consider a general second-order nonlinear system [108]:

\[
\ddot{q} = f(q, \dot{q}, u, t) = f_U(q, \dot{q}, t) + f_A(q, \dot{q}, t)u, \\
\text{rank}(f_A(q, \dot{q}, t)) < n_A + n_U 
\]  

(4.30)
Figure 4.12: Simulated response with different control strategies. (a) State responses of the mobile platform, (b) reference tracking of the slider and pendulums, and (c) input responses of the pendulums. The open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively.
Figure 4.13: Simulated position of the end-effector with different control strategies. The open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively.

Figure 4.14: Comparison of performance indices. (a) $J_{\text{mest}}$ versus $J_{\text{md}}$ and (b) $\kappa_{\text{mest}}$ versus $\kappa_{\text{md}}$.

where $f(q, \dot{q}, u, t), \ f_U(q, \dot{q}, t), \text{and} \ f_A(q, \dot{q}, t)$ indicate an underactuated system, an unactuated subsystem, and a fully-actuated subsystem, respectively. $q =: [q_A^T, q_U^T]^T \in \mathbb{R}^{n_A + n_U}, \ q_A \in \mathbb{R}^{n_A}, \text{and} \ q_U \in \mathbb{R}^{n_U}$ represent all generalized (joint) coordinates, actuated joint coordinates, and unactuated joint coordinates, respectively. $\dot{q} \in \mathbb{R}^{n_A + n_U}, u, \text{and} \ t$ denote a vector of velocities, a vector of system inputs, and time, respectively.

When a new constraint is introduced into (4.30), i.e.,

$$\dot{\hat{p}}_e = J_e \dot{q}_A, \ n_e \leq n_A$$

(4.31)

where $\hat{p}_e \in \mathbb{R}^{n_e}$ and $J_e$ denote the velocity vector of the end-effector and task Jacobian.
matrix of a robot, respectively. Eq. (4.31) indicates the redundancy resolution problem (i.e., \( \dot{p}_e \rightarrow \dot{q}_A \)) of a redundant actuated system by given \( \dot{p}_e \).

To solve (4.30) and (4.31) at the same time when the position \( p_e \) or velocity \( \dot{p}_e \) of the end-effector is given; however, the existing research focuses on actuated joints (in joint-space), unactuated joints (e.g., disturbances applied to the unactuated joints may affect the motion of a robot) are not considered. To address this problem, the redundancy resolution and disturbance rejection via torque optimization in the three-dimensional (3D) are studied by using the proposed robot shown in Figure 3.10.

In addition, in practical applications (e.g., pick-and-place), it is interesting to study the Cartesian space trajectory of the robot end-effector, which means only Cartesian position \( p_e \), velocity \( \dot{p}_e \), and/or acceleration \( \ddot{p}_e \) are given. The main goal is to find joint-space commands (e.g., angles and velocities), i.e., the redundancy resolution problem. In this case, two new methods are proposed to solve it: joint-space torque optimization for actuated joints (TOAJ) and joint-space torque optimization for actuated and unactuated joints (TOAUJ).

### 4.4.2 Joint-Space Torque Optimization for Actuated Joints (TOAJ)

To obtain the optimal actuated-joint torque \( \tau_A \in \mathbb{R}^5 \), the cost function is defined as

\[
\min_{\tau_A \in \mathcal{X}_1} \Lambda = \frac{1}{2} \| M_A^{-1} \tau_A \|_2^2 \tag{4.32a}
\]

subject to

\[
\text{s. t. } \mathcal{X}_1 = \left\{ \arg\min \tilde{p}_e = J_e \tilde{q}_A + \dot{J}_e \dot{q}_A \right\} \tag{4.32b}
\]

s. t.

\[
M_A(q_A) \ddot{q}_A + G_A(q_A) = \tau_A + \tau_{dA} \tag{4.32c}
\]

\[
\tau_A = [F_{mx}, F_{my}, \tau_{a1}, \tau_{a2}, \tau_{a3}]^T, \quad F_{mx} = \tau_{m[1]}, F_{my} = \tau_{m[2]} \tag{4.32d}
\]

where \( q_A := [p_{mx}, p_{my}, \theta_{a1}, \theta_{a2}, \theta_{a3}]^T \), \( \dot{q}_A := [\dot{p}_{mx}, \dot{p}_{my}, \dot{\theta}_{a1}, \dot{\theta}_{a2}, \dot{\theta}_{a3}]^T \), and \( \ddot{q}_A := [\ddot{p}_{mx}, \ddot{p}_{my}, \ddot{\theta}_{a1}, \ddot{\theta}_{a2}, \ddot{\theta}_{a3}]^T \) represent the actuated vectors of generalized coordinates, velocities, and accelerations, respectively. \( J_e = \frac{\partial p_e}{\partial q_A} \in \mathbb{R}^{3 \times 5}, \dot{J}_e \in \mathbb{R}^{3 \times 5}, p_e \in \mathbb{R}^3, \) and \( \tilde{p}_e \in \mathbb{R}^3 \) are the task Jacobian matrix, the time-derivative of \( J_e \), and the position and acceleration of the end-effector, respectively. The inertia matrix \( M_A(q_A) \in \mathbb{R}^{5 \times 5} \), Coriolis and centripetal matrix
\( C_A(q_A, \dot{q}_A) \in \mathbb{R}^{5 \times 5} \), gravitational vector \( G_A(q_A) \in \mathbb{R}^5 \), and disturbance vector \( \tau_{dA} \in \mathbb{R}^5 \) are obtained by choosing the corresponding actuated-joint elements in (3.69) and (3.70). Other variables (e.g., \( \tau_m, \tau_a, pmx, pmym, \theta_a1, \theta_a2, \theta_a3 \)) are also defined in (3.69).

The Lagrangian function of (4.32) is conducted as

\[
\tilde{\Lambda} = \frac{1}{2} \| M^{-1}_A \|_2^2 + \lambda^T (\ddot{p}_e - J_e \ddot{q}_A - J_e \dot{q}_A) = \frac{1}{2} (M_A \ddot{q}_A + C_A \dot{q}_A + G_A + \tau_{dA})^T M^{-2}_A (M_A \ddot{q}_A + C_A \dot{q}_A + G_A + \tau_{dA}) + \lambda^T (\ddot{p}_e - J_e \ddot{q}_A - J_e \dot{q}_A) = \frac{1}{2} \ddot{q}_A^T \ddot{q}_A + (C_A \dot{q}_A + G_A + \tau_{dA})^T M^{-1}_A \dot{q}_A + \frac{1}{2} (C_A \dot{q}_A + G_A + \tau_{dA})^T M^{-2}_A (C_A \dot{q}_A + G_A + \tau_{dA}) + \lambda^T (\ddot{p}_e - J_e \ddot{q}_A - J_e \dot{q}_A)
\]

where \( \lambda \) represents the Lagrange multiplier. Then, the necessary and sufficient conditions [70] for a minimum of (4.33) can be computed as

\[
\begin{align*}
\frac{\partial \tilde{\Lambda}}{\partial q_A} &= \ddot{q}_A + M^{-1}_A (C_A \dot{q}_A + G_A + \tau_{dA}) - J_e^T \lambda = 0 \\
\frac{\partial^2 \tilde{\Lambda}}{\partial^2 q_A} &= I > 0 \\
\frac{\partial \tilde{\Lambda}}{\partial \lambda} &= \ddot{p}_e - J_e \ddot{q}_A - J_e \dot{q}_A = 0
\end{align*}
\]

By arranging (4.34), the solution is described as

\[
\ddot{q}_A = J_e^T (J_e J_e^T)^{-1} (\ddot{p}_e - J_e \dot{q}_A) - (I - J_e^T (J_e J_e^T)^{-1} J_e) M^{-1}_A (C_A \dot{q}_A + G_A + \tau_{dA}).
\]

Eq. (4.35) shows the solution at acceleration level (by given \( \ddot{p}_e \)). Alternately, it is easy to convert (4.35) into the discrete-time expression by using \( \ddot{p}_e(k) = \frac{\ddot{p}_e(k) - \ddot{p}_e(k-1)}{T_s} \), \( \ddot{q}_A(k) = \frac{\ddot{q}_A(k) - \ddot{q}_A(k-1)}{T_s} \), and \( J_e(k) = \frac{J_e(k) - J_e(k-1)}{T_s} \), in which \( T_s \) denotes the sampling time.
Then, the recursive formula can be described as

\[
\dot{q}_A(k) = J_e^T(k)[J_e(k)J_e^T(k)]^{-1}\dot{p}_e(k) + \left\{I - J_e^T(k)[J_e(k)J_e^T(k)]^{-1}J_e(k)\right\}\left\{I - T_s[M_A(q_A(k))]^{-1}
\right\}
\]

\[
[C_A(q_A(k), \dot{q}_A(k-1))]\dot{q}_A(k-1) - T_s
\]

\[
[M_A(q_A(k))]^{-1}[G_A(q_A(k)) + \tau_{dA}(k)]
\]

where \(\dot{p}_e\) is the input velocity of the end-effector. (4.35) and (4.36) can be improved by introducing a damping gain \(K_{dpA} (K_{dpA} \geq 0)\) to stabilize self-motions:

\[
\ddot{q}_A = J_e^T(J_eJ_e^T)^{-1}(\ddot{p}_e - J_e\dot{q}_A) - (I - J_e^T(J_eJ_e^T)^{-1}J_e)
\]

\[
M_A^{-1}(C_A\dot{q}_A + G_A + \tau_{dA} - K_{dpA}\dot{q}_A)
\]

(4.37)

and

\[
\dot{q}_A(k) = J_e^T(k)[J_e(k)J_e^T(k)]^{-1}\dot{p}_e(k) + \left\{I - J_e^T(k)[J_e(k)J_e^T(k)]^{-1}J_e(k)\right\}\left\{I - T_s[M_A(q_A(k))]^{-1}
\right\}
\]

\[
[C_A(q_A(k), \dot{q}_A(k-1))] + T_sK_{dpA}\dot{q}_A(k-1) - T_s[M_A(q_A(k))]^{-1}[G_A(q_A(k)) + \tau_{dA}(k)]
\]

(4.38)

Eqs. (4.37) and (4.38) can be extended to other redundant robots. Additionally, for the HCDR-4 shown in Figure 3.10, two types of motion \((p_e = [p_{ex}, p_{ey}, p_{ez}]^T)\) are available to the end-effector, i.e.,

\[
\begin{align*}
p_{ex} = 0 & \quad \text{in-plane motion} \\
p_{ez} \neq 0 & \quad \text{out-of-plane motion}
\end{align*}
\]

(4.39)

where \(p_{ex}, p_{ey},\) and \(p_{ez}\) represent the positions in the \(X-, Y-,\) and \(Z\)-directions (with respect to frame \(\{O\}\)). When \(p_{ez} = 0\), the redundancy resolution problem can be solved by using (4.37) or (4.38). However, when \(p_{ez} \neq 0\), the constraints of pendulums are needed to associate with (4.32), i.e., to balance reaction forces/moments generated by the movement of the robot arm. In this case, an equilibrium condition is considered via the following method: computing the nominal angles of pendulums \((\theta_{p1}, \theta_{p2})\) using the obtained
\( (\theta_{a1}, \theta_{a2}, \theta_{a3}) \) in the previous step, and the problem is described as

\[
\begin{align*}
\left[ \begin{array}{c} \theta_{p1} \\ \theta_{p2} \end{array} \right] &= \arg\min_{\theta_{a1}, \theta_{a2}, \theta_{a3}} \left[ \sum \mathcal{M}_y, \sum \mathcal{M}_x \right] \left[ \sum \mathcal{M}_y, \sum \mathcal{M}_x \right]^T \quad (4.40a) \\
&\text{s. t. } \sum \mathcal{M}_x = \mathcal{M}_{ax} - \mathcal{M}_{p1x} - \mathcal{M}_{p2x} \quad (4.40b) \\
&\quad \sum \mathcal{M}_y = \mathcal{M}_{ay} - \mathcal{M}_{p1y} - \mathcal{M}_{p2y} \quad (4.40c)
\end{align*}
\]

where \( \mathcal{M}_{ax}, \mathcal{M}_{ay}, \mathcal{M}_{p1x}, \mathcal{M}_{p1y}, \mathcal{M}_{p2x}, \) and \( \mathcal{M}_{p2y} \) denote reaction moments of the robot arm and two pendulums to the mobile platform about its \( X \)- and \( Y \)-axes, respectively. These terms can be computed as

\[
\mathcal{M}_a = \begin{cases} 
\mathcal{M}_a + \sum_{\ell=2}^{3} \left( (p_{a\ell} - p_{a(\ell-1)}) \times \sum_{j=\ell}^{3} f_{a(j+1)} \right) + (p_{a1} - [p_{mz}, p_{my}, p_{mx}]^T) \times \sum_{j=1}^{3} f_{a(j+1)} \\
\quad + \sum_{j=2}^{3} \left( (p_{acj} - p_{a(j-1)}) \times f_{acj} \right) + (p_{ac1} - [p_{mz}, p_{my}, p_{mx}]^T) \times f_{ac1} \\
\quad + \sum_{j=1}^{3} R_{aj} (I_{aj}\dot{\omega}_{acj} + \omega_{acj} \times (I_{aj}\omega_{acj})) 
\end{cases} \quad (4.41)
\]

and

\[
\mathcal{M}_{pk} = \begin{cases} 
\mathcal{M}_{pk} + \left( p_{pck} - [p_{mz}, p_{my}, p_{mx}]^T \right) \times \left( m_{pk}(\dot{v}_{pck} + [0, g, 0]^T) \right) \\
\quad + R_x(\theta_{pk}) (I_{pk}\dot{\omega}_{pck} + \omega_{pck} \times (I_{pk}\omega_{pck})) , \quad \text{for } k = 1, 2 
\end{cases} \quad (4.42)
\]

where \( f_{aj} = m_{aj}(\dot{v}_{acj} + [0, g, 0]^T), R_{a1} = R_y(\theta_{a1}), R_{a2} = R_y(\theta_{a1})R_z(\theta_{a2}), R_{a3} = R_y(\theta_{a1})R_z(\theta_{a2})R_z(\theta_{a3}), \) and \( f_{a4} = 0 \). \([p_{mz}, p_{my}, p_{mx}]^T \) is the position vector of the COM of the mobile platform. For \( j = 1, 2, 3 \) and \( k = 1, 2, \) the position, linear velocity, and angular velocity vectors \( p_{aj}, p_{acj}, p_{pck}, v_{acj}, v_{pck}, \omega_{acj}, \) and \( \omega_{pck} \) are obtained using the equations shown in Appendix A.4. The vectors of linear acceleration and angular acceleration \( \dot{v}_{acj}, \dot{v}_{pck}, \dot{\omega}_{acj}, \) and \( \dot{\omega}_{pck} \) are time-derivatives of \( v_{acj}, v_{pck}, \omega_{acj}, \) and \( \omega_{pck}, \) respectively. Other parameters such as \( m_{aj}, I_{aj}, m_{pk}, I_{pk}, \) and \( g \) are provided in Table 3.6. Eq. (4.40) is a nonlinear optimization problem and can be solved using nonlinear solvers (e.g., MATLAB function \textit{fmincon} which is used for case studies in subsection 4.4.6).
4.4.3 Joint-Space Torque Optimization for Actuated and Unactuated Joints (TOAUJ)

The cost function (4.32a) is used to solve the redundancy resolution problem by minimizing actuated joint torques. However, when unactuated joints exist, minimum of actuated joint torques may not be guaranteed due to the coupled actuated and unactuated joints, e.g., disturbances resulting from unactuated joints. In this case, a new cost function is proposed to address this problem:

\[
\min_{\tau_A, \tau_U \in \mathcal{S}_2} \Lambda = \frac{1}{2} \left\| M_{AU}^{-1} \begin{bmatrix} \tau_A \end{bmatrix}^T \right\|_2^2
\]  

subject to

\[
\mathcal{S}_2 = \left\{ \begin{array}{l}
\arg\min \tilde{p}_e = J_e \ddot{q}_A + \dot{J}_e \dot{q}_A \\
\tau_A = [F_{mx}, F_{my}, \tau_{a1}, \tau_{a2}, \tau_{a3}]^T \\
\tau_U = [F_{mx}, M_{mx}, M_{my}]^T \\
F_{mx} = \tau_{m[1]}, F_{my} = \tau_{m[2]}, F_{mz} = \tau_{m[3]}, \\
M_{mx} = \tau_{m[4]}, M_{my} = \tau_{m[5]} \end{array} \right\}
\]

where \( \tau_A, \tau_U, \) and \( M_{AU} \) denote the actuated torque vector, unactuated torque vector, and combined inertia matrix, respectively. The forces \( (F_{mx}, F_{my}, F_{mz}) \) and torques \( (M_{mx}, M_{my}, \tau_{a1}, \tau_{a2}, \tau_{a3}) \) in (4.43e) of the mobile platform and robot arm are obtained using (4.32c) and (4.32d). Then, the new mapping from actuated and unactuated joints to the end-effector (velocity vector \( \dot{p}_e \) and acceleration vector \( \ddot{p}_e \)) is computed as

\[
\begin{align*}
\dot{p}_e &= [J_e, 0][\dot{q}_A]^T + [\dot{J}_e, 0][\dot{q}_A, \dot{q}_U]^T \\
\ddot{p}_e &= [J_e, 0][\ddot{q}_A, \dot{q}_U]^T + [\dot{J}_e, 0][\ddot{q}_A, \dot{q}_U]^T
\end{align*}
\]

where \( q_A = [p_{mx}, p_{my}, \theta_{a1}, \theta_{a2}, \theta_{a3}]^T, \dot{q}_A = [\dot{p}_{mx}, \dot{p}_{my}, \dot{\theta}_{a1}, \dot{\theta}_{a2}, \dot{\theta}_{a3}]^T, \ddot{q}_A = [\ddot{p}_{mx}, \ddot{p}_{my}, \ddot{\theta}_{a1}, \ddot{\theta}_{a2}, \ddot{\theta}_{a3}]^T, \tau_A = [p_{mx}, p_{my}, \theta_{a1}, \theta_{a2}, \theta_{a3}]^T, q_U := [p_{mz}, \alpha_m, \beta_m]^T, \dot{q}_U := [\dot{p}_{mz}, \dot{\alpha}_m, \dot{\beta}_m]^T, \) and \( \ddot{q}_U := [\ddot{p}_{mz}, \ddot{\alpha}_m, \ddot{\beta}_m]^T \) represent the actuated and unactuated vectors of generalized coordinates, velocities, and accelerations, respectively.

One can also conduct the Lagrangian function (in the form of (4.33)) to solve (4.43) and the discrete solution is described as

\[
\begin{bmatrix}
\dot{q}_A(k) \\
\dot{q}_U(k)
\end{bmatrix}
= \begin{bmatrix}
J_e \dot{p}_e(k) \\
0
\end{bmatrix} + \begin{bmatrix}
\dot{J}_e(I_{5 \times 5} + T_s K_{dpA}) & 0 \\
0 & I_{3 \times 3} + T_s K_{dpU}
\end{bmatrix}
\begin{bmatrix}
\dot{q}_A(k) \\
\dot{q}_U(k)
\end{bmatrix}
= \begin{bmatrix}
\dot{J}_e \ddot{p}_e(k - 1) \\
0
\end{bmatrix} T_s M_{AU}^{-1} \begin{bmatrix}
F_A \\
F_U
\end{bmatrix}
\]  
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with

\[ \tilde{J}_e := I_{5 \times 5} - J_e^+(k) J_e(k) \] (4.46a)

\[ F_A := [C(q(k), \dot{q}(k - 1))]_{[1,2,9:11]} \dot{q}_A(k - 1) \]
\[ + [G(q(k)) + \tau_d(k)]_{[1,2,9:11]} \] (4.46b)

\[ F_U := [C(q(k), \dot{q}(k - 1))]_{[3:5]} \dot{q}_U(k - 1) \]
\[ + [G(q(k)) + \tau_d(k)]_{[3:5]} \] (4.46c)

where \( J_e^+ \) is the pseudoinverse of matrix \( J_e \). Finally, (4.45) can be rearranged as

\[ \dot{\hat{q}}_A(k) = J_e^+ \hat{p}_e(k) + \tilde{J}_e(I + T_s K_{dpA}) \dot{q}_A(k - 1) \]
\[ - T_s(I_{5 \times 5} - J_e^+ J_e) \Xi_A \] (4.47a)

\[ \dot{\hat{q}}_U(k) = (I_{3 \times 3} + T_s K_{dpU}) \dot{q}_U(k - 1) - T_s \Xi_U \] (4.47b)

with

\[ \begin{bmatrix} M^{AA}_{\text{Al}} & M^{AU}_{\text{Al}} \\ M^{UA}_{\text{Al}} & M^{UU}_{\text{Al}} \end{bmatrix} := \begin{bmatrix} M_{\text{Al}}[1,2,6:8][1,2,6:8](k) \\ M_{\text{Al}}[3:5][1,2,6:8](k) \\ M_{\text{Al}}[1,2,6:8][3:5](k) \\ M_{\text{Al}}[3:5][3:5](k) \end{bmatrix} \] (4.48a)

\[ \Xi_A := \begin{bmatrix} M^{AA}_{\text{Al}} - M^{AU}_{\text{Al}} (M^{UA}_{\text{Al}})^{-1} M^{UA}_{\text{Al}} \end{bmatrix}^{-1} \]
\[ \begin{bmatrix} I_{5 \times 5}, -M^{AU}_{\text{Al}} (M^{UA}_{\text{Al}})^{-1} \end{bmatrix} \begin{bmatrix} F_A \\ F_U \end{bmatrix} \] (4.48b)

\[ \Xi_U := \begin{bmatrix} M^{UA}_{\text{Al}} - M^{UA}_{\text{Al}} (M^{AA}_{\text{Al}})^{-1} M^{UA}_{\text{Al}} \end{bmatrix}^{-1} \]
\[ \begin{bmatrix} -M^{UA}_{\text{Al}} (M^{AA}_{\text{Al}})^{-1}, I_{3 \times 3} \end{bmatrix} \begin{bmatrix} F_A \\ F_U \end{bmatrix} \] (4.48c)

where (4.47) is a complete expression that can solve the redundancy resolution problem (using (4.47a) for actuated joints) as well as disturbance rejection (using (4.47b) for unactuated joints).

### 4.4.4 Algorithms of the TOAJ and TOAUJ

To implement the formulas (TOAJ and TOAUJ) in subsection 4.4.2 and subsection 4.4.3, here, the corresponding algorithms (shown in Algorithm 4) are proposed as follows: first,
two desired end-effector points (positions $p_{er(i-1)} \rightarrow p_{eri}$ and velocities $\dot{p}_{er(i-1)} \rightarrow \dot{p}_{eri}$) and joint-space disturbances $\tau_d$ are given. The goal is to solve the redundancy resolution problem (i.e., generate an array of actuated joint-space positions/angles and velocities $q_A(1 : N + 1), \dot{q}_A(1 : N + 1)$) and reject disturbances. In Step 3 and Step 4, the trajectories of $\dot{p}_e(k)$ and $\ddot{p}_e(k)$ can be generated using different methods, e.g., (4.51) in subsection 4.4.6. After completing the iteration, finally, $q_A(1 : N + 1), \dot{q}_A(1 : N + 1)$ are obtained. The generated data also provides reference states for online control. Additionally, in Step 9, for the TOAJ, let $K_{d_{d\ell}}$ be $0$ (indicating TOAJ mode) to compare the performance of TOAJ and TOAUJ.

4.4.5 Control Design

The joint-space states $(q_A, \dot{q}_A, \theta_{p1}, \theta_{p2})$ can be obtained by using Algorithm 4. One of the advantages of this process is that the state data can be generated offline to reduce the computation cost, particularly, on embedded systems. In this section, one can consider control design by applying the offline data.

The online control objective is to track the reference trajectory. To achieve this goal, the proposed nonlinear control law $u$ is designed as

$$u = \text{diag}(A_{m[1,2][3,4]}^{-1}, I_{2 \times 2}, I_{3 \times 3}) \left\{ K_{Ap} e_A + K_{Ad} \dot{e}_A + K_{Ai} \int_0^t e_A dt \right\}.$$  \hspace{1cm} (4.49)

where $K_{Ap}, K_{Ad},$ and $K_{Ai}$ are positive gains. The error vector between the reference and measured values is defined as

$$e_A = [p_{mx}, p_{my}, \theta_{p1}, \theta_{p2}, \theta_{a1}, \theta_{a2}, \theta_{a3}]^T - [\hat{p}_{mx}, \hat{p}_{my}, \hat{\theta}_{p1}, \hat{\theta}_{p2}, \hat{\theta}_{a1}, \hat{\theta}_{a2}, \hat{\theta}_{a3}]^T.$$ \hspace{1cm} (4.50)

$\dot{e}_A$ is the time-derivative of $e_A$ denoting velocity errors. Regarding subsection 3.5.3, one can also get $u = [\delta T_3, \delta T_4, \tau_{p1}, \tau_{p2}, \tau_{a1}, \tau_{a2}, \tau_{a3}]^T$, so the controller (4.49) has the following abilities: damp in-plane vibrations using lower cable tensions ($\delta T_3, \delta T_4$), eliminate out-of-plane motions of the platform $q_d$ using the torques of two pendulums ($\tau_{p1}, \tau_{p2}$), and generate joint torques ($\tau_{a1}, \tau_{a2}, \tau_{a3}$) for the rigid robot arm. In this way, the controller (4.49) attempts to minimize the tracking errors over time by adjusting $u$.  
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To evaluate the performance of section 4.4 and subsection 4.4.5, the following cases will be studied. All the scenarios are implemented using MATLAB 2019a (The MathWorks, Inc.)
on a Windows 7 x64 desktop PC (Inter Core i7-4770, 3.4 GHz CPU and 8 GB RAM).

### 4.4.6.1 Scenario 1: Point-to-Point Trajectory

The end-effector trajectory conducted by a normalized polynomial (here, one of trajectory generation methods and constraints that have been applied in practice in [38, 82] are utilized for case studies) from Cartesian point \((p_{eri(i-1)}, \dot{p}_{eri(i-1)})\) to Cartesian point \((p_{eri}, \dot{p}_{eri})\) is given as follows:

\[
N = \frac{t_i - t_{i-1}}{t_s}, \quad \eta = \frac{k}{N}, \quad k \in \{1, N + 1\} \\
p_r = p_{eri(i-1)} + (p_{eri} - p_{eri(i-1)})(6\eta^5 - 15\eta^4 + 10\eta^3) \\
\dot{p}_r = \frac{p_{eri(i-1)} - p_{eri}}{t_i - t_{i-1}}(30\eta^4 - 60\eta^3 + 30\eta^2) \\
\ddot{p}_r = \frac{p_{eri(i-1)} - p_{eri}}{t_i - t_{i-1}}(120\eta^3 - 180\eta^2 + 60\eta) \\
\dddot{p}_e(k) = \dot{p}_r + 10(\dot{p}_r - \dot{p}_e(k)) \\
\ddot{p}_e(k) = \ddot{p}_r + 10(\ddot{p}_r - \ddot{p}_e(k)) \\
\]

(4.51)

where the start time \(t_{i-1}\), end time \(t_i\), and sampling time \(t_s\) are supposed to be 0 s, 1 s, and 0.0002 s, respectively. Let the positions and velocities of Cartesian points \(p_{eri(i-1)} = [0, 0.334, 0]^T\) m, \(p_{eri} = [0.35, 0.5, 0.1]^T\) m, \(\dot{p}_{eri(i-1)} = [0, 0, 0]^T\) m/s, and \(\dot{p}_{eri} = [0, 0, 0]^T\) m/s, respectively. The damping gain \(K_{dpA} = \text{diag}(500, 500, 500, 500, 500)\). Furthermore, the constraints are also given as \(\dot{q}_{A\text{max}} = [3 \text{ m/s}, 3 \text{ m/s}, 25 \text{ rad/s}, 25 \text{ rad/s}, 25 \text{ rad/s}]^T\), \(\dot{q}_{A\text{min}} = [-3 \text{ m/s}, 3 \text{ m/s}, 25 \text{ rad/s}, 25 \text{ rad/s}, 25 \text{ rad/s}]^T\), \(\ddot{q}_{A\text{max}} = [30 \text{ m/s}, 30 \text{ m/s}, 250 \text{ rad/s}, 250 \text{ rad/s}, 250 \text{ rad/s}]^T\), \(\dddot{q}_{A\text{min}} = [-30 \text{ m/s}, 30 \text{ m/s}, 250 \text{ rad/s}, 250 \text{ rad/s}, 250 \text{ rad/s}]^T\).

There are no constraints to \(\dot{q}_d\) and \(\ddot{q}_d\). Then, Algorithm 4 is implemented, and the following performance indices of the TOAJ and TOAUJ are compared.

The results in Figure 4.15 and Figure 4.16 show Cartesian positions and velocities of the end-effector and trajectory responses of the HCDR-4 by given the start point \(p_{eri(i-1)} = [0, 0.334, 0]^T\) m and the end point \(p_{eri} = [0.35, 0.5, 0.1]^T\) m, respectively. The corresponding redundancy resolution of the actuated joints is shown in Figure 4.17. Clearly, using TOAJ and TOAUJ one can get smooth trajectory and redundancy resolution of the actuated joints is shown in Figure 4.17. Comparing TOAJ, TOAUJ shows a better performance in contributing to avoiding singularity, i.e., \(\theta_{a3}\) is not close to zero when the HCDR-4 moves to the end point \(p_{eri}\).

In Figure 4.18, 20 N, 2 Nm, and 2 Nm pulse disturbances (from 0.1 s to 0.3 s) are given to three unactuated joints, respectively. The results show that the force/torque responses \((F_{mz}, M_{mx}, M_{my})\) of the unactuated joints TOAUJ are able to stabilize unactuated
joints motions, while TOAJ can not; meanwhile, these results are validated by the state responses of the unactuated joints (shown in Figure 4.19).

Additionally, to evaluate the error performance \( \left( \frac{1}{N} \sum_{k=1}^{N} \| \dot{p}_e - J_e \dot{q}_A \| _2 \right)^{1/2} \) by using different methods (with the same setup), i.e., in comparison with the minimum weighted torque norm in [55, 71, 38] and the proposed approaches (TOAJ and TOAUJ), and the results are shown in Figure 4.20. Clearly, the errors via TOAJ and TOAUJ are much less than that of [55, 71, 38]. The results also verify the effectiveness of the proposed methods.

### 4.4.6.2 Scenario 2: Point-to-Point Trajectory with the Controller

In order to evaluate the performance of point-to-point trajectory with the controller, here, the generated trajectory states (as reference states) shown in Figure 4.17 are applied to the controller (4.49). In this scenario, the gains of the controller (4.49) are given as follows: \( K_{A\dot{p}} = \text{diag}(1, 1, 0.001, 0.001, 1.5, 1.8, 1.5) \), \( K_{A\dot{q}} = \text{diag}(10, 30, 0.1, 0.1, 0.05, 0.09, 0.05) \), and \( K_{A\dot{v}} = \text{diag}(1, 1, 0.1, 0.1, 2, 6.75, 5) \).
Figure 4.16: Trajectory responses of the HCDR-4 by given the start point \( p_{eri}(i-1) = [0, 0.334, 0]^T \text{ m} \) and the end point \( p_{eri} = [0.35, 0.5, 0.1]^T \text{ m} \), where the yellow cube, blue lines, blue circles, and magenta dotted line represent the mobile platform (cables are not displayed here), links of the robot arm, joints of the robot arm, and trajectory of the end-effector, respectively. (a) TOAJ and (b) TOAUJ.
Figure 4.17: Redundancy resolution of the actuated joints.
Accordingly, the position tracking performance of the end-effector with the controller (4.49) shown in Figure 4.21 indicates the following results: the tracking errors between the reference position \((p_{ex}, p_{ey}, p_{ez})\) and the measured position \((\hat{p}_{ex}, \hat{p}_{ey}, \hat{p}_{ez})\) are small, while TOAUJ-based method holds a better tracking performance than that of TOAJ. Meanwhile, the controller (4.49) can also help position control by collaborating with the TOAJ-based and TOAUJ-based approaches.

## 4.5 Summary

To achieve the objective of reducing vibrations and improving the accuracy of the generalized HCDR, three types of control architecture are developed using HCDR-1. The proposed optimization problem (3.32) and Algorithm 1 provide an improvement over the existed stiffness optimization approaches in [57, 76, 52, 53]. Meanwhile, they can be applied to not only CDPRs but also HCDRs.

Additionally, based on the decoupled in-plane and out-of-plane models presented in section 3.3, two MPCs are utilized: the first is used to control the lower-cable tensions
to damp out in-plane vibrations, the second is utilized to control pendulum torques to eliminate out-of-plane moving. To overcome the inaccurate limitation of IMU to observe states, new in-plane and out-of-plane state estimation methods are also proposed, and results are satisfactory.

Based on the dynamic model of the UMM, two control architectures are developed:
MPC with integral action and MPC+PI with integral action, and they can also be applied to other recent robotic systems. Compared to other MPC-based control strategies, the proposed controllers are easier to implement in practice.

Finally, based on the reduced dynamic model of the HCDR-4, two new methods are proposed to solve redundancy resolution: joint-space TOAJ and joint-space TOAUJ. The algorithms of the TOAJ and TOAUJ are also evaluated.
Chapter 5

Experimental Results

Experiments are conducted on the platforms shown in Figure 3.3 and Figure 3.6 to evaluate the performance of the proposed control methods in Chapter 4.

5.1 Experimental Setup

As described in Chapter 3, HCDR-2 (see subsection 3.3.1) is the decoupled configuration based on the existing HCDR prototype. HCDR-3 (see subsection 3.4.1) includes an additional slider to extend out-of-plane motion and manipulation tasks. The experimental setup is provided in Figure 5.1\(^1\), where the view of the whole setup, bottom view, and top view are shown in Figure 5.1(a)–Figure 5.1(c), respectively. A Beckhoff CX2040 controller is used to power both HCDR-2 and HCDR-3. They are connected to the control cabinet via power and fieldbus (CAN bus) cables. A camera (Logitech) is utilized to provide the absolute position reference for the mobile platform (one main reason is that the absolute positions of the top and bottom actuators will be lost when they are turned off). In addition, force sensors (Transducer Techniques, TLL-1K) are used to measure lower-cable tensions for in-plane state estimation (see subsubsection 4.2.4.1). An IMU provides acceleration and velocity signals for out-of-plane state estimation (see subsubsection 4.2.4.2). Each pendulum is actuated by a servo motor (Beckhoff, AM8131-0F20-0000). The linear slider is actuated by a stepper motor (Nema 17, 42 mm) with an encoder (Avago, HEDS-5540 I06). The actual position can be recorded using a measurement system (Krypton RODYM 6D), such as for verifying the effectiveness of estimators (shown in subsection 4.2.4).

\(^1\)In Figure 5.1, the experimental setup of HCDR-3 is provided. This experimental setup can be used for HCDR-2 by removing the slider.
Figure 5.1: Experimental setup. (a) View of the whole experimental setup, (b) bottom view, and (c) top view.
Table 5.1: MPC Tuning Parameters for Experiments

<table>
<thead>
<tr>
<th>Control structures</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-plane MPC</td>
<td>$T_s = 0.01$ s (sampling time); $\Delta T = 0.03$ s (interval time); $N_p = 5$ (predictive horizon); $R_p = \text{diag}([0.0004, 0.0004])$ (input weighting matrix); $Q_p = \text{diag}([1, 1, 1, 1, 1])$ (state weighting matrix); $P_p = \text{diag}([1, 1, 1, 1, 1])$ (terminal weighting matrix); $\delta x_{\text{mpl}} = -[\infty, \infty]^T$ (lower bound); $\delta x_{\text{mpt}} = [\infty, \infty]^T$ (upper bound); $\delta u_{\text{mpl}} = -[10, 10]^T$ (lower bound); $\delta u_{\text{mpt}} = [10, 10]^T$ (upper bound).</td>
</tr>
<tr>
<td>Out-of-plane MPC</td>
<td>$T_s = 0.01$ s; $\Delta T = 0.01$ s; $N_p = 5$; $R_p = \text{diag}([10, 10])$; $Q_p = \text{diag}([0.1, 0.1, 1, 1, 1, 1, 1, 1])$; $P_p = \text{diag}([0.1, 0.1, 1, 1, 1, 1, 1, 1])$; $\delta x_{\text{ml}} = -[\infty, \infty]^T$; $\delta x_{\text{mt}} = [\infty, \infty]^T$; $\delta u_{\text{ml}} = -[0.23, 0.23]^T$; $\delta u_{\text{mt}} = [0.23, 0.23]^T$.</td>
</tr>
</tbody>
</table>

5.2 Experimental Results of the Decoupled System$^2$

In this section, the decoupled system HCDR-2 (see Figure 3.3) is used for experiments. The operation points shown in Figure 4.7 are also utilized to evaluate the control performance in experiments.

5.2.1 In-Plane Position-Holding Performance

For the in-plane case studies, two cases are conducted: 1) with no extra load on the mobile platform and 2) with a 6 kg extra load mounted on it to show position-holding performance under disturbances. The system performance points $P_2$ and $P_4$ (given in Figure 4.7) are considered as an example for discussion.

$^2$Parts of this section have been published in [92]. © 2019 Elsevier B.V.: “As the author of this Elsevier article, you retain the right to include it in a thesis or dissertation, provided it is not published commercially. Permission is not required, but please ensure that you reference the journal as the original source.”
Because of the kinematic constraints (i.e., high stiffness), experimental results show that vibrations in the x-direction and rotation about the z-direction are tiny. For the in-plane experiments, more visible vibrations in the y-direction are introduced to validate the control performance. The in-plane and out-of-plane tuned MPC parameters used in experiments are shown in Table 5.1.

The vibration displacements in the y-direction at the points $P_2$ and $P_4$ are shown in Figure 5.2. In this case, there is no extra load on the mobile platform, and the open-loop control, in-plane MPC control, and in-out-plane MPC control are implemented, respectively. In-out-plane MPC means both in-plane and out-of-plane MPCs are applied. The results can be summarized as follows: compared with the open-loop control, when the in-plane MPC control and in-out-plane MPC control are implemented, vibration displacements are damped out, and the steady-state response is close to zero in 0.5 s. Correspondingly, the no-load responses of in-plane inputs $T_3$ and $T_4$ (including disturbances, control inputs, and reference inputs) in Figure 5.3 show that both in-plane and in-out-plane MPC controllers lead to inputs converge to the reference inputs (open-loop control). It can be indicated that the proposed decoupled model is considered reasonable.

In addition, when a 6 kg load is mounted on the top of the mobile platform, the corresponding vibration displacements and inputs are shown in Figure 5.4 and Figure 5.5, respectively. It can be seen from Figure 5.2, Figure 5.3, Figure 5.4, and Figure 5.5 that MPC is effective in achieving good in-plane vibration control. The no-load and load results also show that the in-plane controller has a good robust performance to suppress vibrations.
Figure 5.3: In-plane input performance at the points $P_2$ and $P_4$. There is no extra load on the mobile platform in this case. The open-loop control, in-plane MPC control, and in-out-plane MPC control are implemented, respectively.

Figure 5.4: Vibration displacements in the y-direction at the points $P_2$ and $P_4$. A 6 kg extra load is mounted on the mobile platform. The open-loop control, in-plane MPC control, and in-out-plane MPC control are implemented, respectively.

### 5.2.2 Out-of-Plane Performance

Two pendulums (inputs $\tau_{p_1}$ and $\tau_{p_2}$) are utilized to suppress the out-of-plane motions. System responses at $P_2$ and $P_4$ are selected for analysis. Meanwhile, two cases are examined:
Figure 5.5: In-plane input performance at the points $P_2$ and $P_4$. A 6 kg extra load is mounted on the mobile platform. The open-loop control, in-plane MPC control, and in-out-plane MPC control are implemented, respectively.

1) no-load and 2) 6 kg load, with input disturbances.

Out-of-plane state and input performance at the points $P_2$ and $P_4$ are shown in Figure 5.6 and Figure 5.7, respectively. At these example points, open-loop control, out-of-plane MPC control, and in-out-plane MPC control are respectively implemented. Also, there is no extra load on the mobile platform. In Figure 5.6, it is clear that when the input disturbances are given, the out-of-plane MPC control and in-out-plane MPC control lead to the out-of-plane motion converging faster than that of the open-loop control. In Figure 5.7, both out-of-plane and in-out-plane MPC control lead to inputs ($\tau_{p1}$ and $\tau_{p2}$, which include disturbances, control inputs, and reference inputs) converge to the reference inputs (open-loop control). When a 6 kg load is applied, the performance of states (in Figure 5.8) and inputs (shown in Figure 5.9) is also guaranteed.

Since the above results show that out-of-plane MPC and in-out-plane MPC lead to very close control performance, then the proposed decoupled out-of-plane model of HCDR-2 motion is considered reasonable. In short, MPC is an effective and robust approach for out-of-plane control.

In comparison with previous studies, such as [76], [53], and [30], the results in this chapter offer an improvement in the following aspects: 1) vibrations can be eliminated by
Figure 5.6: Out-of-plane state performance at the points $P_2$ and $P_4$. There is no extra load on the mobile platform. The open-loop control, out-of-plane MPC control, and in-out-plane MPC control are implemented, respectively.
Figure 5.7: Out-of-plane input performance at the points $P_2$ and $P_4$. No extra load is mounted on the mobile platform. The open-loop control, out-of-plane MPC control, and in-out-plane MPC control are implemented, respectively.

the proposed optimal control inputs; 2) satisfactory vibration elimination results can be obtained by tuning the finite control horizon easily; 3) the predictive ability of MPC can improve the control performance by incorporating the future reference trajectories. In the experiments, the in-plane peak speed (around 0.4 m/s) is greater than that of 0.15 m/s shown in [76]. The vibration damping performance also holds for a much larger workspace than that reported in [30] (with the maximum position $(p_{mx}, p_{my})$ is $(0.02, 0.01)$ m).

## 5.3 Experiments and Robustness Verification of the Out-of-Plane System

### 5.3.1 Experimental Results

In this section, experiments are conducted on HCDR-3 (see Figure 3.6). Here, the experiments are focused on the out-of-plane system UMM, and the scenario is provided as follows: the slider moves fast (see the open loop response in Figure 5.10) from the initial position $p_{sr} = 0$ m to the pick/place position $p_{sr} = -0.15$ m, and the top speed is around
Figure 5.8: Out-of-plane state performance at the points $P_2$ and $P_4$. A 6 kg extra load is mounted on the mobile platform. The open-loop control, out-of-plane MPC control, and in-out-plane MPC control are implemented, respectively.
Figure 5.9: Out-of-plane input performance at the points $P_2$ and $P_4$. A 6 kg extra load is mounted on the mobile platform. The open-loop control, out-of-plane MPC control, and in-out-plane MPC control are implemented, respectively.

Figure 5.10: Experimental response with different control strategies (the slider). The open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively. The experimental objectives are the same as that of simulation (in subsection 4.3.4). Using the parameters (in Table 5.2), the state and input responses are shown in Figure 5.10 and Figure 5.11, respectively.

0.3 m/s. Input disturbances are given to the pendulums. Other setups are the same as simulations (see subsection 4.3.4).

The open-loop control, MPC with integral action, and MPC+PI with integral action are implemented in experiments, respectively. The experimental objectives are the same as that of simulation (in subsection 4.3.4). Using the parameters (in Table 5.2), the state and input responses are shown in Figure 5.10 and Figure 5.11, respectively.

In Figure 5.10, the slider moves from position 0 m to the set-point $-0.15$ m, and it
Figure 5.11: Experimental response with different control strategies (the mobile platform and pendulums).

(a) State responses of the mobile platform and (b) state and input responses of the pendulums. The open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively.
Table 5.2: Tuning Parameters for Experiments

<table>
<thead>
<tr>
<th>Control structures</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MPC with Integral Action</strong></td>
<td>$T_s = 0.01 \text{s (sampling time)}; \Delta T = 0.02 \text{s (interval time)};</td>
</tr>
<tr>
<td></td>
<td>$N_p = 5 \text{ (predictive horizon)}; N_c = 5 \text{ (control horizon)};</td>
</tr>
<tr>
<td></td>
<td>$R_p = \text{diag}([0.014, 0.014, 0.0015]) \text{ (input weighting matrix)};</td>
</tr>
<tr>
<td></td>
<td>$Q_p = \text{diag}([0.01, 1, 0.5, 1, 0.5, 1, 1, 1, 1, 1, 150, 0]) \text{ (state weighting matrix)};</td>
</tr>
<tr>
<td></td>
<td>$P_p = Q_p \text{ (terminal weighting matrix)}; x_L = -\infty \in \mathbb{R}^{12 \times 1} \text{ (lower bound)}; x_U = \infty \in \mathbb{R}^{12 \times 1} \text{ (upper bound)}; u_L = -[3, 3, 10]^T \text{ (lower bound)}; u_U = [3, 3, 10]^T \text{ (upper bound)}; K_{fi} = [1, 1, 22.75]^T \text{ (integral compensator gain).}</td>
</tr>
<tr>
<td><strong>MPC+PI with Integral Action</strong></td>
<td>$T_s = 0.01 \text{s}; \Delta T = 0.02 \text{s}; N_p = N_c = 5; R_p = \text{diag}([0.014, 0.014]);$</td>
</tr>
<tr>
<td></td>
<td>$R_p = Q_p = \text{diag}([0.01, 1, 0.5, 1, 0.5, 1, 1, 1, 1, 1, 1])$; $x_L = -\infty \in \mathbb{R}^{10 \times 1}; x_U = \infty \in \mathbb{R}^{10 \times 1}; u_L = -[3, 3]^T; u_U = [3, 3]^T; K_{fi} = [1, 1, 35]^T; K_{pi} = [0, 30] \text{ (PI controller gain).}$</td>
</tr>
</tbody>
</table>

generates reaction forces on the mobile platform, resulting in the mobile platform vibrating (in Figure 5.11). Meanwhile, impulse disturbances are also given to the pendulums to evaluate the controllers’ robustness.

Clearly, in Figure 5.11, both controllers can eliminate vibrations and generate faster responses than that of open-loop control. When the slides stops at $p_{sr} = -0.15 \text{ m}$ (the reference angles of the pendulums are equal to $-30.45 \text{ deg}$), the tracking error of the pendulums converges towards zero asymptotically (in about 3 seconds).

In addition, by substituting the actual position and angle values (in Figure 5.10 and Figure 5.11) into (3.46c), the end-effector position $p_e$ can also be evaluated (shown in Figure 5.12). The results show that via the proposed controllers, the position accuracy of the end-effector is improved (especially $y_e$). Based on the results above, it can be seen that the proposed controllers are effective to achieve the goal of tracking and vibration suppression.
Figure 5.12: Experimental position of the end-effector with different control strategies, where the open-loop control, MPC with integral action, and MPC+PI with integral action are implemented, respectively.

5.3.2 Robustness Verification

In subsection 5.3.1, input disturbances are introduced to evaluate the controller performance. To further verify the robustness performance of the proposed strategies, three more scenarios are conducted (other experimental conditions, including the motion of the slider, input disturbances, parameters of the UMM, and tuning parameters are the same as those in subsection 5.3.1) as follows:

1. Different load masses: a reference load mass 1 (1.343 kg) and an uncertain load mass 2 (around 0.7 kg) are mounted on the slider, respectively.

2. Different in-plane positions \((p_{mx}, p_{my})\) of the mobile platform: the desired positions \((p_{mx}, p_{my})\) are equal to \((-0.1, 0.05)\) m and \((-0.1, -0.05)\) m, respectively.

3. Different load masses and in-plane positions \((p_{mx}, p_{my})\) of the mobile platform, i.e., the combination of two cases above.

The corresponding experimental results are shown in Figure 5.13, Figure 5.14, and Figure 5.15, respectively. Figure 5.13 shows the damping performance of the controllers with
Figure 5.13: Damping performance of the controllers with different load masses. (a) MPC with integral action and (b) MPC+PI with integral action.

load masses 1 and 2, where the load mass 1 is a reference (i.e., the load mass 1 is also used for experiments in subsection 5.3.1) and the load mass 2 is uncertain (around 0.7 kg). In this case, the in-plane position \((p_{mx}, p_{my})\) is always equal to \((0, 0)\) m and two controllers are carried out, respectively. Clearly, when the uncertain load mass 2 is mounted on the slider, vibrations can also be suppressed by using the proposed controllers. Additionally, the damping performance of the controllers with two in-plane positions \((p_{mx}, p_{my})\) of the mobile platform is shown in Figure 5.14, where the desired positions \((p_{mx}, p_{my})\) equal \((-0.1, 0.05)\) m and \((-0.1, -0.05)\) m, respectively. In this scenario, the reference load mass 1 is mounted on the slider. The experimental results also show that vibrations are damped out asymptotically by using the controllers. Figure 5.15 shows the damping performance of the controllers with the uncertain load mass 2 and in-plane positions \(((-0.1, 0.05)\) m and \((-0.1, -0.05)\) m). Clearly, in this scenario, vibrations can still be reduced.
Figure 5.14: Damping performance of the controllers with different in-plane positions \((p_{mx}, p_{my})\) of the mobile platform. (a) \((p_{mx}, p_{my}) = (-0.1, 0.05)\) m and (b) \((p_{mx}, p_{my}) = (-0.1, -0.05)\) m.

5.4 Summary

In this chapter, experiments are conducted on HCDR-2 and HCDR-3 to evaluate the control methods proposed in Chapter 4. The results can be summarized as follows: to evaluate control performance for HCDR-2, the experiments are implemented in different aspects, including (a) open-loop control, in-plane MPC control, out-of-plane MPC control, and in-out-plane MPC control, (b) with no extra load and a 6 kg extra load, and (c) using different operation points. The experimental results are satisfactory and also validate the effectiveness of the decoupled method. Additionally, for HCDR-3, the open-loop control, MPC with integral action, and MPC+PI with integral action are implemented in experiments, respectively, and the proposed controllers prove effective and robust in handling
Figure 5.15: Damping performance of the controllers with the uncertain load mass 2 and in-plane positions \((p_{mx}, p_{my})\) of the mobile platform. (a) \((p_{mx}, p_{my}) = (-0.1, 0.05)\) m and (b) \((p_{mx}, p_{my}) = (-0.1, -0.05)\) m.

the tracking and vibration suppression problems.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, a generalized flexible Hybrid Cable-Driven Robot (HCDR) was introduced. For the proposed HCDR, generalized system modeling was developed and then extended to four types of hybrid robots: HCDR-1, HCDR-2, HCDR-3, and HCDR-4. Based on these robots, control design and optimization algorithms were proposed, and the results were evaluated using simulations and experiments. The main contributions of this thesis are as follows:

1. For modeling and control of generalized flexible HCDR: 1) The developed equations of motion (e.g., (3.10)–(3.16) and (3.21)) and the proof of (3.16) provide a very effective way to express the generalized dynamic modeling. Meanwhile, the proposed dynamic modeling approach avoids the drawback of traditional methods (e.g., Standard Denavit-Hartenberg (DH) parameters [31]), and can be easily extended to other types of hybrid robots by changing structure matrix \( A_m \) in (3.5) based on the desired configurations. 2) Three types of control architecture (shown in Figure 4.1) were developed to reduce vibrations and improve the position accuracy of the HCDR. 3) The proposed optimization problem (3.32) and Algorithm 1 provide an improvement over the existing stiffness optimization approaches in [57, 76, 52, 53]. They can be applied to not only CDPRs but also HCDRs.

2. To solve the problem of decoupled modeling and control of HCDR-2: 1) whole-body model and decoupled model were developed for the HCDR. The proposed decoupled
modeling method can be extended to other HCDRs or CDPRs based on their required configurations. 2) To achieve vibration control for the whole system in real-time (no more than 0.01s in experiments), primarily using model-based control techniques, the dynamics model was simplified for that purpose. The proposed decoupled model for the whole system can be implemented in real-time (the top CPU usage was reduced to 32%); meanwhile, it was validated via experiments. 3) Based on the decoupled dynamic model, model-based control architectures and observers were developed, and results were satisfactory in experiments (different cases were examined).

3. For the proposed UMM, modeling, tracking, and vibration- and balance-control problems were studied, and the following contributions are highlighted: 1) Compared to the modeling and control objectives in [30], this thesis extends the configuration by introducing a coupled slider on the platform to introduce more DOFs to the system. The derivation of equations of motion of the UMM, disturbance analysis, and model validation were carried out. Additionally, a simple but effective strategy was developed to solve the equilibrium point and balance problem. 2) Based on the dynamic model, two control architectures were developed: MPC with integral action and MPC+PI with integral action. Compared to other MPC-based control strategies, the proposed controllers are easier to implement in practice. The results of this thesis also offer improvements (in comparison with previous studies, such as PID [76], LPV [53], and SMC [30]) since the use of MPC enhances the control performance by using the future steps from the reference trajectories to generate control laws. 3) Simulations and experiments were carried out, and the results of tracking and vibration suppression were satisfactory.

4. Redundancy resolution and disturbance rejection via torque optimization were studied, and the following contributions are highlighted: 1) Nonlinear whole-body dynamics model of the HCDR and a model reduction approach were developed. Based on the reduced dynamics model, two new methods were proposed: TOAJ and TOAUJ. 2) The algorithms of TOAJ and TOAUJ were evaluated using case studies, and the results showed they could solve the redundancy resolution problem. Compared to TOAJ, TOAUJ can solve the redundancy resolution problem and also reject disturbances.

6.2 Future Work

The research developed in this thesis can be extended to the following directions:
1. Thus far, the 1-DOF linear slider shown in Figure 3.7 is integrated in the HCDR-3 for experiments (see section 5.3). In the future, experiments using HCDR-1 (by replacing the slide with a 3-DOF robot arm) can be implemented. In subsection 4.4.6, the algorithms of the TOAJ and TOAUJ were evaluated using simulations. The corresponding performance can also be evaluated via experiments in the future.

2. Algorithm 2 which fuses forward kinematics and lower-cable tensions was developed to estimate in-plane states, and it was shown to be more robust than that of [53] (only utilized IMU signals). This algorithm and the out-of-plane estimation algorithm (see Algorithm 3) can be improved in the future by incorporating IMU and vision-based signals, and using muti-signal fusion techniques to increase the accuracy of estimation of the system states.

3. To extend the applications (e.g., in different warehousing environments) of HCDRs, some potential topics can be studied in the future. For instance, the proposed modeling approaches and control strategies for HCDRs can also be extended to other robotic systems. New grippers (e.g., based on the previous works [91]) can be designed and affixed to the end effector of HCDRs in order to extend the range of manipulation tasks that HCDR systems can perform.
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APPENDICES
Appendix A

Derivations and Analysis

A.1 Derivation of the Equations of Motion of HCDR-1

For the specific 9-DOF HCDR-1, the COM (of the links) positions are computed as \( p_{ac1} = p_{a0} + R_y^m R_z(\theta_{a1}) [x_{ac01}, y_{ac01}, z_{ac01}]^T \), \( p_{ac2} = p_{a1} + R_y^m R_z(\theta_{a1}) R_y(\theta_{a2}) [x_{ac02}, y_{ac02}, z_{ac02}]^T \), and \( p_{ac3} = p_{a2} + R_y^m R_z(\theta_{a1}) R_y(\theta_{a2}) R_y(\theta_{a3}) [x_{ac03}, y_{ac03}, z_{ac03}]^T \) where the joint position vectors are described as \( p_{a0} = [p_{mx}, p_{my}, p_{mz}]^T \), \( p_{a1} = p_{a0} + R_y^m R_z(\theta_{a1}) [x_{a01}, y_{a01}, z_{a01}]^T \), \( p_{a2} = p_{a1} + R_y^m R_z(\theta_{a1}) R_y(\theta_{a2}) [x_{a02}, y_{a02}, z_{a02}]^T \), and \( p_{e} = p_{a3} = p_{a2} + R_y^m R_z(\theta_{a1}) R_y(\theta_{a2}) R_y(\theta_{a3}) [x_{a03}, y_{a03}, z_{a03}]^T \). Additionally, the COM linear velocities and angle velocities (of the links) are calculated as \( v_{ac1} = \dot{p}_{ac1} \), \( v_{ac2} = \dot{p}_{ac2} \), \( v_{ac3} = \dot{p}_{ac3} \), \( \omega_{ac1} = (R_z(\theta_{a1}))^T \omega_m + [0, 0, \dot{\theta}_{a1}]^T \), \( \omega_{ac2} = (R_z(\theta_{a1}) R_y(\theta_{a2}))^T (\omega_m + [0, 0, \dot{\theta}_{a1}]^T) + [0, \dot{\theta}_{a2}, 0]^T \), and \( \omega_{ac3} = (R_z(\theta_{a1}) R_y(\theta_{a2}) R_y(\theta_{a3}))^T (\omega_m + [0, 0, \dot{\theta}_{a1}]^T) + (R_y(\theta_{a2}) R_y(\theta_{a3}))^T [0, \dot{\theta}_{a2}, 0]^T + [0, \dot{\theta}_{a3}, 0]^T \), where the corresponding parameters are shown in Figure 3.2 and Table 3.2. By substituting these corresponding equations into (3.16) and (3.17), respectively, the dynamic equation of the 9-DOF HCDR-1 can be derived (in forms of (3.22) and (3.23)).
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A.2 Derivation of the Equations of Motion of HCDR-2

For the HCDR shown in Figure 3.4, the COM (of the pendulums’ links) positions are computed as

\[ p_{pc1} = p_{p10} + R_m^m R_x(\theta_{p1})[x_{pc01}, y_{pc01}, z_{pc01}]^T \]  \hspace{1cm} (A.1a)

\[ p_{pc2} = p_{p20} + R_m^m R_x(\theta_{p2})[x_{pc02}, y_{pc02}, z_{pc02}]^T \]  \hspace{1cm} (A.1b)

where the joint position vectors are described as

\[ p_{p10} = [p_{mx}, p_{my}, p_{mz}]^T + R_m^m [x_{p01}, y_{p01}, z_{p01}]^T \]

and

\[ p_{p20} = [p_{mx}, p_{my}, p_{mz}]^T + R_m^m [x_{p02}, y_{p02}, z_{p02}]^T. \]

The COM linear velocities and angle velocities (of the pendulums’ links) are calculated as

\[ v_{pc1} = \dot{p}_{pc1} \]  \hspace{1cm} (A.2a)

\[ v_{pc2} = \dot{p}_{pc2} \]  \hspace{1cm} (A.2b)

\[ \omega_{pc1} = (R_x(\theta_{p1}))^T \omega_m + [\dot{\theta}_{p1}, 0, 0]^T \]  \hspace{1cm} (A.2c)

\[ \omega_{pc2} = (R_x(\theta_{p2}))^T \omega_m + [\dot{\theta}_{p2}, 0, 0]^T \]  \hspace{1cm} (A.2d)

with \( \omega_m = [R_m^m]^T [\dot{\alpha}_m, 0, 0]^T + [R_m^m] [R_m^m]^T [0, \dot{\beta}_m, 0]^T + [R_m^m]^T [0, 0, \dot{\gamma}_m]^T \) and the corresponding parameters are shown in Figure 3.4 and Table 3.4.

Substituting the corresponding results in (A.1)–(A.2), the total kinetic energy \( K_E \) and potential energy \( V_E \) are calculated as

\[ K_E = \frac{1}{2} m_m [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}] [\dot{p}_{mx}, \dot{p}_{my}, \dot{p}_{mz}]^T + \frac{1}{2} \omega_m^T I_m \omega_m \]

\[ + \frac{1}{2} \sum_{k=1}^{2} \left\{ m_{pk} v_{pck}^T v_{pck} + \omega_{pck}^T I_{pk} \omega_{pck} \right\} \] \hspace{1cm} (A.3)

and

\[ V_E = m_m g p_{my} + \sum_{k=1}^{2} \left\{ m_{pk} g P_{pck}^T [0, 1, 0]^T \right\} \]

\[ + \frac{1}{2} \sum_{i \in \{1,2,5,6,7,8,11,12\}} \left\{ \frac{E A_i}{L_{0i}} (L_i - L_{0i})^2 \right\} \] \hspace{1cm} (A.4)

\(^1\)Parts of this section have been published in [92]. © 2019 Elsevier B.V.: “As the author of this Elsevier article, you retain the right to include it in a thesis or dissertation, provided it is not published commercially. Permission is not required, but please ensure that you reference the journal as the original source.”
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where $g$ represents the gravity acceleration. Then, the Lagrangian dynamic equation is computed as

$$L_E = K_E - V_E.$$  \hfill (A.5)

Finally, (3.35) can be derived by rearranging (A.5).
A.3 HCDR-3 Disturbance Analysis

Using the elastic force vector $F_K$ (in (3.52)), one can get

$$
\begin{bmatrix}
K_z & 0 & 0 \\
K_{z\alpha_m} & K_{\alpha_m} & 0 \\
0 & 0 & K_{\beta_m}
\end{bmatrix}
\begin{bmatrix}
p_{mz} \\
\alpha_m \\
\beta_m
\end{bmatrix}
=:
K_{mest}
\begin{bmatrix}
p_{mz} \\
\alpha_m \\
\beta_m
\end{bmatrix}
\tag{A.6}
$$

where $K_{mest} \in \mathbb{R}^3$ represents the estimated out-of-plane stiffness matrix of the actual cable-driven mobile platform. In practice, this stiffness matrix might be affected by the in-plane locations of the mobile platform and other unknown disturbances, so it is challenging or impossible to obtain its exact value. In this case, the following scenario analysis can be conducted even though the above uncertainties exist:

In (3.52), the disturbances $\{\tau_{md} \in \mathbb{R}^3 : \tau_{md} \subset \tau_d\}$ to the mobile platform can be divided into a new form:

$$
\tau_{md} = \tau_{md\,\text{unknown}} \pm K_{md}(p_{mx}, p_{my})[p_{mz}, \alpha_m, \beta_m]^T
\tag{A.7}
$$

where $\tau_{md\,\text{unknown}} \in \mathbb{R}^3$ and $K_{md}(p_{mx}, p_{my}) \in \mathbb{R}^3$ are unknown bounded disturbances and the out-of-plane disturbance stiffness matrix of the mobile platform that effected by in-plane locations $(p_{mx}, p_{my})$, respectively.

Combining (A.6) and (A.7), then

$$
K_{mest}[p_{mz}, \alpha_m, \beta_m]^T + \tau_{md} = \left\{K_{mest} \pm K_{md}(p_{mx}, p_{my})\right\}
[p_{mz}, \alpha_m, \beta_m]^T + \tau_{md\,\text{unknown}}
\tag{A.8}
$$

where $K_{md} = K_{[3,4,5][3,4,5]}$ with $K \in \mathbb{R}^{6 \times 6}$ denoting the stiffness matrix of the 6-DOF cable-driven mobile platform using the four-spring model proposed by Behzadipour and Khajepour [18]. The corresponding items in (3.52) are equivalent to that of (A.8).

Additionally, $K_{mest}$ and $K_{md}(p_{mx}, p_{my})$ in (A.8) can be evaluated using the following performance indices:

$$
J_{mest} = \lambda^T \lambda, \quad \kappa_{mest} = \frac{\lambda_{\text{max}}^2 \lambda_{\text{min}}^2}{\lambda_{\text{max}}^2 + \lambda_{\text{min}}^2}, \quad \text{for } K_{mest}
\tag{A.9a}
$$

$$
J_{md} = \lambda^T \lambda, \quad \kappa_{md} = \frac{\lambda_{\text{max}}^2 \lambda_{\text{min}}^2}{\lambda_{\text{max}}^2 + \lambda_{\text{min}}^2}, \quad \text{for } K_{md}
\tag{A.9b}
$$

where $\lambda \in \mathbb{R}^3$ represents the eigenvalues of $K_{mest}$ or $K_{md}(p_{mx}, p_{my})$. 
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The corresponding terms in (3.67) and (3.68) are computed as follows: the rotation matrix \( R_{y} = R_{x}(\alpha_{1})R_{y}(\beta_{m})R_{z}(\gamma_{m}) \in SO(3) \) and the angular velocity \( \omega_{m} \) of the frame \( \{O_{m}\} \) is calculated as \( \omega_{m} = [R_{y}^{m}]^{T}[\dot{\alpha}_{m}, 0, 0]^{T} + [R_{m}]^{T}([R_{m}]^{T})^{T} = [R_{y}^{m}]^{T}[\dot{\beta}_{m}, 0, 0]^{T} + [R_{m}]^{T}[0, 0, \dot{\gamma}_{m}]^{T} \) with the rotation matrices \( R_{m}^{\alpha} = R_{y}(\beta_{m}) \in SO(3) \) and \( R_{m}^{\gamma} = R_{z}(\gamma_{m}) \in SO(3) \). Then, the COM (of the pendulums’ links) positions are computed as \( \mathbf{p} \) and \( \mathbf{R} \). The COM (of the links) positions are computed as \( \mathbf{p} \) and \( \mathbf{R} \), respectively. Additionally, the COM linear velocities and angle velocities (of the links) are calculated as \( v_{pc1} = \mathbf{p}_{pc1}, v_{pc2} = \mathbf{p}_{pc2}, \omega_{pc1} = (R_{x}(\theta_{p1}))^{T}\mathbf{v}_{m} + \mathbf{v}_{pc1}, \omega_{pc2} = (R_{x}(\theta_{p2}))^{T}\mathbf{v}_{m} + \mathbf{v}_{pc2} \) with the corresponding parameters shown in Figure 3.10 and Table 3.6.

The corresponding terms in (3.67) and (3.68) are computed as follows: the rotation matrix \( R_{g} = R_{x}(\alpha_{1})R_{y}(\beta_{m})R_{z}(\gamma_{m}) \in SO(3) \) and the angular velocity \( \omega_{m} \) of the frame \( \{O_{m}\} \) is calculated as \( \omega_{m} = [R_{g}^{m}]^{T}[\dot{\alpha}_{m}, 0, 0]^{T} + [R_{m}]^{T}([R_{m}]^{T})^{T} = [R_{g}^{m}]^{T}[\dot{\beta}_{m}, 0, 0]^{T} + [R_{m}]^{T}[0, 0, \dot{\gamma}_{m}]^{T} \) with the rotation matrices \( R_{m}^{\alpha} = R_{y}(\beta_{m}) \in SO(3) \) and \( R_{m}^{\gamma} = R_{z}(\gamma_{m}) \in SO(3) \). Then, the COM (of the pendulums’ links) positions are computed as \( \mathbf{p} \) and \( \mathbf{R} \). Then, the COM (of the pendulums’ links) positions are computed as \( \mathbf{p} \) and \( \mathbf{R} \), respectively. Additionally, the COM linear velocities and angle velocities (of the links) are calculated as \( v_{pc1} = \mathbf{p}_{pc1}, v_{pc2} = \mathbf{p}_{pc2}, \omega_{pc1} = (R_{x}(\theta_{p1}))^{T}\mathbf{v}_{m} + \mathbf{v}_{pc1}, \omega_{pc2} = (R_{x}(\theta_{p2}))^{T}\mathbf{v}_{m} + \mathbf{v}_{pc2} \) with the corresponding parameters shown in Figure 3.10 and Table 3.6.

In (3.68), the cable stiffness matrix is \( K_{c} = \text{diag}(\frac{E_{A_{1}}}{L_{01}}, \frac{E_{A_{2}}}{L_{02}}, \ldots, \frac{E_{A_{12}}}{L_{012}}) \in \mathbb{R}^{12 \times 12} \), where \( \frac{E_{A_{i}}}{L_{0i}} \) represents the \( i \)th cable stiffness, \( EA_{i} \) is the product of the modulus of elasticity and cross-sectional area of the \( i \)th cable, and \( L_{0i} \) denotes the \( i \)th input unstretched cable length and actual cable length, respectively. Then, the corresponding parameters are also shown in Figure 3.10 and Table 3.6.

To obtain the matrix \( A_{m} \) in (3.69), the terms in \( A_{m} \) are computed as follows: let the \( i \)th cable-length vector \( \mathbf{L}_{i} = \mathbf{a}_{ix}, \mathbf{a}_{iy}, \mathbf{a}_{iz} \) denotes the position vector from the \( i \)th cable anchor point on the mobile platform to the \( i \)th cable anchor point on the robot static frame. Then, one can get the \( i \)th unit cable-length vector \( \mathbf{L}_{i} = \frac{\mathbf{L}_{i}}{\lVert \mathbf{L}_{i} \rVert} \) and the \( i \)th unit cable-length vector \( \mathbf{L}_{i} = \frac{\mathbf{L}_{i}}{\lVert \mathbf{L}_{i} \lVert} \). Furthermore, \( \mathbf{r}_{ix}, \mathbf{r}_{iy}, \mathbf{r}_{iz} \in \mathbb{R}^{3} \) denotes the position vector of the \( i \)th cable anchor point on the mobile platform with respect to the frame \( \{O_{m}\} \), \( \mathbf{a}_{ix}, \mathbf{a}_{iy}, \mathbf{a}_{iz} \) represents the position vector of the \( i \)th cable anchor point on the robot static frame with respect to the frame \( \{O\} \), and the
parameters $[r_{ix}, r_{iy}, r_{iz}]^T$, $[a_{ix}, a_{iy}, a_{iz}]^T$ are provided in Table 3.3.