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Abstract

The selection of oxygen carrier (OC) particles is crucial for the development of chemical-
looping combustion (CLC) technology. Common OC particle models often involve first-
order chemical reactions with respect to the concentration of fuel gas, which may not be
able to account for the complex reaction mechanisms taking place on the contacting surface
between gas and solid reactants.

In this work, we apply a multiscale modelling framework on NiO-based OC particle in
order to explicitly consider and understand the effect of reaction kinetics. The proposed
multiscale model consists of gas diffusion model and surface reaction. Continuum equations
are used to describe the gas diffusion inside OC particles, whereas mean-field approximation
and kinetic Monte Carlo methods are adopted to simulate the microscale events, such as
molecule adsorption and elementary reaction, occurring on the contacting surface. These
sub-models communicate through a boundary condition that defines the mass fluxes of both
reactant and product gas species. Surface reaction mechanisms and the corresponding
reaction rate constants considered in the present work are obtained from a systematic
density functional theory (DFT) analysis.

The qualititive comparison with experimental data available in the literature suggests
that the kMC-based multiscale model is able to provide better results than the MFA-based
counterpart. A sensitivity analysis on the rate constants of key elementary reactions,
length of intra-particle pore, and particle porosity was conducted to assess the effect of
reaction kinetics and mass transport on the overall reaction process and validate the pro-
posed multiscale model. The simulation results show reasonable tendencies and responses
to changes in these modelling parameters, which indicates that the proposed multiscale
modelling scheme on OC particle is suitable. To the author’s knowledge, this is the first
implementation of a multiscale model in CLC technology.
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Chapter 1

Introduction

Chemical-looping combustion (CLC) is one of the most promising greenhouse gas emission
control technologies. The concept of chemical looping involves the use of a metal oxide
as the oxygen carrier (OC) which continuously circulates between a fuel-reactor, where
the OC provides oxygen to burn the fuel, and an air-reactor, where the OC is oxidized
with air. Compared to the traditional fuel combustion process, CLC does not require
extra separation units to obtain a pure CO2 stream, thus minimizing the energy penalty
associated with the CO2 capture process.

In order to design, optimize, and eventually scale-up the CLC process, a variety of fuel-
and air-reactors models have been developed. The three main parameters for the design
of these reactors are: (1) the total load of bed material comprised of OC particles; (2) the
circulation rate of bed material; and (3) the gas flow between the two reactors [1]. The
first two parameters directly depend on the performance of the selected oxygen carrier.
Consequently, the design of OC material is critical for the development of CLC technology.

The ideal OC should have the following properties: high reactivity, resistance against
carbon deposition, high mechanical strength, and sufficient stability in successive cycle
reactions. Aiming at developing OC materials with all the desired properties, numerous
experiments on the reactivity of oxygen carrier particles have been conducted over the last
decades [2, 3, 4, 5, 6, 7]. These studies have shown that the reactivity of the carriers varies
considerably depending on the material, particle size, fuel gas, and operating temperature.
Thus, in order to develop a suitable oxygen carrier material, it is necessary to test many
materials with varying metal oxide/support combinations and production conditions, which
is labour-intensive, impractical and overly expensive. Thus, having access to an OC model
that can evaluate the effect of the different reaction kinetics on the overall performance of
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the OC particle will greatly help in the design of OC particles and enhance the technical
viability of CLC technology for CO2 capture and clean power generation.

The most common OC models available in the literature are the shrinking unreacted
core model[8], the changing grain size model [9], and the nucleation and nuclei growth
model [10]. These models have been used to simulate the temperature and conversion
profiles inside some commonly used oxygen carriers during the CLC process. They have
assumed that the concentration of gas reactant only varies in one direction that is normal to
the particle surface. Similarly, they also consider that the chemical reactions taking place
in the particle are first order reactions with respect to the concentration of gas species.
In a real setting, concentration profiles in both axial and radial directions exist when the
gas (i.e., the fuel) diffuses through the particle’s pore. Moreover, reactions are actually
taking place on the solid surface, and the mechanism is generally more complex than first
order reactions. Therefore, these models may not be able to completely describe the effect
of radial concentration gradients across the pore and the complexity of reaction kinetics
which, as suggested by experimental results, plays an important role and should be taken
into account when developing oxygen carrier particle models [11, 12, 13, 14].

The difficulty in modelling the impact of reaction kinetics lies in the discrepancies be-
tween the evolution of the chemical reactions on the particle pore surface and the continuum
mechanics that describes the transport of molecules in the gas phase. Specifically, the gas
diffusion in the pore occurs at a micrometer length scale whereas surface events usually
take place in nanoscale (molecular) dimensions. In addition, the corresponding time scale
for the chemical reactions is also orders of magnitude smaller than that for gas diffusion.
As a result, simulating gas diffusion and surface reaction simultaneously throughout the
whole time and spacial domains is computationally intensive, if not prohibitive. A compro-
mise approach is that one does not solve the nanoscale (microscale) model over the entire
computational domain; instead, multiple microscale models are solved repeatly during the
simulation. Since the macroscale model is typically described by continuum equations
solved by numerical methods involving domain discretization, the effect of spatial variants
of macroscopic properties (e.g. concentration) on microscale events is taken into account by
placing multiple microscale models at different discretized points and solving them locally.
The coarse-grained information of the microscale model is then interpreted throughout the
spatial domain and lifted to the higher scale model, providing data needed to solve the
macroscale dynamics.

A model comprising sub-models that conserve and pass information at multiple scales
is referred to as a multiscale model. This modelling approach is capable of predicting the
effect of reaction kinetics taking place inside the particle on the overall performance of OC
particles, and make it possible to compare or even design different materials and estimate
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their viability as oxygen carriers for industrial applications. To the author’s knowledge, a
multiscale model for OC particles in CLC process has not been proposed in the literature.

Research Objectives

In order to apply the multiscale modelling framework for OC particles in the CLC process,
continuum equations are used to describe gas transport inside the OC particle (macroscale
model), whereas mean-field approximation (MFA) and kinetic Monte Carlo (kMC) methods
are used to model the surface reaction kinetics (microscale model), respectively. Nickel
oxide and syngas (CO and H2) are selected as the solid reactant in the OC particle and the
fuel gas, respectively. This system has been commonly used in laboratory and pilot-scale
demonstration plants. Surface reaction mechanism considered in the microscale model
and kinetic parameters such as reaction rate constants have been estimated from density
functional theory (DFT) analysis. The main objectives in this work are to:

• Develop a macroscale model describing gas transport inside the OC particle.

• Establish the fundamental surface reaction steps and calculate the corresponding
elementary reaction rate constants using density functional theory (DFT).

• Develop two microscale models describing the gas-solid reactions on solid reactant
surface using mean-field approximation method and kinetic Monte Carlo method,
respectively.

• Develop a multiscale model that can explicitly account for the effect of surface reac-
tion kinetics on the overall OC particle performance.

As mentioned above, This work presents the first multiscale model for OC particles. The
modelling framework can be adopted to model other systems, thus providing a new ap-
proach to compare the effect of fuel gas, OC material, and operating conditions. It also
enables the possibility of theoretically predicting the performance of a potential OC ma-
terial, which can provide insights for the design of new materials.

Thesis Outline

This thesis is organized as follows: the next chapter provides a detailed review of the
common CO2 capture technologies and recent developments of oxygen carriers, as well
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as the theories applied in this research, e.g. MFA method, kMC method, and multiscale
modelling approaches. Chapter 3 presents a multiscale model that consists of macroscale
gas transport and microscale surface reaction. The macroscale model is developed based
on continuum equations to describe the intra-particle gas diffusion. Then, the microscale
model describing reactions taking place on the contacting surface between gas and solid
reactants is developed based on the MFA and kMC methods, respectively. These two
surface-based models are then coupled with the gas transport model to simulate the dy-
namic performance of an OC particle. Furthermore, a comparison between MFA-based and
kMC-based multiscale model is presented, followed by the comparison between simulation
results and experimental data reported in the literature, and lastly by a sensitivity analysis
on key modelling parameters. Concluding remarks and future research directions are given
in Chapter 4.
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Chapter 2

Literature Review

This chapter presents an overview of previous work on related literature and studies con-
ducted by academics and industrial practitioners that provide the necessary background
to develop this research. This chapter is organized as follows: the first section provides
an up-to-date report of CO2 emissions; the second section gives an overview of the advan-
tages and limitations of the common CO2 capture technologies including one of the most
promising CO2 capture technology - chemical-looping combustion (CLC); the third section
explains the important role of the oxygen carrier (OC) in this technology and also lists
the recent laboratory and modelling work related to OC development; the fourth section
provides details of the modelling scheme (multiscale model) proposed in this research and
the commonly applied techniques.

2.1 CO2 emissions - an urgent environmental problem

The carbon dioxide (CO2) concentration in the atmosphere has increased significantly
over the past few decades due to the increasing use of fossil fuels as the main source of
energy. According to the document entitled State of the Climate [15], the global average
atmospheric carbon dioxide concentration in 2017 (405.0 parts per million (ppm)) was the
highest in at least the past 800,000 years. That same year was also the second or third
warmest year (depending on the dataset used) since records began in the mid 1800s, with
the annual global surface temperatures 0.38 ◦C-0.48 ◦C above the 1981-2010 average. At
the same time, global mean sea levels have risen for the sixth consecutive year, reaching
the highest annual average in the satellite altimetry era (since 1993). Climate change can
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only be mitigated and global temperature be stabilized when the total amount of CO2

emitted is limited and annual emissions eventually approach zero [16, 17].

The Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report
(AR5) showed that in 2010, the energy generation sector was the largest contributor
(around 35%) to global greenhouse gas (GHG) emissions, followed by industry which con-
tributed 30% of global GHG emissions. These two sectors have been using fossil fuel as their
main energy source and generating CO2, the main GHG, during the combustion process.
Therefore, CO2 capture and storage is considered as a critical technology to significantly
curb the amount of CO2 in atmosphere.

2.2 CO2 capture technologies

Three main CO2 capture technologies are currently available: post-combustion, pre-combustion,
and oxyfuel combustion. In post-combustion capture, CO2 is separated and then captured
from flue gas after the fossil fuel has been burned. The most common method involves
using a solvent to selectively absorb CO2 from the flue gas, followed by CO2 desorption
process in a stripping column to regenerate the solvent. High temperature is needed in
order to separate the absorbed CO2 from the solvents (typically amines), which requires a
large amount of extra energy input. The energy penalty associated with the solvent regen-
eration process is the main challenge in post-combustion technology that must be overcome
in order to make this technology more pratical and appealing for large scale deployment.

In pre-combustion capture, carbon is removed from the fossil fuel before combustion,
resulting in a carbon-free flue gas. The carbon removal is usually achieved by gasifying
solid fuel to form synthesis gas which then undergoes the water-gas shift reaction to convert
CO and H2O to CO2 and H2. After separating and capturing CO2, the pure H2 stream is
sent to the combustion sector. Compared to post-combustion technology, which removes
CO2 from flue gas that has a low CO2 concentration and pressure, the gasification and
water-gas shift process produces a high pressure, CO2-rich gas mixture, which does not
require extra energy to capture CO2. However, the capital costs of the equipment for this
technology are often expensive, which hinders its application. Moreover, the solid fuel
gasification process is not energy-free.

Oxyfuel combustion is a process of burning fossil fuels with an oxygen-enriched gas
mixture instead of air. This results in a flue gas that mainly comprises CO2 and H2O,
which can be easily separated by a condensation process that does not require external
energy input. Chemical-looping combustion (CLC) is one of the most promising oxyfuel
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combustion technologies [18]. The concept of CLC was firstly introduced by Ishida et
al. in 1987 [19]. In CLC systems, oxygen is introduced to the system via oxidation-
reduction cycling of an oxygen carrier (OC). The oxygen carrier is usually a solid, metal-
based particle. For a typical CLC process, combustion is split into separate reduction
and oxidation reactions in multiple reactors. The metal oxide particles supply the oxygen
needed for combustion and are reduced by the fuel in the fuel reactor, these particles are
then transported back in the air reactor to react with air to continue to the next cycle.
The gas existing the air reactor contains N2 and unreacted O2, whereas the flue gas of the
fuel reactor contains CO2 and H2O (See Fig 2.1).

Figure 2.1: CLC scheme

One of the key elements for the industrialization of CLC technology is the high dura-
bility and consistent performance of OC particles in long-time successive operating cycles
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[20]. The OC must fulfill a range of requirements, including: high reactivity in both air
and fuel reactors; sufficient stability at high temperature, strong resistance against carbon
decomposition, and high mechanical strength [21]. Major efforts are hence dedicated to
identifying suitable carriers and increasing the activity and robustness of candidate mate-
rials. Discussion about the experimental and the modelling studies focused on improving
the performance of OC particles is presented in the next section.

2.3 Experimental Studies on OC

A large number experimental studies have been conducted on oxygen carrier particles.
Most of the OC materials being investigated are made of an active metal oxide (NiO,
CuO, Fe2O3, MgO, MnO2, etc) and a supporting inert material (Al2O3, MgAl2O4, NiAl2O4,
TiO2, SiO, stabilized ZrO2, bentonite, sepiolite, etc). Researchers have also studied the
potential of using natural minerals such as iron ore, ilmenite ore, manganese ore to replace
synthetic materials more recently [22, 23, 24, 25]. Based on results and analysis reported
in the literature, it is widely acknowledged that OC particles based on Ni exhibit superior
reactivity and stability. Hence, Ni-based materials have became one of the most widely
investigated materials [26, 27, 28, 29, 30, 13]. In order to have a better comparison with
the experimental data, NiO is chosen as the active oxide for the multiscale model proposed
in this work. Details about relevant experimental work are discussed below.

Ni-based oxygen carriers

Significant efforts have been made to investigate the potential of Ni-based oxygen carriers.
Ishida et al. [31] used thermogravimetric analysis (TGA) to investigate the reaction rate of
NiO/YSZ (yttria-stabilized zirconia) particles with a stream of H2. They further studied
the effects of the solid composition, feed gas composition and reaction temperature on
carbon deposition on the basis of NiO/YSZ particle in a thermogravimetric reactor (TGR)
[32]. They concluded that the reaction temperature, particle size, gas composition, and
solid composition all strongly affect the overall reaction rate, especially the effect of solid
composition on reduction rate.

Villa et al. [33] investigated the performance of OC particles made of Ni-based mixed
oxide materials (Ni-Al-O system and Ni-Mg-Al-O system) under redox cycle conditions.
Experiments were conducted using repeated temperature-programmed reduction (TPR)
and temperature-programmed oxidation (TPO) cycles with CH4 and H2 as reducing gas
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and O2 as oxidizing gas. The results showed that the addition of Mg improved the redox
stability and resistance to coke formation. The Ni-Mg-Al-O system has also demonstrated
a high tendency to form CO and H2 instead of CO2 and H2O when CH4 was used as fuel
gas, which makes it a candidate for syngas production. Mattisson et al. [28] studied the
reactivity of four different Ni-based OC particles with CH4 fuel gas. The experiments were
conducted in a laboratory-size fluidized bed reactor. All investigated particles showed high
rates of reduction with no sintering tendencies during reaction and limited or no particle
breakage. Gayán et al. [34] measured the reactivity of NiO/Al2O3 OC particles prepared
by different methods in a thermogravimetric analyzer. The data suggested that Ni-based
OC prepared on α-Al2O3 has higher reduction reactivity than the OC prepared on γ-Al2O3.
Also, particles prepared on α-Al2O3 exhibited very high reactivity during both reduction
and oxidation reactions.Sedor et al. [35] investigated OC with various Ni loadings on an
α-Al2O3 support. TPR and TPO were employed to evaluate the reactivity and stability
of different OC samples in repeated redox cycles. The result showed that particle samples
with higher nickel loading (up to 20%) provided more oxygen for reduction in the form of
NiO. Also, consistent Ni dispersion inside particle was observed during successive redox
cycles and no agglomeration was found. Shen et al. [30] reported the deterioration of
reactivity of NiO/α-Al2O3 OC during 100 hours of operation in a 10 kWth continuous
reactor of interconnected fluidized beds using coal as fuel. Further analysis showed that
sintering occurred when the temperature in the fuel reactor exceeded 960 ◦C. However,
this problem can be mitigated by supplying steam to the fuel reactor. Dueso et al. [36]
used TGA and a batch fluidized bed reactor to study the reactivity of NiO/α-Al2O3 OC
during successive redox cycles with CH4 as fuel gas. They observed that the reactivity
of OC decreases with increasing solid conversion due to the formation of NiAl2O4 during
oxidation. However, high conversion of fuel gas was still achieved in the experiment. They
also investigated the reactivity of two Ni-based oxygen carriers (NiO/α-Al2O3 and NiO/γ-
Al2O3) at different fuel concentrations (5 - 20 vol.% CH4, 5 - 50 vol.% H2 and CO) and
temperatures. Differences in reaction kinetics were observed, which are likely caused by
the different structure of alumina support.

2.4 Common OC Models

Although intensive efforts have been invested in experiments and have also yielded signifi-
cant results, many materials must be examined. In addition, different operating conditions
such as temperature and pressure can also affect the performance of OC materials. There-
fore, it is not efficient to completely rely on experiments to find the ideal OC for varies
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operating conditions for which CLC is suitable. On the other hand, having access to a
reliable theoretical model that can accurately describe the behavior of OC particles in
CLC reactors will further advance our understanding of the determining factors and even
provide useful infomation to improve the design of current OC. The reations involving OC
particles in air and fuel reators can be considered as non-catalytic gas-solid reactions that
can be expressed as follows:

aA(g) +B(s)→ bP (s) + cCO2(g) + dH2O(g), (2.1)

In reality, this overall reaction equation typically involves several intermediate steps: (1)
fuel gas diffusion from the bulk gas phase to the surface of the solid particle, (2) diffusion
of the fuel gas through the pores of the particle; (3) adsorption of reactants on the pore
surface and (4) chemical reactions between the gas and the solid. Different models for gas-
solid reactions have been developed to predict the performance of different OC particles.
The most frequently used models that describe the gas-solid reaction takes place inside the
OC particle are the changing grain size model (CGSM), the shrinking core model (SCM),
and the nucleation and nuclei growth model (NNGM) (See Fig 2.2).

(a) SCM (b) CGSM (c) NNGM

Figure 2.2: Common OC particle models.
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Shrinking Core Model (SCM)

The shrinking core model (SCM) is characterized by a clearly defined shrinking reaction
interface in a particle between the porous product outer layer and the non-porous unreacted
core. Initially, the reaction happens in the external surface of the particle. As the reaction
proceeds, an interface between the unreacted core and reacted solid, on which all chemical
reactions take place, is formed and keeps moving inward; hence, the unreacted core keeps
shrinking. Before reaching the surface of the unreacted core, the fuel gas diffuses through
the gas film between the bulk gas phase and the OC particle surface and the solid product
film. The mass transfer equation considering the diffusion through the product layer and
reactions on the core surface is as follows:

d

dr

(
−De,Ar

2dCA
dr

)
= 0 (2.2)

with the following boundary conditions:

CA(r)

∣∣∣∣
r=r0

= CA0 (2.3)

CA(r)

∣∣∣∣
r=r2(t)

= 0 (2.4)

where CA is concentration of gas species A, r is radius direction of the particle, De,A is
effective diffusion coefficient of gas species A, CA0 is concentration of gas species A in the
bulk, r0 is initial radius of the particle, and r2 is radius of the unreacted core.

Solution of the transport equation (2.2) leads to the following expression for the rate
of advance of the radius of the unreacted core r2 [37]:

dr2

dt
= − aCA0/ρB

r22
r20kg

+ (r0−r2)r2
r0De

+ 1
ks

(2.5)

where a is the stoichiometric coefficent of fuel gas A, ρB is molar density of solid reactant
B, kg is the mass transfer coefficent for gas species A between the bulk gas and outer
surface of the particle, ks is reaction rate constant at the surface of the unreacted core.

The solid conversion X can be obtained as follows:

1−X =

(
r2

r0

)3

(2.6)
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The three terms in the denominator in Eq.2.5 represent the resistances due to gas-
film diffusion, product layer diffusion and the chemical reaction, respectively. Ishida et
al. [31] adopted the SCM to interpret data from experiments. It was found that the rate
of reduction is controlled mostly by the chemical reaction, whereas the rate of oxidation
is depend on both chemical reaction and the product layer diffusion. Ryu et al. [8] also
employed SCM to describe the reaction of air and CH4 with Ni/bentonite particle. The
reaction rate constant in that model was calculated from experimental data and fitted to the
Arrhenius equation. The simulation results fitted the experimental data with reasonable
agreement.

Changing Grain Size Model (CGSM)

Initially proposed by Georgakis et al. [38], the changing grain size model assumes that
the particle consists of a number of non-porous grains of uniform radius r0. Each grain
follows the scheme depicted by SCM. The fuel gas must overcome the resistances in gas-
film diffusion, diffusion through the interstices between the grains, diffusion through the
product layer of the grain, and chemical reaction on the surface of the unreacted core. The
unsteady-state mass transfer equation considering the reaction within the particle can be
formulated as follows:

∂CA
∂t

=
1

R2

∂

∂R
(De,AR

2∂CA
∂R

)− (−rA) (2.7)

with the following initial and boundary conditions:

CA(R, t)

∣∣∣∣
t=0

= CA,b (2.8)

dCA
dR

∣∣∣∣
R=0

= 0 (2.9)

−De,A
dCA
dR

∣∣∣∣
R=R0

= kg(CA,s − CA,b) (2.10)

where R is the radial coordinate of the particle, CA,b is gas concentration in the bulk phase,
kg is external mass transfer coefficient, CA,s is gas concentration at the external surface of
the particle.

The reaction rate per unit of particle volume is modeled such that is directly propor-
tional to the chemical reaction rate constant, k:

1

a
(−rA) = (−rR) = kS0,R(

r2

r0

)2CA (2.11)
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where is r0 the initial radius of the grain, r2 is radius of the unreacted core, and S0,R is the
initial specific surface area of the reactant.

Garćıa-Labiano et al. [9] adopted this model to estimate the relative relevance of
different steps in the reaction of OC particles in CLC applications. The resistance to heat
and mass transfer in the gas film and inside the particle together with the chemical reaction
on the particle surface were considered for the oxidation and the reduction reactions with
different fuel gases (CH4, H2 and CO) and materials (Ni, Cu, Fe, Mn, and Co). Chemical
reaction rate constant k was assumed to be an Arrhenius type function of temperature. The
effect of k on the particle temperature was analyzed by variations in the preexponential
factor (k0) and in the activation energy (Ea). They reported that both preexponential
factor and activation energy did not significantly affect the conversion and temperature
profiles within the particle.

Nucleation and nuclei growth model (NNGM)

According to the nucleation and nuclei growth model (NNGM), the gas-solid reactions
within the OC particle proceed with the generation of metallic nuclei, which subsequently
grow and finally overlap. Hossain et al. [10] adapted the Avrami-Erofeev model to describe
the change rate of the degree of conversion X as:

dX

dt
= k(T )f(X) (2.12)

where k is the rate constant given by the Arrhenius equation as a function of temperature
T , and f(X) is a function of the degree of conversion given as:

f(X) = ν(1−X)[−ln(1−X)](ν−1)/ν (2.13)

where ν is the Avrami exponent indicative of the reaction mechanism and crystal growth
dimension. For example, ν = 1 for the random nucleation model, and ν = 2 or 3 for
2-dimensional or 3-dimensional nuclei growth, respectively.

The kinetic parameters used in this model were obtained using the hydrogen and oxygen
consumption data from the temperature programmed reduction or oxidation (TPR/TPO)
profile analysis. The conversion in this model is defined as follows:

X =
∆nt

∆ntotal
(2.14)
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where ∆nt represents the moles of H2 or moles of O2 consumed at time t and ∆ntotal
represents the total moles of H2 or moles of O2 consumed for the complete reaction of the
OC particle.

Sedor et al. [35] modeled the reduction kinetics of NiO/Al2O3 oxygen carrier using
NNGM and SCM separately. The NNGM with ν = 1 was found to give a better description
of the experimental data. Hossain et al. [10] developed NNGM and SCM to describe
reduction and oxidation kinetics of Co− Ni/Al2O3 oxygen carrier. Model parameters such
as reaction rate constants were estimated using a least square fitting to the TPR/TPO
data. Their results also suggested that NNGM has higher accuracy than SCM.

Based on the above, it is clear that all three common OC models mentioned need
the data from experimental works (TGA, TPR, or TPO) to provide the reaction rate
constants for all chemical reactions. These reaction rate constants are estimated such that
the simulation results fit the experimental data. These models are then used to predict the
performance of OC under other conditions. Therefore, the prediction is only valid when
the changes in reacting conditions do not affect reaction rate constants, which is usually
not true when variations exist in the operating temperature or when using different OC
materials. In other words, new experiments must be conducted to calculate a new set of
kinetic parameters for the new condition, which is very labor-intensive and expensive.

2.5 Multiscale Modeling Scheme

While it is difficult to bridge the gap between fundamental chemical reactions and real-
istic modelling through experiments, a new method driven by the modern computational
power has emerged over the past few decades - first-principles calculation, also known as
density-functional theory (DFT) [39, 40]. DFT is a method that approximates solution to
the Shrödinger equation of a many-body system. It is the state-of-the-art theory to inves-
tigate the structural and electronic properties of molecules and materials. DFT has been
successfully employed to predict the reaction path and kinetics of many systems includ-
ing (but not limited to) CO oxidation on transition metal surfaces [41, 42, 43], ammonia
synthesis over a nanoparticle ruthenium catalyst [44], water-gas-shift reaction on metal
nanoparticles and surfaces [45] and methane cracking reaction pathways on Ni surface [46].
Despite being a powerful tool, DFT can not be directly applied in modelling reactions
taking place in chemical reacting systems due to the time and length discrepancies be-
tween the evolution of the elementary chemical reactions and the continuous transport of
the gas or fluid inside the system. At least three scales are involved in a typical gas-solid
reaction: (i) the atomistic scale where the individual molecules interact with adsorbate or
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other molecules, (ii) microscale (or surface scale) where elementary reaction events take
place and (iii) macroscale (or particle scale) where the gradients in concentration of gas
flow exist. As shown in Fig 2.3, these three scales form a hierarchical structure and also
have their unique characteristic length and time scales. For example, size of a molecule is
on the scale of Angstroms and it vibrates in the order of picoseconds, whereas the radius
of a particle is generally several micrometers or even millimeters and the most commonly
used time unit when describing gas transport is in the order of seconds. Consequently, it
is currently prohibitive to scale up the DFT simulation by simple integration. The more
appropriate application of DFT in the field of multiscale modelling is to provide the infor-
mation required to calculate the reaction rate constant of each elementary reaction using
transition state theory (TST) and narrow the discrepancy using a statistical technique
that can average the collective behavior of all elementary reactions over length and time
scales that are much larger than the characteristic length and time scales of the atomistic
kinetics. The main techniques that can be used to bridge this gap are: (1) the molecular
dynamics (MD) [47], (2) the mean-field approximation (MFA) [48], and (3) the kinetic
Monte Carlo (kMC) methods [49]. MD simulates the moving trajectories of all atoms in-
volved in the system by numerically solving Newton’s equations of motion for each atom.
The time scale of a typical MD simulation spans from nanoseconds to microseconds at
a computational cost up to several CPU days [50]. On the other hand, MFA and kMC
methods cannot provide information about the motion of all atoms in the system; instead,
they give coarse-grained estimations about how system evolves in a time period ranging
from microseconds to seconds. The present model employs TST, MFA and kMC methods
to develop the microscale model. Detailed description of these methods are presented next.

Transition State Theory

Before introducing TST, it is necessary to explain two concepts, namely Born-Oppenheimer
(BO) approximation [51] and a potential energy surface (PES) [52]. The BO approximation
assumes that the electron interactions take place on much faster time scale than the motion
of the atomic nuclei; thus, the motion of nuclei and electrons can be separated. Based on the
BO approximation, the electrons in the system adapt adiabatically to every configuration
of nuclei positions r, and, reciprocally, for each nuclei configuration r, the system has
a different energy E{r}, which is treated as a point on the PES landscape. In other
words, PES describes the energy of a system, especially a collection of atoms, as a function
of the positions of nuclei in the system. Therefore, for a molecule with N atoms, its
PES has 3N − 6 coordinates (each atom has three coordinates x, y, and z, minus three
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Figure 2.3: Hierarchical structure in multiscale modelling

molecule translation and three molecule rotation coordinates). The evolution of the atomic
configuration can be described as the system evolves on the PES. The forces acting on a
given configuration are then the local gradient of the PES, and the system maintains a
(temporary) stable configuration when it dwells in a (local) minimum of this surface. The
electronic level dynamics such as picosecond-scale vibrations, on the other hand, cause the
system to wander around the local minima, but they may not be enough for the system
to surmount the energy barrier between two minima. Because electrons move orders of
magnitude faster than nuclei, the system spends most of the time in one of the basins on
the PES before it accumulates enough energy to move to another basin or state. Similarly,
one can assume that such a hypersurface must also exist for a reacting system, where the
reactants and the products are two stable states of the system, which correspond to two
local minima on the PES.
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Another fundamental assumption in transition state theory is that for a general reac-
tion:

A+B −→ P (2.15)

the reactants firstly form an activated complex, which then transforms into the product.
Therefore, the reaction equation can be re-written as:

A+B 
 (AB)‡ −→ P (2.16)

Combining the assumption of the existence of PES and the activated complex (AB)‡,
the chemical reaction can be depicted as the system energy from the local minimum it
originally dwells in (the reactant state) to the transition state where it is higher (the
activated complex state), and finally drops into another local minimum (the product state).
As illustrated in Figure 2.4, the highest point in this reaction path is called the saddle point,
which represents the energy of the activated complex (AB)‡. The rate of reaction can be
expressed as the product of the concentration of (AB)‡ ([mol

m3 ]) and the frequency of (AB)‡

crossing the saddle point ([1
s
]):

r = [AB]‡ν (2.17)

Assuming the formation of (AB)‡ is always at equilibrium, the (AB)‡ concentration can
be expressed as follows:

[AB]‡ = K‡[A][B] (2.18)

where K‡ is the equilibrium constant. Therefore, the reaction rate becomes:

r = νK‡[A][B] (2.19)

Compare Equation 2.19 to the general rate law:

r = k[A][B] (2.20)

The reaction rate constant k can then be calculated as:

k = νK‡ (2.21)

The frequency of (AB)‡ crossing the saddle point can also be considered as the vibrational
frequency for the vibration of the bond being formed or broken in the activated complex
in order to form the products. The energy of the bond vibration is as follows:

Evi = hν = kBT (2.22)
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which gives the expression for ν as:

ν =
kBT

h
(2.23)

where kB is the Boltzmann constant, T is the temperature and h is the Plank constant.

The transition state equilibrium constant K‡ can be described as a statistical approach
using partition functions of the reactant, the transition state and the product, i.e., :

K‡ =
Q‡AB
QAQB

e−∆G‡/RT (2.24)

where ∆G‡ is the standard Gibbs energy of activation, and Qi is the partition function of
species i per unit volume and its formula is derived using statistical mechanics.

Combining Eq.2.23 and Eq.2.24, the reaction rate constant can be expressed as follows:

k =
kBT

h

Q‡AB
QAQB

e−∆G‡/RT (2.25)

Therefore, all that is required to obtain the reaction rate constant k at a certain temper-
ature T are the values of ∆G‡ and three partition functions. The values of parameters
needed to calculate ∆G‡ and Qi can be obtained from first-principles calculation. More
details can be found in references [53], [54], [55] and are beyoud the scope of this document.

Figure 2.4: Potential Energy Surface
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Mean-field Approximation

The mean-field approximation assumes a uniform distribution of adsorbate on a solid react-
ing surface. It links elementary surface reactions to particle level quantities by calculating
the changes in surface coverage θ of each adsorbed species. The surface coverage of species
A, θA, is defined as the fraction of the number of sites occupied by species A to the total
number of possible adsorption sites on a surface of area S0. The equation describing the
rate of change of θA can be generally written as follows:

dθA
dt

= kaCA,gθemptyf(θA)− kdθAg(θA)− krθAh(θA) (2.26)

where CA,g is the concentration of A in gas phase above the surface; ka, kd, and kr are
the respective rate constants for adsorption, desorption and reaction on the solid surface;
the functions f , g, and h account for the effect of lateral interactions (i.e., neighboring
effects) between adsorbed molecules and are typically set to 1 under the assumption that
the surface consists of identical non-interactng adsorption sites. The macroscale diffusion
flux JA for gas species A is determined by the concentration of A in the gas phase and the
surface coverage at time t, i.e.,

JA = F{CA,g(t), θA(t)} (2.27)

The mean-field model is capable of employing DFT-based rate constants to give a coarse-
grain description of the surface evolution as well as reaction rates. This method is relatively
efficient and easy to implement; however, the main drawback of MFA is that it ignores the
effect of uneven adsorbate distributions and cannot reproduce the changes of reaction rate
constants caused by lateral interactions. The kinetic Monte Carlo method, on the other
hand, is able to retain such detailed information.

Kinetic Monte Carlo

As mentioned above, a small surface where gas-solid reactions take place can be viewed
as a system of atoms and the configuration of this system is determined by the positions
of all atoms on the surface. Changes in atom postions cause the system to move from
one minima (basin) to the other (basin), but changes at the electronic level do not impact
the total energy of the system. Thus, the system remains in a basin of the PES for a
comparatively long period of time so that it is reasonable to assume that the system is not
affected by its prior history when it moves to another state (basin). Also, for each possible
state-to-state movement, a characteristic constant Wij, in the units of sec−1 describes the
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probability of the system moving from state i to state j. This constant is independent
of the state prior to state i and is only affected by the shape of basin i, the saddle point
between basin i and j, as well as basin j on the PES [56]. This behavior is also known as
the Markov walk that can be described by a Markovian master equation [57]:

dP (i, t)

dt
= −

∑
j

P (i, t)W (i→ j, t) +
∑
j

P (j, t)W (j → i, t) (2.28)

where P (i/j, t) is the probability to find the system in state i/j at time t, W (i→ j) is the
transition rate from state i to state j at time t and vice versa.

According to the chemical master equation, if all energy basins on a PES and their
corresponding transition probabilities are known, one can solve the master equation ana-
lytically and find the probability of the system in state a at time t. For a simple molecule
such as H2O, its PES is a three-dimensional surface. Therefore, given results from enough
computer simulations, one can depict the shape of PES and find the analytical solution for
the master equation. However, for a gas-solid reaction system that typically involves hun-
dreds of atoms, the complexity of PES escalates rapidly and deriving an analytical solution
is no longer possible. In this case, one can resort to solve the chemical master equation
numerically. One of the popular methods to approximately solve the master equation is
kinetic Monte Carlo (kMC) simulations.

The core of any kMC simulation is a stochastic algorithm that propagates the system
from state to state. The underlying principle in this algorithm is the random selection of
an event based on the transition rates of all possible events at a particular time, execution
of the selected event (correctly change the system configuration, i.e., state of the system),
updating the event list and the transition rates and finally advancing the time clock. This
procedure solves the master equation in the sense that the probability of the system in
state a at time t, Pa(t), is a solution of the master equation. Further mathematical proof
is available in elsewhere [58].

Several varieties of the kMC method have been developed. In general, the lattice-based
kMC is the most suitable approach when modelling gas-solid reactions that take place on
the solid surface [49]. The lattice assumption maps atoms in the system onto sites of a
predefined lattice. The locations of all the atoms in the system (system configuration) is a
state of the system. An event may move one atom from the its current position to another
lattice point, which consequently changes the configuration or the state of the system. This
assumption coarse-grains the continuous rapid evolution of adsorbate on the surface to the
discrete transition events from state to state. The transition probabilities can be calculated
as a function of the current surface configuration and elementary reaction rate constants
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obtained from DFT analysis. Therefore, given the rate constants, the kMC algorithm can
stochastically propagate the system and make the averaged long-term information about
the atomistic model accessible for the macroscale model. The detailed implementation of
the kMC algorithm is discussed in Chapter 4.

Figure 2.5: kMC algorithm

Model coupling

Given the coarse-grained model, the next step is coupling it with the macroscopic contin-
uum equations that describe the concentration or temperature gradients inside OC par-
ticles. The macroscale model is usually a system of ODEs or PDEs solved by numerical
methods that discretize the time and spatial domains which are orders of magnitude larger
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than events taking place on the the surface area described by the coarse-grained model.
Therefore, the reaction rate obtained from the surface model has to be evaluated at all dis-
cretization points of the macroscopic domain in order to account for the changes in concen-
tration or temperature. Vlachos et al. [59] assessed the numerical feasibility of multi-scale
integration hybrid (MIH) algorithms that link a unimolecular surface reaction model to
a macroscopic transport model by decomposing the system into two partially overlapping
subdomains. Schaefer et al. [60] developed a method to couple kinetic Monte Carlo sim-
ulations of surface reactions at a molecular scale to transport equations at a macroscopic
scale. Other coupling schemes have also been proposed in the past few decades including
the hybrid multiscale integration algorithm [61, 62, 63, 64], the equation-free approach
[65] and the heterogeneous multiscale method [60, 66]. These techniques have been used
to simulate numerous systems such as carbon nanotube growth [67], thin film deposition
[68, 69, 70, 71, 72, 73], polymer nanocomposites [74], heterogeneous catalytic flow reactor
[75, 76] and dense gas-solid fluidized beds [77]. Reviews on this area are available in the
literature [78, 79, 80]. Based on the above, it is clear that coupling models that describe
phenomena at different scales is one of the best way to enable top-down optimization in
which a predetermined target (e.g. increasing selectivity or reactivity) can be achieved by
searching for materials with desired electronic properties [81].

This chapter emphasizes the importance of developing an ideal OC particle that remains
high reactivity in long-term CLC operations. Having access to a multiscale model can
greatly accelerate the development of CLC process. To the author’s knowledge, multiscale
OC particle model has not been proposed in the literature. Hence, the main objective of
this work is to apply the multiscale modelling scheme to OC particles in CLC system and
analyse the effect of elementary reactions on the performance of the particle, which may
provide new insights that can guide the design of OC particle. The next chapter presents
a multiscale OC particle model for a syngas-NiO system featuring the use of a statistical
techniques to describe chemical reactions taking place on the interstitial surface and the
coupling between macroscale and microscale phenomena.
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Chapter 3

Multiscale Model for NiO-based OC
Particles

The multiscale model considered in this research comprises a macroscale component, which
describes mass transport inside the OC particle and a microscale portion that describes
reactions on the particle pore surface. Continuum equations are used to model gas diffusion
through the particle pore, whereas mean-field approximation and kinetic Monte Carlo
simulations are employed to model the surface reaction at different locations inside the
particle. Reaction rate constants used in this model are obtained from DFT simulations,
while the ramaining parameters are chosen to be representative of pilot-scale CLC plants
[18]. This chapter first illustrates the development of the macroscale and microscale models
individually, then explains how they are linked, and lastly presents simulation results and
discussion. Part of this work has been published for the ADCHEM 2018 conference [82].

3.1 Model Development

The overall configuration of the multiscale model considered in this study is illustrated
in Figure 3.1. The oxygen carrier is considered to be a spherical particle with numerous
cylindrical pores. The macroscale model (mass transfer model) describes the process where
the fuel gas enters the particle through the inlet of the pores and diffuses in both axial
(z) and radial (r) directions. The microscale model (surface reaction model) describes
chemical reactions on the surface (i.e., the wall) of the pore. The reaction rates depend
on the surface concentrations of fuel gas, the amount of adsorbate on the surface, and the
elementary reaction rate constants.
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Figure 3.1: Schematic of the present multi-scale model.
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When a gas molecule reaches the inner wall of the pore (i.e., boundary in the r-
direction), it will either stay on the gas phase or be adsorbed onto the wall surface. The
adsorbed molecules will react with the solid reactant on the surface and release the product
into the gas phase. The gas concentration profile in the radial and axial directions within
the pore is calculated using mass conservation balance equations. The gas phase model
and the surface model are coupled through a mass flux boundary condition at the top of
the surface, i.e., above the pore’s inner walls.

The following assumptions have been adopted in the present model:

1. Structure (i.e., geometry or shape) of the OC particles does not change during the
reaction.

2. Isothermal conditions.

3. Mass transport through the particle only occurs by diffusion.

4. Excess oxygen on the pore suface.

3.1.1 Gas Diffusion Model

The two dimensional unsteady-state mass transport of molecules in the gas phase is de-
scribed by the continuum equation:

∂Ci
∂t

= De,i
1

r

∂

∂r

(
r
∂Ci
∂r

)
+De,i

∂2Ci
∂z2

. (3.1)

with the following initial and boundary conditions:

Ci(t, z, r)

∣∣∣∣
t=0

= 0 (3.2)

∂Ci(t, z, r)

∂z

∣∣∣∣
z=0

= 0 (3.3)

∂Ci(t, z, r)

∂r

∣∣∣∣
r=0

= 0 (3.4)

−De,i
∂Ci(t, z, r)

∂z

∣∣∣∣
z=L

= kg,i
(
Ci(t, z, r)

∣∣
z=L
− Cbulk

i (t)
)

(3.5)

−De,i
∂Ci(t, z, r)

∂r

∣∣∣∣
r=R

= Ji(t, z) (3.6)
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where Ci is concentration of gas i in the pore; r and z are the radial and axial spatial
domains; R and L are the pore radius and pore length, respectively; De,i is the effective
diffusivity of gas i in the pore; kg,i is the external mass transfer coefficient of gas species
i; Cbulk

i is the bulk concentration of gas i; Ji(t, z) is mass flux of gas species i above the
surface.

There are some variables in the boundary conditions that must be calculated separately.
The rate of change of concentration of gas species i in the bulk Cbulk

i can be estimated as
follows:

dCbulk
i (t)

dt
=
NpSpFi|z=L

V
(3.7)

where Np is the number of particles involved in the reaction; Sp is surface area of a single
OC particle; V is the volume of the reacting space; Fi|z=L is the averaged mass flux of gas
i at the inlet of the pore, i.e., the surface of the particle:

Fi|z=L = −De,i
∂Ci(t, z, r)

∂z

∣∣∣∣
z=L

(3.8)

accordingly,
dCbulk

i (t)

dt
=
NpSp
V

kg,i
(
Ci(t, z, r)

∣∣
z=L
− Cbulk

i (t)
)

(3.9)

The effective diffusivity of gas i can be calculated as a function of gas diffusivity and
particle porosity as follows:

De,i = Dg,iε2 (3.10)

where ε is the particle porosity. When gas diffuses through the pore, both molecular
diffusion and Knudsen diffusion operate. Therefore, the gas diffusivity can be calculated
as follows:

Dg,i =

(
1

Dm,i
+

1

DK,i

)−1

(3.11)

The molecular diffusivity Dm,i and the Knudsen diffusivity DK,i are calculated using
the following correlations:

Dm,i =
1.0× 10−7T 1.75

(
M−1

i +M−1
S

)0.5

P [(
∑

i νi)
1/3 + (

∑
S νi)

1/3]
2 (3.12)

DK,i =
2

3
r

√
8RT

πMi

(3.13)
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where T is the particle’s temperature in Kelvin; Mi is the molecular weight of gas i; MS is
the molecular weight of the solvent S; P is the pressure in atm; νi is the diffusion parameters
of the diffusing species i [83].

The external mass transfer coefficient kg can be calculated using the Sherwood number:

kg,i =
Dm,iSh
dpar

(3.14)

where Sh is the Sherwood number; and dpar is the particle diameter. Sherwood number
represents the ratio between the rate of convective mass transfer to the rate of diffusive
mass transport around a spherical pellet. For the typical size of OC particles (0.1 - 0.4
mm), the value of the Sherwood number is approximated to be 2.0 assuming negligible
shear stress at the particle outer surface [84].

Lastly, the mass flux of gas species i, Ji, above the surface cannot be directly calculated
from the gas diffusion model. Instead, a surface model is required to provide this informa-
tion. In general, Ji can be expressed as the mass flux Ji,enter entering the gas phase from
the surface minus the mass flux Ji,leave of gas species i leaving the gas phase and adsorbing
onto the surface:

Ji(t, z) = Ji,enter(t, z)− Ji,leave(t, z) (3.15)

Since the mass flux of CO or H2 is defined as the rate of molecules leaving the gas phase per
unit area, its value depends on the concentration of gas species i, Ci(t, z, r)

∣∣
r=R

, above the
surface, the adsorption rate constant of surface species i, ka,i, and the number of available
adsorption sites on the surface, Navail,s. The flux of the product gas CO2 or H2O depends
on the concentration of species i adsorbed on the surface, Ci,surface(t, z), and the reaction
rate constant of surface species i, kr,i. As the macroscale gas diffusion model only contains
the value of Ci(t, z, r)

∣∣
r=R

, other information to calculate the mass flux must be provided
by the surface model (microscale model).

3.1.2 Surface Model

The surface or microscale model describes the reactions that take place on the surface, and
therefore provides the consumption rate of reactants per unit area as well as the generation
rate of products per unit area. To develop a microscale model, the first step is to establish
surface reaction mechanism and obtain the corresponding kinetic parameters. There are
two approaches to achieve this: one is obtaining them from experimental data, while the
other one is calculating them using first-principles methods based on quantum mechanics.
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Although laboratory-based kinetic parameters are more reliable, it is usually very difficult
to untangle all the elementary reaction steps involved and their corresponding rate con-
stants using only experimental data (i.e., observable macroscale properties). Calculating
rate constants theoretically, on the other hand, is generally less accurate. However, it has
the significant advantage of providing rate constants of individual reaction steps that are
experimentally not accessible.

Given that no experimental data for the studied system is available in the literature,
the first-principles calculation is carried out to predict the reaction mechanism and cal-
culate the elementary reaction rate constants, i.e., density functional theory (DFT) simu-
lation using the Vienna Ab Initio Simulation Package (VASP). The projector-augmented
wave (PAW) method [85] with the generalized gradient approximation of Perdew-Burke-
Ernzerhof [86] is chosen to describe the system. To simulate the reactions, a 6-layer nickel
oxide slab model is constructed while the 2 bottom layers are fixed. Through structural
relaxation and nudged-elastic-band method [87], we have established the 4-step syngas oxi-
dation mechanism (discussed in the following paragraph) and calculated the rate constants
k for all the elementary reactions (See Table 3.1). To obtain the reaction rate constants for
this process, we screened multiple configurations and found the most stable structures from
DFT analysis for reactants and products in the surface reaction system (details are beyond
the scope of this thesis). Transition states of this 4-step-reaction are searched as saddle
points, which are confirmed by frequency calculations. The rate constants are calculated
using the same temperature (1223K) used in the gas diffusion model. Here, it is important
to clarify that all DFT calculations mentioned above are not performed by the author of
this thesis. Instead, this work employs part of the preliminary results of a co-worker Yue
Yuan’s research.

Kinetic Parameters (Units) Values
H2 adsorption rate constant, ka,H2 (M−1 · s−1) 8.54
H2O formation rate constant, kr,H2O (s−1) 3.98× 10−2

CO adsorption rate constant, ka,CO (M−1 · s−1) 4.83× 10−6

CO2 formation rate constant, kr,CO2 (s−1) 2.79

Table 3.1: Reaction rate constants

Given the set of elementary reactions and their corresponding rate constants, a model
can be developed to describe the changes in surface configurations and the rate of surface
reactions. As shown in Figure 3.1, the pore surface is considered to be a finite square lattice.
Each lattice site can be occupied by at most one molecule through adsorption. According

28



to the results from the DFT calculations, H2 molecules are likely to dissociate into two free
hydrogen atoms when they approach the surface. The hydrogen atom immediately attach
to the exposed oxygen atoms and form a NiO-H micro-structure. Once NiO-H is formed,
the bonded O-H can capture a nearby H atom and becomes H2O. On the other hand, CO
molecules tend to attach to the oxygen atoms on the exposed NiO surface and form a NiO-
CO micro-structure. After formation of NiO-CO, CO captures the oxygen atom in NiO
and becomes CO2. The energy barriers for NiO-H microstructure formation and CO2 and
H2O desorption are significantly smaller compared to other reactions and so these steps
take place much faster. As a result, it is reasonable to assume that NiO-H microstructure
formation and CO2 and H2O desorption are not rate-limiting steps and thus, are not
considered explicitly in the present model. Therefore, the reaction mechanisms used in the
present work involves four steps, as shown in Figure 3.2. These steps are: (i) H2 molecule
dissiciation on the surface, producing two H atoms which occupy two adjacent exposed
oxygen atoms (i.e., available adsorption sites) on the surface (Figure 3.2a), (ii) capture of
one oxygen among the two adjacent H atoms to become H2O (Figure 3.2b), (iii) adsorption
a CO molecule onto an available site on the surface (Figure 3.2c) and (iv) reaction of the
adsorbed CO with NiO to produce CO2 (Figure 3.2d):

H2(g) + 2NiO∗
ka,H2−−−−→ 2NiO-H∗ (3.16)

2NiO-H∗
kr,H2O−−−−−→ NiO∗+ Ni∗+ H2O(g) (3.17)

CO(g) + NiO∗
ka,CO−−−−→ NiO-CO∗ (3.18)

NiO-CO∗
kr,CO2−−−−−→ Ni∗+ CO2(g) (3.19)

where ∗ denotes an available adsorption site (i.e., an exposed oxygen atom) on the surface.
This work employed the MFA and kMC methods to model the microscale dynamics, as
discussed in the following section.

Mean-field Approximation

The most important assumption of the MFA method is that the adsorbed molecules are
distributed homogeneously on the surface. The effect of the surface configuration on a
single adsorbate is approximated by the average occupancy of lattice sites by any of the
adsorbed molecules. For a surface patch located at distance l from the pore inlet (z = l),
the rate of change of the surface concentration of species i (Csurf

i ) can be described as the
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−→

(a) H2(g) + 2NiO∗
ka,H2−−−−−→ 2NiO-H∗

−→

(b) 2NiO-H∗
kr,H2O−−−−−→ NiO∗+Ni∗+H2O(g)

−→
(c) CO(g) + NiO∗

ka,CO−−−−−→ NiO-CO∗

−→

(d) NiO-CO∗
kr,CO2−−−−−→ Ni∗+CO2(g)

Figure 3.2: Elementary reactions
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rate of adsorption minus the rate of consumption:

∂Csurf
i (t, l)

∂t
= ka,iC

gas
i (t, z, r)

∣∣
z=l,r=R

Csurf
vac (t, l)

−
nr∑
n=1

kr,i,nC
surf
i (t, l) (3.20)

where Cgas
i (t, z, r)

∣∣
z=l,r=R

is concentration of gas i above the surface (r = R) located at

distance l from the pore entrance, and is estimated in the gas phase model; Csurf
vac (l, t) is

the surface concentration of vacant adsorption site; Csurf
i (l, t) is surface concentration of

species i; nr is the number of reactions that consume species i and kr,i,n is the reaction
rate constant for these reactions.

Equation 3.20 can also be expressed in terms of the surface coverage fraction as follows:

∂θi(t, l)

∂t
= ka,iC

gas
i (t, z, r)

∣∣
z=l,r=R

(
1−

ns∑
j=1

θj(t, l)

)

−
nr∑
n=1

kr,i,nθi(t, l) (3.21)

where ns is the number of surface species (as discussed in Section 3.1.2, surface species in
this model are adsorbed CO and H; hence, ns = 2 in this framework); and θi is surface
coverage fraction of species i.

The following constraint is added to ensure mass species conservation:

1 = θvac(t, l) +
ns∑
i=1

θi(t, l) (3.22)

For the proposed reaction mechanisms described in Section 3.1.2, the following equa-
tions are considered in the present surface model:

∂θCO(t)

∂t
= ka,COCCO(t, z, R)θvac(t, z)− kr,COθCO(t, z) (3.23)

∂θH(t)

∂t
= 2ka,H2CH2(t, z, R)θ2

vac(t, z)− 2kr,H2θ
2
H(t, z) (3.24)

1 = θvac(t, z) + θCO(t, z) + θH(t, z) (3.25)

31



The present mechanism assumes that the oxygen on the surface is in excess during the time
period in the simulation and the CO2 and H2O molecules leave the surface immediately
after they are produced. Hence, CO and H2 molecules always have access to oxygen atoms
(Assumption 3) and no CO2 or H2O molecule will remain on the surface because of the
fast desorption of CO2 and H2O compared to other reactions (the surface coverages of CO2

and H2O are always zero).

The mass flux J for each gas species at a distance l from the pore inlet in the z-direction
is calculated as follows:

JCO(t, z)
∣∣
z=l

= − Cs
NA

ka,COCCO(t, z, r)
∣∣
z=l,r=R

θvac(t, z)
∣∣
z=l

(3.26)

JCO2(t, z)
∣∣
z=l

=
Cs
NA

kr,COθCO(t, z)
∣∣
z=l

(3.27)

JH2(t, z)
∣∣
z=l

= − Cs
NA

ka,H22CH2(t, z, r)
∣∣
z=l,r=R

θ2
vac(t, z)

∣∣
z=l

(3.28)

JH2O(t, z)
∣∣
z=l

=
Cs
NA

kr,H2θ
2
H(t, z)

∣∣
z=l

(3.29)

Here, Cs is surface site density and NA is the Avogadro constant. The constant Cs

NA
repre-

sents surface site density in units of mole per square meter, which is also the concentration
of surface species when its coverage reaches 100%. Note that Ji is also the mass flux term
in the boundary condition of gas diffusion model (Eq.3.6), and the value of CO and H2

concentration in the gas phase is required to solve the surface model.

Kinetic Monte Carlo

The microscale model describing surface reactions using mean-field approximation neglects
the effect of lateral interactions (interactions between adsorbates). For example, the ad-
sorption on an isolated vacant adsorption site typically happens much faster than the
adsorption on an vacant adsorption site surrounded by adsorbates due to the presence
of repulsive forces between atoms and molecules. Thus, the rate constants of elementary
reactions are dependent on the nearby surface configurations of the reacting site. Kinetic
Monte Carlo method is capable of simulating lateral interactions and incorporating the
dependence of rate constants on surface configurations properly, which makes it suitable
to interpret the results from DFT simulations. In the present surface model, the reacting
surface is modelled as a N by N square lattice with periodic boundary conditions. Each
point on the lattice represents an active site (or an exposed oxygen atom). The lateral
interactions are described as follows:
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• The reactant rate constants on a lattice site can only be affected by its first nearest
neighbors, which are the adjacent lattice sites on its front, back, left, right direction
(four in total).

• The dissociative adsorption of H2 molecule occupies two adjacent oxygen atoms.
Therefore, if an empty site does not have at least one available site as its first nearest
neighbour, it does not allow H2 adsorption to occur.

• Adsorbate changes the elementary reaction rate constants on its nearby sites due to
intermolecular interactions. In order to accurately account for the effect of nearest
neighbors, more detailed DFT simulations are required. For instance, the adsorption
of CO molecules can be categorized into 15 scenarios: adsorption on an isolated
empty site; adsorption on an empty site with one/two/three/four adjacent adsorbed
CO; adsorption on an empty site with one/two/three/four adjacent adsorbed H;
adsorption on an empty site with nearest neighbors that are one CO and one H,
one CO and two H, two CO and one H, three H and one CO, three CO and one H,
as well as two CO and two H. Similar simulations must also be conducted for H2

adsorption. At this moment, results from the mentioned DFT simulations are not
available. Therefore, kMC simulation assumes that the presence of one CO adsorbate
decreases the adsorption rate on its adjacent site by 20%, whereas the presence of
one H adsorbate decreases the adsorption rate on its adjacent site by 10%. The effect
of nearest neighbors is also assumed to be increasing exponentially. Thus, when one
empty site has two adsorbed CO neighbors, the adsorption rates of both H2 and CO
are lowered by 36%. Here, it is necessary to clarify that all the assumptions made
when counting nearest neighbor effect are educated guesses, but they can easily be
modified once more information from DFT simulations becomes available.

Similar to the MFA-based surface model, the present kMC-based surface model takes
the gas phase concentration of CO and H2 as the input, and provides the value of mass flux
Ji at each kMC patch as the output. Before starting the kMC simulation, it is essential
to determine a list of all possible events that can be realized during the simulation. In
this work, the events considered are: (1) CO adsorption; (2) H2 dissociative adsorption;
(3) CO∗ (adsorbed CO) reaction; and (4) H∗ (adsorbed H) reaction (See Figure 3.2). The
kMC algorithm implemented in this work is shown in Figure 3.3 and is summarized as
follows:

1. Generate an initial configuration based on the input parameters and set the internal
timer τ to zero. The input parameters are the concentrations of CO and H2 above
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the surface (Cgas
CO and Cgas

H2
), the simulating time period τf , which is equal to the time

increment dt used to solve gas diffusion PDE, and the final surface configuration from
the previous simulation Sold. The initial surface configuration is set to be the same
as Sold. If the current simulation is the first one, an empty lattice is generated to
represent a clean NiO surface.

2. Calculate the probability of CO and H2 adsorption events as:

Wa,i,n = aCi(t, l, R)ka,iNnf (3.30)

where Wa,i,n is the probability of gas species i (CO or H2) adsorption on an empty
site that has n nearest neighbors (n = 0, 1, 2, 3,or 4); a is stoicheiometry number in
elementary reaction (a = 1 for CO; a = 2 for H2); Nn is the number of empty lattice
sites with n nearest neighbor(s); f represents the overall effect of lateral interaction;
ka,i is the adsorption rate constant; Ci(t, l, R) is the concentration of gas species i
above the surface located at distance l from the pore inlet, which is determined by
the gas diffusion (macroscale) model.

3. Calculate the probability of CO∗ and H∗ reaction events as follows:

Wr,j = Njkr,j (3.31)

where Wr,i is the probability of adsorbate j (CO∗ or H∗) reacting with an exposed
oxygen atom to form the product; Nj is the number of lattice sites occupied by
adsorbate j; and kr,i is the reaction rate constant of elementary reaction.

4. Calculate the total probability Wtot by adding the probabilities of all possible surface
events:

Wtot =
∑
i,n

Wa,i,n +
∑
j

Wr,j (3.32)

Generate a standard uniformly distributed random number ξ1; select the event q that
fulfills the condition:

q−1∑
i=1

Wi ≤ ξ1Wtot ≤
q∑
i=1

Wi (3.33)

5. Execute event q on the surface, that therefore changes the surface configuration. For
instance, when H2 dissociative adsorption on an vacant site with one neighbor (can
either be CO∗ or H∗) is selected, the simulation will then randomly choose one lattice
site from all eligible sites as well as one of the adjacent vacant sites and change their
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occupancies from available for adsorption to occupied by H. As a result, these two
sites are no longer eligible for any adsorption event, but instead become eligible for a
H∗ reaction event. On the other hand, when H∗ reaction, is selected, the simulation
will randomly select two adjacent sites occupied by H and change their occupancies
from occupied by H to available for adsorption. Consequently, no reaction can take
place on these two sites, and they become eligible for adsorption events.

6. Generate another standard uniformly distributed random number ξ2 and advance the
internal timer τ by:

∆τ = − lnξ2

Wtot

(3.34)

7. Repeat Step 2-6 until the internal timer τ reaches the required simulating time period
τf .

During the kMC simulation, the number of occurrences of both adsorption and reaction
events are tracked by different counters. At the end of each simulation (i.e., once τf is
reached), mass flux of gas phase species i at distance l in axial direction from the pore
inlet is obtained through the following formula:

Ji
∣∣
z=l

=
ηi

NAAsτf
(3.35)

where Ji
∣∣
z=l

is the mass flux of gas i at distance l in the axial direction from the pore
inlet, ηi is the number of molecule i adsorbed on or released from the surface, NA is the
Avogadro constant and As is the area of the simulated surface.

3.1.3 Model Coupling

In the present work, the implicit backward Euler discretization has been employed to
solve the macroscale gas diffusion model, whereas the gap-tooth method [88] is adopted
to compute the concentration gradients across the pore axial domain. As shown in Figure
3.4, the tooth represents the surface model placed at equally-spaced discrete points in the
z -direction of discretized the two-dimensional spatial domain, whereas the gap is a series of
discrete points between two subsequent teeth (i.e. surface models). This coupling scheme
is based on the interaction between the gas diffusion model and the surface model - the
concentration of gas species i above the surface affects the surface configuration through
the adsorption term, which in turn affects the adsorption and reaction rates that determine
the boundary condition of the gas diffusion model.

35



Figure 3.3: KMC algorithm in the present multi-scale model.
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The number of teeth points required to solve the model is problem-specific. The present
work uses ten teeth to obtain a trade-off between numerical accuracy and computational
cost. The multiscale simulation begins by solving the macroscale model (gas diffusion
model described by PDEs) to obtain the concentration profile inside the pore at time
t = dt; the concentration of gas species i at that tooth point Ci(t, r, z)

∣∣
t=dt,z=ltooth,r=R

as

well as the time interval dt are then passed down to the surface model to calculate the
mass flux of molecule i at that specific node (ltooth, R), which is required to evaluate
the gas phase boundary condition (Eq.3.6) and solve the macroscale model (Eq.3.1) for
the next time interval. Note that surface models are only simulated at ten teeth nodes.
MFA-based surface models provide the coverage θi

∣∣
t=dt

of surface species i, which is then
interpreted as mass flux Ji (Eq.3.26 to 3.29), at every tooth node. On the other hand,
kMC-based surface models directly provide the mass flux Ji (Eq.3.35) at every tooth node.
A linear interpolation function is employed to calculate the value of mass flux Ji at discrete
points between two teeth points provided the results from surface models at teeth located
in both ends of the gap. Given the boundary condition, macroscale model updates the
concentration profile, and the PDE-(MFA/kMC) loop continues until it reaches the final
integration time defined by the user.

Figure 3.4: Schematic of the gap-tooth method
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Parameters (Unit) Values
Temperature, T (K) 1223
Pressure, P (atm) 1
Particle radius (Pore length), L (m) 1.0× 10−4

Pore radius, R (m) 1.0× 10−8

Porosity, ε 0.36
Molecular Diffusivity of CO, Dm,CO (m2 · s−1) 2.44× 10−4

Molecular Diffusivity of CO2, Dm,CO2 (m2 · s−1) 1.93× 10−4

Molecular Diffusivity of H2, Dm,H2 (m2 · s−1) 9.25× 10−4

Molecular Diffusivity of H2O, Dm,H2O (m2 · s−1) 3.05× 10−4

Effective Diffusivity of CO, De,CO (m2 · s−1) 8.10× 10−7

Effective Diffusivity of CO2, De,CO2 (m2 · s−1) 6.46× 10−7

Effective Diffusivity of H2, De,H2 (m2 · s−1) 3.03× 10−6

Effective Diffusivity of H2O, De,H2O (m2 · s−1) 1.01× 10−6

Density of sites, Cs (sites ·m−2) 1.33× 1019

Syngas concentration, Cbulk
0 (mM) 300

Sherwood number, Sh 2

Table 3.2: Model Parameters

3.2 Results and Discussion

The multiscale model presented in the previous section was implemented in Python 3.6;
Each simulation requires approximately 590 CPU seconds using the MFA-based model
and 775 seconds using the kMC-based model (2.5GHz Intel i7-4710MQ processor). The
spatial domain is discretized into 21 points in the z-direction and 6 points in the r-direction.
Ten surface models are placed equidistantly in the z-direction (See Figure 3.4). Table 3.2
shows the parameters used in this study. The surface site density Cs was published by [89]
whereas the operating conditions were taken from [90]. These conditions are representative
of pilot-scale CLC plants.

The OC particle model is placed in a closed volume that is initially full of syngas and
nitrogen, which represents the sample holder in the TGA experiment conducted by Abad
et al. [90]. During the simulation, the volume fraction of CO and H2 in the closed space
decreases while the volume fraction of product gas CO2 and H2O increases due to the
effect of mass transfer and chemical reactions inside the OC particle. Experimental results
that can be used to directly compare with the simulation results are not available at the
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moment. However, the changes in vol% of gas species can be interpreted as the rate of
reactant consumption and product generation, and are therefore used as the reference for
the system behavior. Note that the assumption of excess oxygen on the surface is not
valid for a process that reaches complete conversion of the OC particle. In reality, as more
and more oxygen carried by OC is consumed, available oxygen atoms on the pore surface
become more scarce. Since a full conversion of OC particle typically needs 20-60 seconds
[9], the simulation is only performed for the first 10 seconds of the reaction to assure that
the assumption of excess oxygen remains valid.

As shown in Figure 3.5, MFA-based (represented by dashed lines) and kMC-based (rep-
resented by solid lines) models have produced similar qualitative results that agree with
the rate of solid conversion of OC particle measured in the experiment [90] (represented by
solid dots). In the experiment, the solid conversion was measured as the ratio of the weight
loss of reacted OC particles to the initial weight of fresh particles. As the oxygen carried by
the solid particle transfers into the reaction products (CO2 and H2O), the solid conversion
is related to the volume percentage of the product gas. The fastest solid conversion was
achieved when the syngas contains 5% CO and 20% H2, followed by a syngas that contains
30% CO and 5% H2. Lastly, the experiment using 15% CO and 5% H2 syngas showed the
lowest solid conversion in all the cases tested. Similarly, the simulation results obtained
using 5% CO and 20% H2 syngas shows the highest product gas vol % whereas the 30%
CO and 5% H2 mix resulted in the second highest; in addition, the 15% CO and 5% H2

syngas mix resulted in a product gas vol % that is significantly lower than the former two
cases. Note that the kMC-based model exhibited higher sensitivity to the changes in fuel
gas compositions, whereas the MFA-based model is relatively insensitive to changes in the
inlet gas compositions. This can be explained by the effect of lateral interactions. Because
H2 adsorption has a reaction rate constant that is six orders of magnitude larger than that
of CO adsorption, NiO surface quickly becomes covered by H atoms regardless of the CO
to H2 ratio. According to the MFA-based model, once the surface is almost fully occupied,
the rate of H2O formation turns into the rate limiting step. Since the rate constant for
H2O formation, kr,H2O, is two orders of magnitude smaller than the rate constant for H2

adsorption, the increases in H surface coverage θH due to H2 adsorption quickly makes up
for the drop in θH due to the consumption of the adsorbed H. Consequently, MFA-based
model showed little response to the 15% increment in CO composition (the red dashed line
overlaps with the blue dashed line), whereas the 15% increment in H2 composition only
increased the product gas generation by a narrow margin. In the kMC simulation, on the
other hand, two adjacent available sites are required for H2 dissociative adsorption event
to happen. Thus, if an empty lattice site is surrounded by four occupied neighbors, the
only possible event that can take place on that particular site is CO adsorption. Therefore,
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although H2 adsorption has the fastest reaction rate in the system (hence, it has the highest
probability to happen), once no adjacent available sites remain, only two possible events
can occur: H2O formation or CO adsorption. This restriction makes CO adsorption much
more likely to occur on the surface, which consequently makes the number of adsorbed
CO molecules more sensitive to the changes in CO composition of the fuel gas. Since CO2

formation has higher reaction rate constant (four orders of magnitude times larger than
H2O formation), CO2 formation is likely to occur as long as CO adsorbs. Hence, when the
CO composition increases by 15%, the product gas composition also varies significantly
(the blue solid line is clearly higher than the red solid line as shown in Figure 3.5).

Although the experiment data required for a direct comparison is not available, it is
clear from the simulation results that the proposed multiscale model underestimates the
overall reaction rate. This behavior is likely caused by the kinetic parameters used in the
model. As shown in Table 3.2, the adsorption rate for H2 is eight orders of magnitude
larger than the adsorption rate of CO. On the contrary, the reaction rate of adsorbed CO
is four orders of magnitude times larger than that of adsorbed H. As a result, the surface
is quickly populated with H and almost every CO molecule remains in the gas phase due
to the lack of available adsorption sites. Despite being a dominant surface species, the
reaction rate of adsorbed H is very small. On the other hand, the faster reaction (i.e., CO
oxidation) also becomes a rare event because CO molecules have difficulty adsorbing on
the surface to react with the exposed oxygen atoms. As mentioned in Section 2.5, kinetic
parameters for the system of study are provided by TST and DFT analysis. Consequently,
the accuracy of the multiscale model is also limited by the accuracy of methods used to
search for the transition states and parameterize the reaction rate constants. Despite their
widespread popularity and success, these methods have their limitaions and can sometimes
fail to predict reaction kinetics due to the assumptions, approximations and uncertainties
associated with these parameters [80, 91, 92, 93]. Moreover, for the multiscale model,
a small error in the rate constant can be magnified and cause large deviations in the
macroscale behavior.

3.3 Sensitivity Analysis

Because of the scarcity of similar OC particle models and comparable experimental data,
a detailed model validation cannot be performed at this time. Therefore, we carried out a
sensitivity analysis on the key modelling parameters to evaluate their effects on the system
behaviour. Accordingly, the sensitivity of the multi-scale model to the kinetic parameters
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Figure 3.5: Qualitative comparison between simulation results and experimental data using
different syngas compositions.

(Simulation results from kMC-based and MFA-based models are represented by solid and
dashed lines, respectively. (Note that the red dashed line is missing because it overlaps
with the blue dashed line). Experimental data is illustrated in the y-axis on the right-hand
side by solid dots.)
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was evaluated by changing each kinetic parameter by 10−3 and 103. As shown in Figure
3.6, kr,H has the largest impact on the product gas vol% followed by ka,CO. These results
support the explanation of slow overall reactions observed in Figure 3.5.
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Figure 3.6: Sensitivity analysis: kinetic parameters

According to the results shown in Figure 3.5 and 3.6, the reaction rate inside the OC
particle is controlled by the kinetic parameters used in the microscale model. Consequently,
the effect of the remaining modelling parameters cannot be explicitly quantified. In order
to assess the effect of the remaining modelling parameters and also test the performance
of the proposed multiscale model when using different sets of reaction kinetic parameters,
a new set of reaction rate constants was used for the sensitivity analysis presented in the
following sections. As shown in Table 3.3, kr,H2 and ka,CO are modified to match the order
of ka,H2 and kr,CO. These two rate constants were chosen because they are likely causing
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the low overall reaction rates. Similar values have also been used in other multiscale models
in terms of orders of magnitude. As shown in Figure 3.7, the modified parameters have
significantly increased the generation of product gases (H2O and CO2). The MFA-based
model predicted faster generation rate in all three cases. This disagreement is caused by
the effect of lateral interactions considered in the kMC-based model: adsorbates prevent
molecules from attaching to surrounding surface sites. This effect has a greater influence
on H2 dissociative adsorption that requires two available adjacent sites. Consequently,
the largest difference between the kMC-based and MFA-based models is observed at the
highest H2 composition in the fuel gas (20%).

Parameters Values
ka,H2 8.54
kr,H2 3.98
ka,CO 4.85
kr,CO 2.79

Table 3.3: Modified Kinetic Parameters

The rates of the reactions inside the OC particle depends on several factors such as the
physical properties of the particles (particle size, porosity, composition, etc.) and chemical
kinetics of the reactions. The next sections present the sensitivity analysis of the kMC-
based model to the length of the pore (or the size of the OC particle) and the porosity of
the solid particle. The results were generated using surface models solved equidistantly at
10 positions along the length of the pore. The surface is represented as a 64× 64 lattice as
the trade-off between computational time (see Table 3.4) and fluctuations in the simulation
results caused by the stochastic nature of kMC simulations (see Figure 3.8). Although using
the 64×64 lattice increases the averaged simulation time by 1,100 seconds compared to the
32× 32 lattice, it also reduces the stochastic fluctuations significantly. On the other hand,
the results obtained from the 128 × 128 lattice show the least fluctuation, but compared
to the simulation results using 64× 64 lattice, the improvement is not substantial enough
to justify the extra 5,100 seconds in computational time. The parameters presented in
Table 3.2 and 3.3 are considered as the base case for the sensitivity analysis. The fuel gas
composition considered in the analysis is 30% CO and 5% H2.
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Figure 3.7: Simulation results using modified kinetic parameters. Results from kMC-based
and MFA-based models are represented by solid and dashed lines, respectively.
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Figure 3.8: Repeated simulation results using different lattice sizes.
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Figure 3.8: Repeated simulation results using different lattice sizes.
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Lattice size CPU Time (s)
32× 32 1,300
64× 64 2,400
128× 128 7,500

Table 3.4: Averaged Simulation Time

Effect of the pore length

Figure 3.9 shows the impact of pore length on the generation rate of product gas (CO2 and
H2O). The evolution of product gas leaving the pore (i.e., the exterior surface of the OC
particle) was simulated using +/- 20% changes in the pore length (i.e., size of the particle).
The result shows that the generation rate of product gas in a larger particle is higher than
that obtained from a smaller particle. This behavior is expected because increasing pore
length increases the path of gas diffusion and the available solid reactant content, thus
enhancing both fuel gas adsorption and the adsorbate reaction processes.

Furthermore, the profile of surface coverage of CO and H at equally-spaced teeth points
in the axial direction was evaluated after each simulation. As shown in Figure 3.10, the
surface coverage of CO at the inlet of the pore was higher than that at the end of the pore
whereas the coverage of H showed the opposite tendency. This is because CO concentration
is higher at the inlet (30%) while H2 has higher diffusivity and adsorption rate constant.
Moreover, in the simulation with + 20% pore length, the fuel gas did not reach the center
of the particle by the end of the simulation, as suggested by the zero surface coverages for
both species at the point where pore length equals zero. This means that the speed of gas
diffusion through the pore also plays a role in the overall reaction process.

Effect of the particle porosity

Changing the particle porosity directly changes the effective diffusivities for all gas species.
Table 3.5 and 3.6 show the new effective diffusivities calculated by Eq.3.10. Increasing
particle porosity promotes the gas diffuision process. As shown in Figure 3.11, higher
product gas vol% was achieved in the simulation using + 20% porosity; on the other
hand, the - 20% porosity resulted in lower product generation compared to the base case
condition. This result is reasonable because faster gas diffusion increases the number of
fuel gas molecules above the pore surface, which increases the probabilities of adsorption
onto the surface (Eq.3.30). Events with high probabilities are executed frequently in kMC
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Figure 3.9: Sensitivity analysis: length of the pore
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Figure 3.10: Surface coverage profile with varying pore lengths
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simulation and consequently the increment in CO and H atoms on the surface accelerates
the surface reaction process.

The surface coverage profiles of CO and H are also presented in Figure 3.12. The effect
of porosity is significant near to the particle center. Compared to the reference surface
coverage profile, the fuel gas cannot reach the center of the particle by the end of the
simulation when the porosity is reduced by 20%, whereas the overall surface coverage at
the end of the pore is increased by over 50% when using + 20% porosity.

In this Chapter, a multiscale particle modelling framework consisting of a gas diffusion
model and a surface reaction model has been developed for oxygen carrier particles used
in a typical CLC system. Chemical reaction kinetics are explicitly considered in the sur-
face model using reaction rate constants obtained from DFT analysis. These reaction rate
constants are then modified for the purpose of sensitivity analysis. Simulation results ob-
tained from kMC-based model showed better qualitative agreement with the experimental
data reported in the literature. Due to the lack of similar OC particle models or directly
comparable experimental data for the simulated NiO system, detailed model validation
cannot be performed at the moment. However, the sensitivity analysis of the influence of
pore length and particle porosity has showed reasonable tendencies and responses, which
indicates the feasibility of this model.

Parameters (m2 · s−1) Values
De,CO 5.18× 10−7

De,CO2 4.13× 10−7

De,H2 1.94× 10−6

De,H2O 6.46× 10−7

Table 3.5: Effective Diffusivity (-20% ρ)

Parameters (m2 · s−1) Values
De,CO 1.17× 10−6

De,CO2 9.30× 10−7

De,H2 4.36× 10−6

De,H2O 1.45× 10−6

Table 3.6: Effective Diffusivity (+20% ρ)
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Figure 3.12: Surface coverage profile with varying particle porosities
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Chapter 4

Conclusions and Future work

This thesis presented a multiscale modelling framework for oxygen carrier particles used
in the CLC process. Compared to other existing OC models, the main advantage of this
model is that it is able to explicitly consider the effect of elementary reactions involved in
the overall reaction. The multiscale model consists of mass balance equations that describe
intra-particle gas diffusion (i.e., macroscale) and statistical techniques MFA and kMC to
estimate the averaged nanoscopic behaviour of all the elementary reactions taking place
on interstitial surface of the OC particle (i.e., microscale). Chemical reaction kinetics
described by microscale model are obtained from DFT analysis.

In the present work, NiO was selected to be the solid reactant that provides oxygen, and
syngas was chosen to be the gas reactant (fuel gas). Simulation results and experimental
data were compared and sensitivity analysis was conducted to test the quality of the
multiscale model presented in this work. The main conclusions are summarized as follows:

• Compared to experimental data that uses similar OC particle material and fuel gas,
simulation results obtained from kMC-based multiscale model qualitatively agrees
with the experimental data. On the other hand, MFA-based model is less sensitive
to the changes in fuel gas composition due to the absence of lateral interactions.
In other words, kMC-based model is able to provide better results by considering
reaction details that are difficult to describe by the MFA-based model.

• While performing a sensitivity analysis, the model showed reasonable tendencies and
responses to the changes in chemical reaction rate constants, pore length, as well as
particle porosity. More specifically, increasing reaction rate constants, pore length,
and particle porosity increases the generation rate of CO2 and H2O by enhancing
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the speed of surface reactions, available solid reactant content and intra-particle gas
transportation process, respectively. These results indicate that the implementation
of the multiscale modelling scheme proposed in this study is successful. To the
author’s knowledge, this is the first multiscale model for an OC particle in the CLC
process.

• Significant changes in product generation rate were observed after the modification
of chemical reaction constants, which suggests that surface reaction mechanism plays
an important role in the overall CLC process. This model can be used to provide
insights of elementary surface reactions and therefore enable the design of ideal OC
particle at atomic scale.

4.1 Future work

Despite its novelty and potential, the proposed model can still be improved in many ways;
hence, many modifications, tests, and adaptations have been left for future work:

1. First of all, one of the main issues that makes model validation difficult is the as-
sumption of excess oxygen on the surface. In order to keep this assumption valid
during the simulation, the model can only be used to simulate the early stages of the
reaction and the complete solid conversion can never be achieved. To remove this
assumption, knowledge of the mechanism and kinetics of the lattice diffusion of oxy-
gen atom is required. The kMC algorithm should also be modified correspondingly
to include the oxygen transport and also allow vacancy defects to exist on the lattice
surface.

2. The effect of nearest neighbors is currently considered using educated guesses. In
reality, those effects can be drastically different than those assumed here. For exam-
ple, having one nearest neighbor may simply raise or lower the energy barrier for the
reaction path, but can also change the shape of the potential energy surface. More-
over, the effect of nearest neighbors is likely not as exponential as it is assumed in
the model. To improve the accuracy of kMC simulation, the DFT analysis presented
in Section 3.1.2 must be extended to consider such events.

3. The elementary reactions described by kMC simulations are derived from results of
first-principles calculations. Some assumptions were made in these calculations that
may have affected the accuracy of the results. The possible causes of the inaccuracy
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are explained in Section 2.5 and are beyond the scope of this thesis. However, addi-
tional reaction details can be considered in kMC simulation once the DFT analysis
become available.

4. The modelling framework can be applied to other gas-solid systems. One of the
advantages of this modelling scheme is that the chemical kinetics are obtained from
first-principles calculations. In other words, model fitting with experimental data
is not necessary for the model development as long as the reaction kinetics can be
provided by DFT analysis. This characteristic reduces the time and cost associated
with conducting experiments using numerous materials under different operating
conditions. However, that does not mean the experiment is not important. In fact,
the model and the experiment are both essential to the development of OC particles.
The experiment provides real-life data that indicates the quality of the model, while
the model predicts the effect of certain parameters and guides the experiments.

Regarding the application of the proposed model, because of its reasonable computa-
tional time, it can be integrated into the mass balance equation of a reactor model and
predict the consumption and generation rate of the fuel and product gas, respectively. On
the other hand, the model can provide an estimate of the overall effect of all the elementary
reactions over a period of time that is orders of magnitude longer than the characteristic
time scale of each elementary reaction. Therefore, when the experimental data are avail-
able, a comparison between simulation results and experimental data can be used as an
indicator of the validity of the reaction mechanism established by DFT analysis. Alterna-
tively, the model is also a suitable tool for top-down optimization in which a predetermined
target (e.g. increasing selectivity or reactivity) is achieved by searching for materials with
desired electronic properties based on first-principles calculations.

55



References

[1] Anders Lyngfelt, Bo Leckner, and Tobias Mattisson. A fluidized-bed combustion
process with inherent CO2 separation; application of chemical-looping combustion.
Chemical Engineering Science, 56(10):3101 – 3113, 2001.

[2] Yoshio NAKANO, Shinji IWAMOTO, Takashi MAEDA, Masaru ISHIDA, and
Takashi AKEHATA. Characteristics of reduction and oxidization cyclic process by
use of αfe2o3 medium. Tetsu-to-Hagane, 72(10):1521–1528, 1986.

[3] Tobias Mattisson, Anders Lyngfelt, and Paul Cho. The use of iron oxide as an oxygen
carrier in chemical-looping combustion of methane with inherent separation of co2.
Fuel, 80(13):1953 – 1962, 2001.

[4] Luis F De Diego, Francisco Garcıa-Labiano, Juan Adánez, Pilar Gayán, Alberto
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