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Abstract

Investment in human resources is one of the key factors underlying the development of society. With human resource investment it is possible both to strengthen the development of a society and to increase its social equity. Primary health care is a critical investment in human capital that can bring about progressive societal change. Several factors, however, affect the provision of these health services in developing countries, including limited public funds available for providing services and a need for these services to target a population that is both poor and geographically dispersed. Since primary health care is an essential service, it is important to evaluate its provision to determine whether the service satisfies the needs of the target population and is distributed justly among the intended users.

This thesis examines the problem of evaluating and improving the potential accessibility of a target population to primary health care services. Towards this end, it develops a generic model of potential accessibility. It also examines how spatial aggregation of the target population can lead to errors in the evaluation of accessibility, and discusses methods of disaggregating population counts to a grid to reduce this spatial aggregation error.

Further, it develops a generic Accessibility Optimization Problem (AOP) that takes a facility-oriented approach to improving accessibility. Two subproblem formulations are also discussed for the AOP. The Facility Location Subproblem (FLS) adjusts the facility configuration to improve the efficiency and equity in the distribution of accessibility among the target population while the Resource Allocation Subproblem (RAS) modifies the allocation of resources to existing facilities. Specific accessibility optimization models for the minimum distance accessibility measure and the Joseph and Bantock [1982] accessibility measure are developed from the generic formulations. These accessibility measures are used to evaluate the current accessibility, and the optimization models are applied in two specific planning scenarios to examine potential strategies of improving accessibility to family planning services in the Central Valley of Costa Rica.
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Chapter 1

Introduction

1.1 Primary Health Care Provision in the Developing World

Investment in human resources is one of the key factors underlying the development of a society. With human resource investment it is possible to strengthen both the development of a society and to increase its social equity [ECLAC, 1992]. Primary health care is a critical investment in human resource development that can bring about progressive social change. Moreover, it constitutes one of the most important welfare functions of government.

In developed countries, the health care system is generally characterized as a three-level hierarchical system [Joseph and Phillips, 1984]. The lowest level of this hierarchy is primary health care which provides the first point of contact between patients and the health care system. Providers of primary health care include general practitioners, public health clinics, nurses, health auxiliaries and hospital emergency rooms. The secondary level consists of more specialized care provided by general hospitals and specialist physicians. The highest, or tertiary, level consists of institutions providing highly specialized care such as specialist hospitals and clinics. Fendall [1981] proposes a similar health delivery system for developing countries consisting of five layers: village centres and rural health clinics for primary care, district and regional centres for the second level, and a national health centre providing tertiary care.

The World Health Organization (WHO) considers primary health care to involve a form of service delivery based on equity, intersectoral action, and community participation for the provision of essential health care [Tarimo, 1991]. In the same context, the
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International Conference on Primary Health Care held at Alma Ata in 1978 [WHO and UNICEF, 1978] characterized essential care as consisting of at least: the treatment of common diseases and injuries; maternal/child care and family planning; the provision of essential drugs; immunization; the control of communicable diseases; health education; an adequate supply of safe water and basic sanitation; and, an adequate food supply and proper nutrition. These components and the concept of universally accessible essential health care are considered by WHO to be the key for achieving their goal of health for all by the year 2000 [WHO, 1981].

A critical component of essential health care, as defined above, is maternal-child health and family planning. A woman’s control of her fertility can be considered the “freedom from which other freedoms flow” [WHO, 1992, p. 4]. Without this control, it is difficult for a woman to complete her education and stay employed while making independent marital decisions. In addition, a woman’s fertility control has strong health benefits in reducing high-risk and unwanted pregnancies. The United Nations’ Economic Commission for Latin America and the Caribbean (ECLAC) considers that investments in maternal-child health and family planning resources are critical for increasing both the development and social equity of a society [ECLAC, 1992]. Consider the following example given by ECLAC. Many women, particularly among disadvantaged segments of the population, have a higher fertility rate than they desire and have more children to raise with insufficient economic support. These same disadvantaged women often have poor access to medical care during pregnancy and delivery. This poor accessibility leads to infant malnutrition and higher rates of mortality in both infants and mothers. Poor infant nutrition, combined with poor access to educational opportunities, significantly limits the intellectual and physical development of these children and, hence, their future. These children enter the labour market at an early age in casual jobs of low productivity and, perpetuate this vicious cycle of inequity. Therefore, investments in maternal-child health and family planning programs help to reduce the intergenerational cycle which perpetuates economic marginality and social exclusion [ECLAC, 1992].

In spite of its great importance in the sustainable development of a society, the provision of primary health care in developing countries is often beset by numerous problems. Public funds available for providing services are limited; in many countries, government expenditure on health programs is less than 2% of the gross national product [Tarimo, 1991]. Further, the need for these services is unevenly distributed over
space, making the goal of universal accessibility difficult to achieve. Since primary health care is an essential service, it is important to evaluate its provision to determine whether target populations are adequately covered, whether services satisfy the needs of the target population, and if they are distributed justly among the intended users.

There are important barriers to achieving effective planning for primary health care. In many developing countries, health care planning has tended to be episodic and capricious so that local changes in the health care system, are often implemented without consideration of the effects of the changes on the whole. Health care systems are often planned in a fragmented manner through funding provided by public, private, charitable, and aid sources. This problem is compounded by the fact that not only are resources inadequate but they are sub-optimally located with respect to demand [Oppong and Hodgson, 1994]. An additional difficulty relates to the complexity of the planning process. As mentioned above, it is important to ensure that health care is accessible to a widely dispersed and unevenly distributed population. The evaluation of health care accessibility is a complicated problem and providing accessible health care in an equitable manner is a complex issue with both spatial and aspatial aspects. Phillips [1990] notes that difficulties in improving health care services are not solely related to the scarcity of financial resources but also result from practical difficulties in management and planning.

1.2 Evaluating and Improving the Accessibility of Primary Health Care

This thesis is concerned with the problem of access to primary health care, with particular emphasis on, but not limited to, developing countries. Mathematical models and techniques are developed to assist health care planners and decision makers to evaluate and improve the accessibility to primary health care services.

Evaluating accessibility is important for assessing the current state of the health care system. Determining the current patterns of accessibility allows decision makers to identify areas and regions that have a deficient supply of or access to primary health care. Further, the concept of accessibility evaluation can be broadened to consider not only the spatial distribution of accessibility but also the differential accessibility to primary health care services among different target groups. Thus, accessibility evaluation
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allows planners and decision makers to visualize the strengths and weaknesses of the current configuration of the primary health care system relative to the spatial distribution of demand for services.

Being able to diagnose accurately the nature of problems, with respect to accessibility, in a study area is only a partial solution. Beyond assessing existing accessibility, decision makers require assistance in developing strategies to improve the efficiency and equity of primary health care provision. In fact, the World Health Organization (WHO) [1994] recognizes that:

Population-based socioeconomic, cultural, demographic and epidemiological information is vital for choosing priority areas for action, planning public health interventions and evaluating progress. However, to improve the implementation of services and programmes, better service-based information is required at the district level. To improve health status and achieve greater equity, district health services and public health programmes need to be efficient, have high coverage and be of good quality. Only when these three requirements are fulfilled will the full potential of public health action be realized (p. 2).

Thus, models and information systems that can evaluate the accessibility of primary health care services and assist local decision makers in planning new services provide an important link in improving the overall level of public health and development in a region.

Present in virtually all analyses of access to primary health care are the concepts of the efficiency of a health care system and the equity in accessibility for all potential users. While there is general agreement as to the conceptual and operational definitions of these terms, they can be assessed in a number of different ways. Conceptually, efficiency can be thought of, in the context of this thesis, as measuring the total aggregate level of accessibility, or benefits derived from accessibility, of the target population to the health care system. Equivalently, equity can be thought of as examining the fairness, impartiality, or equality of the service provision. Thus, a health care system would be considered more efficient if resources were allocated to areas where they have the maximum aggregate benefit, whereas in a more equitable system there would be reduced variation in access between areas and population subgroups. These concepts, as well as specific methods of assessing them, are further discussed in Chapter 5.
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There are many approaches available for improving a population's access to primary health care. The emphasis in this thesis is on a service- or facility-oriented approach to improving spatial accessibility to services. Using this approach, there are two main methods available to improve or equalize access to services: either by reducing the distance deterrence between supply points and population or by increasing the resources available at supply points. These two methods correspond to two distinct modelling approaches. First, access can be improved through determining the locations of new facilities that are optimal in terms of one or more criteria. This is a facility-location or location-allocation approach and there are several examples of the use of this approach for primary health care planning in the developing world. The use of this approach has been quite contentious and has been criticized by some authors such as Rondinelli [1985] and Gore [1991a; 1991b]. These criticisms and the appropriateness of this approach are discussed further in Chapter 5. The second approach is to find the best resource allocations among existing facilities. There is no published evidence of this approach having been applied to primary health care planning in the developing world.

It should be emphasized that the facility-oriented approach is not the only approach available for improving accessibility to services. Other issues such as poor education, housing, and sanitation may be crucial barriers to achieving adequate access to primary health care [Tarimo, 1991]. Furthermore, the low quality of services provided at existing service providers may also be an important barrier to access of primary health care services (see, for example, Annis [1981]). However, these types of problems are hard to quantify, vary dramatically in importance in different areas, and generally require a high degree of knowledge of local conditions. Thus, they are not amenable to being formulated within a generic mathematical framework. On the other hand, the models formulated in this thesis are more generic and less dependent on local conditions.

Although the strategies for improving accessibility developed by these models are not necessarily appropriate for every situation, they provide very important information to planners and decision makers in cases where additional resources are being allocated to a health care system or new facility locations are being planned. In these situations, it is important to allocate resources optimally and to locate new service providers so that scarce resources are used most effectively when a system is expanded [Phillips, 1990]. Furthermore, these models can also be used to generate an optimal configuration of resource allocations and facility locations and to compare this optimal configuration
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to the current system. The information provided by this particular analysis is a very important tool in examining the effectiveness of the current system configuration.

1.3 Objectives of this Thesis

The specific objectives of this thesis are as follows.

1. To describe, and specify formally, a generic model of potential accessibility to primary health care services in developing countries. This generic model can incorporate both spatial influences on accessibility and aspatial influences such as socio-demographic or health system organizational variables.

2. To discuss how spatial aggregation of the target population for primary health care services can affect the evaluation and improvement of accessibility and to discuss methods for reducing the effects of aggregation error.

3. To develop, specify, and apply optimization models and solution techniques to assist decision makers in improving efficiency and equity in the allocation of resources within a system providing primary health care services.

1.4 Outline of this Thesis

In order to accomplish the objectives described above, this thesis is organized into eight chapters. The outline below summarizes the contents of the remaining seven chapters.

Chapter 2 provides a review of existing literature on accessibility to primary health care emphasizing potential spatial accessibility measures. As well, two models for improving accessibility are described briefly: facility location models, and spatial interaction models. The application of these models to health care planning, particularly for primary health care in developing countries, are also described.

Chapter 3 specifies a formal generic model of accessibility to primary health care services for an individual. A behavioural interpretation of this model is then presented in the context of individual choice theory.
Chapter 4 considers the effects of spatial aggregation of demand. Although the model of accessibility specified in Chapter 3 defines accessibility in terms of the individual consumer of health services, the operationalization of this model on a regional scale to both evaluate and improve accessibility requires the spatial aggregation of these individuals. This chapter examines the issues and difficulties related to spatial aggregation.

Chapter 5 discusses the appropriateness of using optimization models to improve primary health care accessibility. A generic accessibility optimization model is derived and potential planning objectives are specified for examining both the equity and the efficiency of the health care delivery system.

Chapter 6 develops three specific models and associated objectives based on the generic formulation provided in Chapter 5 for two measures of potential spatial accessibility.

Chapter 7 applies the concepts and models developed in the thesis to a data set on family planning consultations for women in the fertile age cohort (15–49 years) living in the Central Valley of Costa Rica.

Chapter 8 concludes the research, summarizes the contributions of the thesis, discusses the results presented in the previous chapter, and examines potential directions for future research.
Chapter 2

Existing Accessibility Measures and Improvement Methods

This chapter reviews health care accessibility measures, spatial interaction models, and facility location models. These three topics are central to the development of a framework for evaluating and improving accessibility to primary health care services in developing countries.

The first section describes pertinent concepts for evaluating health care accessibility. Khan and Bhardwaj's [1994] conceptual framework of access to health care is used to organize the discussion, which focuses on studies that emphasize geographical accessibility to primary health care in developing countries. Section 2.2 and 2.3 review two different families of models that are used in developing methods and strategies for improving accessibility. Section 2.2 deals with spatial interaction models, which quantify the level of interaction or flows between an area or group of origins to various destinations in a system. These models have an obvious application to the planning of health care systems as they can be used to estimate patient flows. Several examples of spatial interaction models applied to health care planning in developed countries are discussed as there are no known examples of their application to health care planning in developing countries.

Section 2.3 examines facility location models. As mentioned in the previous chapter, facility location models seek the optimal locations for service distribution with respect to one or more criteria, the current distribution of demand, and the current system configuration. This section surveys several existing facility location models and their...
solution techniques. Included in this discussion are both traditional models, with their assumption of nearest-centre allocation, and more recently developed models that are based on combining facility location models and spatial interaction models. Examples are then given of applying facility location models to primary health care planning in developing countries.

2.1 Accessibility to Health Care

Health is a vital factor in determining the productivity, development, and well-being of a society. Therefore, provision of health care is one of the most important influences on a society and, for publicly-provided health services, one of the most important welfare functions of government. The distribution and utilization of resources in the health care system have a great impact on society. This is particularly true for the disadvantaged members of society where poor personal health plays an important role in poverty and deprivation [Knox, 1979]. It is therefore highly desirable that health care services be available to all members of society.

The demand for health care services, like the demand for most public services, comes from spatially-dispersed individuals so that demand is unevenly distributed over space [Dear, 1974]. Public health care services, however, are distributed from discrete service facilities with fixed locations. Therefore, completely equal availability of the health care system could only occur if every individual had immediate and uninterrupted access to a health care facility [Joseph and Phillips, 1984].

The variation in the distance of individuals to the nearest health care facility causes differential accessibility to health care services. Furthermore, additional factors, which vary among individuals and institutions, such as psychological, socio-economic, cultural, and organizational factors also affect accessibility. Thus, it is not possible to have a completely equal health care system; it is, however, important to have an equitable one. This would be a health system that is easily accessible to the target population.

2.1.1 A Framework for Accessibility

Health care accessibility can embody multiple dimensions and be influenced by many factors. The general question of what is accessibility, particularly with respect to health care, has been the subject of much debate. Phillips [1990] notes that the notion of ac-
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Accessibility is a "slippery" concept to define. Nevertheless, there is a large commonality between existing definitions of health care accessibility.

Donabedian [1973] distinguishes two basic forms of accessibility to health care services, geographic and social accessibility. Geographic, or physical accessibility, emphasizes the importance of space or distance as a barrier to access to the health care system. Social or socio-organizational accessibility addresses a variety of issues, separate from but related to, geographic accessibility. It is influenced by social, economic, demographic, and health system organization variables. Several authors, such as Aday and Anderson [1974], have recognized the need to differentiate between the potential availability of services and the actual entry of consumers into the system. Similarly, Joseph and Phillips [1984] made the distinction between potential accessibility, which is measured by spatial and socio-economic aspects of a health care system and realized accessibility or utilization, which is the actual use of the system.

Khan and Bhardwaj [1994] place the geographic/social dimensions and the potential/realized dimensions of accessibility into a conceptual framework of access to health care and they propose a typology of access, as illustrated in Figure 2.1. In their model, accessibility is moderated (negatively) by barriers and (positively) through facilitators that reflect characteristics of both the potential users and the health care system itself. Utilization is greatly influenced by the availability of services as well as the characteristics of both the users and the health care system.

<table>
<thead>
<tr>
<th>Spatial</th>
<th>Social</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential</td>
<td>Potential Social Accessibility</td>
</tr>
<tr>
<td>Realized</td>
<td>Realized Spatial Accessibility</td>
</tr>
</tbody>
</table>

Figure 2.1: A typology of access after Khan and Bhardwaj [1994]

Khan and Bhardwaj [1994] also distinguish between geographic (or spatial) accessibility and social (or aspatial) accessibility. Geographic accessibility considers how space
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affects the availability of health services, while, consistent with Donabedian [1973], social accessibility relates the availability of services to non-geographic dimensions of the consumers or the system. It is important to note that both geographic and social accessibility can have both spatial and aspatial patterns. Thus, the spatial distribution of the relative availability or use of health care services, whether defined in terms of geographic or social accessibility, is reflected in a spatial pattern of accessibility. Aspatial patterns are manifested in the differential availability or use of health care services among various sub-groups in a population due to economic, social, cultural, religious, political, psychological, and other barriers. Within this model, Khan and Bhardwaj [1994] differentiate four types of accessibility, potential geographic, potential social, realized geographic, and realized social accessibility.

The next four subsections survey existing models of health care accessibility within these four categories. Where appropriate, formulae for the accessibility measures are given. Studies examining accessibility to maternal-child health/family planning services are then discussed.

2.1.2 Potential Geographic Accessibility

Measures of potential geographic accessibility concentrate on the spatial configuration of service providers relative to the spatial distribution of relevant population groups. Several methods have been developed for measuring this form of access to primary health care services. These methods have been used in a variety of contexts, including intra-urban and regional areas, in both developed and developing countries. For these measures, the emphasis has been on population groups defined by geographic regions or sub-regions.

One of the simplest measures of potential geographic accessibility, the minimum distance accessibility measure is defined as the distance of potential consumers to the nearest facility. Mathematically, the accessibility of population group \( i \) can be expressed as

\[
A_i = \min_j D_{ij},
\]

where \( A_i \) is the accessibility of population group \( i \), and \( D_{ij} \) is the distance between population group \( i \) and service provider \( j \). Okafor [1990] uses this measure to quantify the
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geographical accessibility of population groups to general hospitals in rural Nigeria. Although Okafor acknowledges this to be a crude measure, difficulties with the acquisition of quality data prevented the use of a more appropriate measure. Annis [1981] uses a similar approach and defines geographic accessibility in terms of distance to the nearest centre for a region of rural Guatemala, although his study concludes that quality of service was more important in this case than distance to the facility.

A more sophisticated approach to measuring physical potential accessibility of health care services under the constraints of data collection and data quality problems was used in Nigeria by Ayeni et al. [1987]. Current accessibility of the health care system is approximated by allocating each settlement to the nearest health care facility and calculating the average straight line distance to this facility. Then the average distance to the nearest facility is recalculated after facilities are optimally located using a $p$-median facility location model (see section 2.3.1). These average distance values are then converted into utilization estimates using a distance decay function and used to estimate the loss in utilization due to spatially inefficient placement of the health care facilities. In their case study, these authors estimated that there was a 23% loss in utilization of maternal-child health centres and a 25% loss in dispensaries in 1979. Oppong [1992] follows the same approach for a district of Ghana but extends it using both a $p$-median model as well as population covering models and a three-level service hierarchy for the different types of facilities.

The previous accessibility measures are predicated on the assumption that people attend the nearest facility. Often people do not attend the nearest facility and instead may choose a different facility (see, for example, Martin and Williams [1992] or Bailey and Phillips [1990]). A different approach for measuring potential geographic accessibility, the gravity model, relaxes the nearest-centre assumption. This approach incorporates a mathematical function, termed a distance decay function, to model the frictional effect of distance. There are two main families of distance decay functions [Fotheringham and O'Kelly, 1989]: exponential functions, $f_D(\beta, D) = \exp(-\beta D)$, and power functions, $f_D(\beta, D) = D^{-\beta}$, where $D$ is the distance and $\beta$ is the decay parameter. The formulations presented in this chapter utilize the distance decay functions used in the original research. It should be noted, however, that these measures can be easily re-formulated in terms of alternative distance decay functions. This is discussed further in the context of spatial interaction models.

For the gravity model approach, the accessibility of a particular population group is
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calculated as the sum of the resources available at the different service centres weighted by the distance decay function. Martin and Williams [1992] give a good example of the gravity model approach in examining the accessibility of primary health care provided by general practitioners in the City of Bristol in the United Kingdom. The population groups in their study are defined by 100 metre grid cells. Using this information, they calculate accessibility surfaces to general practitioners using the classic Hansen [1959] accessibility measure (as well as several other related measures)

$$A_i = \sum_j S_j \exp (-\beta D_{ij}),$$  \hspace{1cm} (2.2)

where $S_j$ is the size of, or resource level at, service provider $j$. In this study, $S_j$ is equal to the number of general practitioners at a given surgery and $D_{ij}$ is taken to be the straight-line distance between the centre of grid cell $i$ and surgery $j$. Furthermore, the distance decay function, calibrated using a spatial interaction model, is defined as $f_{ij}^D = \exp (-1.57D_{ij})$. For their study area, they find very few areas with poor accessibility to primary health care services.

Knox [1978; 1979] refines the basic gravity model approach by using levels of car ownership as a surrogate for the relative mobility of the population and applies this measure at the neighbourhood level in Scottish cities adjusting the accessibility measure by the average travel speeds for cars and public transit. The new travel-time accessibility estimate is calculated by

$$A_i = \left( \frac{X_i^C}{T^C} + \frac{X_i^{NC}}{T^{NC}} \right) \sum_j S_j \exp (-\beta D_{ij}),$$  \hspace{1cm} (2.3)

where $X_i^C$ is the proportion of car-owning households in neighbourhood $i$, $X_i^{NC} = 1 - X_i^C$ is the proportion of households that do not own a car in a neighbourhood $i$, $T^C$ is the average time to travel a given distance by car, and $T^{NC}$ is the time to travel the distance by public transport. He finds that variations in the accessibility of primary health care facilities reinforce patterns of social deprivation and medical need.

Joseph and Bantock [1982] propose a modification to the gravity model. Their measure considers the potential demand on service providers and adjusts the resource availability at each facility by this potential demand. Using this measure, accessibility is
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defined as

\[ A_i = \sum_{i, D_{ij} \leq R_i} \left( \frac{S_i}{C_i} \right) D_{ij}^{-\beta}, \]  

(2.4)

where \( C_i \) is the potential demand on service provider \( j \) and is defined as

\[ C_j = \sum_{i, D_{ij} \leq R_i} P_i D_{ij}^{-\beta}. \]  

(2.5)

Note that this accessibility measure defines a maximum service range, \( R_i \), for each population group. A service provider beyond this range is considered inaccessible and does not affect the accessibility of group \( i \). In their case study using data from Wellington County, Ontario, Joseph and Bantock [1982] use a distance decay exponent, \( \beta \), of 2 based upon empirical work by others, and the accessibility index is calculated for \( R_i \) set to 5.0 miles, 10.0 miles, and 15.0 miles. They find that the measure is not very sensitive to changes in the service range once all areas are in the range of a general practitioner. As well, the study shows greater potential accessibility to general practitioner services in areas near urban centres, although this is mitigated somewhat by physicians in rural areas having fewer potential clients.

Other authors have also used this approach. For example, Rosero-Bixby [1993] follows the Joseph and Bantock approach in evaluating the potential geographic accessibility to health care facilities in Costa Rica. In addition, a slightly modified version of this approach is used by Khan [1992] and applied in Ohio.

2.1.3 Potential Social Accessibility

In contrast to potential geographic accessibility, measures of potential social accessibility examine the differential availability of health care resources emphasizing the importance of socio-demographic and organizational factors. These measures examine the possible usage of primary health care services, rather than actual utilization behaviour. As opposed to the measures proposed in the previous section, potential social accessibility measures do not explicitly consider the effects of distance or travel cost.

Potential social accessibility measures typically involve calculating the ratio of the supply of health care to the demand for health services, often at a regional level. These ratios are termed regional availability measures by Joseph and Phillips [1984]. Calculations of regional health care accessibility assume that the boundaries for a region
are impermeable. This approach, therefore, becomes increasingly difficult to use or can give misleading or inappropriate results when using highly spatially disaggregate data [Joseph and Phillips, 1984]. Many studies attempt to use these measures to quantify equity in resource allocation between rural and urban areas or between different ethnic groups in a multi-racial country [Akhtar and Izhar, 1986; Khan, 1985; Okafor, 1987].

One advantage of ignoring distance with potential social accessibility is that these methods require significantly less data than those that consider potential geographic accessibility. Hence, they are widely used in developing countries with data deficiencies since they are very useful in determining whether resources are distributed equitably between regions within a country.

As mentioned previously, the basic potential measure of social accessibility is a ratio of supply to demand, namely

\[ A_i = \frac{S_i}{P_i} \]  

where \( S_i \) is the total level of resources available in region \( i \) and \( P_i \) is the total target population or some other surrogate for the "need" for health care in region \( i \). Note that \( S_i \) is some measure of the total level of the resource of interest – such as doctors, consultation hours, number of health posts – located within a given region.

Examples of the use of these ratios are widespread. In India, Akhtar and Izhar [1986] examine variations in hospital facilities and hospital beds per capita at the district level. They discovered severe regional imbalances with a ten-fold difference between the best and the worst districts. In Sierra Leone, Stevenson [1987] calculates ratios of hospital beds, doctors, and nurses per capita and also finds that health services were very unevenly distributed. Mesa-Lago [1985] also finds a wide disparity in the ratio of physician, hospital beds, and medical visits per capita between the provinces in Costa Rica even though Costa Rica is "one of the few countries in Latin America with almost universal coverage in health care" [Mesa-Lago, 1985].

Khan [1985] introduces several potential social accessibility indices and calculates them for 62 subdivisions in Bangladesh for urban, rural, and combined populations. The indices relate to the proportion of the population which has access to outpatient services, the estimated quantity of hospital beds utilized per unit of population, the proportion of facilities offering satisfactory services, and a composite index of relative
access to health care. Khan finds that there is both a significant variation in these indices among the subdivisions and a large urban/rural disparity, with rural areas being significantly worse.

Joseph and Phillips [1984] illustrate the use of a location quotient as an accessibility measure. It is defined as follows:

\[ A_i = \frac{S_i / P_i}{\sum_i S_i / \sum_i P_i} \]  \hspace{1cm} (2.7)

A location quotient measures a region’s proportion of resources relative to its proportion of the target population. If this accessibility measure is greater than 1.0 then that region is supplied with more resources than the average while an accessibility level less than 1.0 indicates an undersupply. Stimson [1980] uses this measure in Australia for examining the concentration of GP services in Adelaide.

It is also useful to calculate system-wide measures of inequity in the distribution of resources or accessibility. One such measure is the coefficient of localization which measures the concentration across regions of an activity or resource of interest relative to the base magnitude [Joseph, 1982]. Again, in the context of measuring the health care accessibility, this coefficient of localization is defined [Joseph and Phillips, 1984] as:

\[ Z_{CL} = \frac{1}{2} \sum_i \left| \frac{S_i}{\sum_i S_i} - \frac{P_i}{\sum_i P_i} \right| \]  \hspace{1cm} (2.8)

In interpreting the coefficient of localization, a value of 0.0 indicates that the general practitioners are distributed in the same proportion as the population. Increasing values of the coefficient indicate greater levels of localization. The theoretical upper limit of 1.0 would indicate that the regions containing general practitioners and the regions containing the population are disjoint. For example, Okafor [1987] calculates a coefficient of localization for different types of health facilities in Nigeria. In this study, regional disparities were found with hospitals, health centres, and maternal centres exhibiting a higher level of inequality than dispensaries. He concludes by stressing the importance of the spatial component of health care provision. However, as Joseph [1982] points out, the coefficient of localization must be interpreted as a measure of relative and not absolute concentration.
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2.1.4 Realized Geographic Accessibility

While there must be services available in order for a health system to be considered accessible, other factors intervene to affect the overall accessibility of the system [Khan and Bhardwaj, 1994]. Several authors discuss accessibility in terms of utilization patterns. For example, Donabedian measures access to health care by the level of usage in relation to ‘need’ [1973, p. 211]. Aday and Anderson [1974] define accessibility to be whether people in need of medical service receive it. Thus, as Joseph and Phillips [1984] argue, the utilization of health services and resources by individual consumers reveals the actual accessibility of the system. However, a problem with this approach is the difficulty in defining the need for health care services [Joseph and Phillips, 1984]. A second problem is that, even if the need is known, the examination of utilization makes it difficult to separate the effects of various factors, such as age, gender, and socio-economic status, affecting accessibility since these factors have complex inter-relationships.

Indicators of realized accessibility are generally obtained from population census data or surveys of users and are of two main types: utilization rates and statistical models. Utilization rates are computed by grouping the population by various socio-demographic and spatial factors and then calculating the utilization rate for each group. On the other hand, statistical models, such as the logit model, attempt to quantify the effects that various factors have on health-seeking behaviour. In contrast to the sharp distinction between potential geographical and social accessibility measures, the difference between realized geographic and social accessibility is somewhat blurred as many studies quantify both spatial and aspatial influences on utilization behaviour. However, for the purposes of this discussion, realized geographic measures are those measures that emphasize the importance of the spatial factors on utilization behaviour.

Girt [1973] undertook a study that examines the impacts of distance on usage of cottage hospitals in rural Newfoundland. His study involved surveying 1400 individuals as to whether they would seek medical attention for different conditions. Curves modelling the probability to consult versus distance were then fitted to the survey responses. The results indicate that, in general, the likelihood of using a health care facility decreased with increasing distance to the medical facility. The relationship, however, was not straightforward and distance seemed to have both a positive and a negative effect on the individual consultation rate. Individuals were more sensitive to the development of illness the further away they were from a physician but those furthest
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away were less likely to consult due to the additional effort required. To a point, the probability of consultation for some diseases increased with distance from a medical facility. It was hypothesized that the anticipated difficulty, due to distance, of receiving emergency care for these diseases leads to the increasing likelihood of non-emergency consultations. Past this point, the deterrent effect of distance became paramount and the consultation probability decreased with increasing distance.

Recent studies of the effect of distance in primary health care utilization have taken a more sophisticated approach by disaggregating respondents using demographic variables such as age, gender, social status, and mobility. Haynes and Bentham's [1982] study compares utilization rates of general practitioners by adults in East Anglia, England. This study found that, in general, residents in remote regions had a lower consultation rate than those in more accessible regions. Also, the differential utilization rate due to distance decay effects varied among the different demographic categories.

In the developing world, Bailey and Phillips [1990] examine the spatial patterns of primary health care utilization in the metropolitan area of Kingston, Jamaica. In this study, three pairs of sites in close proximity but with contrasting socio-economic composition were selected, with one of each pair being high status and the other low status. Fifty respondents at each site were interviewed as to the mode of transport used, the travel time taken, and the type and proximity of their primary health care provider. The study found that most respondents did not attend the nearest facility and that the attendance patterns varied between the high status sites and the low status sites, even if they were in close proximity. Respondents from low status sites made greater use of public facilities and casualty departments and residents of poor peripheral sites experienced much longer travel times to reach primary health care. Finally, Bailey and Phillips [1990] note that people often do not attend the nearest facility and that “it is important for health service planners to recognize [this]” (p. 11). Thus, this study tends to support the use of gravity model measures for assessing potential geographic accessibility.

2.1.5 Realized Social Accessibility

The final type of accessibility defined by Khan and Bhardwaj [1994] is realized social accessibility. With this type of accessibility, emphasis is on the actual use of health care services and the influence of non-spatial factors such as social, economic, demographic,
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and organizational variables, although many of these studies do incorporate the effect of distance on utilization.

Several demographic and social variables, such as age and gender, have been found to have an influence on health care utilization. In general, females and older people have a higher rate of utilization than males and younger people although very young children and young mothers are often frequent users [Phillips, 1986]. However, this relationship depends upon the type of service being offered [Hall, 1988]. Other variables that affect utilization include race, income, mobility, and social class, as well as a variety of factors that affect the individual such as past experience [Bailey and Phillips, 1990].

Studies often examine the utilization of health care services in terms of both demographic variables and physical variables. Examples of this approach include Hall [1988] who uses a multivariate linear regression model in examining the utilization of community mental health centres in Auckland, New Zealand. For this study, the utilization rate per 1000 total population was the dependent variable and socio-demographic variables involving marital status, gender, income, age, and a distance variable, the mean arterial distance travelled, were the independent variables. This model was calibrated for four different mental health facilities. Hall [1988] reports that both the distance to the centre and socio-demographic variables had a significant impact on the rate of utilization of the facilities, although the effect and significance of the variables on the utilization rate differed at each facility. Kanaroglou and Hall [1989] develop a nested logit model which examines both the probability of facility use and frequency of facility use and apply this model to the same data set. The results from the logit model, in general, confirm the same trends as the regression analysis conducted by Hall [1988].

While broad consensus has arisen over the factors that affect health care utilization in the developed world, no such consensus exists in developing countries, where health care systems are often “patchy, pluralistic, and under pressure” [Bailey and Phillips, 1990, p. 1]. However, Hellen [1986] points out that, in this context, many of the methods for health systems research used in developed countries, such as those relating to accessibility and optimization, could be adapted for use in developing countries.

One interesting study, conducted by Paul [1992] in a rural area of Bangladesh, examines the health-seeking behaviour of parents whose child had a fatal illness. A sample of 1800 women who had been or were married was selected from the study area. These women had a total of 152 children in the 1-4 age group die over a seven year period. Paul fitted a step-wise logistic regression model to the data examining the utilization of
qualified western doctors. From this model he found that the significant factors influencing utilization were sex of the child, distance from a doctor, and whether the child was first-born. Socio-economic factors were not a deterrent to health-seeking but the probability of seeking medical intervention from a qualified doctor exhibited a strong gender bias – it was 34% for girls and 66% for boys. Paul recommended both the expansion of facilities to increase geographic accessibility and a public health education program to discourage the gender biases of the health-seeking behaviour of the parents.

In fact, studies in developing countries often have conflicting results. For example, in a study in the Bicol region of the Philippines, Akin et al. [1985, p. 162] find that "education, urban residence, and the perceived seriousness of illnesses" were the most important factors in determining health care utilization patterns. Chernichovsky and Meesok [1986] emphasize the effects of economic considerations on health care utilization in Indonesia. Another study in Grenada [Poland et al., 1990] finds that in addition to age, gender, and mobility, variables that "act as proxies for underlying relationships based on health attitudes and behaviour (p. 23)" are important determinants of utilization.

Habib and Vaughn [1986] examine the effects that age, gender, nature of sickness, income and distance to the nearest health centre have on the utilization rates of health services in Iraq using a linear regression model. They found that the primary determinants in utilization were perceived sickness and the distance to nearest health centre.

As well as studies of accessibility to health care and primary health care, there are also some studies that specifically examine the accessibility of maternal-child health and family planning services. Since this service forms the basis of the empirical analysis presented in Chapter 7, these studies are discussed in the next section.

2.1.6 Accessibility of MCH/FP services

Although there have been numerous studies examining the potential accessibility of primary health care in developing countries, there are fewer studies that examine exclusively the potential accessibility of a target population to maternal-child health and family planning services. Partly, this is because the World Health Organization strongly encourages the integration of these services within primary health care provision [Hart et al., 1990]. For example, Ayeni et al. [1987] examine the distance to the nearest maternal-child health centres as well as other primary health care facilities.
Rosero-Bixby [1993; 1995] uses the measure proposed by Joseph and Bantock [1982] to examine the accessibility of family planning services in Costa Rica. Also, many authors examine the utilization rates of maternal-child health along with utilization of primary health care. For example, the studies by Akin et al. [1985], Chemichovsky and Meesok [1986], and Habib and Vaughn [1986], mentioned in the previous section, also examine maternal-child health and come to the identical conclusions for this service as they did for primary health care.

Many factors have been found to influence utilization of contraception and family planning in developing countries. For example, the demand for contraceptives is dependent on cultural, religious, demographic, as well as psychological factors, such as the desire to limit or space births [Easterlin et al., 1988]. The selective availability of methods from a large number of different providers, both medical and non-medical, can lead to complicated interactions between the types of provider and the types of methods used [Tsui and Ochoa, 1992]. This makes it difficult to discern the importance of the different factors affecting utilization. However, it is clear from general demographic trends that there is a large unmet need for contraception. The World Bank [1993] estimates that between 10 and 40% of married women of reproductive age in most developing countries have an unmet need, and that filling this need would reduce the fertility rate in most developing countries outside of Sub-Saharan Africa to near two children per woman.

Several studies have been conducted on family planning accessibility. The effects of distance to service providers on contraceptive utilization behaviour varies among studies and are often quite weak [Chen et al., 1983; Cornelius and Novak, 1983; Tsui et al., 1981; Tsui, 1982]. For example, in a study of distance deterrence on contraception usage in rural Bangladesh, Paul [1991] found no significant effect of distance on rates of both clinical and non-clinical contraceptive usage. However, when the interaction effects between distance to a paved road and distance to a facility are incorporated in the models, this interaction effect is statistically significant. Similarly, a recent study in Thailand [Entwisle et al., 1995] using a geographic information system finds that travel time (estimated from a road network) is a good predictor of contraceptive utilization. The study also finds a "lagging" effect between the opening of a new facility and utilization behaviour changes.
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2.1.7 Summary of Health Care Accessibility

Accessibility, both potential and realized, to health care is the product of a complicated inter-relationship between many different types of factors. The importance of these factors varies greatly from study to study. This reflects the diversity in the organization of various health systems and in the characteristics of the target populations [Joseph and Phillips, 1984]. Moreover, Phillips [1990] notes that “factors emphasized in studies of utilization tend to vary from one academic discipline to another (economists stressing cost factors; psychologists, various behavioural and socio-psychological matters, for instance)” (p. 195).

Despite these differences, a great deal of commonality exists between these different studies. Specifically, accessibility is viewed as a property of the interaction between the target population and the services that are available to them. Intervening factors, which either increase or decrease accessibility, can be classified into three main categories. The first category are characteristics of the population at risk. The second relates to the characteristics of the service delivery system and the last relates to the distance or spatial separation between the target population and the service delivery system. However, in all cases, in its most basic conceptualization, accessibility measures assess the opportunities for interaction between the service providers and a target population. This can either be the potential for interaction in the case of potential accessibility or the actual level of interaction for realized accessibility.

The next section discusses spatial interaction models. These models quantify the aggregate level of interaction between a set of origins and destinations based on the principles of entropy maximization. The models relate the level of interaction to the same three groups of characteristics: the origins (or target population), destinations (or service delivery system), and the distances (or spatial separations) noted above. Thus, they have a close link to models of health care accessibility, particularly of potential geographic accessibility.

2.2 Spatial Interaction Models

Spatial interactions models quantify the flows or levels of interaction from an area or group of areas to various destinations in a system. Broadly defined, a spatial interaction can be considered as movement or communication over space that is the result of
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a decision process [Fotheringham and O'Kelly, 1989]. Spatial interactions are modelled within the conceptual framework of a system which has a number of interacting origins and destinations. Origins have a set of propulsiveness characteristics associated with them; destinations have a set of relevant attributes that influence their attractiveness. Finally, a distance or spatial separation is defined between each origin and destination. Thus the flows or levels of interactions between each origin-destination pair are a function of the constraint of distance, the attraction of increased opportunities, and the demand or propulsion of the origins.

Within this general framework, there are several different families of spatial interaction models which emphasize the importance of different constraints and the type of information desired. This is a result of their application in diverse areas such as retail shopping [Openshaw, 1973], migration [Ewing, 1976], and health care [Mayhew and Leonardi, 1982] among others. In the following sections, a mathematical framework for interaction models is provided first. Next, four different families of models are described. Then, several extensions to the basic spatial interaction model and the relationship between the models and accessibility measures are discussed. Finally, several examples of the models applied to health care planning are described.

### 2.2.1 A Mathematical Framework

Consider a system having $N_O$ origin nodes interacting with $N_D$ destination nodes. Each origin has $N_P$ propulsiveness variables associated with it and each destination has $N_A$ attractiveness variables. Let $X^p_i$ be the $k^{th}$ propulsiveness variable for origin node $i$, $X^A_j$ be the $k^{th}$ attractiveness variable for destination node $j$, $D_{ij}$ be the $k^{th}$ variable representing distance\(^1\) between origin $i$ and destination $j$, and $T_{ij}$ be the level of interaction or flow\(^2\) between the origin $i$ and destination $j$. Define $T = [T_{ij}]_{N_O \times N_D}$ to be the matrix of flows. As well, it is convenient to define the following variables relating to the total

\(^1\)It should be emphasized that distance, in this context, is used in a generic sense that describes the difficulty or impedance of travelling from origin $i$ to destination $j$. Some possible measures of "distance" include travel time or cost of travel as well as other more traditional measures such as straight line (Euclidean) distance.

\(^2\)Flow is used as a synonym for level of interaction.
flow for each node and for the system:

\[ O_i = \sum_j T_{ij} \]  
the total outflow from origin node \( i \),

\[ I_j = \sum_i T_{ij} \]  
the total inflow into destination node \( j \), and

\[ T_T = \sum_{i,j} T_{ij} \]  
the total flow in the system. \((2.9)\)

Note that \( T_T = \sum_i O_i = \sum_j I_j \). The goal of a spatial interaction model is to relate the flows between the various origins and destinations nodes, i.e., to relate \( T \) to \( X^P \), \( X^A \), and the spatial separation.

The propulsiveness variables influence, either positively or negatively, the outflow from each origin. The selection of the relevant propulsiveness variables is dependent on the system under consideration. For example, the number of people in an area is a propulsiveness variable with a positive influence on interaction. Similarly, the attractiveness variables influence, either positively or negatively, the inflow into each destination and could include the size of, or resource availability at, a facility or the average waiting time. In this case, the attractiveness of a facility would increase with increasing facility size while the increased waiting time would have a negative impact.

For simplicity of notation only one attractiveness variable, one propulsiveness variable, and one distance variable are used in the following discussion. However, the results can be easily generalized to multivariate cases.

The \( D_{ij} \) values reflect the distance between the origin and destination nodes. The distance can be measured either subjectively or objectively. The subjective spatial separation between an origin and a destination reflects the separation or cost viewed by a subject at the origin. The subjective approach determines the distance by surveying individuals or households in order to determine their travel behaviour and preferences. Cadwallader [1975] uses the latter approach in a simple interaction model examining the patronage of supermarkets. Unfortunately, the subjective approach is not commonly used since it is both time-consuming and data-intensive. However, this approach is important where people’s choice of a service facility is influenced by their knowledge of the available facilities. The objective approach uses measures such as distance, travel time, or travel cost, with distance being the most widely used measure [Fotheringham and O’Kelly, 1989].
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Mathematically, a spatial interaction process can be expressed as

\[ T_{ij} = f(\alpha_P, X_i^P, \alpha_A, X_j^A, \beta, D_{ij}) \]  \hspace{1cm} (2.10)

where \( \alpha_P, \alpha_A, \) and \( \beta \) are parameters relating the value of the variables to the flow. There is "virtual unanimity of opinion" [Fotheringham and O'Kelly, 1989, p. 10] that the relationship between the attractiveness and propulsiveness variables and the flow is best modelled as a power function, i.e.

\[ f_i^p = f_P \left( \alpha_P, X_i^P \right) = \left( X_i^P \right)^{\alpha_P} \quad \text{and} \quad f_j^A = f_A \left( \alpha_A, X_j^A \right) = \left( X_j^A \right)^{\alpha_A} \]  \hspace{1cm} (2.11)

where \( f_i^p \) is the propulsiveness of origin \( i \) and \( f_j^A \) is the attractiveness of destination \( j \).

On the other hand, there is not the same unanimity in agreement on the functional form for the deterrent effect of distance. The two forms that dominate the literature [Fotheringham and O'Kelly, 1989], as noted in Section 2.1.2, are

- the power function
  \[ f_D(\beta, D_{ij}) = (D_{ij})^{-\beta} \]  \hspace{1cm} (2.12)
- and the exponential function
  \[ f_D(\beta, D_{ij}) = \exp(-\beta D_{ij}). \]  \hspace{1cm} (2.13)

One difficulty of using the power function is that it tends to infinity as distance approaches zero, while the exponential function tends to one. This behaviour can be problematic in some systems, for example where the origin nodes and destination nodes are the same. As well, there are several alternative formulations for the distance decay function. For instance, Luoma and Palomäki [1983] propose a general distance decay function that has power and exponential functions as special cases.

2.2.2 Families of Spatial Interaction Models

Wilson [1974] defines four basic families of spatial interaction models that are differentiated by whether data on the inflow to the destination nodes and outflow from the origin nodes are exogenously defined. In the unconstrained model both attractiveness and propulsiveness variables are used. In production-constrained models the propulsiveness variables, \( X_i^P \), are ignored and replaced with a vector of outflows for each origin node, \( O_i \), while in attraction-constrained models the attractiveness variables, \( X_j^A \), are
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replaced with the inflows for each destination, \( I_i \). Finally, in the production-attraction-constrained model\(^3\) both the attractiveness and propulsiveness variables are replaced with their inflows and outflows respectively.

Choukron [1975] notes that there are numerous possible derivations for spatial interaction models. One formulation suggests deriving the model by aggregating decision processes at the individual level. This approach can be embedded within the random utility framework discussed in the next chapter in the context of a generic model for accessibility. An alternative approach, suggested by Wilson [1974] among others, is to develop spatial interaction models using the concept of entropy maximization. However, information minimization can also be used so that the flows between nodes in the system are calculated by finding the most probable distribution of flows given the observed values of the attractiveness, propulsiveness, and spatial separation variables. This distribution is given by a configuration that minimizes the Kullback information gain (KIG) associated with choosing the distribution of flows [Snickars and Weibull, 1977]. The KIG is given by

\[
KIG = \sum_{i,j} p_{ij} \log \frac{p_{ij}}{q_{ij}}
\]

(2.14)

where \( p_{ij} \) is the probability of an individual in zone \( i \) interacting with zone \( j \) and \( q_{ij} \) is the prior information on this interaction. If \( p_{ij}^* \) minimizes (2.14), then this is the assignment which has the lowest information content. With any other assignment of probabilities some private information bias has been added which is not justifiable in terms of known information about the system [Snickars and Weibull, 1977]. A complete treatment of the use of information measures in a spatial context is provided by Webber [1979]. In this context \( p_{ij} \) is given by \( T_{ij}/T_r \). The \( q_{ij} \) values are given by previous information. This could be interaction values from a previous time period [Snickars and Weibull, 1977], probabilities based on the likely occurrence of different events [Webber and O’Kelly, 1981], or the values of site-specific variables that incorporate prior knowledge of the origins and destinations [Fotheringham and O’Kelly, 1989]. It should be noted that both the \( p_{ij} \) and \( q_{ij} \) values in (2.14) are properly expressed as proportions.

The four families of spatial interaction models described by Wilson [1974] may be derived in terms of an optimization problem. The propulsiveness and attractiveness

\(^3\)Also referred to as the doubly-constrained model.
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variables are included as prior knowledge about the system and the multiplicative constants are removed from the objective since it is invariant to scaling. The optimization problem can be formulated as follows:

\[
\text{Minimize } \sum_{i,j} T_{ij} \log \left( \frac{T_{ij}}{f_i^P f_j^A} \right) \quad (2.15)
\]

subject to

\[
\sum_{j} T_{ij} = O_i \quad i = 1 \ldots N_O \quad (2.16)
\]

\[
\sum_{i} T_{ij} = I_j \quad j = 1 \ldots N_D \quad (2.17)
\]

\[
\sum_{i,j} T_{ij} D_{ij} = D_T. \quad (2.18)
\]

Depending upon the family of model, either zero, one, or both of the constraints (2.16) and (2.17) may hold. The distance constraint (2.18) causes the model to reproduce some total trip length \(D_T\). The different families of spatial interaction models are now generated from the solution to this optimization problem using the framework proposed by Wilson [1974] that was generalized using the Kullback information gain by Fotheringham and O’Kelly [1989].

**Unconstrained Models** Since in the unconstrained model neither the inflow nor outflow totals are known, the problem becomes the minimization of (2.15) subject only to the total trip length constraint (2.18). The result of this minimization is

\[
T_{ij} = f_i^P f_j^A \exp(-\beta D_{ij}) \quad (2.19)
\]

where \(\beta\) is chosen to satisfy the total trip length constraint. Fotheringham and O’Kelly [1989] note that these unconstrained models are not particularly useful since the information they provide is generally of poor quality.

**Production-Constrained Models** In this type of model, the flows leaving each origin are known. The information on the propulsiveness of the origin is not used and the propulsiveness values, \(f_i^P\), are set to an arbitrary and equal value, say 1. The objective (2.15) is minimized subject to (2.16) and (2.18). The result of this optimization is

\[
T_{ij} = B_i^{-1} f_i^A O_i \exp(-\beta D_{ij})
\]

\[
B_i = \sum_i f_i^A \exp(-\beta D_{ij}). \quad (2.20)
\]
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The values of $B_i$ ensure that the total flow out of an origin node is reproduced by the model and is referred to as the balancing factor.

Attraction-Constrained Models In this case, the flows entering each origin are known. The attractiveness variable, $f_i^A$, is set to an arbitrary constant value and the objective (2.15) is minimized subject to the destination node inflow constraints (2.17) and the total distance constraint (2.18). This results in

$$T_{ij} = C_j^{-1}f_j^P I_j \exp(-\beta D_{ij})$$
$$C_j = \sum_i f_i^P \exp(-\beta D_{ij}).$$

(2.21)

Again, the $C_j$ variables balance the flow so that the total flow entering a destination node equals the exogenously defined value $I_j$.

Attraction-Production-Constrained Models In doubly-constrained models both the outflow from each origin node and the inflow to each destination node are known. Therefore the objective (2.15) is minimized subject to (2.16), (2.17), and (2.18). The resulting expression is

$$T_{ij} = B_i^{-1}C_j^{-1}O_i I_j \exp(-\beta D_{ij})$$
$$B_i = \sum_j C_j^{-1}I_j \exp(-\beta D_{ij})$$
$$C_j = \sum_i B_i^{-1}O_i \exp(-\beta D_{ij}).$$

(2.22)

Here $B_i$ and $C_j$ are interrelated balancing factors which ensure that the flow out of the origin nodes and flow into the destination nodes balance.

As well, there are some straightforward generalizations to the doubly-constrained model. Snickars and Weibull [Snickars and Weibull, 1977] suggest incorporating information on the interaction pattern from the previous time period. This leads to a solution of

$$T_{ij} = B_i^{-1}C_j^{-1}O_i I_j S_{ij} \exp(-\beta D_{ij})$$
$$B_i = 1/\sum_j C_j^{-1}I_j S_{ij} \exp(-\beta D_{ij})$$
$$C_j = 1/\sum_i B_i^{-1}O_i S_{ij} \exp(-\beta D_{ij})$$

(2.23)

where $S_{ij}$ is the flow between origin $i$ and destination $j$ in the previous time pe-
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It should be noted that there has been concern over model misspecification and the interpretation of the distance-decay measures [Fotheringham, 1981; Fotheringham, 1983; Fik and Mulligan, 1990]. In particular, Fotheringham [1981] notes that there is often a spatial pattern evident when a gravity model is calibrated with origin-specific distance-decay parameters. Several extensions of the standard gravity model have been proposed to address these difficulties. These extensions include the Alonso framework [1978], relaxed models [Halleford and Jörnsten, 1985], changing masses model [Luoma and Palomäki, 1983], and the Tobler model [1983].

2.2.3 Linkages to Measures of Accessibility

Leonardi [1978] notes that there is a strong linkage between spatial interaction models and several potential geographic measures of health care accessibility. As noted previously, health care accessibility is a property of the interaction between the target population for health services and service providers. The goal of spatial interaction models is to quantify the level of these interactions and the effects that explanatory variables have upon them.

Suppose that the propulsiveness of an origin or population group is defined as its total population, i.e., \( f_i^p = P_i \) and that the attractiveness of the destination or facility is defined by its size so that \( f_j^a = S_j \). The standard Hansen [1959] measure of accessibility can be expressed as

\[
A_i = \sum_j S_j f_{ij}^D = \frac{1}{P_i} \sum_j P_i S_j f_{ij}^D = \frac{1}{P_i} \sum_j T_{ij}
\]

where \( T_{ij} \) is defined as in the unconstrained model (2.19). The accessibility measure proposed by Joseph and Bantock [1982] also has the same interpretation. In this instance,

\[
A_i = \sum_j (S_j / C_j) f_{ij}^D = \frac{1}{P_i} \sum_j P_i (S_j / C_j) f_{ij}^D = \frac{1}{P_i} \sum_j T_{ij}
\]

\[
C_j = \sum_i P_i f_{ij}^D.
\]

This is identical in form to the attraction-constrained spatial interaction model (2.21)
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with \( I_j = S_j \). In both of these models, accessibility is defined as

\[
A_i = \sum_j T_{ij} / P_i
\]

so that the accessibility is equivalent to the per capita level of interaction. Minimizing the overall variance of (2.25) is an objective of the model proposed by Mayhew and Leonardi [1982]. This is discussed in the next subsection.

2.2.4 Application to Health Care Systems

Several authors have applied spatial interaction models to examine both the accessibility and the allocation of resources in health care systems, but these studies have been applied in developed countries only. Despite an extensive literature search, no published research could be found where spatial interaction models have been applied to modelling health care accessibility in developing countries.

Martin and Williams [1992] applied a spatial interaction model at the level of primary health care in England using population disaggregated to a 100 metre grid. First, an attraction-constrained spatial interaction model was calibrated to patient registration data. This model was then used to assess the accessibility within the study area using several different measures such as the minimum distance, the mean distance, the Hansen accessibility measure, and the log-sum measure \((1/\beta) \ln \sum_j f_j^i \exp(-\beta D_{ij})\). This allowed for a sophisticated examination of the differential accessibility within a region. In addition, they demonstrated that the framework allows for the estimation of market-catchments for each practice. Furthermore, a subsequent paper [Martin et al., 1994] examined these issues at a regional scale to determine the allocation of deprivation payments to GP practices.

Mayhew and Leonardi [1982] introduced a framework for examining the allocation of resources at the urban and regional level. Their model was based on an attraction-constrained spatial interaction model (2.21) with \( f_j^i \) being the propensity of area \( i \) to generate patients. The decision variables \( s_j \) were the case-load capacity of destination region \( j \). Mayhew and Leonardi then formulate nonlinear models for optimally allocating resources \( (s_j) \) among the destination zones according to four criteria: equity, efficiency, and two distance measures. The amount of resources allocated to each zone was

4Decision variables are expressed in lower case letters.
only allowed to change by a certain proportion so that the \( s_j \) values were constrained to lie between minimum and maximum values. These models are briefly presented below.

**Equity** The first model is based on the equity criterion and attempts to allocate \( s_j \) so that the number of patients generated in each zone is proportional to its relative need. This can be formulated as the following optimization problem.

\[
\text{Minimize } \sum_j \left( \frac{s_j}{C_j} f^D_{ij} - \bar{A} \right)^2
\]

subject to

\[
\sum_j s_j = Q
\]

\[
S_j^{\text{min}} \leq s_j \leq S_j^{\text{max}} \quad j = 1 \ldots n
\]

where \( Q \) is the total resources available in the system and \( \bar{A} = Q / \sum_i f^P_i \). Note that the second term in the objective function reflects the total resources in the system per unit of relative need while the first term is simply the Joseph and Bantock [1982] accessibility measure, the total usage of the system from this zone per unit of relative need. Thus, the goal of this model is to reduce the variation in accessibility or resource availability of each zone.

**Efficiency** The efficiency criterion allocates resources in the system so that patient preferences for places of treatment are maximized. This objective can be thought of as preferentially allocating resources to areas that have a large potential demand on them, i.e., zones where \( C_j \) is large. Mathematically this is expressed as

\[
\text{Maximize } - \sum_j s_j \left[ \log \left( \frac{s_j}{C_j} \right) - 1 \right]
\]

subject to (2.28) and (2.29) as defined previously.

**Distance 1** This criterion chooses a resource configuration that attempts to equalize the average distance from places of residence to places of treatment. If the average distance of origin zone \( i \) is defined as

\[
D_i = \frac{\sum_j T_{ij} d_{ij}}{\sum_j T_{ij}} = \frac{\sum_j I_j C^{-1}_j d_{ij} f^D_{ij}}{\sum_j I_j C^{-1}_j f^P_{ij}}
\]
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and the system average accessibility cost is defined as

\[
\overline{D} = \frac{\sum_i \sum_j T_{ij} D_{ij}}{T_T}
\]  \hspace{1cm} (2.32)

then the objective for this minimization problem may be formulated as

\[
\text{Minimize} \sum_i (D_i - \overline{D})^2
\]  \hspace{1cm} (2.33)

subject to (2.28) and (2.29) as defined before.

**Distance 2** Another distance criterion is to minimize the variance in the distances since it may be difficult to equalize the average distance. The variance in distance is defined as

\[
\frac{\sum_i T_{ij} (D_{ij} - \overline{D})^2}{\sum_i T_{ij}} = \frac{\sum_i (D_{ij} - \overline{D})^2 C_j^{-1} f_{ij}^D s_j}{\sum_i C_j^{-1} f_{ij}^D s_j}.
\]  \hspace{1cm} (2.34)

The objective can then be formulated as

\[
\text{Minimize} \sum_i \frac{\sum_j (D_{ij} - \overline{D})^2 C_j^{-1} f_{ij}^D s_j}{\sum_j C_j^{-1} f_{ij}^D s_j}
\]  \hspace{1cm} (2.35)

subject to (2.28) and (2.29).

Mayhew and Leonardi [1982] applied their models on 1977 data for the London region in England using thirty-three origin zones (administrative boroughs of the Greater London District) and thirty-six health districts as the destination zones with one external zone to close the system. Their testing indicated that both of the distance criteria produced unacceptable results. On the test data, the Distance 1 measure allocated resources to the least accessible zones so that the population had the same, albeit poor, accessibility, and the Distance 2 measure showed unpredictable behaviour in sensitivity tests. Based upon this, they develop a multiobjective model for resource allocation combining equity and efficiency objectives to allow the planner or relevant decision maker to examine the trade-offs between efficiency and equity.

Taket [1989] uses a spatial interaction model to examine the accessibility and equity in the future provision of in-patient hospital facilities in East Anglia, England. In his
study, Taket formulates an attraction-constrained spatial interaction model using the same variables as in Mayhew and Leonardi [1982], namely $f_i^p$ being the propensity of area $i$ to generate patients, and $S_j$ being the case-load capacity in zone $j$. This model was calibrated using data for 1981 and validated with data for 1985 at the Local Authority level and used to project the relative need in each area for the year 2001.

Three scenarios for the allocation of resources for the year 2001 were evaluated. The study calculated a measure of equity for each region, defined as $\sum_j T_{ij} / P_i$ (corresponding to the Joseph and Bantock accessibility measure) and the average distance (which was termed accessibility) for each region, $D_i / D$ where $D_i$ and $D$ are as defined previously. Taket [1989] found that the most decentralized scenario provided the best results in terms of both equity and average distance. It is interesting to note that, as opposed to the previous study which optimized the distribution of resources in terms of different criteria, this study examines three different resource allocation scenarios and evaluates them using two different criteria.

Wilson and Gibberd [1990] follow a similar approach in developing a multiobjective model to allocate resources in a regional health care system according to four criteria: minimizing operating cost, minimizing transportation costs, equalizing utilization with respect to relative need, and equalizing accessibility. An interesting aspect of their model is the inclusion of a method to examine the dynamic aspects of reallocating resources since it is impractical to make large changes in resource allocations immediately and the relative need in each zone is a function of time. After formulating the dynamic problem in the form of a differential equation with future costs discounted using exponential functions, this equation was solved in order to obtain the optimal change in resource allocation for each time period for an appropriate parameter value. They give an example application using data for New South Wales, Australia.

In a series of papers, Segall [1988; 1989a; 1989b] applies and extends the model proposed by Mayhew and Leonardi [1982] using hospital utilization information for Massachusetts. The extensions include: partitioning the destination zones into a two-level hierarchy, examining the effect of closing hospitals, and disaggregating the patient flows by treatment type. As well, Segall derives a production-constrained version of the models and objectives discussed in Mayhew and Leonardi, as well as a stochastic version of the production-constrained model, although these were not tested using real data.
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2.2.5 Summary of Spatial Interaction Models

Spatial interaction models are based on a framework that interrelates origin node outflows and propulsiveness variables, destination node inflows and attractiveness variables, and the spatial separation between origin and destination nodes.

Four families of spatial interaction models were summarized in this section. The unconstrained model corresponds to the case where neither outflows from the destination nodes nor inflows to the destination nodes are constrained. In the production-constrained model, the outflow is constrained. The inflow to each destination node is constrained in the attraction-constrained model. Finally, in the production-attraction-constrained model both the inflow and the outflow are constrained.

Spatial interaction models have been applied to flows of hospital patients in order to examine the accessibility, equity, and efficiency of resource allocations within a health care system. As well, recent work has applied spatial interaction models to evaluate the accessibility of primary health care.

The next section discusses facility location models. In contrast to a spatial interaction model, which assumes that the destinations are fixed, facility location models attempt to determine the optimal configuration of facilities for a given demand configuration.

2.3 Facility Location Models

In general, facility location problems can be divided into three main groups, based on the type of restrictions that are placed on the location of new facilities [Hansen et al., 1987]. In continuous location problems, the set of possible new locations is limited to a subset of the plane. If the new facility locations are constrained to lie along a network, the problem is known as a network location problem. Finally, if the problem is to choose optimal facility locations from a finite set of candidate facility sites chosen by some prior analysis, the problem is known as a discrete location problem.

The focus of this discussion is on discrete facility location problems since the vast majority of facility location models that have been applied to health care planning in developing countries are discrete (for example, [Eaton et al., 1981; Mehretua et al., 1983; Tien and El-Tell, 1984; Ayeni et al., 1987; Oppong, 1992]). In addition, compared to continuous problems, discrete models allow for considerable flexibility in the specification
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of the characteristics of the facilities, the target population, and the distances without dramatically altering the model structure and solution techniques [Hansen et al., 1987].

This section provides an overview of the basic aspects of discrete facility location problems. The first part of the section discusses several different classes of discrete facility location problems presenting both mathematical formulations and solution methods. These models assign all the users associated with a demand node to the nearest open facility. The use of these models for health care planning in developing countries is also reviewed. As noted in Section 2.1.2, nearest-centre allocation may not hold for real-world travel patterns. Therefore, alternative models are discussed where the nearest-centre allocation rule is relaxed. Users choose the facilities they attend subject to a distance decay effect that combines aspects of classical facility location theory with the spatial interaction models previously discussed.

2.3.1 Discrete Facility Location Models with Nearest-Centre Allocation

Facility location models are used for both determining locations of new service providers and for comparing the efficiency of the current spatial configuration of the system to an optimal configuration. The majority of research on these models have used one of two main families of well-known discrete facility location models, based on whether efficiency or equity is the primary objective.

The objective of a site-selecting facility location problem is to locate new facilities to serve an existing set of users. These new facilities are selected from a finite set of candidate locations determined through previous analysis. If there are existing facilities, these can be incorporated in the problem by ensuring that the existing facilities are included in the candidate subset. The various forms of the discrete facility location problem with the users allocated to the nearest facility are now considered.

The generic discrete facility location problem can be defined as follows. Let \( N_O \) be the number of users and \( N_D \) be the number of candidate facility sites. Any locational alternative can be represented by a binary vector \( y = [y_1, y_2, \ldots, y_{N_D}] \) where the decision variable \( y_j \) is defined as

\[
y_j = \begin{cases} 
1 & \text{if a new facility is located at site } j \\
0 & \text{otherwise.}
\end{cases}
\]
In addition, certain classes of problems require consideration of the allocation of demand to facilities. Let $x_{ij}$ be the proportion of the demand from user $i$ allocated to candidate facility site $j$, and $x = [x_{11}, \ldots, x_{1N_0}, x_{21}, \ldots, x_{N_0N_0}]$ represent a vector of these allocations. Finally, define $z = (x, y)$ as the decision vector defining a solution to the problem.

If $\mathcal{A}$ is the set of feasible locational alternatives and allocations to the location problem, then a single criterion location problem can be formulated as follows where $Z(\cdot)$ is the objective function.

\[
\text{Minimize } Z(z) \\
\text{subject to } z \in \mathcal{A}.
\]

The subsequent formulations make use of the following additional definitions. Let $P_i$ be the demand associated with user $i$ and $D_{ij}$ be the transportation cost for one unit of demand from user $i$ to site $j$.

The following discrete facility location problems are considered: the $p$-median problem, the uncapacitated facility location problem, covering problems, the $p$-centre problem, and the hierarchical facility location problem. Mathematical formulations and solution methods are discussed for each type of problem. Finally, there is a discussion of the application of these models to health care planning in developing countries.

The $p$-Median and Uncapacitated Facility Location Problems

The objective of the $p$-median problem is to locate $p$ facilities so that the total transportation cost is minimized [Hansen et al., 1983]. The $p$-median problem can be formulated as an integer linear programming problem as follows.

\[
\text{Minimize } \sum_{i,j} P_i D_{ij} x_{ij} \\
\text{subject to } \sum_j x_{ij} = 1 \quad i = 1, \ldots, N_O \\
0 \leq x_{ij} \leq y_j \quad i = 1, \ldots, N_O \quad j = 1, \ldots, N_D \\
y_j \in \{0, 1\} \quad j = 1, \ldots, N_D \\
\sum_j y_j = p.
\]
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Constraint set (2.39) ensures that the total demand from each user is satisfied while constraint set (2.40) ensures that no demand is satisfied at site $j$ if a facility is not established there. Constraint set (2.41) is the integrality restriction related to the definition of variable $y_j$. In an optimal solution, the $x_{ij}$ values will all be either one or zero [Hansen et al., 1983]. Finally, it is possible to develop a simplified formulation of the $p$-median problem by dropping the allocation variables. Define the function

$$D(i, y) = \min_{j, y_j=1} D_{ij}$$  \hspace{1cm} (2.43)

to measure the distance to the nearest selected facility site. With this definition, the $p$-median problem can be formulated as follows.

Minimize $\sum_y p_i D(i, y)$  \hspace{1cm} (2.44)

subject to

$$y_j \in \{0, 1\} \quad j = 1, \ldots, N_D$$  \hspace{1cm} (2.45)

$$\sum_j y_j = p.$$  \hspace{1cm} (2.46)

Note that this revised formulation is no longer an integer linear program.

The $p$-median problem is an NP-hard problem [Kariv and Hakimi, 1979b], which implies that no exact polynomial-time algorithm is known for this type of problem [Johnson and Papadimitrou, 1985]. One solution approach for the $p$-median problem involves relaxing the constraint that $y_j$ be zero or one (2.41) and replacing it with

$$0 \leq y_j \leq 1.$$  \hspace{1cm} (2.47)

This gives a linear programming problem whose solutions are often integral [Hansen et al., 1987] and whose objective is always a lower-bound to the optimal value of the previous problem. However, the direct solution of this problem is difficult due to the $N_D(N_O + 1)$ variables and $(N_D + 1)(N_O + 1)$ constraints [Hansen et al., 1983]. This can be overcome through the use of Lagrangian relaxation as proposed by Narula et al. [1977]. The constraints defined by (2.39) are associated with Lagrangian multipliers, $\lambda_i$, and the objective function (2.38) is replaced with

$$\text{Minimize} \sum_{x, y, \lambda_i} (p_i D_{ij} - \lambda_i) x_{ij} + \sum_i \lambda_i$$  \hspace{1cm} (2.48)
subject to constraints (2.40), (2.42), and (2.47). If the $\lambda_i$ values are fixed, the optimal values of $x_{ij}$ can be obtained as $x_{ij}^* = y_j$ when $P_i x_{ij}^* - \lambda_i \leq 0$ and $x_{ij}^* = 0$ otherwise. The values of $y_j$ can be found by selecting those sites corresponding to the $p$ smallest values of $\Sigma_i b_i x_{ij} - \lambda_i$ [Hansen et al., 1983]. The values of the multipliers, $\lambda_i$, can be determined through a subgradient search method to maximize the dual of this problem [Narula et al., 1977].

Several different heuristic strategies have been proposed for the $p$-median problem that involve the addition or deletion of one new facility or the interchange between a currently selected facility and a vacant facility site. These heuristics are flexible and can be applied to a variety of extensions and variations of the standard problem [Leonardi, 1983].

In the Drop heuristic, first proposed by Feldman et al. [1966], facilities are initially located at every demand site $j$. At each iteration, the facility that causes the least increase in total cost when dropped is eliminated. The process is repeated until there are only $p$ facilities remaining. The Add method was first proposed by Kuehn and Hamburger [1963]. With this method, one facility is located at the site of least total cost. In each iteration, the facility whose addition causes the greatest decrease in total cost is added. The iterations are continued until exactly $p$ facilities have been located.

In contrast to the two previous heuristics, the Interchange procedure, initially proposed by Teitz and Bart [1968], operates on an existing pattern of $p$ facilities. At each iteration, a single facility is moved to a vacant site as long as this causes a decrease in total cost. When there are no possible moves left that cause such a reduction, the procedure terminates. Densham and Rushton [1992] suggest some algebraic procedures for making the Interchange procedure operate effectively and efficiently on large scale problems in a microcomputer-based environment.

Numerous extensions have been proposed to the $p$-median problem. For example, Toregas et al. [1971] add a maximum travel cost constraint so that all users are within a specified travel cost or distance of a facility. This can be accomplished by setting $D_{ij} = \infty$ for the cases where this constraint is violated. Other extensions include adding capacity constraints, budgetary constraints, distance-sensitive demand, and hierarchical facility systems [Hansen et al., 1983]. Hillsman [1984] generalizes the $p$-median problem into a unified linear model which can incorporate many different extensions.

A related problem is the uncapacitated facility location problem. As opposed to
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$p$-median problem, the number of new facilities is not specified. Instead, a cost, $E_j$, is associated with opening a facility at site $j$ and the model objective is to minimize the total cost of the system, i.e., the cost of establishing the facilities and the transportation cost. Mathematically this can be formulated as follows.

$$\text{Minimize } \sum_{i,j} P_i D_{ij} x_{ij} + \sum_{j} E_j y_j$$

subject to constraints (2.39), (2.40), and (2.41). Like the $p$-median problem, the uncapacitated facility location problem is an NP-hard problem and similar solution strategies have been applied to it. Hansen et al. [1987] report that both the Add, Drop, and Interchange heuristics and the Lagrangian relaxation technique perform well on this problem.

The Covering and $p$-Centre Problems

Covering problems involve locating a set of facilities so that user $i$ is within an exogenously defined range, $R_i$, of a facility. Define $R_i = \{ j \mid D_{ij} \leq R_i \}$ as the set of potential facility sites within range of user $i$. In one formulation, the costs of establishing the facilities are minimized. This problem is known as the set-covering problem and is specified as follows.

$$\text{Minimize } \sum_{j} E_j y_j$$

subject to

$$\sum_{j \in R_i} y_j \geq 1 \quad i = 1, \ldots, N_O$$

$$y_j \in \{0, 1\} \quad j = 1, \ldots, N_D$$

where the summation is over the set of potential facility sites within range of user $i$. Constraint set (2.51) ensures that each client is "covered" by a facility and constraint set (2.52) restricts $y_j$ to integral values.

The set-covering problem can often be transformed into a significantly smaller problem through the application of reduction rules which remove redundant sites [Love et al., 1988]. The reduced problem can be solved by relaxing the integer constraint (2.52) as before and solving the problem as a linear programming problem. If the corresponding solution is not feasible then a branch-and-bound approach may be applied [Balas and
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If the number of facilities found by the set-covering problem is infeasible due to cost considerations, one can increase the acceptable ranges, $R_i$, or cover the maximum possible demand with $p$ new facilities. This later problem is known as the maximum covering problem. A mathematical formulation of this objective is as follows.

\[
\text{Maximize } \sum_{i} \sum_{j \in \mathcal{N}} p_i x_{ij} \quad (2.53)
\]

subject to the $p$-median problem constraints, namely (2.39), (2.40), (2.41), and (2.42). This problem can be easily transformed to the $p$-median problem by modifying the $D_{ij}$ variables in the objective (2.38) and the standard $p$-median techniques may then be used on the transformed problem [Hillsman, 1984].

As opposed to the set-covering and maximum covering problems which use an exogenously-specified distance standard, the $p$-centre problem locates facilities so that the maximum distance between a user and the nearest facility is minimized. One interpretation of the $p$-median problem is that it minimizes the average travel cost in the system. However, this criterion does not examine the effect of the facility locations on an individual user. A corresponding objective that examines the equity in the system, in a limited sense, would be to minimize the maximum travel cost for any user of the system. This problem is known as the $p$-centre problem and can be mathematically formulated as follows.

\[
\text{Minimize } \max_{i,j} p_i D_{ij} x_{ij} \quad (2.54)
\]

subject to (2.39) through (2.41), the $p$-median constraints. Note that in many situations each origin or demand node is equally weighted in which case the objective (2.54) is replaced with $\max_{i,j} D_{ij} x_{ij}$. As with the other problems, this problem is also NP-hard [Kariv and Hakimi, 1979a].

One solution method for this problem suggested by Minieka [1970] involves solving a sequence of set-covering problems. In this approach, an upper bound for the value of (2.54), $R_U$, is obtained from the solution of the $p$-median problem while a lower bound, $R_L$, is taken as zero. Defining $\bar{R} = (R_U + R_L)/2$, the set covering problem is then solved with $R_i = \bar{R}$. If the number of facility locations is less than $p$ then $R_L$ is
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set to $R$ otherwise $R_{II}$ is set to $R$. This process is then repeated until $R_{II} - R_I$ is within some desired tolerance.

Furthermore, the $p$-median problem can be combined with the $p$-centre problem. For example, one might solve a $p$-centre problem to find the minimum travel cost standard, $r$, for the system using $p$ facilities. A $p$-median problem with a maximum allowable travel cost of $R$ might then be solved to find an efficient placement of facilities [Hansen et al., 1983].

Hierarchical Facility Location Models

Many service delivery systems, such as rural primary health care systems in developing countries, are hierarchically organized [Hodgson, 1988]. A hierarchical system is organized into $N_L$ levels of facilities. The level of a facility in the hierarchy is defined by the highest order of good or service it provides. There are two types of facility hierarchies: successively-inclusive, and successively-exclusive [Narula, 1984]. In a successively-inclusive hierarchy, a facility of level $k$ offers all services of order $k, \ldots, N_L$ so that a high order facility offers low and medium order services as well as high order services. On the other hand, a successively-exclusive hierarchy offers services that are unique to it. Although, hierarchical facility location models have not been widely applied [Beaumont, 1987], most hierarchical facility location models for public services are based on a successively-inclusive facility hierarchy.

Hodgson [1984] defines a set-based formulation for the hierarchical facility location as follows. Define $y_j$ as the vector of binary decision variables $y_{jk}$ where $y_{jk}$ is one if a facility of level $k$ is located at candidate facility site $j$ and zero otherwise. Let $F_k$ be the proportion of usage of level $k$ services where $p_k$ is the number of facilities of order $k$ to be located. This problem can be formulated as follows.

\[
\text{Minimize} \quad \sum_{k} F_k \sum_{i} P_i D(i, y_k) \quad (2.55)
\]

\text{subject to}

\[
y_{jk-1} \leq y_{jk} \quad j = 1, \ldots, N_D \quad k = 2, \ldots, N_L \quad (2.56)
\]

\[
\sum_{j} y_{jk} = \sum_{t=1}^{k} p_t \quad k = 1, \ldots, N_L \quad (2.57)
\]

\[
y_{jk} \in \{0, 1\} \quad j = 1, \ldots, N_D \quad k = 1, \ldots, N_L \quad (2.58)
\]

Note that the higher level facilities and higher order goods and services are denoted with lower indices, i.e., the highest level of facility is denoted by $k = 1$. 
Constraint (2.56) defines this model to be a successively-inclusive model, since all higher order facilities are included in the set of lower-order facilities, while constraint (2.57) specifies the number of facilities to locate of a given order (and all higher orders).

Fisher and Rushton [1979] outline three level-by-level methods for solving the hierarchical problem:

1. *top-down*, where the highest level facilities are located first and lower-level facilities are constrained to include higher level facilities;

2. *bottom-up*, where the lowest level facilities are identified first and candidate facility sites for higher level facilities are a subset of the identified facilities of the previous level; and,

3. *middle-out*, a combination of the other two strategies, the middle level facilities are first located, higher level facilities are selected from them and lower level are constrained to include them.

Hodgson [1984] criticizes these stepwise approaches, as the service levels are not independent of each other. Consequently, he proposes a simultaneous approach, locating all facility levels at once, using a modified version of the Interchange heuristic. Using several test problems, he finds that the simultaneous approach performs much better than the top-down method and somewhat better than the bottom-up method. However, it is often not possible to use this approach with real world data as it requires knowledge of the relative usage of facilities by their level [Oppong, 1992].

### 2.3.2 Applications to Health Care Planning

Eaton *et al.* [1981] applied a maximum covering problem for the location of rural health centres in Colombia. This problem was solved using a combination of the Add and Interchange heuristics. The number of health centres located was varied and the percentage coverage of the population was examined. The results were compared to the sites chosen by local planners. Their results indicated that although 78% of the population was being covered by the current 24 sites, the same level of coverage could be provided by only 15 sites located using an optimization approach. Fully 90% of the population could have been covered if all 24 facilities had been optimally located. This
study is extended by Bennett et al. [1982] to determine the locations of new health facilities which would most improve population coverage. Logan [1985] notes that in Sierra Leone, locating rural health centres in the administrative centres is considerably more costly than a more dispersed location pattern determined through facility location models.

Mehretu et al. [1983] use a p-median model with a maximum distance constraint in order to locate primary health posts in the Eastern Region of Burkina Faso. Mehretu [1985] uses the same region and examines methods of equitably allocating additional facilities. The proposed allocation procedure first assigns new primary health posts to villages in sub-regions that are the most deprived of resources. Then additional resources are allocated to other communities. Reid et al. [1986] use a set-covering model to find the minimal number and optimal locations for depots to supply primary health centres in two provinces in Ecuador. Two different formulations were solved: one based on distance and another based on travel time. They find that the set-covering approach reduced the number of depots needed relative to the current system. Further, Eaton et al. [1986] use facility location models to determine optimal ambulance deployment patterns in Santo Domingo.

Tien and El-Tell [1984] apply a two-level variant of the p-median problem. This model located primary health care facilities to minimize the total distance travelled by users and attached village clinics to larger health centres so that physicians based at the latter were able to visit the attached clinics. The model was applied to sample data from Jordan and solved using a Lagrangian relaxation technique. The solutions to the model indicated that significant gains could be made in both clinic accessibility and physician availability over the current system with only moderate locational changes.

The multilevel approach has been applied by several other authors in the context of health care planning in developing countries. For example, Dökmeci [1979] presented a multiobjective facility location model for a four level regional health system in Turkey. This model is based on a p-median problem with the minimization of both travel and facility costs. As well, the utilization of the system was calculated by \( \sum_{ij} P_i D_{ij} x_{ij} \). The optimal locations were first calculated for the lowest level. The facilities located from this solution were defined as the users in the next level. This process was repeated until all the levels of facilities had been located.

Moore and Revelle [1982] also apply a multilevel approach in a maximum covering problem. In their model, the service range for a higher level facility was greater than
for a lower level facility and the objective was to locate these facilities to minimize the population that is not covered by the facilities. This model was applied to data from Honduras for locating medical facilities and the coverage of the population was examined according to various budgetary constraints.

Oppong [1992] takes a similar approach in the Suhum District, Ghana. He uses a three-level hierarchical $p$-median problem and calculates the average weighted distance to each type of facility. Furthermore, he compares the systems in both dry season conditions and rainy season conditions (with only facilities located on all-season roads open). He finds that the optimal dry season system performs almost as poorly as the actual system during the rainy season. If facilities are restricted so that they can be located only at sites with all-season access the average distance during the dry season is 17% more than optimal dry season system. However, during the rainy season the average distance is 25% less. Thus, Oppong [1992] notes that it is important to incorporate local conditions in the analysis.

Hodgson [1988] points out some of the limitations in applying $p$-median models to primary health care planning. These shortcomings include the assumption that all residents at a given location attend the nearest facility, and that accessibility varies linearly with distance. Similarly, for $p$-centre problems, Hodgart [1978, p. 27] notes that the solution may "inflict excessive travel on the majority in order to reduce travel for a few isolated users." Coverage models exhibit sensitivity to the value of the exogenously defined maximum range [Mulligan, 1991]. Changing the maximum range can lead to a completely different locational configuration of facilities. These difficulties are confounded in situations where demand is spatially aggregated. This aggregation can cause large errors in the solution and incorrect estimates of coverage levels [Current and Schilling, 1989].

Oppong [1992] points out further deficiencies of the hierarchical models. For example, these models fail to recognize the differential attractiveness of different types of facilities owing to the mix of services provided. Consequently, he notes that users often bypass lower level facilities for a variety reasons, such as the perception of better service at a higher level facility, and that higher level facilities are often located in towns where a larger variety of goods and services are available. For these reasons, Oppong [1992] proposes the use of facility location models with probabilistic allocation. Moreover, Rushton [1988] notes that, up to almost a decade ago, models which incorporate consumer choice had not yet been applied to determine the benefits of accessi-
bility improvements in rural areas. These facility location models incorporate aspects of spatial interaction models and a discussion of these models is presented in the next section.

2.3.3 Facility Location Models with Probabilistic Allocation

The previous section reviewed facility location models based on nearest centre allocation. These models have the property that all the demand from a specific user of the system is satisfied by a single new facility, i.e., \( x_{ij} \) is limited to being either zero or one. This leads to all users being assigned to the nearest facility. However, as discussed previously, this is not a realistic assumption for flows of users in many real-world systems [O'Kelly, 1987].

Leonardi [1980a] distinguishes two forms of facility location problems: delivery systems and user-attracting systems. In delivery systems users do not travel to obtain services, i.e., the services are delivered from the facilities to the users and the users do not pay for transportation costs. In addition, one decision maker is responsible for both the location of facilities and the allocation of services to users. In this situation, it is reasonable to assume a cost minimization objective and that each user is serviced by the nearest facility [Fotheringham and O'Kelly, 1989]. Thus for a delivery system, a \( p \)-median or uncapacitated facility location problem is an appropriate model.

One the other hand, a user-attracting system is an appropriate model for many service delivery systems [Leonardi, 1980a]. In this type of system the locational decisions are made by one decision maker, representing a public authority or agency, while the choice of which facility to use is determined by the preferences and choice behaviour of the users. In addition, users travel to the facility and, thus, pay the transport costs while the public agency pays the cost of establishing and maintaining the facility. Clearly, as Leonardi [1980a] notes, a health care system is an example of a user-attracting system with the added complication of exhibiting multiple levels. In these types of systems, the allocation of demand to facilities is stochastic [O'Kelly, 1987]. Thus, in order to model these types of facility location problems, mechanisms must be incorporated to allocate the demand probabilistically to the facilities.

Leonardi [1978] considers the problem of allocating resources to optimize accessibility using an interaction-based approach (as discussed in Section 2.2). His model assumes that the attractiveness of a destination is defined as \( f_i^A = (s_i)^{a^A} \) and optimizes
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the geometric mean of the Hansen accessibility weighted by the population of each origin zone so that the objective is defined as

\[ Z = \prod_i (A_i)^{p_i} \]

with

\[ A_i = \sum_j s_j^{a \lambda} D_{ij} \]  

(2.59)  
(2.60)

By taking the logarithm of the objective function, an equivalent formulation is as follows.

\[
\begin{align*}
\text{Maximize} & \quad \sum_i p_i \log A_i \\
\text{subject to} & \quad \sum_j s_j^{a \lambda} E_j = Q \\
& \quad s_j \geq 0 \quad j = 1, \ldots, N_D
\end{align*}
\]

(2.61)  
(2.62)  
(2.63)

In this model, \( E_j \) is the cost of an allocation of unit size in potential location \( j \). Constraint (2.62) ensures that the cost is less than the total budget, \( Q \), while constraints (2.63) ensure that no negative allocations are made. Note that in contrast to other location models, this particular model determines the allocation of resources to various potential facility sites rather than allocating a specified number of facilities. The model is very similar to that proposed by Mayhew and Leonardi [1982] for re-allocating resources to optimize equity and efficiency of their distribution.

Another way of modelling the allocation of a fixed demand to a set of facilities is to use a production-constrained spatial interaction model. Recall that in this model, the flow from origin \( i \) to origin \( j \), \( T_{ij} \) is

\[ T_{ij} = B_i O_i \exp(-\beta D_{ij}) \]  

(2.64)  

\[ B_i = 1/\sum_j \exp(-\beta D_{ij}) \]  

(2.65)

The attractiveness variables in the original formulation, \( f_j^A \), have been removed since they are assumed to be equal. It is easy, however, to generalize the model to incorporate its attraction if this is not the case. Also, the original definition of \( x_{ij} \) was the proportion of the flow originating at \( i \) that travels to facility \( j \). Thus,

\[ T_{ij} = P_i x_{ij} \]  

(2.66)
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Equations (2.64) and (2.65) are the solutions to the following optimization problem [Fotheringham and O'Kelly, 1989].

\[
\begin{align*}
\text{Minimize} & \quad (1/\beta) \sum_{i} T_{ij} \log T_{ij} + \sum_{i,j} T_{ij} D_{ij} \\
\text{subject to} & \quad \sum_{j} T_{ij} = P_{i}, \quad i = 1, \ldots, N_{O}.
\end{align*}
\] (2.67)

Thus, the production-constrained model is obtained as the solution to this optimization problem. It should be noted that the objective function (2.64) is the negative of the consumers' surplus [Wilson et al., 1981, p. 171] and thus measures the disbenefit of having to travel to spatially dispersed destinations. This optimization problem is equivalent to that specified for the production-constrained model – namely (2.15), (2.16), and (2.18) – with the total distance constraint being included in the objective as a Lagrangian with a multiplier \( \beta \).

By adding decision variables to the optimization problem specified by (2.64) and (2.65) and substituting \( T_{ij} = P_{i}x_{ij} \), a \( p \)-median type problem can be formulated with the goal of minimizing the users' disbenefit. This problem can be specified as follows.

\[
\begin{align*}
\text{Minimize} & \quad (1/\beta) \sum_{i,j} \sum_{j \in L} P_{i}x_{ij} \log (b_{j}x_{ij}) + \sum_{i,j} P_{i}x_{ij} D_{ij} \\
\text{subject to} & \quad \sum_{j \in L} P_{i}x_{ij} = P_{i}, \quad i = 1, \ldots, N_{O}.
\end{align*}
\] (2.69)

subject to the \( p \)-median constraints, (2.39) through (2.41), and where \( L = \{ j | y_{j} = 1 \} \) is the set of open facilities introduced to avoid calculating \( \log 0 \). Note that as \( \beta \to \infty \) the first term of the objective function drops out and the standard \( p \)-median problem remains. It should be noted that Beaumont [1980] derives a similar model for the continuous case based on the maximization of the locational surplus and Leonardi [1980b] derives a series of both attraction-production-constrained models and production-constrained models.

Several different solution methods have been proposed for discrete facility problems with probabilistic allocation. For example, Hodgson [1978] applied a variant of the Interchange method on small attraction-production-constrained test problems. These problems had 10 users and located three new facilities. The Interchange heuristic was found to be robust and relatively efficient for these small test problems. Birkin et al. [1995] developed another heuristic method for this problem and applied it to much
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larger problems. They found that locating 100 facilities with over 8500 demand nodes and 8000 potential facility locations takes over 150 hours on a Sparc 1 workstation and estimate that locating 1000 facilities would take over 2500 hours.

O'Kelly [1987] developed a method similar to the method proposed by Narula et al. [1977] for the p-median problem. The integrality constraints (2.40) were relaxed to be \(0 \leq y_j \leq 1\) and a Lagrangian was formed. Similar to the p-median problem, the values of \(\lambda_i\) which maximize the dual problem were found and the values of \(y_j\) were then directly calculated. This method was tested on a problem based on data from Hamilton, Ontario. The problem involved locating 20 new facilities among 181 users. He concludes that the efficiency of the algorithm depended on the value of the distance decay parameter, \(\beta\). The greater the value of \(\beta\), the larger the gap between the primary and dual objectives. These objectives should be equal at the optimal solution.

Oppong [1992] applied a hierarchical interaction-based facility location model to evaluating the accessibility of primary health care services in Suhum District, Ghana. The model is formulated as follows.

\[
\begin{align*}
\text{Maximize} & \quad \sum_k L_k \sum_i P_i \sum_j \exp (-\beta_k D_{ij}) \\
\text{subject to} & \quad y_{j,k-1} \leq y_{jk} \quad j = 1, \ldots, N_D \quad k = 2, 3 \\
& \quad \sum_i y_{jk} = \sum_{i=1}^k P_i \quad k = 1, 2, 3 \\
& \quad y_{jk} \in \{0, 1\} \quad j = 1, \ldots, N_D \quad k = 1, 2, 3
\end{align*}
\]

(2.70) (2.71) (2.72) (2.73)

In this model, \(L_k\) is the level-specific attractiveness for a facility of a given order and \(\beta_k\) is the level-specific distance decay parameter. This model attempts to maximize the overall aggregate benefit from the configuration of the system. The values of \(L_k\) and \(\beta_k\) were calibrated from fitting a spatial interaction model using actual utilization data from the district. Oppong concludes that the lowest level of facilities had very little attractiveness and that it is important to ensure that "available health facilities provide a certain minimum level of service that is acceptable to users" (p. 170). However, he notes that the results of this model must be applied with caution since they may exacerbate existing urban/rural disparities. This may be due to the biased sample (those who attend health facilities) used to calibrate the model. Oppong states that the need for research to resolve such difficulties is critical.
2.3.4 Multicriteria Location Problems

The problem of facility location planning and decision-making for primary health care provision is typically a complex spatial problem. Here, it is important not only to plan the system to be efficient but, for reasons noted in Section 2.1, it is also vital that the distribution of resources is equitable and that these resources are universally accessible [WHO, 1994]. For example, Oppong [1992] points out that results of his interaction-based model tend to increase rural/urban disparity. One reason for this is that he used an efficiency objective which maximized the aggregate level of benefit and thus concentrated resources in areas with the most population. If he had used an equity objective which aims to equalize the distribution of resources, this result would not have occurred. In addition to maximum distance and coverage measures, Mulligan [1991] notes several possible measures of equity in facility location models such as mean deviation, concentration indices, Gini coefficients and variance.

From this discussion, it is evident that location planning for primary health care provision is a multicriteria location problem. Such a problem can be structured as follows. Define \( Z_1, Z_2, \ldots, Z_{N_C} \) to be the \( N_C \) objective functions.

\[
\begin{align*}
\text{Minimize} & \quad Z(z) & (2.74) \\
\text{subject to} & \quad z \in \mathcal{A} & (2.75)
\end{align*}
\]

where \( Z = (Z_1, \ldots, Z_{N_C}) \) represents a vector of \( N_C \) criteria. A solution \( Z' \) is dominated by another solution \( Z'' \) if

\[ Z' \neq Z'' \text{ and } Z'_k \leq Z''_k \text{ for all } k = 1, \ldots, N_C. \]

However, in the case of conflicting objectives, there often does not exist a single solution that dominates all other solutions. A locational alternative or solution is termed efficient (or non-dominated) if it is feasible and no other feasible locational alternative can improve on one criterion without reducing the performance of another.

Malczewski and Ogryczak [1995] outline two main techniques for generating efficient solutions of multicriteria location problems. These include the constraint method and the weighting method. The constraint method involves optimizing one objective, \( Z_\ell \) and setting maximum allowable levels for the other criteria, \( \epsilon_k \). Thus, the multicri-
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The set of efficient solutions to the problem can be generated by parametric variation of the $e_k$ [Malczewski and Ogryczak, 1995].

The weighting method involves assigning a weight, $\omega_k \geq 0$, to each of the objective functions and solving the single-criterion problem:

\[
\begin{align*}
\text{Minimize } & \sum_k \omega_k Z_k(z) \\
\text{subject to } & z \in \mathcal{A} \\
& Z_k(z) \leq \varepsilon_k, \text{ for } k = 1, \ldots, N_C, k \neq \ell
\end{align*}
\]

(2.79) 
(2.80)

The set of efficient solutions can be found through parametric variation of the weights [Malczewski and Ogryczak, 1995].

An example of using a multicriteria location problem for health care planning in developing countries is provided by Massam and Malczewski [1991]. In this study, they find the best site for a health centre in rural Zambia. Six criteria are defined for evaluating the decisions: average weighted distance, standard deviation of the distance, maximum distance, population within 12 km, population within 30 km, and distance to the nearest centre. Each of the objectives was optimized separately to calculate the best values and the worst values for each objective. Finally, various aspiration levels were calculated for the objectives and suitable alternatives were selected depending on the importance that decision makers placed on the different criteria.

2.3.5 Summary of Facility Location Models

This section discussed aspects of discrete or site-selecting facility location problems. Several different types of such problems were outlined and their respective solution methods were discussed.

First, an overview of facility location models for the delivery system was provided. These models assume that all the users at a given location attend the nearest facility. The $p$-median problem involved locating $p$ facilities so that the total weighted distance from
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the demand nodes to the facilities is minimized. The uncapacitated facility location problems included a term for the cost of establishing a facility and minimized the total cost. The set covering problem determined a set of facilities so that each demand node was within a maximum distance of a facility while the maximum covering problem attempted to locate \( p \) facilities to maximize the demand that was within a maximum distance standard. The \( p \)-centre problem located facilities so that the maximum distance from any demand node to a facility is minimized. Finally, the hierarchical location problem requires the facilities to be organized into a hierarchy. Several examples of these problems applied to health system planning were then discussed.

Next, a facility location model for user-attracting systems was discussed. In these systems the users choose the facility they attend according to some distance decay effect. This model combines spatial interaction models with facility location problems. First, a simple model based on accessibility maximizing was presented. Next, a mathematical formulation for locating \( p \) facilities was introduced for this type of system combining an origin-constrained spatial interaction model and a \( p \)-median problem. A solution method for this model was briefly discussed. A hierarchical model based on maximizing aggregated benefits was also discussed. Finally, it was noted that facility location models for primary health care optimization in developing countries really involve the examination of several different objectives and, thus, multiobjective problem formulations are appropriate.

2.4 Chapter Summary
This chapter reviewed a selection of existing studies, organized within a conceptual framework, encompassing health care accessibility. Further, spatial interaction models and facility location models were discussed, and examples were presented of the application of these two types of mathematical models to develop strategies for improving accessibility to health care services.

As noted previously in this chapter, accessibility to health care services is a "slippery" concept to define [Phillips, 1990]. Further, many different measures of potential accessibility have been proposed. These measures, although intuitively reasonable, often do not provide an obvious justification for their specific mathematical form. The next chapter expands upon Khan and Bhardwaj's [1994] typology of accessibility by
providing a generic mathematical framework in which to consider potential accessibility measures.
Chapter 3

Accessibility to Health Care

This chapter introduces a generic model of potential accessibility to health care that allows the concepts discussed in the previous chapter to be transformed meaningfully into objective and measurable terms. The focus is on how accessibility can be measured, and more specifically, on how the distribution and characteristics of supply points or facilities affect accessibility.

A generic model for potential accessibility to primary health care is discussed and presented. Although the generic model outlines the properties of a potential accessibility measure, it does not provide a specific interpretation for the measure. A behavioural framework based on an individual choosing the alternative with the highest level of attractiveness is then discussed in order to provide a rationale for specific accessibility measures. This framework is used to develop several measures of potential accessibility.

3.1 A Generic Model for Potential Accessibility Measures

As mentioned in the previous chapter, it is important to differentiate between realized and potential accessibility to primary health care. Realized accessibility relates to actual health utilization patterns. However, several researchers have noted weaknesses with realized accessibility in that it is very difficult to define "need" for health care, and also, there is a multiplicity of factors intervening between the concept of need and the use of available services [Bradshaw, 1972; Fielder, 1981]. In contrast, potential accessibility is much more narrowly defined. It emphasizes the opportunity or potential for individual
behaviour rather than actual behaviour. The data requirements for accurate estimation of potential geographic accessibility are much less stringent than for realized accessibility. This is a particularly important consideration for health facility location planning in developing countries. Towards this end, this section outlines a generic model for measuring potential access to health care services.

Geographic, or spatial, accessibility refers to the level of difficulty an individual has in obtaining services from a service provider. If a sub-area is inaccessible, it is, for all intents and purposes, very difficult for an individual living there to obtain services; while in an accessible region the consumption of services is relatively easy. Thus, accessibility relates to the ease of spatial interaction, or the potential opportunity for spatial interaction between the service supply nodes and the target users or consumers (demand) [Weibull, 1980]. An accessibility measure in this generic model converts this potential for interaction over space into a non-negative real number.

3.1. Definitions

Using the concepts of service supply, demand, and spatial interaction, it is possible to establish a framework that defines the accessibility properties of a particular system. The two elements interacting within this system are the potential users and the facilities or service providers. Furthermore, it is possible to define a spatial separation between each user and each facility.

Users: The system has a total population of \( N_U \) potential users. Each potential user \( i \) has an associated vector of \( N_P \) characteristics, \( X^U_i = \left( X^U_{i1}, X^U_{i2}, \ldots, X^U_{iN_P} \right) \). Let \( \mathcal{U} = \{X^U_1, X^U_2, \ldots, X^U_{N_u}\} \) represent the set of potential users for the system and let \( \mathcal{N}_U = \{1, 2, \ldots, N_U\} \) be the corresponding index set.

Facilities: The relevant services for the system are provided by \( N_D \) facilities or service providers. Each facility has \( N_A \) relevant attributes represented by the vector \( X^F = \left( X^F_{11}, X^F_{12}, \ldots, X^F_{iN_A} \right) \). Again, define the set \( \mathcal{F} = \{X^F_1, X^F_2, \ldots, X^F_{N_A}\} \) as the set of facilities and the corresponding index set \( \mathcal{N}_F = \{1, 2, \ldots, N_F\} \).

Spatial Separation: Between each potential user and each facility there is a vector of spatial separation values. Define the function \( S \) that maps a given potential
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user/facility pair onto a vector of $N_5$ non-negative real values\(^1\)

$$S : (\mathcal{N}_U \times \mathcal{N}_F) \to \mathbb{R}_{+}^{N_5}$$

with set $S = \{S(i, j) | (i, j) \in \mathcal{N}_U \times \mathcal{N}_F\}$.

From these definitions it is possible to define the properties of a generic accessibility measure.

**DEFINITION 1** An accessibility measure for a given individual $i \in \mathcal{N}_U$ is a function that maps from a given set of users and facilities onto a finite non-negative real number

$$A_i = f_i(U, F) \to \mathbb{R}_+.$$

Moreover, this function has the following three properties:

\[
\begin{align*}
  f_i(U, \emptyset) & = 0 \quad \text{(I)} \\
  f_i(U, F') & \leq f_i(U, F) & \text{for } F' \subset F \quad \text{(II)} \\
  f_i(U', F) & \leq f_i(U, F) & \text{for } U \subset U' \quad \text{(III)}
\end{align*}
\]

for all $i \in \mathcal{N}_U$.

A system is considered completely *inaccessible* to a particular user if that user's accessibility is zero, i.e., $A_i = 0$. The three properties establish reasonable behaviour for an accessibility measure. The first property states that a system with no facilities is inaccessible. The second property ensures that accessibility cannot decrease with an increasing number of facilities. The last property states that accessibility cannot increase with an increasing number of potential users. Note that properties (I) and (II) imply that the range of the accessibility function is the positive real numbers.

The generic model assumes that the accessibility measure is *aggregable* so that it is possible to define the accessibility level of an individual to each facility. The overall accessibility of an individual *to the system* can be expressed as a function of the facility

\(^1\)The $\times$ symbol in this discussion is used to denote the Cartesian product of two sets. If $\mathcal{A}$ and $\mathcal{B}$ are sets, then the Cartesian product of $\mathcal{A}$ and $\mathcal{B}$ consists of the set of all ordered pairs having the first element in $\mathcal{A}$ and the second element in $\mathcal{B}$. Thus $\mathcal{A} \times \mathcal{B} = \{(a, b) | a \in \mathcal{A} \text{ and } b \in \mathcal{B}\}$.
accessibility values for the individual. This property is restated formally in section 3.1.4. Three factors characterizing the accessibility of a facility are now developed.

### 3.1.2 Facility-Dependent Factors

For a given individual \( i \in \mathcal{N}_I \), it is proposed that the accessibility to a facility \( j \in \mathcal{N}_D \) is affected by three facility-dependent factors. The first two factors, attraction, \( a_{ij} \), and distance, \( d_{ij} \), are standard factors affecting accessibility (cf. Weibull [1976; 1980]). However, both Joseph and Bantock [1982] and Leonardi [1980a] note the importance of congestion effects. Therefore, the accessibility framework is modified to allow for this third effect by incorporating a congestion factor, \( c_{ij} \).

**Attraction:** Attraction is a facilitator for accessibility, although specific attributes of the facility may affect attraction either positively or negatively. Factors such as the quality of services, the size of facility, the level of supply, and the type and mix of services offered can affect the level of attraction. Thus, the attraction of a facility captures information on how organizational characteristics of the facility influence an individual’s accessibility. The characteristics that influence an individual’s attraction to a facility are location-independent and dependent only on that facility’s attributes so that for an individual \( i \) and a facility \( j \)

\[
a_{ij} = G_A\left( X^F_{ij} \right) \tag{3.1}
\]

where \( G_A \) is the facility attraction function.

**Distance:** An important barrier to accessibility is the distance between the individual and the facilities. The distance is a scalar non-negative real number representing the difficulty that an individual \( i \) has in reaching facility \( j \) and is a function of \( N_S \) spatial separation variables so that

\[
d_{ij} = G_D\left( S(i, j) \right) \tag{3.2}
\]

where \( G_D \) is the distance function. In most measures, there is only a single distance factor so that \( d_{ij} = S(i, j) = D_{ij} \). However, it is possible that several factors, related to the location of a user with respect to a facility, may influence distance.
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Congestion: Congestion can also be an important factor affecting accessibility. An overcrowded facility can result in long waiting times that can act as barriers to use and reduce the effective level of accessibility. For example, Rosero-Bixby [1995] states that in Costa Rica the median reported travel time to public family planning outlets is 28 minutes while the median waiting time is 141 minutes. Thus, congestion can play an important role in determining accessibility, particularly in areas with a large population and few resources. Although congestion may be included as a negative influence on attraction, the generic model, defined here, separates these factors, due to their different causes. Attraction is affected by facility-specific factors while congestion is dependent upon the interaction between a facility and its surrounding population. Thus, the congestion for a given facility is related to the attributes of the facility and its relative location with respect to potential users and can be expressed for individual $i$ and facility $j$ as

$$c_{ij} = G_C \left( x^f_j, \mathcal{U}, \mathcal{S} \right)$$  \hspace{1cm} (3.3)

where $G_C$ is the facility congestion function. The congestion of a facility cannot decrease with an increase in the number of potential users. This implies the following property of the congestion function when $\mathcal{U} \subset \mathcal{U}'$

$$G_C \left( x^p_j, \mathcal{U}, \mathcal{S} \right) \leq G_C \left( x^p_j, \mathcal{U}', \mathcal{S} \right).$$  \hspace{1cm} (3.4)

3.1.3 Facility Accessibility Function

The three facility-dependent factors, attraction, distance, and congestion, affect the accessibility of a particular facility for a given individual. Therefore, the accessibility of individual $i$ to facility $j$ is given by

$$A_{ij} = g_{ij} \left( a_{ij}, d_{ij}, c_{ij} \right) \rightarrow \mathbb{R}^+$$  \hspace{1cm} (3.5)

where $g_{ij}(\cdot)$ is the corresponding facility accessibility (FA) function, and $a_{ij}, d_{ij},$ and $c_{ij}$ are defined by equations (3.1), (3.2), and (3.3) respectively. A facility is considered inaccessible to a particular user if the corresponding FA function value is zero, i.e., $A_{ij} = 0$. Different accessibility measures are derived from different facility accessibility functions. However, it is possible to establish some conditions on the FA function because
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attraction facilitates accessibility while congestion and distance act as barriers.

It is important to note that the characteristics of the individual, $x_i^U$, influence how the attraction, distance, and congestion affect an individual’s accessibility to a facility. For example, the type of transportation available to an individual would modify how distance affects accessibility. Similarly, the presence of organizational barriers at a facility for an individual would lower the accessibility of that facility.

A facility that has zero attraction (due to, for example, a complete lack of resources) is considered to be inaccessible to all individuals, that is, if $a_{ij} = 0$ for some $j \in F$, then

$$A_{ij} = g_{ij}(a_{ij}, d_{ij}, c_{ij}) = 0$$

for all individuals $i \in U$. Further, the level of accessibility should not decrease as attraction increases. Mathematically, these conditions can be expressed as follows

$$g_{ij}(a, d, c)|_{a=0} = 0$$

(3.6)

$$g_{ij}(a, d, c) \geq g_{ij}(a', d, c) \quad \text{for } a' > a$$

(3.7)

for all $i \in U$ and $j \in F$.

Similar conditions for the effect of distance on accessibility can be found, however, these effects are more complicated [Joseph and Phillips, 1984]. For instance, Girt [1973] found that distance can have both a positive and a negative effect on utilization behaviour. Moreover, social and psychological influences may have an effect on how distance influences accessibility, particularly for family planning services. A family planning clinic located in the same community that a woman lives in may be effectively inaccessible due to social stigma associated with, for example, contraceptive usage. The woman may instead prefer the anonymity of patronizing a more distant facility in a different community. Therefore, the conditions relating distance to accessibility are modified. The model makes no assumptions about the effect of distance within the restricted range $R'$, but beyond this range, accessibility cannot increase with increasing distance and the facility becomes inaccessible when it is very distant. These relations can be expressed as follows

$$\lim_{d \to \infty} g_{ij}(a, d, c) = 0$$

(3.8)

$$g_{ij}(a, d, c) \leq g_{ij}(a, d', c) \quad \text{for } d' \geq d \geq R' \geq 0.$$  

(3.9)
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Typically, there is a maximum service range $R \geq R'$ beyond which a facility is considered inaccessible. With this assumption, condition (3.8) becomes

$$g_{ij}(a, d, c)|_{d \geq R} = 0. \quad (3.10)$$

Conditions can also be established on how congestion affects accessibility. A facility with a very high level of congestion should be considered inaccessible and the accessibility cannot increase with increasing congestion. The mathematical expressions for these conditions are as follows.

$$\lim_{c \to \infty} g_{ij}(a, d, c) = 0 \quad (3.11)$$

$$g_{ij}(a, d, c') \leq g_{ij}(a, d, c) \quad \text{for } c' > c. \quad (3.12)$$

The next two subsections discuss how to aggregate these facility accessibility values into an overall system accessibility measure.

3.1.4 Aggregable Accessibility Measures

As mentioned previously, the generic model assumes that the accessibility measure is aggregable. An accessibility measure is termed aggregable if there exists a representation of the accessibility measure such that

$$A_i = f_i(U, F) = \oplus (A_{i1}, \ldots, A_{iN_D}) \quad (3.13)$$

for all $i \in N_U$, where $A_{ij}$ is defined as in equation (3.5) and $\oplus$ is the aggregation operator. An alternative functional form for this expression is

$$A_i = A \left( X^p_i, F_i, D_i \right) \quad (3.14)$$

where $D_i$ is the vector of distances to the facilities\(^2\).

\(^2\)This can be shown through the appropriate substitutions and the assumption that the facility congestion values are absorbed into the vector of facility-specific characteristics.
sary and omitted, and the number of facilities is defined as \( N = N_D \). The aggregation operator has the following four properties.

**Commutativity:** The aggregation operator is commutative, i.e., the order in which the facilities are listed does not affect the value:

\[
\oplus(A_1, \ldots, A_N) = \oplus(A_{j_1}, \ldots, A_{j_N})
\]

where \((j_1, \ldots, j_N) = \sigma(1, \ldots, N)\) and \(\sigma\) represents a permutation operation.

**Monotonicity:** The overall accessibility does not decrease with any increase in the facility accessibility levels. This means that \( A_i' > A_j \) implies

\[
\oplus(A_1, \ldots, A_{j_i}', \ldots, A_N) \geq \oplus(A_1, \ldots, A_j, \ldots, A_N).
\]

**Zero Identity Element:** The addition of an inaccessible facility does not affect the overall accessibility. This implies that zero is the identity element for the aggregation operator

\[
\oplus(A_1, \ldots, A_{N-1}, 0) = \oplus(A_1, \ldots, A_{N-1}).
\]

Since \(\oplus\) is commutative, there is no change in the overall level of accessibility through the addition or removal of any number of inaccessible facilities.

**Non-Negativity:** The accessibility of a system consisting of a single inaccessible facility is zero

\[
\oplus(0) = 0.
\]

Since \(\oplus\) is monotonic, this implies that accessibility must be non-negative, since \( A_j \geq 0 \) by definition.

An aggregable accessibility measure meets all the conditions of an accessibility measure as specified in **DEFINITION 1.** To prove this proposition, properties (I), (II), and (III) are now proved in order. The first property holds because of non-negativity and because \(\oplus\) has a zero identity element.
3.1. GENERIC MODEL

PROOF 1 To prove property (I), requires proving that \( f(U, \emptyset) = 0 \).

\[
f(U, \emptyset) = \Theta ( ) \quad \text{by definition}
= \Theta (0) \quad \text{by (3.17)}
= 0 \quad \text{by (3.18)} \quad \diamond
\]

The second proof involves showing that system accessibility is a non-decreasing function of the total number of facilities.

PROOF 2 Consider a set \( \mathcal{F}' \subset \mathcal{F} \) with \( N' < N \) elements. It is required to prove that property (II) holds, namely that

\[
f(U, \mathcal{F}) \geq f(U, \mathcal{F}').
\]

Define \( \mathcal{N} = \{1, \ldots, N\} \) and \( \mathcal{N}' = \{1, \ldots, N'\} \). Let \( A_i \) be the accessibility of facility \( j \in \mathcal{N} \) and define \( A_i' \) as the accessibility of facility \( j \in \mathcal{N}' \). Furthermore, construct \( A_i'' \) so that

\[
A_i'' = \begin{cases} A_i & \text{if facility } j \text{ is in set } \mathcal{F}', \\ 0 & \text{otherwise}, \end{cases}
\]

for \( j \in \mathcal{N} \) and the permutation \((j_1, \ldots, j_N) = \sigma(1, \ldots, N)\) such that

\[
A_{i_k}'' = \begin{cases} A_{i_k}' & \text{if } k \in \mathcal{N}', \\ 0 & \text{otherwise}. \end{cases}
\]
It follows that

\[ f(U, F) = \Theta (A_1, \ldots, A_N) \quad \text{by definition} \]
\[ \geq \Theta (A''_1, \ldots, A''_N) \quad \text{by (3.16)} \]
\[ = \Theta (A''_1, \ldots, A''_N) \quad \text{by (3.15)} \]
\[ = \Theta (A'_1, \ldots, A'_N, 0, \ldots, 0) \quad \text{by construction} \]
\[ = \Theta (A'_1, \ldots, A'_N) \quad \text{by (3.17)} \]
\[ = f(U', F') \quad \bigcirc \]

The final proof involves showing that accessibility cannot increase for an increasing number of users.

**Proof 3** For a set \( U \subset U' \) with \( N_U \leq N'_U \) elements, to prove property (III) requires a proof that

\[ f(U', F') \leq f(U, F) \]

for any user \( i \in U \).

Define \( \mathcal{N}_U = \{1, \ldots, N_U\} \), \( \mathcal{N}_U' = \{1, \ldots, N'_U\} \), and set \( \mathcal{N}_D = \{1, \ldots, N_D\} \) along with corresponding definitions of \( S \) and \( S' \). Further, for a given user \( i \in \mathcal{N}_U \), define

\[ c_i = g_{C_1} \left( X^D, U, S \right) \quad \text{and} \quad c'_i = g_{C_1} \left( X^D, U', S' \right) \]

and

\[ A_i = g_{J_i} \left( a_j, d_j, c_i \right) \quad \text{and} \quad A'_i = g_{J_i} \left( a_j, d_j, c'_i \right) \]

by definitions (3.3) and (3.5) respectively where \( a_j \) and \( d_j \) are the attraction and distance of facility \( j \).
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Thus

\[ f(U, F) = \oplus (A_1, \ldots, A_{N_0}) \quad \text{by definition} \]

But,

\[ c_i \leq c'_j \quad \text{by (3.4)} \]

Consequently,

\[ A_i \geq A'_i \quad \text{by (3.12)} \]

Therefore,

\[ \oplus (A_1, \ldots, A_{N_0}) \geq \oplus (A'_1, \ldots, A'_{N_0}) \quad \text{by (3.16)} \]

\[ = f(U, F') \quad \circ \]

3.1.5 Separable Accessibility Measures

An important category of aggregable accessibility measures are separable accessibility measures. In fact, Weibull [1980] notes that most accessibility measures currently in use are separable. A separable measure is an aggregable accessibility measure in which one facility does not affect the accessibility of another facility, i.e., the facilities are independent of each other with respect to accessibility. More specifically, we can distinguish two types of separable measures: strictly separable measures and transform-separable measures.

An accessibility measure is termed strictly separable if the aggregation operator is binary and associative. Thus, a strictly separable accessibility measure can be represented as

\[ A_i = A_{i1} \oplus A_{i2} \oplus \cdots \oplus A_{i,N_0}. \quad (3.19) \]

In this equation \( \oplus \) is a binary aggregation operator with the properties (3.15), (3.16), (3.17), and (3.18) and is associative, i.e.,

\[ \oplus (A_i, A_j, A_k) = (A_i \oplus A_j) \oplus A_k = A_i \oplus (A_j \oplus A_k). \quad (3.20) \]

An alternative way of expressing associativity is as follows [Fodor and Roubens, 1994]:

\[ \oplus^{(N)}(A_1, \ldots, A_n) = \oplus^{(2)}(\oplus^{(n-1)}(A_1, \ldots, A_{n-1}), A_n) \quad (3.21) \]

where \( \oplus^{(N)} \) represents aggregation over \( N \) accessibilities. For a separable accessibility measure, the aggregation operator is defined in terms of combining two accessibilities. Through the associative property, this operator can be canonically extended to any finite
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number of facilities. This property of associativity implies that, in a strictly separable accessibility measure, there is no interaction between facilities. Each facility contributes independently to the overall system accessibility for a given individual.

A transform-separable accessibility measure is a relaxation of a strictly separable measure. For a transform-separable measure, the accessibility is some strictly increasing monotonic function of a strictly separable accessibility measure, i.e.,

\[ A_i = T(A_{i1} \oplus A_{i2} \oplus \cdots \oplus A_{iN_i}) \]  \hspace{1cm} (3.22)

where \( T \) is the transformation function. In other words, a function is transform-separable if there exists a function \( T^{-1} \) such that \( T^{-1}(A_i) \) is strictly separable. In order to illustrate the difference between a strictly separable and a transform-separable accessibility measure, consider the following simple example.

**Example 1** Let \( \oplus \) be the aggregation operator for an accessibility measure where \( \oplus \) is defined as

\[ A = \oplus^{(N)}(A_1, A_2, \ldots, A_n) = \ln \left( 1 + \sum_{j=1}^{n} A_j \right) . \]

Trivially, this operator is commutative and has zero as the identity element. Moreover, \( \frac{\partial A}{\partial A_i} = 1/(1 + \sum_{j=1}^{n} A_j) \) such that it is also monotonically increasing, but it is not associative. Consider a system with the facilities having accessibilities of \( A_1, A_2, \) and \( A_3 \). The accessibility of this system is

\[ A = \oplus^{(3)}(A_1, A_2, A_3) = \ln(1 + A_1 + A_2 + A_3) \]

but,

\[ \oplus^{(3)}\left( \oplus^{(2)}(A_1, A_2), A_3 \right) = \ln [1 + \ln (1 + A_1 + A_2) + A_3] \neq A \]

\[ \oplus^{(3)}(A_1, \oplus^{(2)}(A_2, A_3)) = \ln [1 + A_1 + \ln (1 + A_2 + A_3)] \neq A \hspace{1cm} . \]

Therefore, since the aggregation operator is commutative and monotonic with zero as the identity element, the accessibility measure defined by this operator is an aggregable measure. But the operator is not associative so that this measure is not a separable
measure. However, if we define $T^{-1}(x) = \exp x - 1$ and note that

$$T^{-1} \left[ \Theta^{(N)}(A_1, A_2, \ldots, A_n) \right] = \sum_{j=1}^{n} A_j$$

then, since the addition operator is commutative, monotonic, and associative with zero as an identity element, this accessibility measure is a transform-separable measure.

Weibull [1980] identifies two important types of separable accessibility measures: additive measures and maxitive measures. A separable accessibility measure is said to be an additive accessibility measure if the aggregation operator is defined as

$$\Theta^{(N)}(A_1, A_2, \ldots, A_N) = \sum_j A_j.$$  \hspace{1cm} (3.23)

This operator meets the conditions of commutativity, monotonicity, and associativity, has zero as the identity element, and is consistent with $\Theta(0) = 0$. Traditional gravity model-based accessibility measures are additive.

Maxitive accessibility measures define the aggregation operator to be

$$\Theta^{(N)}(A_1, A_2, \ldots, A_N) = \max_j A_j.$$ \hspace{1cm} (3.24)

Again, the maximum operator meets all the conditions of a separable measure. Suitably transformed, the minimum distance measure can be considered a maxitive accessibility measure. Weibull [1980] suggests that maxitive measures result from assuming a choice process where the individual selects the facility offering the maximum attractiveness among all facilities.

In summary, accessibility measures capture the potential level of interaction between an individual and a system providing services. The model proposes that the accessibility of an individual to a facility is a function of the facility's attraction, distance, and congestion. Accessibility measures are assumed to be aggregable so that they can be combined into an overall system-wide accessibility value for an individual using an aggregation operator. Separable accessibility measures are an important class of accessibility measures so that each facility is considered independently. Thus, this generic model provides a flexible model for describing accessibility measures. Nevertheless, the model lacks behavioural interpretation. The next section develops such an interpretation for the model.
3.2 An Attractiveness Maximization Framework for the Generic Accessibility Model

The form of a specific accessibility measure depends on individual behaviour. For example, if an individual always chooses the nearest facility then the only factor that affects accessibility would be distance to the nearest facility. On the other hand, if the users do not behave in this manner, and there is considerable evidence that generally they do not [Joseph and Phillips, 1984; Martin and Williams, 1992], then alternative measures would be more appropriate. Indeed, any measure of system-wide accessibility must be considered as the result of an individual decision process. Thus, the individual decision-making process can be considered fundamental to measuring accessibility. This section develops a behavioural interpretation for the generic model formulated in Section 3.1 in terms of individual choice theory.

Consider a system, as defined in the previous section, consisting of a set of spatially distributed service providers or facilities, \( F \), and a set of spatially distributed clients or users in the target population group, \( U \). The choice problem examines the question of which particular service provider, if any, a particular individual chooses. Ben-Akiva and Lerman [1985] define a choice problem in terms of four elements: the decision makers, the alternatives, the attributes of alternatives, and the decision rule.

**The Decision Makers:** The decision makers in a choice problem are the individuals in the target population group. These individuals face different choice situations and have differing needs, desires, and tastes. Thus, important factors in any choice situation are the characteristics of the individual making the choice.

**The Alternatives:** Any choice is made from a non-empty set of alternatives. The total range of potential alternatives is deemed the *universal set* of alternatives while the set of feasible alternatives for a given individual is that individual's *choice set*. In our context, the universal set of alternatives is based on the set of facilities augmented by the "null" option, *i.e.*, an alternative for the decision not to choose any facility.

**Alternative Attributes:** Within the choice problem is the assumption that each alternative can be characterized in terms of its attributes. There are four main sources of these attributes in an accessibility context. The attributes of the individual capture the needs and tastes of the individual. The attributes of a facility determine
its attraction. In addition, each facility has a vector of spatial separation attributes for a given individual. And finally, facilities have associated attributes related to congestion.

The Decision Rule: The final element of a choice model is the decision rule. A decision rule describes the internal strategy that the decision maker uses to process the available information and select a particular alternative. Both Ben-Akiva and Lerman [1985] and Fotheringham and O'Kelly [1989] describe different decision rules and information processing strategies. The accessibility model assumes commensurability of the attributes so that it is possible to reduce the vector of attributes to a scalar value. This value is termed the attractiveness\(^3\) of the alternative and establishes a preference ordering among the alternatives. If one alternative has a higher attractiveness than another then the individual would prefer that alternative. This decision rule is that the individual selects the alternative with the maximum attractiveness.

In order to express this problem mathematically, some definitions are required. Consistent with the earlier definitions, define the index set of potential users as \(\mathcal{N}_U\), and let the index set of facilities be given by \(\mathcal{N}_D\). Thus the universal set of alternatives is \(\mathcal{A} = \mathcal{N}_D \cup \{0\}\) where 0 is the null alternative and the feasible choice set for a given individual is \(\mathcal{A}_i \subseteq \mathcal{A}\), \(i \in \mathcal{N}_U\). Let the client attributes associated with individual \(i \in \mathcal{N}_U\) be denoted by \(X^p_i\), the attributes of facility \(j \in \mathcal{N}_D\) by \(X^f_j\) which include congestion attributes, and the separation attributes between an individual \(i\) and a facility \(j\) be denoted by \(X_{ij}^D\), \((i,j) \in \mathcal{N}_U \times \mathcal{N}_D\). It is notationally convenient to define a new vector of attributes \(Y\) that combines \(X^p_i\), \(X^f_j\), and \(X_{ij}^D\) for a given individual-alternative pair so that

\[
Y_{ij} = h \left( X^p_i, X^f_j, X_{ij}^D \right) \tag{3.25}
\]

where \(h\) is a vector-valued function. The choice problem can then be stated as follows:

> Given an individual \(i\) from the set of clients for the system, \(i \in \mathcal{N}_U\), which, if any, facility does this particular individual choose from the set of feasible service providers, \(j \in \mathcal{N}_D\), available to that individual.

\(^3\)The term “attractiveness” is used here instead of the standard term utility in order to emphasize that this attractiveness need not meet any specific properties of a utility measure.
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Thus, define the attractiveness

\[ U_{ij} = U(\mathbf{y}_{ij}) \]  

(3.26)

where \( U_{ij} \) is the attractiveness of alternative \( j \) to individual \( i \) and \( U(\cdot) \) is the perceived attractiveness function, which maps from the vector of attributes onto the set of real numbers. Note that \( U_{io} \) is the attractiveness of the null alternative, \( i.e. \), non-attendance.

In the context of these choice models, the accessibility measure is a scalar summary of the difference in the "satisfaction" of an individual between the presented system and the null alternative. A reasonable value for the satisfaction is the attractiveness of the selected alternative [Daganzo, 1979]. Thus, given a choice set \( \mathcal{A} \) for an individual \( i \), the accessibility is some monotonic function of the selected alternative – the alternative with the maximum attractiveness, \( i.e., \)

\[ U^*_i = \max_{j \in \mathcal{A}} U_{ij} \]  

(3.27)

(3.28)

where \( T \) is a function transforming satisfaction into accessibility. Similarly, the accessibility of facility \( j \) to individual \( i \), \( A_{ij} \), is the difference in the satisfaction between a system consisting of that facility and an empty system,

\[ A_{ij} = T (U^*_i - U_{io}) = T (\max_{j \in \mathcal{A}} U_{ij} - U_{io}) \]  

(3.29)

A choice situation with a higher satisfaction should correspond to a higher level of accessibility. Therefore, \( T \) is a monotonic function of the satisfaction. Most existing accessibility measures can be defined using either a linear function \( T_1 \) or an exponential function \( T_2 \) where

\[ T_1(U) = \omega U \quad \text{or} \quad T_2(U) = \exp(\omega U) \]  

(3.30)

with \( \omega > 0 \) a constant.

In addition, for each individual \( i \), the probability of selecting alternative \( j \) is given by

\[ p_{ij} = \Pr [ U_{ij} \geq U_{ik}, \forall k \in \mathcal{A}_i ] \]  

(3.31)
and can be interpreted as the probability that a given alternative's attractiveness is greater than any other alternative. Assuming that no two alternatives have the same level of attractiveness, then \( p_{ij} = 1 \) for the alternative with the highest attractiveness and 0 for all other alternatives.

Ben-Akiva and Lerman [1985] identify two important issues in specifying the attractiveness functions: the attributes and the functional form. Fotheringham and O'Kelly [1989, p. 70] note that there is "a great diversity of attributes that appear to be relevant across different choice situations." Moreover, measurements of the actual attributes often depend on the availability of data [Daganzo, 1979]. Three broad influences were identified in the generic model introduced in the previous section (attraction, distance, and congestion).

The second important issue is determining the functional form of \( U_{ij} \). It is important that this function accurately reflect how the various attributes affect attractiveness. Moreover, it is also important that the function has convenient computation properties for estimating the values of unknown parameters. One widely-used functional form for the attractiveness function is a \textit{linear-in-parameters} form [Ben-Akiva and Lerman, 1985]. A utility function of this form is defined as

\[
U_{ij} = \langle \alpha, Y_{ij} \rangle
\]  

(3.32)

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_K] \) is a vector of \( K \) empirically estimated parameters and \( \langle x, y \rangle = \sum_i x_i y_i \) is the dot-product or inner-product of vectors \( x \) and \( y \). Note that linearity in the parameters does not imply that attractiveness is necessarily linear with the attributes \( X_i^P \), \( X_i^F \), and \( X_i^D \). The function \( h \) may be a real transformation, such as a logarithmic or polynomial transformation, of the \( X \) attributes. Fishburn [1970] states that a large number of preference orders can be expressed through a function of this form if the effects of the attributes are independent—the ordering for a given attribute is independent of the levels of the other attributes.

The following example illustrates the use of this choice framework to define an accessibility measure. This example defines a maxitive accessibility measure that is similar to the minimum distance measure and admissible within the generic model.

**Example 2** Consider a system with \( \mathcal{N} = \{1, \ldots, N\} \) facilities and a given individual \( i \). The feasible choice set for this individual is \( \mathcal{A}_i = \{0, \ldots, N\} \). Assume that attractiveness
and congestion are unimportant in this situation and are consequently set to a positive value, say 1. Furthermore, suppose that the attractiveness of non-attendance is some negative value, say \( U_{i0} = H_i, H_i < 0 \), and that attractiveness decreases linearly with increasing distance. The attractiveness of a given facility might be specified by

\[
U_{ij} = \ln a_{ij} - \ln c_{ij} - \alpha d_{ij} = -\alpha d_{ij}
\]

with \( \alpha > 0 \). The accessibility, from this choice situation can be expressed as:

\[
A_i = \omega \max (H_1, -\alpha d_{i1}, \ldots, -\alpha d_{iN}) - \omega (-H)  \\
= -\omega H_i - \omega \min (H_i, \alpha d_{i1}, \ldots, \alpha d_{iN})  \\
= R - \min (R, d_{i1}, \ldots, d_{iN})
\]

where \( \omega = 1/\alpha \) and \( R = -H_i/\alpha, R > 0 \) are defined for convenience. Thus, this measure is equivalent to the standard minimum distance measure except for the definition of a maximum range, \( R \), for a facility. The accessibility of an individual facility is

\[
A_{ij} = \begin{cases} \ R - D_{ij} & \text{for } D_{ij} \leq R \\ 0 & \text{otherwise.} \end{cases}
\]

This measure is consistent with the definition of accessibility in the generic model so that an inaccessible system has an accessibility of zero and accessibility increases with decreasing distance.

Thus, there is a direct link between maxitive accessibility measures and this choice framework. If the attractiveness of a facility is considered to be affected only by its distance from the individual, then the most preferred facility would be the closest and the minimum distance measure is an appropriate accessibility measure. Similar definitions of other maxitive measures, such as the coverage measure, are also possible. With complete knowledge of all the factors affecting the individual’s decision-making process, it would be possible to predict exactly which facility the individual chooses and to calculate the accessibility of the system for a particular individual. However, if complete knowledge is unavailable then it is often useful to incorporate a random error term into the measurement of attractiveness. Models of these sorts are termed random
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utility models and are discussed in the next section.

### 3.3 Accessibility Measures based on Random Utility Models

The previous section outlined a framework for modelling individual choice behaviour. This framework assumes that an individual chooses the alternative with the highest level of perceived attractiveness. This approach requires complete knowledge of all relevant attributes affecting the choice. However, this complete knowledge is unavailable due to observation deficiencies, and thus the perceived attractiveness is treated, by the model, as a random variable. Ben-Akiva and Lerman [1985] identify four possible sources of randomness: unobserved attributes of the alternative, unobserved attributes of the individual, measurement errors, and the use of instrumental variables. Therefore, the perceived attractiveness of an alternative to an individual can be considered as the sum of the measured (or observed) attractiveness and the random error term (the unobserved attractiveness). The perceived attractiveness of alternative \( j \in \mathcal{X} \) to individual \( i \) is equal to

\[
U_{ij} = V_{ij} + \varepsilon_{ij}
\]

where \( V_{ij} \) is the corresponding measured attractiveness and \( \varepsilon_{ij} \) is a random error term. For the null alternative, define

\[
U_{i0} = V_{i0} + \varepsilon_{i0} = H_i + \varepsilon_{i0}
\]

where \( H_i \) is the attractiveness of non-attendance.

The individual chooses the alternative that has the highest level of attractiveness. However, due to the random terms, the actual perceived attractiveness of each alternative is unknown. Moreover, the total satisfaction or the maximum perceived attractiveness among the alternatives is also a random value. The probability that individual \( i \)

---

4The term "random utility" is retained for consistency with the existing literature, for example [Ben-Akiva and Lerman, 1985].
chooses alternative \( j \), equation (3.31), is given by

\[
p_{ij} = \Pr(U_{ij} \geq U_{ik}, \forall k \in \mathcal{A}_i) = \Pr\left[V_{ij} + \varepsilon_{ij} \geq \max_{k \in \mathcal{A}_i}(V_{ik} + \varepsilon_{ik})\right].
\]  

(3.35)

(3.36)

Furthermore, the satisfaction is

\[
U_i^* = \max_{j \in \mathcal{A}_i} (V_{ij} + \varepsilon_{ij}).
\]

(3.37)

Any relevant choice model can be derived from equation (3.36). However, in practice, it is difficult to find probability distributions in which these equations have closed-form solutions [Dombenich and McFadden, 1975]. One convenient solution results from the assumption that the random error terms have a Gumbel distribution and are independently and identically distributed (IID). The Gumbel distribution is used because it is analytically convenient and approximates a normal distribution.

If a random error term \( \varepsilon \) is Gumbel-distributed then the cumulative distribution function is \( F(\varepsilon) = \exp\left[-e^{\mu(\varepsilon-\eta)}\right], \mu > 0 \) and the probability density function is \( f(\varepsilon) = \mu e^{\mu(\varepsilon-\mu)} \exp\left[-e^{\mu(\varepsilon-\eta)}\right] \) where \( \eta \) is a location parameter and \( \mu \) is a positive scale parameter. Furthermore, this distribution has the following properties [Johnson and Kotz, 1970]:

1. The mode of this distribution is \( \eta \), the mean is \( \eta + \gamma/\mu \) where \( \gamma \) is the Euler constant (\( \approx 0.577 \)), and the variance is \( \pi^2/6\mu^2 \).

2. If \( \varepsilon \) is Gumbel-distributed with parameters \((\eta, \mu)\) and \( a \) and \( b \) are scalar constants, then \( a\varepsilon + b \) is Gumbel-distributed with parameters \((a\eta + b, a/\mu)\).

3. If \( \varepsilon_1 \) and \( \varepsilon_2 \) are Gumbel-distributed with parameters \((\eta_1, \mu)\) and \((\eta_2, \mu)\) respectively, then \( \varepsilon_2 = \varepsilon_1 - \varepsilon_3 \) is a logistic distribution with

\[
F(\varepsilon_3) = \frac{1}{1 + e^{\mu(\eta_2 - \eta_1 - \eta_3)}}.
\]

4. If \((\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)\) are \( n \) independent Gumbel-distributed random variables with parameters \((\eta_1, \mu), (\eta_2, \mu), \ldots, (\eta_n, \mu)\) respectively, then \( \max(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \) is Gumbel-distributed with parameters \((1/\mu \ln \sum_{j=1}^n e^{\mu \eta_j}, \mu)\).
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For further discussion of the properties of the Gumbel distribution as applied to random utility models, see Ben-Akiva and Lerman [1985, p. 104], Domencich and McFadden [1975, p. 61].

If the random error terms, $\epsilon_{ij}$, are Gumbel-distributed and IID\(^3\) then the satisfaction is

$$U_i^* = (1/\mu) \ln \sum_{j \in A} \exp \mu V_{ij} + \epsilon_i^*$$  \hspace{1cm} (3.38)

through the use of property 4 of the Gumbel distribution. Furthermore, the expected value of the satisfaction is simply

$$V_i^* = E(U_i^*) = (1/\mu) \ln \sum_{j \in A} \exp \mu V_{ij} + \gamma/\mu$$  \hspace{1cm} (3.39)

where $\gamma$ is the Euler constant. Furthermore, it can be shown [Domencich and McFadden, 1975; Daganzo, 1979] that the choice probability, equation (3.31), is:

$$p_{ij} = \frac{\exp \mu V_{ij}}{\sum_{k \in A} \exp \mu V_{ik}}.$$  \hspace{1cm} (3.40)

Equation (3.40) defines the multinomial logit model [Domencich and McFadden, 1975], which has been used extensively to estimate empirical choice probabilities in a variety of applications. Moreover, it is possible to simplify these equations by scaling the vector of parameters, $\alpha$, defining $U_{ij}$ so that the scale parameter, $\mu$, is equal to one. Finally, recall that in equation (3.28), accessibility is defined as some monotonic function of the difference between the satisfaction of the choice set and the satisfaction of a system consisting of only the null alternative. As both of these satisfaction values are shifted by a constant, $\gamma/\mu$, this constant does not affect accessibility and, therefore, can be omitted.

The form of the accessibility measure depends upon the monotonic function that transforms satisfaction into accessibility. As discussed previously, most existing accessibility measures are defined using either a linear or an exponential transformation function. If an exponential transformation function is used, then the accessibility is

$$A_i = \sum_{j \in A} \exp V_{ij} - \exp H_i = \sum_{j \in A_0} V_{ij}.$$  \hspace{1cm} (3.41)

\(^3\)The location parameter is also assumed to be zero. However, this parameter can be absorbed into the measured attractiveness.
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It is interesting to note that this equation is independent of the value of the attractiveness of non-attendance, $H_i$. On the other hand, if a linear transformation is applied to (3.39), then accessibility is defined by

$$A_i = \ln \left( \exp H_i + \sum_{j \in \mathcal{A} \setminus i} \exp V_{ij} \right) - H_i.$$

(3.42)

For a linear transformation, the attractiveness of non-attendance does contribute to the accessibility measure. For example, if $H_i$ is defined to be zero, then equation (3.42) is

$$A_i = \ln \left( 1 + \sum_{j \in \mathcal{A} \setminus i} \exp V_{ij} \right)$$

(3.43)

which is a transform-separable accessibility measure within the generic model.

The following example illustrates the derivation of a gravity-model accessibility measure using the random utility framework. In this example, the Joseph and Bantock [1982] accessibility measure (discussed in Section 2.1.2) with an exponential distance decay function is derived.

**Example 3** Consider a system with $\mathcal{N} = \{1, \ldots, N\}$ facilities and a given individual $i$. The feasible choice set for this individual is $\mathcal{A}_i = \{0, \ldots, N\}$. Assume that the attractiveness of non-attendance, $H_i$, is 0 and that the attractiveness of a facility $j$ is equal to its size, $a_{ij} = S_j$. Furthermore, the congestion of a facility is defined as follows

$$c_{ij} = C_j = \sum_{i \in \mathcal{A} \setminus i} \exp (-\beta D_{ij})$$

so that facilities located near large populations have a high congestion. Finally, let the attractiveness decrease linearly with increasing distance with a slope of $\beta$. Thus, the measured attractiveness of a given facility can be specified by

$$V_{ij} = \ln a_{ij} - \ln c_{ij} - d_{ij} = \ln S_j - \ln C_j - \beta D_{ij}.$$

Using an exponential transformation, the accessibility is

$$A_i = \sum_j \left( S_j / C_j \right) \exp (-\beta D_{ij}).$$

This equation is identical to the Joseph and Bantock accessibility measure defined in (2.5) using an exponential distance decay, except that it is expressed in an unaggre-
gated form. An individual facility’s attractiveness is
\[ A_{ij} = S_j / C_j \exp (-\beta D_{ij}). \]

Using a linear transformation, accessibility can also be expressed as
\[ A_i = \ln \left[ 1 + \sum_j S_j / C_j \exp (-\beta D_{ij}) \right]. \]

One important property of the multinomial logit formulation is independence from irrelevant alternatives (IIA) so that “the probability of choice of two alternatives depends only on their measured attractiveness” [Daganzo, 1979, p. 10]. This is relatively easy to verify as
\[ p_{ij} / p_{ik} = \exp V_{ij} / \exp V_{ik}. \] (3.44)

Since the random error terms are independent, there is no correlation between the errors and, therefore, the perceived attractiveness values. Thus, one alternative does not influence the perceived attractiveness of any other alternative. Thus, the accessibility measure defined by this process is either strictly separable or transform-separable. For example, equation (3.41) is strictly separable while equation (3.42) is transform-separable. The next section discusses a model formulation where the perceived attractiveness values can be correlated.

### 3.4 Random Utility Models with Correlated Alternatives

As discussed previously, the assumption of IID Gumbel-distributed random error terms leads to a multinomial logit formulation for the choice model. An important assumption of this model is that the random error terms are mutually independent. If these random variables are correlated due to a shared unobserved component of the attractiveness of alternatives, then the assumption of independence would be inappropriate and the previous formulation would provide incorrect results.

Often individuals may perceive groups or classes of alternatives as being similar. In the context of health care accessibility, a reasonable classification of facilities would be by their type or level in the health care hierarchy – hospitals, clinics, and health posts. Thus, due to these shared unobserved components of attractiveness, the random error
3.4. CORRELATED ALTERNATIVES

terms are no longer independent and the perceived attractiveness of alternatives within a class would be correlated. This model is termed the nested logit formulation.

Suppose that the alternatives are grouped into $K$ mutually exclusive and collectively exhaustive classes, with $C_k$ being the set of alternatives in class $k$. Now consider the perceived attractiveness, $U_j$, of a facility in class $k$. Suppose that the facilities in a cluster share some observed and unobserved attributes. Consequently, the perceived attractiveness of an alternative $j$ in cluster $k$ can be written as

$$U_i = U^C_k + U^A_j = V^C_k + V^A_j + \epsilon^C_k + \epsilon^A_j$$

where $U^C_k, U^A_j$ are the perceived attractiveness terms, $V^C_k, V^A_j$ are the measured attractiveness, and $\epsilon^C_k, \epsilon^A_j$ are the random error terms for class $k$ and alternative $j$ respectively.

If the random error terms of alternatives within a cluster, $\epsilon^A_j$, are IID Gumbel-distributed with a scale parameter of $\mu_k$, then the satisfaction is

$$U^* = \max_{j \in S} U_j$$

$$= \max_k \left[ V^C_k + \epsilon^C_k + \max_{j \in S_k} \left( V^A_j + \epsilon^A_j \right) \right]$$

$$= \max_k \left( V^C_k + \epsilon^C_k + U^*_j \right)$$

where $U^*_j$ is the resulting satisfaction of the facility-dependent attractiveness for all facilities in cluster $k$. However, since the attractiveness values of all the facilities in cluster $k$ are IID Gumbel-distributed with scale parameter, $\mu_k$, then

$$U^*_k = \frac{1}{\mu_k} \ln \sum_{j \in S_k} \exp \mu_k V^A_j + \epsilon^A_j = V^*_k + \epsilon^*_k$$

Thus

$$U^* = \max_k \left( V^C_k + V^*_k + \epsilon^C_k + \epsilon^*_k \right).$$

If $\epsilon^C_k$ is distributed so that $\epsilon_k = \epsilon^C_k + \epsilon^*_k$ is Gumbel-distributed with a scale parameter of

$\dagger$The following discussion omits the subscript $i$ denoting the individual for the sake of notational clarity. It should be clear where this subscript is implicit.
3.4. CORRELATED ALTERNATIVES

\( \mu_c \), then\(^7 \)

\[ V^* = E(U^*) = (1/\mu_c) \ln \sum_k \exp \mu_c \left( V_k^C + V_j' \right) \]
\[ = (1/\mu_c) \ln \sum_k \left[ \exp \mu_c V_k^C \left( \sum_{j \in \mathcal{C}_k} \exp \mu_k V_j^A \right)^{\mu_c/\mu_k} \right] \] \quad (3.49)

With appropriate scaling chosen so that \( \mu_c = 1 \) and defining \( \theta_k = \mu_k/\mu_c \) equation (3.49) becomes

\[ V^* = \ln \sum_k \left[ \exp V_k^C \left( \sum_{j \in \mathcal{C}_k} \exp \theta_k V_j^A \right)^{1/\theta_k} \right] \] \quad (3.50)

where \( \theta_k \geq 1 \).

Furthermore, \( \theta_k \) also has a very natural interpretation in terms of the correlation of the perceived attractiveness between any two alternatives in the same cluster [Ben-Akiva and Lerman, 1985], namely,

\[ \text{Corr} \left( U_j, U_j' \right) = 1 - \theta_k^{-2} \] \quad (3.51)

for \( j, j' \in \mathcal{C}_k \). Values of \( \theta_k \) less than one do not have a rational interpretation within random utility framework [Fotheringham and O’Kelly, 1989]. If \( \theta_k = 1 \), then there is no correlation between alternatives in that cluster and if every \( \theta_k = 1 \) then the model is equivalent to the multinomial logit model.

**EXAMPLE 4** Consider a system with three types of facilities: hospitals, clinics, and health posts. Let \( \mathcal{C}_k \) be an index set of each type facility. Suppose that facilities of the same type are perceived by the individual as similar and the correlation between facilities of type \( k \) is \( 1 - \theta_k^{-2} \) and the measured attractiveness is \( V_k^C = \lambda_k \). Define the measured attractiveness of a facility \( j \) in \( \mathcal{C}_k \) as before with

\[ V_{ij}^A = \ln a_{ij} - \ln c_{ij} - d_{ij} = \ln s_j - \ln c_j - \beta_k d_{ij} \]

where \( \lambda_k \) is the perceived attractiveness of a facility of type \( k \) and the distance decay parameter, \( \beta_k \), varies by facility type. Furthermore, the null alternative is in its own clus-

\(^7\)The constant term, \( \gamma/\mu \), has been omitted in these expressions.
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Consistent with the previous example, the congestion is defined by

\[ c_{ij} = C_j = \sum_{i \in N_j} \exp \beta_k D_{ij}. \]

Using an exponential transformation, the accessibility is

\[ A_i = \sum_{k=1}^3 L_k \left[ \sum_{j \in S_k} \left( \frac{S_j}{C_j} \right)^{\theta_k} \exp \left( -\beta_k \theta_k D_{ij} \right) \right]^{1/\theta_k}, \]

where \( L_k = \exp \lambda_k \) is the relative attractiveness of a facility of type \( k \). Similarly, the accessibility can also be expressed as

\[ A_i = \ln \left\{ \exp H_i + \sum_{k=1}^3 L_k \left[ \sum_{j \in S_k} \left( \frac{S_j}{C_j} \right)^{\theta_k} \exp \left( -\beta_k \theta_k D_{ij} \right) \right]^{1/\theta_k} \right\} - H_i. \]

The previous example defines an aggregable accessibility measure but not a separable one. Since the random error terms for each facility are independent from the null alternative, the accessibility (using an exponential transformation) of an individual facility is

\[ A_{ij} = L_k S_i / C_j \exp \left( -\beta_k D_{ij} \right). \] (3.52)

Thus, the overall accessibility can be written as

\[ A_i = \sum_k \left( \sum_{j \in S_k} A_{ij}^{\theta_k} \right)^{1/\theta_k} \] (3.53)

and is commutative, monotonic, and has a zero identity element, and would be zero if there were no facilities. Hence, this defines an aggregable accessibility measure. Furthermore, if \( \theta_k = \theta \) is the same for every cluster, then it is possible to define the aggregation operator as

\[ X \oplus Y = \left( X^\theta + Y^\theta \right)^{1/\theta} \] (3.54)

so that the measure would be separable. However, if \( \theta_k \) are not all equal, then the measure does not have a separable representation.
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3.5 Summary

This chapter introduced a generic model for potential accessibility measures. The measures defined by this model are aggregable, i.e., it is possible to define the accessibility of an individual to a facility in the system and combine these facility accessibility values using an aggregation operator to form a measure of overall system accessibility. For an individual, the accessibility to a facility is proposed to be a function of the attraction of the facility, the distance between the individual and the facility, and the congestion of the facility. Furthermore, attraction has a positive linkage with accessibility while congestion of a facility affects accessibility negatively as does the distance between an individual and a facility if the distance is greater than some minimum range. If the aggregation operator is associative, then the accessibility measure is considered strictly separable so that there is no interaction between facilities. Two well known cases of strictly separable measures are maxitive accessibility measures and additive accessibility measures. An accessibility measure is transform-separable if there is a monotonic function which transforms the measure into a strictly separable measure.

The generic model does not provide any behavioural justification for the definition of an accessibility measure. Therefore, this chapter also presented a behavioural framework for the generic model, based on individual choice theory. In this framework, the individual chooses the most attractive alternative out of the facilities in the system augmented by the “null” alternative – the decision to choose no facility. The accessibility of the system is a monotonic function of the “satisfaction”, or the expected attractiveness of the chosen alternative, of the system scaled so that the accessibility of a system consisting of only the null alternative is zero. This results in a maxitive accessibility measure if attractiveness is a deterministic quantity and, hence, known exactly.

Often, due to observational deficiencies and imprecise data, attractiveness is modelled as a stochastic variable and partitioned into a measured attractiveness component and a random error term. Additive accessibility measures, corresponding to the familiar gravity modelling approach, result when the random error terms are identically and independently Gumbel-distributed. If the assumption of independence were violated due to shared unobserved factors between facilities, then a modified accessibility measure that is no longer separable resulted.

The models discussed in this chapter focus exclusively on examining the accessibility of a single individual to a system of facilities. However, a goal of accessibility mea-
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sums is to evaluate the accessibility of the total population of potential users. Thus, the accessibility levels of individuals must be combined to form aggregate-level measures of accessibility. The process of aggregation is discussed in the next chapter.
Chapter 4

The Effects of Aggregation on Accessibility Measures

The effect of aggregation\(^1\) is a problem that permeates all geographic measures of health care accessibility. The generic model discussed in the previous chapter is defined in terms of the accessibility of individuals to health care facilities. This accessibility is influenced by relevant individual characteristics, the characteristics of the facilities, and the spatial separation between individuals and facilities. However, often we are interested in examining the accessibility of different population groups and different geographic regions within a study area. Conceptually, the individual-level accessibility measures are combined into aggregate measures for groups of individuals.

This chapter examines the process of measuring the accessibility of groups of individuals. The first section outlines the process of aggregation and considers both the aggregation of individual characteristics and the spatial aggregation of individuals. Next, several worst-case bounds are derived for spatial aggregation error. These bounds are derived for both a minimum-distance accessibility measure and for a gravity-type measure with exponential distance deterrence. The level of spatial aggregation error present in population zones can be reduced if the population is disaggregated to a raster or grid data set of a given spatial resolution. The final section in this chapter outlines a method developed by Bracken and Martin [1989] for disaggregation from population points to

---

\(^1\)Not to be confused with an aggregable accessibility measure – a measure in which the accessibility levels of an individual consumer to a single facility are combined to form an overall accessibility level of an individual to a system of facilities.
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a grid. Two extensions are proposed for this method to incorporate land use classifications and for disaggregation from areas to grid cells.

### 4.1 The Process of Aggregation

Consider a sub-group of \( P \) individuals from the population of potential users of health facilities and define an index set \( P \subseteq \mathcal{N}_{UL} \) for this group. The aggregated accessibility of this sub-group is the average accessibility of all the individuals to the facilities. Thus, the aggregate accessibility is

\[
A = \frac{1}{P} \sum_{i \in P} A \left( x_i^P, \mathcal{F}, D_i \right)
\]  

(4.1)

where \( x_i^P \) is a vector of attributes of individual \( i \), \( \mathcal{F} \) is the set of facility attributes, and \( D_i \) is a vector of distances between this individual and the facilities. Conceptually, it is a straightforward process to calculate an aggregate accessibility measure: simply evaluate the accessibility for each individual and then average these accessibility values.

However, the use of equation (4.1) requires complete knowledge of the vector of relevant characteristics and the exact location for each individual. While it may be possible to obtain this information for highly focussed studies of revealed accessibility or utilization, it is generally impossible, especially in a developing country with limited data resources, to obtain a complete database of this information. This is particularly true for studies of potential accessibility where the number of users can be very large.

In addition, data on individuals are often only available at an aggregated level due to reasons of confidentiality or the cost of data storage [Hodgson and Neuman, 1993]. Even if these data were available, it would be computationally infeasible to calculate the aggregate accessibility measure in this manner. Therefore, the goal of aggregation "is to develop methods for reducing the required data and computation" [Ben-Akiva and Lerman, 1985, p. 133] needed to evaluate the accessibility of the system to a large group of individuals.

One possible aggregation strategy is to construct an "average individual," estimated from the characteristics and spatial distribution of the population [Ben-Akiva and Lerman, 1985]. Noting that the facility characteristics remain constant for all individuals,
4.1. THE PROCESS OF AGGREGATION

equation (4.1) becomes

\[ \bar{A} = A \left( \bar{X}^p, \mathcal{F}, \bar{D} \right) \]

where \( \bar{X}^p \) is a vector of the average individual characteristics and \( \bar{D} \) is a vector of the average distance of an individual to each facility. The overall aggregation error would be

\[ E^A = A - \bar{A} = \left( 1/P \right) \sum_{i \in \mathcal{P}} A \left( X^p_i, \mathcal{F}, D_i \right) - A \left( \bar{X}^p, \mathcal{F}, \bar{D} \right) \]

However, this method has certain properties that must be considered in its application. As Ben-Akiva and Lerman [1985] note, the aggregation error increases with increasing variance in the distribution of the characteristics so that for heterogeneous populations aggregation error can become substantial and approach 100% error in populations with very large variances. Moreover, the use of this measure can mask important variations in accessibility among individuals.

One way of reducing the effect of these properties is to use the technique of classification [Ben-Akiva and Lerman, 1985]. In general, the error is greatest when the distribution of the variables being aggregated has a high variance. The classification method reduces this variance by grouping the population into a set of relatively homogeneous sub-groups and applying the average individual technique to each sub-group. This method can be specified as follows.

1. Partition the population of potential users into \( K \) mutually exclusive and collectively exhaustive sub-groups. The goal of this partitioning is to select population sub-groups whose characteristics are similar so that the variance in their characteristics and distances, and hence, their accessibility is relatively small. In other words, the population is partitioned so that between group variance is maximized and within group variance is minimized.

2. Calculate (or estimate) the number of users in each of the sub-groups, \( P_k \).

3. For each group, select a representative value for their characteristics, \( \bar{X}^p_k \), and the distances, \( \bar{D}_k \).

4. Calculate the aggregate accessibility as the weighted average of the accessibility
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of each sub-group, i.e.,

\[ \bar{A} = \sum_{k=1}^{K} \frac{P_k}{P} A \left( \bar{X}_k^p, \mathcal{F}, \bar{D}_k \right). \]  (4.4)

The classification method has a further advantage in that it allows for the comparison of accessibility levels between groups. This information can be extremely valuable in planning situations where it is important to examine differential accessibility among different regions or social groups.

From equation (4.4), there are two main sources of aggregation error: errors caused by the aggregation of the population's demographic characteristics, and errors in distance estimates caused by the spatial aggregation of the individuals. This suggests that the individuals should be partitioned by their characteristics, so that the variance in \( \bar{X}_k^p \) is minimized, and spatially to reduce the error in the distance estimates. The error induced by the aggregation of individual characteristics is less important for potential geographic accessibility measures as most of these measures utilize very few demographic characteristics. For example, in the review of potential geographic accessibility measures in Chapter 2, only the measure proposed by Knox [1978; 1979] uses population characteristics, and it uses only car ownership. However, Ben-Akiva and Lerman [1985] note that the classification method, with demographic characteristics, works well even when a small number of classes is used. Furthermore, they note that "empirical evidence suggests that the errors due to aggregation across individuals can be made relatively small without a great deal of difficulty" (p. 153). In contrast, the issue of the spatial aggregation of individuals is more complicated. The next section addresses this issue.

4.2 Spatial Aggregation of Individuals

An important source of distance estimation error is due to spatial aggregation error. Recall from the previous section that the goal of the aggregation process is to partition the population so as to reduce the within group variation of their attributes. Obviously, when aggregating individuals spatially, locations that are near each other have similar distances to the facilities. When individuals are spatially aggregated the population groups are defined as geographic sub-areas and the individuals in these areas are as-
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Figure 4.1: The spatial aggregation process.

sumed to be at single locations, termed the aggregate locations, so that $D_i = \bar{D}_k$ for all individuals $i$ in group $k$. Typically this aggregate location is assumed to be at the geographic centre of often irregularly-shaped administrative areas or districts. The spatial aggregation process is illustrated in Figure 4.1.

Distance errors are caused by the fact that, in general, the distance from an individual to a facility is not equal to the distance between the corresponding aggregate location and the same facility. Assuming that every individual in the group has the same characteristics, then the average error in accessibility for group $k$ is defined by

$$E^A_k = \frac{1}{|P_k|} \sum_{i \in P_k} A \left( x^p_k, \mathcal{F}, D_i \right) - A \left( x^p_k, \mathcal{F}, \bar{D}_k \right). \quad (4.5)$$

The specific distance errors from spatial aggregation depend upon the form of the accessibility measure. Moreover, this quantity is also dependent on both the spatial distribution of the individuals in the population group and the relative location of the facilities. Thus, the level of distance error caused by the spatial aggregation of the individuals cannot, in general, be described with a closed form equation and is dependent upon the particular situation. However, it is possible to develop worst-case error bounds for some common accessibility measures. The next two subsections examine spatial aggregation induced error for the minimum distance measure and for the gravity-model measure.
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4.2.1 Spatial Aggregation Error for Minimum Distance Accessibility Measures

The spatial aggregation process can cause substantial errors in the distance estimation, and hence accessibility, from the population to the system of facilities [Hillsman and Rhoda, 1978]. While this problem has been extensively studied in location-allocation modelling [Goodchild, 1979; Casillas, 1987; Fotheringham et al., 1995], the effects of spatial aggregation of a population have largely been ignored in operational studies of potential health care accessibility. There is, however, a strong relationship between location-allocation modelling, particularly the p-median model, and the minimum distance accessibility measure. In fact, the objective of the p-median model is to locate \( p \) facilities so as to minimize the average distance between the demand (population) and the supply nodes (facilities). This is similar to finding the most accessible configuration of facilities using the minimum distance measure. Thus, the studies of aggregation error for location-allocation models are equally applicable for the minimum distance accessibility measures.

As noted previously, the spatial aggregation of individuals induces errors in the estimates of aggregate-level accessibility. This section examines this process using the minimum distance accessibility measure. For this measure, Hillsman and Rhoda [1978] categorized aggregation error into three different sources with two different causes. Source A errors arise because the distance from an individual to a facility is not equal to the distance between the corresponding aggregate location and the same facility. Source B errors are a special case of source A errors and occur when a potential facility site is at the same position as an aggregate. Source B errors cause the aggregate accessibility to be higher than the actual accessibility while source A errors can cause either an underestimation or an overestimation of accessibility. Source C errors occur because all individuals in a given population zone are allocated to a single facility even though some of the individuals may be closer to a different facility. Source C errors cause the aggregate accessibility measure to underestimate the actual accessibility of the individuals. These three sources of spatial aggregation error are illustrated in Figure 4.2 and are associated with error due to incorrect distance estimation and in the calculation of the nearest facility.

---

As per Example 2 in the previous chapter, the minimum distance measure can be considered as a maxitive accessibility measure within the generic model of potential accessibility. This is discussed further
The effects of aggregation on the measurement of the minimum distance to a set of facilities is recognized by many authors. Goodchild [1979, p. 249] identifies the importance of the spatial aggregation process and further notes that the "effects of aggregation are unique to particular [situations], and therefore ... no general rules of aggregation can be found." In a recent study, Fotheringham et al. [1995] found that solutions to the $p$-median problem were highly sensitive to both the level of aggregation and the definitions of the geographic sub-areas; the results "obtained from such an analysis [pertain] to a specific set of zonal demand data and not necessarily to the true underlying demand structure" (p. 74). Francis and Lowe [1992, p. 232] also recognize that "too much aggregation can destroy the accuracy" of measuring the minimum distance. Furthermore, they show that determining an aggregation scheme which causes the least error (in the worst case sense) in the measurement of the minimum distance is an NP-hard problem. Therefore, they validate Goodchild's [1979, p. 249] claim of there being "no general rules of aggregation."

However, Francis and Lowe [1992] demonstrate that it is possible to derive a worst-
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Case estimate for spatial aggregation error in the minimum distance accessibility measure. Consider the accessibility measure discussed in Example 2 of Section 3.2 of the previous chapter. In order to simplify the analysis, assume that \( R > \min_i D_{ij} \) so that all individuals are always within range of a facility and hence “covered” by the system. The accessibility for a given individual \( i \) is defined by

\[
A_i = R - \min_j D_{ij}.
\]  

(4.6)

Substituting this definition into equation (4.5), the spatial aggregation error is

\[
E^A_k = \frac{1}{P_k} \sum_{i \in S_k} \left( R - \min_j D_{ij} \right) - \left( R - \min_j D_{kj} \right)
\]

\[
= \min_j D_{kj} - \left( \frac{1}{P_k} \right) \sum_{i \in S_k} \min_j D_{ij}.
\]

(4.7)

It is possible to derive a worst-case bound on the spatial aggregation error assuming that the distance has the customary properties of a distance measure, namely \( D_{ii} = D_{jj} \) (symmetry), \( D_{ij} \geq 0 \) with \( D_{ij} = 0 \) implying that \( i = j \) (nonnegativity), and \( D_{ij} \leq D_{ik} + D_{kj} \) (the triangle inequality). Since, through the use of the triangle inequality, \( D_{ij} \leq D_{ik} + D_{kj} \), an upper bound for the maximum aggregation error is

\[
E^A_k = \min_j D_{kj} - \left( \frac{1}{P_k} \right) \sum_{i \in S_k} \min_j D_{ij}
\]

\[
\leq \min_j D_{kj} - \left( \frac{1}{P_k} \right) \sum_{i \in S_k} \left( D_{ik} + \min_j D_{ij} \right)
\]

\[
= \left( \frac{1}{P_k} \right) \sum_{i \in S_k} D_{ik}.
\]

(4.8)

An upper bound on the error in measuring accessibility caused by spatially aggregated individuals is simply the average distance of the individuals to the aggregate location. The lower bound on the aggregation error can be found using \( D_{kj} \leq D_{ik} + D_{ij} \) and is the negative of (4.8). Note that this bound exactly describes the aggregation error only when the triangle inequality is an equality. For other cases, depending on the spatial pattern of the individuals and the facilities, this bound can overestimate the level of aggregation error. The worst-case bound for the minimum distance accessibility measure for a given population sub-group \( k \) is

\[
\left| E^A_k \right| \leq \left( \frac{1}{P_k} \right) \sum_{i \in S_k} D_{ik}.
\]

(4.9)
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Thus, the problem of choosing a set of aggregate locations to minimize this bound is a $p$-median problem and, therefore, $NP$-hard.

For certain situations it is possible to derive a closed form expression for this error bound. Three specific cases for which this bound can be computed are: a circular sub-area of diameter $L$ using straight-line distances ($\ell_2$ norm), a square sub-area with sides of length $L$ using straight-line distances, and the square sub-area using rectilinear distances ($\ell_1$ norm). Each of these cases assumes a uniform population density, $\rho_k$, defined by the total population divided by the area so that $\rho_k = P_k/a$, where $a$ is the area. An alternate interpretation is that the population is randomly and uniformly distributed over the sub-area and that we are calculating the expected value of the distance to the aggregate location. For each of these cases, the aggregation error bound is equal to

$$\left| E_k^A \right| \leq \frac{1}{P_k} \int_{\Gamma} \rho_k r \, da = \frac{1}{a} \int_{\Gamma} r \, da$$

(4.10)

where $\Gamma$ is the respective sub-area.

**Circular sub-area – Straight-line distances** Consider the circular sub-area shown in Figure 4.3a. The bound on the aggregation error in this situation has a particularly simple form. Integrating the sub-area using circular strips, equation (4.10) can be expressed as follows

$$\left| E_k^A \right| \leq \frac{4}{\pi L^2} \int_0^{L/2} r^2 \pi r \, dr = \frac{1}{3} L.$$ 

(4.11)
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Thus, the expected value of the aggregation error for the case of circular sub-areas is one-third the diameter of the circle.

**Square sub-area – Straight-line distances** The square sub-area, shown in Figure 4.3b, can be partitioned into 8 equal triangles. For each of these triangles, Figure 4.3c, the integral in equation (4.10) can be expressed in polar coordinates as

\[
\int_0^{\pi/4} \int_0^{L/2 \sec \theta} r^2 dr d\theta
\]

so that the error bound can be expressed as

\[
|E_k^A| \leq \frac{8}{L^2} \int_0^{\pi/4} \int_0^{L/2 \sec \theta} r^2 dr d\theta
= \frac{1}{6} \left[ \sqrt{2} + \ln \left( \sqrt{2} + 1 \right) \right] \approx 0.3826L. \tag{4.12}
\]

**Square sub-area – Rectilinear distances** The distance between \(x = (x_1, x_2)\) and \(y = (y_1, y_2)\) using the \(l_1\) norm (rectilinear distance) is defined as

\[
D_{xy} = |y_1 - x_1| + |y_2 - x_2|. \tag{4.13}
\]

If the square is sub-divided into four equal quadrants, the aggregation error bound using rectilinear distances can be expressed as

\[
|E_k^A| \leq \frac{4}{L^2} \int_0^{L/2} \int_0^{L/2} (x + y) dx dy
= \frac{L}{2}. \tag{4.14}
\]

Thus, for each of these cases, the spatial aggregation error bound increases linearly with the length of the spatial units. Furthermore, these expressions provide an estimate of the potential error caused by using aggregate-level accessibility measures.

It is important to note that error bounds for the aggregation error are independent of the actual level of accessibility. For a particular sub-area, it is possible to calculate the maximum possible aggregation error. For example, consider a situation using straight-line distances with square sub-areas. Suppose that accessibility is being measured with equation (4.6) with the maximum distance, \(R\), being 20 kilometres.
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#### Table 4.1: Table of relative aggregation error bounds for minimum distance accessibility measures with a maximum distance, $R$, of 20 kilometres.

<table>
<thead>
<tr>
<th>Error Bound ($E^A$)</th>
<th>Minimum Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.25</td>
<td>0.096</td>
</tr>
<tr>
<td>0.5</td>
<td>0.191</td>
</tr>
<tr>
<td>1</td>
<td>0.383</td>
</tr>
<tr>
<td>2</td>
<td>0.765</td>
</tr>
<tr>
<td>4</td>
<td>1.530</td>
</tr>
</tbody>
</table>

Table 4.1 summarizes the error bound and the relative aggregation error for both different-sized sub-areas and for five different minimum distances to the nearest facility. For this particular example, the level of relative aggregation error remains fairly low (less than 16%). This is due to the addition of the constant $R$ to the accessibility measure which tends to reduce the effect of the aggregation error for high levels of accessibility. Correspondingly, the effect of aggregation error is magnified at low levels of accessibility. At a minimum distance of 19 (hence an accessibility of 1), if $L = 4$ the possible aggregation error is greater than the accessibility. Although it is important to consider the effects of spatial aggregation error on minimum-distance accessibility measures, gravity-type accessibility measures are much more susceptible to these effects. This is discussed in the next section.

#### 4.2.2 Spatial Aggregation Error of Gravity Model Accessibility Measures

Using a similar technique to that presented in the previous section, it is possible to derive worst-case error bounds for gravity model accessibility errors that use an exponential distance deterrence function. Recall the standard Hansen accessibility measure discussed in Chapter 2. The accessibility for a given individual $i$ is defined by

$$A_i = \sum_j s_j \exp(-\beta D_{ij}).$$

(4.15)

Substituting this accessibility into equation (4.5), the spatial aggregation error with this accessibility measure is

$$E_k^A = (1/P_k) \sum_{i \in U_k} \sum_j s_j \exp(-\beta D_{ij}) - \sum_j s_j \exp(-\beta D_{kj}).$$

(4.16)
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Again, assume that $D_{ij}$ has the customary properties of a distance measure. Using the triangle inequality and symmetry, we know that

$$D_{ij} \geq D_{kj} - D_{ik}$$  \hspace{1cm} (4.17)

and therefore,

$$\exp(-\beta D_{ij}) \leq \exp[-\beta (D_{kj} - D_{ik})] = \exp(\beta D_{ik}) \exp(-\beta D_{ki}).$$  \hspace{1cm} (4.18)

Note that the sign of the inequality is reversed since $\exp(-\beta D_{ij})$ is a monotonically decreasing function of increasing distance\(^3\). Therefore, an upper bound for the aggregation error is

$$F^A_k \leq \left(\frac{1}{P_k}\right) \sum_{i \in \mathbb{A}} \sum_j s_j \exp(\beta D_{ik}) \exp(-\beta D_{ki}) - \sum_j s_j \exp(-\beta D_{ki})$$

$$= \left[\left(\frac{1}{P_k}\right) \sum_{i \in \mathbb{A}} \exp(\beta D_{ik}) - 1\right] \sum_j s_j \exp(-\beta D_{ki})$$

$$= \left(F^A_k - 1\right) A_k.$$

(4.20)

Also note that the maximum aggregation error is within a certain fraction of the level of accessibility. If $F^A_k$ is defined to be the aggregation error fraction, then this error fraction is independent of the characteristics of the facilities and is only a function of the spatial distribution of the individuals with respect to their aggregation points. Using a similar procedure to develop a lower bound for the aggregation error, the aggregation error fraction is constrained to lie within

$$\left(\frac{1}{P_k}\right) \sum_{i \in \mathbb{A}} \exp(-\beta D_{ik}) \leq F^A_k \leq \left(\frac{1}{P_k}\right) \sum_{i \in \mathbb{A}} \exp(\beta D_{ik}).$$  \hspace{1cm} (4.21)

It is possible to derive expressions for the error fraction for the same three specific cases as discussed previously: a circular sub-area of diameter $L$ using straight-line distances ($\ell_2$ norm), a square sub-area with sides of length $L$ using straight-line distances, and the square sub-area using rectilinear distances ($\ell_1$ norm).

If a population is distributed continuously and uniformly on a circular sub-area of diameter $L$ using straight-line distances, then the population density of this sub-area is

\[^3\text{That is, if } a \geq b, \text{ then } \exp(-a) \leq \exp(-b).\]
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the total population divided by the area. In this case, the bounds for the aggregation error fraction are

\[ \frac{4}{\pi L^2} \int_0^{L/2} \exp (-\beta r) 2\pi r dr \leq F_k^A \leq \frac{4}{\pi L^2} \int_0^{L/2} \exp (\beta r) 2\pi r dr. \]  

(4.22)

Evaluating these integrals leads to the following bounds

\[ \frac{4^2 - \exp (-\beta L/2)(\beta L + 2)}{\beta^2 L^2} \leq F_k^A \leq \frac{4 \exp (-\beta L/2)(\beta L + 2) - 2}{\beta^2 L^2}. \]  

(4.23)

For the case of square sub-areas using straight-line distances, a similar strategy to that used for calculating the minimum distance error yields error bounds of

\[ \frac{8}{L^2} \int_0^{\pi/4} \int_0^{L/2 \sec \theta} \exp (-\beta r) r dr d\theta \leq F_k^A \leq \frac{8}{L^2} \int_0^{\pi/4} \int_0^{L/2 \sec \theta} \exp (\beta r) r dr d\theta. \]  

(4.24)

Unfortunately these integrals do not have closed-form solutions. However, it is possible to find a closed-form solution using the assumption that distance is measured using the \( \ell_1 \) norm (Manhattan distance). If the square is sub-divided into four equal quadrants, then the aggregation error bound using Manhattan distances can be expressed as

\[ \frac{4}{L^2} \int_0^{L/2} \int_0^{L/2} \exp [-\beta (x+y)] dxdy \leq F_k^A \leq \frac{4}{L^2} \int_0^{L/2} \int_0^{L/2} \exp [\beta (x+y)] dxdy. \]  

(4.25)

Evaluating these integrals yields

\[ \frac{4 \exp (-\beta L) - 2 \exp (-\beta L/2) + 1}{\beta^2 L^2} \leq F_k^A \leq \frac{4 \exp (\beta L) - 2 \exp (\beta L/2) + 1}{\beta^2 L^2}. \]  

(4.26)

These equations establish bounds on the spatial aggregation error for accessibility measures that use an exponential distance decay.

In comparison with the error bounds for minimum distance measures, the equations defining error bounds for gravity-type accessibility measures with exponential distance decay have a more complicated form. In fact, the bound for square sub-areas with straight-line distances, (4.24), did not have a closed-form expression.
Table 4.2: Table of aggregation bounds for gravity-type accessibility measures. The values for circular sub-areas and square sub-areas using Manhattan distances were calculated using equations (4.23) and (4.26) respectively. The values for square sub-areas using straight-line distances were found through the use of numerical integration on equation (4.24).

In order to examine how worst-case aggregation error varies by the size of the sub-area, \( L \), and the value of the distance decay parameter, \( \beta \), Table 4.2 tabulates the bounds on the aggregation error for \( L = 0.25, 0.5, 1, 2, 4 \) and \( \beta = 0.3, 0.5, 1 \). The range of the error bounds becomes larger for both larger values of \( L \) and \( \beta \). The bounds for circular areas are tighter than those for square sub-areas. Furthermore, for square sub-areas, the bounds for straight-line distances are, as expected, tighter than those using Manhattan distances. For small sub-areas, the error bounds are fairly tight. For example, with \( L = 0.25 \) and \( \beta = 0.5 \), the true value of accessibility is within 5% of the calculated value for square sub-areas and straight-line distances. Nevertheless, these values grow rapidly with larger sub-areas. If the sub-areas were, instead, of length \( L = 4 \), then the error bounds on the accessibility are approximately -50% to +125%. These error bounds essentially state that the calculated aggregate accessibility of this sub-area could be only loosely coupled with the actual accessibility of individuals living in this area.

An empirical example of this, using the data set examined in Chapter 7, can be
evaluated for census distritos in the Central Valley of Costa Rica. The median area of
the distritos for the 1984 (most recently published) census was 8.86 km². Consider the
aggregation error bounds using the distrito of median area roughly square so that each
side is approximately 2.98 km. Assuming straight-line distances and an exponential
distance deterrence of $\beta = 0.5$, then numerical integration of equation (4.24) yields the
following estimates for the error bound

$$0.5790 \leq F^A \leq 1.806,$$

or between -40% and +80%. These large error bounds could make the use of potential
demand for health care aggregated at this level highly problematic in evaluating acces-
sibility using a gravity-type measure. Moreover, since the size and shape of each distrito
is different, the aggregation error bounds for each distrito are different. Thus, similar
to what Fotheringham et al. [1995] note in the context of facility location models, the
observed pattern of accessibility could indeed be an artifact of the manner in which
the population is aggregated, rather than capturing the actual underlying accessibil-
ity of the population. These error bounds can be greatly reduced through the use of
smaller population sub-areas. Using 500 metre square grid cells rather than irregularly
shaped polygons, the corresponding error bounds are approximately ±10% which is a
significant reduction in the potential level of error. Therefore, the size of the sub-areas
that are being used is critical to the level of aggregation error in measuring accessibil-
ity. As illustrated above, the use of irregularly-shaped regions (such as distritos) with
conventional modelling approaches results in potentially large aggregation errors.

4.3 Representing Populations with a Grid

The previous section established that the size of the geographic sub-areas has an impor-
tant effect on the level of spatial aggregation error present in distance measures when
evaluating accessibility. Moreover, the use of irregularly-shaped administrative zones
or districts as demand sub-areas causes two types of difficulties. First, these zones are
often quite large and can create substantial aggregation errors. Second, since their size
and shape varies, the magnitude of the aggregation error can vary dramatically over
space. This makes it difficult, if not impossible, to make meaningful comparisons of
accessibility between zones.
4.3. REPRESENTING POPULATIONS WITH A GRID

In recognition of these problems, rather than using zone- or polygon-based methods for representing populations, there has been recent interest in grid-based representations of populations [Bracken, 1993]. This approach has several important advantages over conventional polygon-based representations [Martin, 1989]. Unpopulated regions remain unpopulated in a grid-based representation, which avoids the problem of calculating accessibility for uninhabited areas. Grid-cells also avoid the problem of representing large and diverse populations by a single polygon centroid. Moreover, grid-cells are of uniform size and shape so that the effects of aggregation are similar. Thus, more meaningful comparisons of accessibility can be made. Furthermore, the equations presented in the previous section allow for the calculation of error bounds on the level of spatial aggregation error.

Recently, there have been several studies of accessibility that use grid-based representations of populations. Martin and Williams [1992] used a 100 metre population grid of the city of Bristol in the U.K. for evaluating the accessibility of primary health care. Similarly, Rosero [1993] used a two kilometre grid to evaluate the physical accessibility to health facilities in Costa Rica and Geertman and Van Eck [1995] integrated a grid-based accessibility calculation into a Geographic Information System (GIS) to calculate accessibility using road network distances in the Netherlands.

4.3.1 Disaggregating Populations to Grid Cells

Although there are numerous advantages to using a grid-based population representation for evaluating accessibility, population data are typically more often available either as a set of points or polygons. Thus, in order to represent a population with a grid, it is necessary to convert the population counts from their original area- or point-based representation to a grid representation.

Many different techniques have been proposed for the interpolation of both point and area data [Lam, 1983]. One category of interpolation techniques consists of moving average methods [Ripley, 1981, Ch. 4]. For a particular grid cell under consideration, these methods select a set of neighbouring data points, typically within a “window” around the grid cell, and sets the interpolated value for the grid cell as a weighted average of these observations where the weighting factor increases the nearer the data point is to the grid cell [Ripley, 1981]. However, the interpolated value is highly dependent upon the method used to select the neighbouring observations and the type
of weighting function applied [Gold, 1989]. Further, these methods are easily affected by an uneven distribution of data points [Lam, 1983]. Some of these difficulties can be addressed using the geostatistical technique of kriging, which regards the surface to be interpolated as a regionalized variable with a certain degree of continuity [Lam, 1983]. In this method the weights are chosen so as to be unbiased and minimize the estimation variance [Oliver and Webster, 1990]. Nevertheless, difficulties exist with the selection of the appropriate neighbourhood size and the appropriate model form [Lam, 1983].

Another class of interpolation methods use tesselations and triangulations of the original data set and involve calculating a Voronoi diagram or a Delauney triangulation. One tesselation-based interpolation method, known as natural neighbour interpolation, was proposed by Sibson [1981]. To determine the interpolated value of a given sample point using this methods, the point is added to a Voronoi diagram of the existing data points. The data points that are neighbours to the added interpolation point are used to calculate the interpolated values. In the simplest case, these data points are then weighted by the proportion of the area of the Voronoi polygon associated with the newly added sample point that was originally contained within their respective Voronoi polygons. Compared to the moving average methods, the natural neighbour method has the advantage of not requiring the specification of either a weighting function or a “window” size and automatically adjusts the interpolation parameters to the set of existing data points. Both Sibson [1981] and Gold [1989] reports good results with the application of this technique to elevation data.

Despite these advantages, Bracken and Martin [1989] note that “established interpolation techniques for point and area data are inappropriate in the case of [population] centroids” (p. 539) and, in a series of recent papers, they develop a method of disaggregating population counts from a set of census centroids to a grid using a variable-kernel density estimator [Martin, 1989; Bracken and Martin, 1989; Martin and Bracken, 1991; Bracken, 1993; Bracken and Martin, 1995]. As opposed to the previously discussed methods, the Bracken and Martin method, discussed in further detail subsequently, has the advantage of using population counts directly and ensuring that the total population of the grid equals the population of the centroids. It should be noted that this

\[\text{A Voronoi diagram partitions space into a series of Voronoi polygons. For each data point, there is an associated Voronoi polygon which consists of the region that is nearer to the generating central data point than any other data point. A Delauney triangulation can be formed by joining those data points whose regions share an edge. For a complete treatment of Voronoi diagrams, see Okabe et al. [1992].}\]

\[\text{Gold [1989] provides a clear illustration of this procedure.}\]
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method has the disadvantage of requiring the specification of both a maximum window size and an appropriate distance decay function. However, Bracken and Martin [1989] note that the grid cell population counts are "much more critically controlled by the analysis of the centroid locations" and that, consequently, "the distance-decay concept becomes a secondary matter" (p. 540). Although it would be possible to adapt other interpolation methods to the problem of disaggregating population counts, it was decided to use the Bracken and Martin method, which was specifically designed for this problem, as a basis for the disaggregation process.

This method operates as follows. Given a set, \( \mathcal{N}_p = \{1, \ldots, N_p\} \), of population points with an associated population \( P_j, j \in \mathcal{N}_p \), the Bracken and Martin method estimates the population of a grid cell \( \hat{P}_i, i \in \mathcal{N}_g \), where \( \mathcal{N}_g = \{1, \ldots, N_G\} \) is the set of grid cells. The basic algorithm places a "window" of a given size over each population point. The size of this window is adjusted according to the density of population points around the point so that the window is smaller in more densely settled areas. The grid cells falling within this window are then assigned a weighting representing their share of the population of that point. Grid cells falling in areas that are unpopulated, e.g. water, forests, or remote mountainous areas, are masked so that their weighting is zero. The weightings are then re-scaled so that the total weight for a given population point is one. Finally, the grid cells are assigned population according to their weight. This procedure is described further below.

1. The window associated with each point is initially defined as a circle of radius \( R \) and is then adjusted to the average distance from point \( j \) to the other population points falling within the radius. Thus, if \( \mathcal{R}_j \) is the set of other population points within the radius,

\[
\mathcal{R}_j = \{k | k \in \mathcal{N}_p, 0 < D_{jk} \leq R\}
\]  (4.27)

then the radius of the adjusted window is

\[
R_j \left\{ \begin{array}{ll}
\frac{1}{|\mathcal{R}_j|} \sum_{k \in \mathcal{R}_j} D_{kj} & |\mathcal{R}_j| > 0 \\
R & |\mathcal{R}_j| = 0
\end{array} \right.
\]  (4.28)

where \( |\mathcal{R}_j| \) is the number of population points within distance \( R \) of point \( j \).
2. The initial weighting of cell $i$ with respect to point $j$ is calculated as

$$W_{ij} = \begin{cases} 
\rho_i \left( \frac{R_j^2 - D_{ij}^2}{R_j^2 + D_{ij}^2} \right)^\alpha & \text{if } D_{ij} \leq R_j \\
0 & \text{otherwise}
\end{cases} \quad (4.29)$$

where $\alpha$ is a parameter representing the steepness of the decay in the weighting function and $\rho_i$ represents the propensity of a grid cell to be populated and is defined as

$$\rho_i = \begin{cases} 
1 & \text{if the grid cell could potentially be populated,} \\
0 & \text{if the grid cell is known a priori to be unpopulated.} \quad (4.30)
\end{cases}$$

3. The re-scaled weights are then calculated as

$$W_{ij} = \frac{W'_{ij}}{\sum_{j \in N_g} W'_{ij}}. \quad (4.31)$$

These new weights are defined so as to preserve the total population assigned within the window.

4. Finally, the population is assigned to each grid cell $i \in N_g$ by

$$\hat{P}_i = \sum_{j \in N_g} W_{ij} p_j \quad (4.32)$$

where $\hat{P}_i$ is the estimated population of grid cell $i$.

This technique was used to develop a population grid for the United Kingdom using the 1981 census [Bracken, 1993] and later extended to the 1991 census [Bracken and Martin, 1995]. The population points used were the approximately 130 000 centroids of census enumeration districts. The population from these points was disaggregated to a 200 metre grid database. The disaggregation resulted in approximately 330 000 populated grid cells out of the 16 million cells in the national grid.

Bracken [1993; 1995] suggests many possible uses for this grid database. These uses include modelling population change over time, evaluating policy options by comparing the distribution of resources to a surface of "need," and mapping the spatial dis-
tribution of socio-economic indicators such as unemployment levels, indices of overcrowding, and the existence of sub-standard dwellings.

4.3.2 Extensions to the Bracken and Martin method

The algorithm described in the previous section only utilizes two pieces of information: the spatial distribution of the population points, and whether a grid cell can be populated or not. Often, however, further information is available about the population in the study area. This section describes two extensions to the Bracken and Martin method that incorporate additional information.

Grid Cell Classification

The Bracken and Martin method only considers two classes of grid cells. A grid cell is either known a priori to be unpopulated or it can be potentially populated. However, it is a simple extension to this method to incorporate any available information on the existing settlement pattern. For example, suppose that grid cells are classified into three different land use classes: urban, rural, and unpopulated. Typically, it would be expected that urban areas are more densely populated than rural areas. This information could be incorporated into the disaggregation method by allowing the propensity of a grid cell to be populated, $\rho_i$, to take on values other than zero or one.

Thus, for each grid cell $i$, one could define the propensity, $\rho_i$, to be

$$\rho_i = \begin{cases} 
\rho_U & \text{if cell } i \text{ is classified as urban}, \\
\rho_R & \text{if cell } i \text{ is classified as rural}, \\
0 & \text{if cell } i \text{ is unpopulated}, 
\end{cases}$$

(4.33)

where $\rho_U, \rho_R > 0$. Note that step 3 of the procedure re-scales the weightings to ensure that the total population is unchanged. Different values of $\rho_U$ and $\rho_R$ only affect the allocation of population between various grid cells and do not affect the total allocated population. Thus these parameters may assume any non-negative real numbers.

In order to use this method, values of $\rho_U$ and $\rho_R$ are required. One good estimate for these values would be the average population density within each grid cell classification. Often, the population density is available from published sources, from other
ancillary sources of data, or it can be estimated from known housing densities and occupancy ratios. However, in the absence of such ancillary data, it is possible to estimate the population density from the existing data. This is done by classifying each population point by the class of the grid cell that it lies within. Thus, each population point that lies within an urban area would be classified as urban. Then population density estimates for each class could be obtained by dividing the total population for each class by its total area. These values can be used as the $\rho_U$ and $\rho_R$ values. Of course, it is possible to increase the number of classifications of the grid cells beyond the three discussed here through a similar procedure.

**Area Population Data**

In addition to points, population data are also often available in the form of population counts for irregularly-shaped administrative polygons or districts. Moreover, population counts are often available at different levels of aggregation with census areas typically available at the aggregate level and points available for smaller sub-census area units. Unfortunately, the Bracken and Martin method does not utilize the additional spatial information available from these area features.

The easiest way to utilize area population data would be to choose the centroid of each area as the population point and apply the Bracken and Martin method to a grid of given spatial resolution. Unfortunately, the application of this procedure does not ensure that the known population of an area balances with the total disaggregated population of all the grid cells within that area. However, it is possible to extend the Bracken and Martin method to incorporate this information. This extension adjusts the estimated grid cell population counts *a posteriori* to reflect the known population of each area. An additional complication is that areas that have no grid cells associated with them must be considered separately. The population of these areas are transferred directly to the population grid and are not included in the Bracken and Martin method. This procedure is described below.

1. Suppose that a study region is partitioned into $N_A$ areas. If there is not a separate data set of population points, then define the population points as the centroids of the areas. Otherwise use the existing population points. For each area $k$, determine $\mathcal{P}_k$, the set of population points contained in that area, and $\mathcal{G}_k$, the set of grid cells whose centroids are located within area $k$. Note that it is possible that
several areas may not have any grid cells associated with them because the size of the areas is small compared to the grid cells. For example, in a densely populated urban region the census areas are often small. Since these areas do not have grid cells associated with them, the population cannot be adjusted for these areas. Instead, the populations associated with these areas are not disaggregated to the grid cells using the Bracken and Martin method and are, instead, considered later. Thus, define the subset of population points to be disaggregated as

\[ \mathcal{N}_P' = \bigcup_{1 \leq k \leq N_A \atop \mathcal{G}_k \neq \emptyset} P_k. \]  

(4.34)

Define the subset of population points that are in areas not associated with grid cell as

\[ \overline{\mathcal{N}}_P = \mathcal{N}_P - \mathcal{N}_P'. \]  

(4.35)

2. The population points contained in areas with no associated grid cells, \( \overline{\mathcal{N}}_P \), need to be allocated to the population grid. Since these points are located in areas that are typically small in comparison to the grid cells, the population counts for these points are directly transferred to the grid cells without use of the window disaggregation method. Thus, for each grid cell \( i \), define \( \overline{P}_i \) as the sum of the population of the points located within that grid cell and in set \( \overline{\mathcal{N}}_P \).

3. Use the Bracken and Martin method to disaggregate the subset of the population points, \( \mathcal{N}_P' \), to calculate \( \tilde{P}_i \), the initial estimate of the population of grid cell \( i \).

4. For each area \( k \) with grid cells associated with it, calculate \( C_k \), the ratio of the actual population of that area to the estimated population of the area

\[ C_k = \frac{\sum_{j \in \mathcal{G}_k} P_j}{\sum_{i \in \mathcal{G}_k} \overline{P}_i} \quad \mathcal{G}_k \neq \emptyset. \]  

(4.36)

Thus \( C_k \) is a weighting factor for area \( k \) that adjusts the population of the grid cells in area \( k \) to be the known population of the area. Note that adjusting the grid cell population estimates by \( C_k \) does not affect the overall population.

5. Finally, the two grid cell population estimates are combined, \( \tilde{P}_i \) from the population points in \( \overline{\mathcal{N}}_P \), and \( \tilde{P}_i' \) from the population points in \( \mathcal{N}_P' \). The latter popu-
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Figure 4.4: Example of disaggregating population to a grid. The o indicates aggregate population points while the grey cells indicate urban areas.

Population figures are adjusted by the weighting factor $C_k$. Thus the final population estimate for a grid cell $i$ in an area $k$ is

$$\tilde{P}_i = \tilde{P}_i + C_k \tilde{P}_i'. \quad (4.37)$$

This process is best illustrated with a simple example. Consider an area made up of two population zones shown in Figure 4.4. The total population of Zone A is 7400 and the population of Zone B is 4700. The population point associated with each zone is marked with a o on the diagram. This example disaggregates the population associated with these two zones onto the five kilometre by five kilometre grid. Thus, each grid cell is defined by a one kilometre by one kilometre square. For convenience, the grid cells are numbered in a row-major order so that cells 11, 15, 51, and 55 are the top left, top right, bottom left, and bottom right cells respectively. Furthermore, there are five grid cells classified as urban marked on the grid while all the other grid cells are rural. For the purposes of this example, the propensity of urban cells to be populated is arbitrarily set to 1.5 while the rural propensity is taken to be one. Finally $\alpha$ is defined to be 1.

From the diagram, the grid cells can be partitioned into two sets depending on the
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zone in which its centroid lies. Thus, the cells in Zone A, \( G_A \) and Zone B, \( G_B \), are

\[
G_A = \{11, 12, 13, 14, 21, 22, 23, 31, 32, 41, 42, 51, 52, 53\}
\]

\[
G_B = \{15, 24, 25, 33, 34, 35, 43, 44, 45, 54, 55\}.
\]

For this particular example both zones have grid cells associated with them.

The distance between the population points is 5.59 km. Thus, this value is the radius of the adjusted window around each population point. Consider the weight of cell 11 for population point A. The distance \( D_{11,A} \) is 0.707 km and \( \rho_{11} = 1.5 \). By applying formula (4.29), the weight is calculated to be \( W_{11,A} = 1.4528 \). This process is repeated for all the grid cells for population point A and the sum of these weights is 10.94. Thus, the re-scaled weighting of cell 11 with respect to population point A is 0.1328. Equally, the weighting of cell 11 with respect to population point B is 0.0122. Therefore, the initial population estimate rounded to the nearest integer of cell 11 is

\[
\hat{P}_{11} = 0.1328 \times 7400 + 0.0122 \times 4700 = 1053.
\]

The initial population estimates for the grid cells, shown in Table 4.3, are obtained by repeating this process for each grid cell.

<table>
<thead>
<tr>
<th>Col.</th>
<th>Initial Estimates</th>
<th>Adjusted Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Row 1</td>
<td>Row 2</td>
</tr>
<tr>
<td>1</td>
<td>1053</td>
<td>1022</td>
</tr>
<tr>
<td>2</td>
<td>964</td>
<td>638</td>
</tr>
<tr>
<td>3</td>
<td>515</td>
<td>528</td>
</tr>
<tr>
<td>4</td>
<td>353</td>
<td>377</td>
</tr>
<tr>
<td>5</td>
<td>181</td>
<td>210</td>
</tr>
</tbody>
</table>

Table 4.3: Initial and adjusted grid cell population estimates. The population estimates do not total correctly due to rounding.

However, for each zone, the sum of the initial population estimates within each zone are not equal to the total population of the zone. For example, for population Zone A, the total population of the associated grid cells, \( G_A \), is equal to 7748. The initial population estimates are, therefore, multiplied by a weighting factor to ensure that the
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Figure 4.5: Adjusted population estimates for disaggregation example.

population of grid cells within a zone is equal to the zone population. For example, the weighting factor for Zone A is

\[ C_A = \frac{7400}{7748} = 0.955. \]

Thus, the adjusted population estimates, shown in Table 4.3, are obtained by multiplying the grid cells by the weighting factor of their corresponding zone. These population estimates are also shown in Figure 4.5.

4.4 Summary

This chapter examined the effects of aggregation on the evaluation of accessibility. Although the generic model of accessibility specified in the previous chapter considers accessibility in terms of the individual, the operationalization of this model on a regional scale requires the use of aggregate-level accessibility measures.

First, methods of aggregating individuals were discussed. One method of creating an aggregate accessibility measure was to construct an average individual and use this individual's accessibility as a surrogate for the accessibility of the population. However, the aggregation error increases with the variance of the relevant characteristics and this method can mask important variations in accessibility among individuals. The aggre-
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gation error can be reduced by partitioning the population into groups to minimize the within group variance of the socio-demographic characteristics of the individuals and the distances of the individuals to the facilities. This suggests that the population should be partitioned by the demographic characteristics that have an important impact on accessibility, and by space so as to reduce the variation in the distances from the individuals in that group to the facilities. For most potential measures of geographic accessibility, the effect of socio-demographic characteristics is de-emphasized and, furthermore, grouping even by a small number of these characteristics greatly reduces aggregation error.

For minimum distance measures, worst-case error bounds were derived for circular sub-areas with straight-line distances and square sub-areas with straight-line and Manhattan distances. For all of these cases, the worst-case aggregation error increased linearly with the size of the sub-area. For the gravity-type accessibility measure, the worst-case aggregation error bound was a fraction of the accessibility. Worst-case error bounds were calculated for different sub-area sizes and distance deterrence parameters. Potentially large aggregation errors could occur with the use of gravity model accessibility measures. These large error bounds make the use of these measures problematic with aggregated data.

Next, the chapter considered disaggregation of population data from relatively large zones or polygons to a grid of given spatial resolution. Two extensions to the Bracken and Martin method were presented and, using a simple hypothetical example, the process of spatial disaggregation was described. Through choosing an appropriate grid cell size, with known aggregation error bounds, the potentially adverse impacts of this problem can be controlled. Consequently, the reliability of accessibility measures is enhanced and they can be used as a basis for improving access to health care through model-based planned intervention. The means by which this can be achieved is discussed in the next chapter.
Chapter 5

A Generic Accessibility Optimization Model

This chapter builds upon the previous two chapters by first assessing possible strategies for improving the geographic accessibility of a health care system using a facility-oriented optimization approach. Criticisms of the use of optimization methods, and particularly the use of facility location models, for health care and service development planning are considered. After this, generic planning objectives, suitable for optimizing geographical accessibility to health care, are discussed. These objectives examine both the efficiency and equity of the distribution of accessibility in the target population. Finally, formulations are presented for the generic Accessibility Optimization Problem (AOP) and for two specific subproblems: the Facility Location Subproblem (FLS), and the Resource Allocation Subproblem (RAS).

5.1 Strategies for Improving Accessibility to Health Care Services

The need for primary health care services among poor and geographically dispersed target populations is great. In this context, Phillips [1990] notes that health care resources, particularly in developing countries, are both inequitably distributed and inefficiently allocated. Thus, it is crucial for health development planners and decision makers to make the best use of scarce resources committed to primary health care provi-
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sion in order to improve equity and efficiency in the distribution of health care resources and thereby strengthen the well-being of target populations.

There are important barriers to achieving effective planning for primary health care. Health care planning in developing countries often tends to be episodic and capricious so that local system changes are often implemented without consideration of their effects. Further, health care systems are often planned in a fragmented, and sometimes conflicting, manner through funding provided by public, private, charitable, and aid sources. These problems are further confounded by the fact that not only are resources inadequate but services are also sub-optimally located [Oppong and Hodgson, 1994].

An additional difficulty relates to the complexity of the planning process itself. As mentioned above, it is important to ensure that health care is accessible to a widely dispersed and unevenly distributed population. The evaluation of health care accessibility is a complicated spatial problem and providing accessible health care in an efficient and equitable manner is a complex issue. Phillips [1990] notes that difficulties in improving health care services are not solely related to the scarcity of financial resources but also result from practical difficulties in management and planning. Thus, there is an important need to assist health development planners in devising potential strategies for improving both social accessibility, through the examination of social and institutional barriers, and geographic accessibility, which is the emphasis in this thesis.

Depending on the nature of the services being provided, there are many possible strategies available for improving geographic accessibility to these services. Mosely [1979] identifies four broad types of policy options: facilitating mobility of the population; making the service providers mobile; inducing the population to live nearer to the service providers; or taking a facility-oriented approach through modifying the characteristics of the service delivery system.

The methods developed in this chapter, consistent with the general approach adopted in the thesis, emphasize the latter approach, by seeking to change the nature of the current system of facilities to improve user accessibility. Recall that the generic model, presented in Chapter 3, conceptualizes the accessibility of a given individual to a facility as a function of the distance from the individual to the facility, the attraction of a facility, and the facility's congestion. This suggests three ways of modifying accessibility: reducing distance, increasing attraction, or decreasing congestion. However, the congestion of a facility is a function of the spatial distribution of the population with respect to a facility and, thus, can be only indirectly modified through changing
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a facility’s location or by increasing service capacity. Hence, the optimization models discussed in this chapter assist decision makers by determining \((a)\) the locational configuration of facilities to reduce distance deterrence, and \((b)\) the allocation of resources to improve attractiveness.

It should be re-iterated that these two strategies are not the only possible approaches available for improving access to health care services. For example, the low quality of services provided at existing service providers may reduce the accessibility of primary health care services [Annis, 1981]. Further, institutional and social factors can also act as barriers to accessibility. However, these types of problems are hard to quantify, vary dramatically in importance for different areas, and generally require a high level of local knowledge. Thus, they are not amenable to being formulated within a generic mathematical framework. It is important to note, however, that once a suitable mathematical formulation is derived and tested, it can be supplemented by direct analysis of qualitative factors.

The models formulated in this chapter are generic and do not depend on local conditions for their application. Although the strategies for improving accessibility developed by these models are not appropriate for every situation, they provide very important information to health development planners in cases where additional resources are being allocated to a system or where new facility locations are being planned. In these cases, it is important to allocate resources and to locate new facilities optimally so that scarce resources are used most effectively when the system is expanded [Phillips, 1990]. Another potential application for these models is in situations where the resources are being removed or facilities are being closed. Furthermore, these models can also be used to generate an optimal pattern of facility locations and resource allocations and to compare the current system configuration to the optimal configuration. The information provided by this particular analysis is a very important tool in examining how resources within the existing health care system may be deployed with greater efficiency and equity.

Despite the potential advantages of using optimization methods to assist planners and decision makers, several authors have criticized the use of this approach. In particular, the use of facility location models for health care and service development planning in developing countries has been criticized. The next section considers these criticisms.
5.2 The Appropriateness of Using Optimization Models for Primary Health Care Planning

As discussed in Chapter 2, optimization models determine the best values of a set of one or more decision variables, such as facility locations or resource allocations, with respect to one or more planning objectives. Facility location models are a type of optimization model that examine the problem of locating new facilities with respect to existing facilities and the location of clients. These models have been used extensively in developed countries in many application areas such as locating warehouses, emergency service planning, education planning, and health care planning [Hansen et al., 1987]. Facility location models optimally locate service delivery points and, therefore, can improve the efficiency and equity of the distribution of resources in the system.

Rushton [1984] strongly encourages the use of optimization models for service development planning in the developing world. He asserts that since resources, such as money, equipment, and personnel, are very limited, it is crucial that these scarce resources be used as efficiently and as fairly as possible. Furthermore, Rushton [1988] indicates that the potential use of facility location models has expanded over the years and he identifies six potential application areas:

1. determining the optimal set of locations with respect to pre-defined objectives;
2. comparing actual systems of facilities to their normative counterparts;
3. finding a set of additional facility locations to add to the existing set;
4. evaluating the benefits and costs of constraints on real-life decisions;
5. assessing the quality of recent locational decisions; and,
6. examining alternative decision-making principles by determining the system of facilities that would develop if these principles were used.

However, there are significant barriers to the adoption of facility location models for infrastructure planning, such as primary health care provision, in developing countries. Rushton [1988, p. 99] notes that “the major international organizations either explicitly reject or ignore formal facility location models in favour of more traditional, subjective, graphical approaches.” Major aid organizations that have rejected this approach include the World Health Organization (WHO) [Kleczkowski and Pubouleau, 1976]
and United States Agency for International Development (USAID) [Rondinelli, 1985]. In fact, Rondinelli [1990] explicitly rejects the use of facility location models since he expects that:

1. the models would give the same solution as his proposed urban functions methodology;
2. the demand data for the facility location models are very difficult to obtain; and,
3. the models are too sophisticated to be used or understood by the relevant authorities.

Instead, Rondinelli [1985] proposes an urban functions approach. This very flexible and process-oriented approach is a ten stage process of data collection, description, analysis, planning, and monitoring [Rietveld, 1990]. However, as noted by Rushton [1993] the link between analysis and planning within the urban functions approach can often be very weak.

Rietveld [1990] answers Rondinelli's criticisms by pointing out that facility location models can be a useful technique within the urban functions approach. Furthermore, he remarks that, at the very least, facility location models can be used to verify the locational choices of the urban functions approach and that, contrary to Rondinelli’s claim, the data requirements are not excessive. Moreover, facility location models are not too sophisticated to be used in developing countries. As Rushton [1993, p. 321] remarks “people in [developing countries] are as capable as their counterparts in developed countries of understanding the concepts of location-allocation models and, if properly presented, their results.” Rushton further criticizes the urban functions approach for both its ambiguity and also for the fact that it allows planners “to justify virtually any pattern of infrastructural investment” (p. 319) and “to advocate any policy and cite supporting evidence.”

In contrast, Phillips [1990] also questions the utility of facility location models in primary health care planning and notes that “optimally designed spatial health care delivery systems are not practical in the Third World” (p. 145) due to problems of data availability and reliability. He further notes that even if data are available, facility location models lack flexibility. He writes:

The procedure allocated facilities to locations that will serve the most people yet minimize travel distances. However, theoretical answers do tend
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to neglect social and economic variations among populations, and thus can ignore equity considerations (p. 146).

Thus, Phillips argues that facility location models require modifications for use in a developing country context and that "such refinements may in practice be difficult to achieve" (p. 147).

Recent developments have tended to minimize the importance of these criticisms. The WHO recently stated that health information is of "crucial importance" for developing and implementing district health systems and recommends that "essential data . . . must be identified, particularly as regards the problems of equity, efficiency and quality of care" [1994, p. 28]. Thus, the problem of data availability may become less important with the WHO encouraging strongly the collection of the very data needed for locational analysis. Moreover, Oppong and Hodgson [1994] also observe that critics often exaggerate the data requirements for facility location models. Finally, as discussed in Chapter 2, there are many different types of facility location models. Many of these models have objectives other than adjusting facility accessibility by minimizing distances. Although not yet extensively applied for primary health care planning in the developing world, new facility location models and techniques, such as the interaction-based model of Oppong [1992] and the models developed in this thesis, can incorporate additional factors and explicitly incorporate equity considerations.

Perhaps a more fundamental criticism of an optimization approach to service development planning is presented by Gore [1991a; 1991b], who states that optimization models incompletely relate the social aspects of service provision by giving preeminence to the spatial aspects. Specifically, Gore [1991a] criticizes the use of facility location models for three main reasons. First, these models consider only one policy option to improve geographical accessibility, namely, reducing the distance between the person and the facility, while ignoring other options, such as making the service mobile or facilitating the mobility of the person. Second, facility location models separate the facility location decision from other aspects of service provision so that the trade-off between quality of service and the number of facilities cannot be considered. Third, facility location models separate the spatial impact of changes in the location of facilities from the social and economic impact of these changes. Moreover, Gore criticizes facility location models because they do not consider whether additional supplies or greater accessibility is a benefit; these models cannot consider either true equity or efficiency
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because they are only capable of considering it in a spatial sense; and they perpetuate existing patterns of inequality by considering users in an aggregate sense and using past interaction patterns so that non-users are ignored. Instead, Gore [1991b] proposes an entitlement approach to service development planning.

The points that Gore raises are interesting and highlight some important limitations of the optimization approach. First, optimization models do assume that improving access to services, such as primary health care, will accrue benefit to the users. This is a fundamental assumption of the models, although not a great limitation. Second, the models are not typically intended to capture every nuance of reality, that is why they are models and why it is important for them to be considered within the context of providing information to planners and decision makers to assist them with the decision-making process. Gore’s comments underline the importance of identifying appropriate application areas for these types of models, much as Rushton [1988] does.

Contrary to Gore’s criticisms, there are no theoretical barriers to the consideration of individual characteristics when using an optimization approach. As discussed in the previous chapter, the data collection and computational difficulty of the models do make this approach problematic. However, these difficulties are present in any decision-making process if individual-level data are used in the process. Second, regional scale planning cannot consider each user individually due to difficulties in data gathering, storage, and processing. Therefore, individuals must be aggregated in some way to make the planning process feasible. Thus, aggregate data must be used in the planning process whether this process involves optimization models or not. Similarly, it is possible to include non-users when evaluating or optimizing accessibility. In fact, the generic model of accessibility, presented in Chapter 3, explicitly incorporates the option of non-use into the choice process. Equally, there are no barriers, other than data availability, to the inclusion of quality of service indicators within the analysis.

In summary, many authors have criticized the use of optimization models, such as facility location models, for service development and health care planning in developing countries. Although these models do not address every aspect relevant to this issue, they are appropriate for certain problems and belong in the “kitbag of tools that planners should bring to their work” [Rushton, 1993, p. 322]. For example, Tewari [1992, p. 34] contends that in India the lack of such tools allows “political pressure groups . . . to have a significant influence on the decision-making process,” thereby allowing for resources to be deployed inefficiently and inequitably.
5.3 Objective Function Formulations

The next section outlines several suitable planning objectives for measuring the potential geographical accessibility of a population to health care in terms of efficiency and equity.

5.3 Objective Function Formulations

An important issue in developing optimization methods for improving accessibility is identifying the criteria used to evaluate potential strategies. Much of the criticism of using these models questions whether the correct planning objectives are being optimized. Thus, the development of appropriate objective functions for the optimization problems is crucial for the successful application of these models. Towards this end, this section outlines several generic accessibility objectives that are suitable for use in many contexts. However, for specific applied studies of particular regions and health care systems, it is possible to develop specialized planning objectives that account for specific local conditions.

For private sector optimization problems, the objectives are typically to minimize costs or maximize profits. However, when the area of application involves modelling a public good or service such as primary health care provision, different planning objectives are required. Typically, these objectives are classified into two main categories: efficiency objectives and equity objectives. These objectives are now considered, building upon the definitions provided in Chapter 1.

5.3.1 Efficiency Objectives

Efficiency objectives measure the ratio of the total aggregate level of services or benefit relative to the level of inputs required to provide the services. When used in an optimization framework, efficiency objectives preferentially allocate resources so that they have the maximum aggregate benefit. In the case of health care this would allocate the most resources to facilities in areas that have the largest target populations.

One obvious efficiency objective is the total aggregate accessibility of the population. A straightforward formulation of this efficiency objective is to maximize aggregate accessibility

\[ Z_F = \sum_i P_i A_i \]  

(5.1)
where $P_i$ is the target population and $A_i$ is the accessibility of sub-group $i$. This particular objective has been widely used with minimum-distance accessibility measures. In this instance, the goal of maximizing the aggregate accessibility is equivalent to minimizing the total weighted distance to the nearest facility. This is the standard $p$-median facility location problem described in Chapter 2.

For accessibility measures derived from the random utility model specified in Chapter 3, several researchers have suggested the use of an alternative measure of efficiency [Wilson et al., 1981; Mayhew and Leonard, 1982; Fotheringham and O’Kelly, 1989]. Recall that within this random utility model, the expected value of the maximum perceived attractiveness (satisfaction) of an individual in group $i$ was defined in equation (3.39) as

$$V_i^* = \ln \sum_j \exp V_{ij}$$

(5.2)

where $V_{ij}$ is the perceived attractiveness of facility $j$ to an individual in population group $i$. Thus, a reasonable efficiency measure would be the total aggregate satisfaction of the population defined as

$$Z_S = \sum_i P_i \ln \sum_j \exp V_{ij}.$$  
(5.3)

If we have accessibility defined as $A_i = \sum_j \exp V_{ij}$, as is typical with gravity model accessibility measures, then the standard form of this objective involves the maximization of

$$Z_S = \sum_i P_i \ln A_i.$$  
(5.4)

### 5.3.2 Equity

Equity measures attempt to evaluate the fairness, impartiality, or equality of the resource distribution and service provision relative to the distribution of the target population. Thus, equity objectives allocate resources preferentially to areas or population groups with below average accessibility in order to reduce the variation in equality of access between areas and population sub-groups.

---

1The constant term has been omitted from this equation and the scale parameter, $\mu$, is assumed to be one to be consistent with existing models of accessibility.
In contrast to efficiency, equity in access to primary health care services can be measured in many different ways. For example, in a recent paper, Mulligan [1991] describes eight different potential equity measures in the context of facility location problems. This section presents a subset of these measures that are suitable for evaluating equity in the context of potential health care accessibility.

One of the simplest and most widely-used measures of equity is the accessibility of the least accessible area or population sub-group in the study area. This corresponds to the following objective function formulation,

\[ Z_M = \min_i A_i. \]  

(5.5)

This particular objective has been widely used with minimum-distance accessibility measures. The problem of locating \( p \) facilities so as to maximize the minimum accessibility, or equivalently minimize the maximum distance to the nearest facility, is the standard \( p \)-centre facility location problem.

Another measure of equity in the distribution of resources is the coefficient of localization, discussed in Chapter 2. The coefficient of localization measures the concentration across population sub-groups of an activity or resource of interest relative to the base magnitude [Joseph, 1982]. In examining accessibility, the coefficient of localization is expressed as

\[ Z_L = \frac{1}{2} \sum_i \left| \frac{P_i A_i}{\sum_k P_k A_k} - \frac{P_i}{P_T} \right| \]  

(5.6)

where \( P_T \) is the total population. A completely equitable distribution corresponds to a coefficient of localization of zero and this coefficient increases proportionately for increasingly inequitable distributions. Joseph [1982] stresses the importance of interpreting this index with respect to its upper bound. This upper bound occurs when the sub-group with the smallest population has a non-zero accessibility while all the other sub-groups are inaccessible and thus

\[ Z_L \leq 1 - \min_i P_i / P_T. \]  

(5.7)

The mean deviation around the arithmetic mean is a simpler method of capturing the dispersion in the accessibility measures. This measure compares the accessibility
of a given population sub-group to the average accessibility of the population and is defined as

\[ Z_D = \sum_i P_i |A_i - \bar{A}|. \]  

Again, a completely equitable distribution is indicated by a value of zero with higher values correspond to increasingly inequitable distributions.

Finally, a common measure of equity is given by the variance of the distribution of accessibility. Since this measure squares the difference between the accessibility of a population sub-group and the average accessibility, it tends to accentuate differences that are relatively large. Mathematically, the variance can be expressed as

\[ Z_V = \sum_i P_i (A_i - \bar{A})^2. \]  

Thus, this expression measures the variance in accessibility at the individual level. In contrast to the other equity objectives, the variance measure has the important property that it is smooth, i.e., the first partial derivatives of this objective are continuous with respect to changes in individual accessibility levels. This property has important advantages for use within an optimization methodology.

Thus, this section proposed to broad classes of optimization objectives. Efficiency objectives maximize the total accessibility or benefit while equity objectives attempt to distribute of accessibility or resource within the target population fairly. The next section formulates the generic Accessibility Optimization Problem (AOP) that can be used to optimize these planning objectives so as to improve the geographical accessibility of a population to health care.

5.4 The Accessibility Optimization Problem

The goal of the Accessibility Optimization Problem (AOP) is to assist health planners in developing countries to make constructive changes to the health care system in order to improve its efficiency and equity, as expressed by the planning objectives described in the previous section. As noted earlier, this problem considers two facility-oriented strategies for changing the geographical accessibility of a population to a health care
system, namely, by changing where facilities are located and by modifying the allocation of resources to the facilities.

A solution to the AOP can assist decision makers by determining a new locational configuration of facilities and allocation of resources that are optimal in terms of one or more planning objectives. Furthermore, it is possible to use the AOP in a variety of specific planning scenarios. These scenarios include adding new facilities or resources, removing existing facilities or resources, modifying the locational configuration or resource allocations, and comparing the optimal solution to the existing system. The information given by these analyses assist the decision-making of health planners by quantifying the impact of possible system changes. Moreover, these optimization strategies help promote the use of the planning process to invoke change within the system. In this context, it must be stressed that the optimized solution is strictly advisory and suggests a possible strategy as optimal, subject to a set of planning objectives and data constraints.

5.4.1 Problem Formulation

Consider a system with $N_E \geq 0$ existing facility sites, and $N_F \geq 0$ potential facility sites so that there is a total of $N_D = N_E + N_F \geq 1$ candidate facility sites. Each candidate facility site has an allocation of $N_R \geq 0$ different resource levels that impact on the attractiveness of a facility located at that site. Resources can include the number of trained personnel, the total hours of service available, and the level and type of supplies. The goal of AOP is to determine the locational configuration and the allocation of resources to new and existing facilities to optimize a vector

$$Z = [Z_1, Z_2, \ldots, Z_{N_z}]$$

of $N_z \geq 1$ planning objectives or criteria.

The first strategy for improving accessibility involves determining the locational configuration of the system, i.e., whether or not a facility is located at a given candidate facility site. This locational configuration can be represented as a vector of decision variables indicating the siting decision for each candidate site,

$$y = [y_1, y_2, \ldots, y_{N_D}]$$
where the variable \( y_j, 1 \leq j \leq N_D \), is defined as

\[
y_j = \begin{cases} 
1 & \text{if a facility is located at site } j, \\
0 & \text{otherwise.} 
\end{cases}
\]

Typically, a number of sites correspond to existing facility locations, \( i.e., y_j \) is constrained to be 1. These constraints on the solution can be incorporated into the optimization model by defining an additional constant binary vector

\[ Y = [Y_1, Y_2, \ldots, Y_{N_D}] \]

termed the \textit{required locations vector}, whose elements are set as follows

\[
Y_j = \begin{cases} 
1 & \text{if a facility must be located at site } j, \ i.e., \ y_j = 1, \\
0 & \text{the siting decision at } j \text{ is determined by the model}, 
\end{cases}
\]

for \( 1 \leq j \leq N_D \), and imposing the condition \( y_j \geq Y_j, 1 \leq j \leq N_D \).

The second set of decision variables concerns the allocation of the \( N_R \) resources among the facilities. To describe these allocations define the vector of allocations

\[ s = [s_{11}, s_{12}, \ldots, s_{N_D,N_R}] \]

where \( s_{jk} \) is the level of resource \( k \) allocated to the facility at site \( j \). Furthermore, define \( Q_k \) to be the total level of resource \( k \) available for allocation among the facilities, and let \( s_{jk}^{MIN} \geq 0 \) and \( s_{jk}^{MAX} \leq Q_k \) be the minimum and maximum possible allocations of resource \( k \) to the facility at site \( j \).
5.4. THE ACCESSIBILITY OPTIMIZATION PROBLEM

Adopting this notation, the AOP can be formulated as follows.

Maximize $Z = (Z_1, Z_2, \ldots Z_N_2)$

subject to

$y_j s_{jk}^{\text{MAX}} - s_{jk} \geq 0 \quad j = 1, \ldots, N_D \quad k = 1, \ldots, N_R$ (5.11)

$s_{jk} - y_j s_{jk}^{\text{MIN}} \geq 0 \quad j = 1, \ldots, N_D \quad k = 1, \ldots, N_R$ (5.12)

$\sum_{j=1}^{N_D} s_{jk} \leq Q_k \quad k = 1, \ldots, N_R$ (5.13)

$y_j \geq 0 \quad j = 1, \ldots, N_D$ (5.14)

$y_j \in \{0,1\} \quad j = 1, \ldots, N_D.$ (5.15)

In this formulation, constraint sets (5.11) and (5.12) ensure that the resource allocations are within the acceptable bounds if a facility is located at site $j$ or are zero if $y_j = 0$. Constraint set (5.13) ensures that the total level of resource $k$ allocated does not exceed the supply. Constraint set (5.14) ensures that service providers remain located at sites with existing facilities. Finally, constraint (5.15) is the integrality restriction so that $y$ is a binary vector.

The AOP simultaneously determines the optimal facility locations and the optimal resource allocations. The specific form of the objective functions for the AOP are dependent upon the planning objectives and the accessibility measure selected. However, most of the planning objectives, outlined in the previous section, are non-linear so that this problem is typically a non-linear programming problem. Moreover, the AOP is a type of facility location model (discussed in Section 2.3). These models are often difficult to solve and “even some of the most basic models are computationally intractable for all but the smallest problem instances” [Church et al., 1993, p. 1]. For instance, even a simple facility location model with a linear objective, such as the $p$-median problem, is NP-hard. Thus it can often be computationally infeasible to solve directly the AOP as formulated above.

One way of overcoming these potential computational difficulties is to consider two related subproblems that only optimize a single vector of decision variables at a time, \textit{i.e.}, only consider either modifying the locational configuration of the facilities or the allocation of the resources to facilities in the system. Moreover, in many situations, decision makers and planners may only be interested in examining the impact, on accessibility, of changing either the facility locations or the resource allocations indepen-
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5.4.1 Independently of each other. To facilitate these approaches, the AOP can be partitioned into two subproblems: the Facility Location Subproblem (FLS), and the Resource Allocation Subproblem (RAS). These two subproblems can also be applied to specific planning scenarios such as expanding, contracting, and modifying the existing system as well as comparing the existing system to an optimal one. The next two sections provide generic formulations for these two subproblems.

5.4.2 The Facility Location Subproblem

The Facility Location Subproblem (FLS) modifies accessibility through changing the locational configuration of the facilities. This subproblem assumes that the resource allocations to existing facilities or potential facility sites are fixed. The allocation of resource $k$ to site $j$ is fixed to a constant, $S_{jk}$, if a facility is located at site $j$ (i.e., if $y_j = 1$). By setting $S_{jk}^{MIN} = S_{jk}^{MAX} = S_{jk}$ we have as a consequence of (5.11) and (5.12),

$$s_{jk} = y_j S_{jk}.$$  

Substituting this into constraint (5.13) yields the following equivalent constraint

$$\sum_{j=1}^{ND} s_{jk} y_j \leq Q_k.$$  

With these modifications, the AOP takes the form of the following discrete FLS.

Maximize $Z$

subject to

$$\sum_{j=1}^{ND} s_{jk} y_j \leq Q_k \quad k = 1, \ldots, NR$$  

$$y_j \geq Y_j \quad j = 1, \ldots, ND$$  

$$y_j \in \{0, 1\} \quad j = 1, \ldots, ND.$$  

Many of the facility location models discussed in Chapter 2 are special cases of the FLS, with the appropriate selection of accessibility measures and objectives. Thus, many of the solution techniques for facility location models can be applied, with suitable modifications, to the FLS. Specific examples of this are provided in Chapter 6. The FLS can be applied to the four planning scenarios outlined previously, namely, locating new facilities, closing existing facilities, moving facilities, and determining an optimal
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configuration of facilities.

Two additional definitions simplify the formulation of the FLS corresponding to these four scenarios. First, it is possible to partition the binary decision vector into two subvectors so that

\[ y = [y^E, y^F] \]

where \( y^E \) and \( y^F \) are the binary vectors of siting decisions for the existing facilities and the potential facility sites respectively. Partitioning the required locations vector in the same way yields

\[ Y = [Y^E, Y^F] \]

where \( Y^E \) and \( Y^F \) correspond to the required locations vector for the existing facility and potential facility sites respectively. The FLS formulations corresponding to the four planning scenarios are outlined below.

**Locating New Facilities** The facility location subproblem can be used to determine the optimal locations for \( N \) new facilities. For this situation, it is assumed that no facilities are being closed so that each existing facility is a required location, and therefore the required locations vector for the existing facilities is \( Y^E = 1 \), and thus, \( y^E = 1 \). In addition, since no constraint is placed on siting a facility at a potential facility site, \( Y^F = 0 \). Assuming no other resource constraints, this optimization problem is defined as follows.

\[
\begin{align*}
\text{Maximize} \quad & Z \\
\text{subject to} \quad & \sum_{j=1}^{N_F} y^F_j = N \\
& y^E_j = 1 \quad j = 1, \ldots, N_E \\
& y^F_j \in \{0, 1\} \quad j = 1, \ldots, N_F.
\end{align*}
\]

**Closing Existing Facilities** The FLS can be used to determine which facilities should be closed so as to have the least negative impact on either the total accessibility, or the efficiency and equity of the system. Since the system is contracting, there are no potential facility sites so that \( N_F = 0 \). If all existing facilities are candidates for closure then \( Y^E = 0 \). However, if one or more of these facilities are required to remain open then the appropriate entries in the required locations vector, \( Y^E \),
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should be set to 1. In either case, the problem can be written as

\[
\text{Maximize } Z \\
\text{subject to } \sum_{j=1}^{N_E} y_j^E = N_E - N \quad (5.25) \\
y_j^E \geq Y_j^E \quad j = 1, \ldots, N_E \quad (5.26) \\
y_j^E \in \{0, 1\} \quad j = 1, \ldots, N_E \quad (5.27)
\]

where \(N\) designates the number of existing facilities to be closed.

**Moving Facilities** Another use for the facility location subproblem is to determine the effects on accessibility of allowing up to \(N\) facilities to move to their optimal locations. This problem can be formulated as follows.

\[
\text{Maximize } Z \\
\text{subject to } \sum_{j=1}^{N_E} y_j^E \geq N_E - N \quad (5.29) \\
\sum_{j=1}^{N_F} y_j^F \leq N \quad (5.30) \\
\sum_{j=1}^{N_D} y_j = N_E \quad (5.31) \\
y_j^E \geq Y_j^E \quad j = 1, \ldots, N_E \quad (5.32) \\
y_j \in \{0, 1\} \quad j = 1, \ldots, N_D. \quad (5.33)
\]

Constraint (5.29) ensures that no more that \(N\) facilities are closed, constraint (5.30) allows up to \(N\) new facilities to be located, and (5.31) makes sure that the total number of facilities remains unchanged. Thus, this strategy is equivalent to simultaneously locating up to \(N\) new facilities and closing the same number.

**Determining the Optimal Facility Configuration** A final use for the facility location subproblem is to find the optimal solution to the problem of locating \(N_E\) facilities, assuming that there are no existing facilities. The optimal system of facility locations can then be compared to the existing configuration. For this situation, there are no required locations and, consequently, \(Y = 0\). Thus, the facility loca-
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The subproblem can be formulated as the following optimization problem.

\[
\begin{align*}
\text{Maximize } Z & \\
\text{subject to } \sum_{j=1}^{N_D} y_j &= N_E \\
y_j &\in \{0, 1\} \quad j = 1, \ldots, N_D.
\end{align*}
\]

Note that this formulation locates \( N_E \) facilities out of the set of candidate facility sites without regard to whether a facility exists at that site or not.

5.4.3 The Resource Allocation Subproblem

Another method of changing existing levels of accessibility involves modifying the allocation of resources to the various facilities in a health care system. Assuming that no facilities are opened or closed greatly simplifies the formulation of the AOP. For this situation, \( Y_j = 1 \) for all sites and, therefore, \( y_j = 1 \) as a consequence of constraint (5.14). Thus, the AOP can be reformulated as the Resource Allocation Subproblem (RAS) as follows.

\[
\begin{align*}
\text{Maximize } Z & \\
\text{subject to } \sum_{k=1}^{N_R} s_{jk} &\leq Q_k \\
\text{subject to } &\leq s_{jk} \leq s_{jk}^{MAX} \quad j = 1, \ldots, N_D \quad k = 1, \ldots, N_R \\
\sum_{j=1}^{N_D} s_{jk} &\leq Q_k \quad k = 1, \ldots, N_R.
\end{align*}
\]

The RAS lacks the combinatorial component of the AOP. Different solution methods are possible depending on the specific structure of the accessibility measure and the objectives. Typically the objective functions would be non-linear functions of the \( N_D \times N_R \) variables \( s_{jk} \) that are subjected to \( N_D \times N_R \) simple bound constraints (5.38) and \( N_R \) linear constraints (5.39).

In addition, the RAS can also be applied to the four planning scenarios outlined previously. For this problem, these four scenarios correspond to: allocating new resources, removing existing resources, re-allocating resources among facilities, and comparing the current resource allocations to an optimal allocation. The application of the RAS to these planning scenarios does not affect the problem formulation given by (5.37) through (5.39). Instead, these four scenarios specify the values of the minimum and
maximum facility resource levels, \( S_{jk}^{MIN} \) and \( S_{jk}^{MAX} \), and the total resource levels, \( Q_k \), in terms of the existing system configuration in addition to scenario dependent parameters. The existing configuration can be described by \( Q_k^{CUR} \) and \( S_{jk}^{CUR} \), where \( Q_k^{CUR} \) represents the total level of resource \( k \) currently available in the system and \( S_{jk}^{CUR} \) represents the existing level of resource \( j \) at service provider \( k \). Outlined below are descriptions of how the four planning scenarios affect the minimum and maximum facility resource bounds (\( S_{jk}^{MIN} \) and \( S_{jk}^{MAX} \)) and the total resource levels (\( Q_k \)).

**Allocating Additional Resources** When new resources are available, the resource allocation subproblem can be used to determine which facilities the new resources should be allocated to. Thus, in this situation, the levels of one or more resources increase so that \( Q_k \geq Q_k^{CUR} \). As well, the level of resources at any facility cannot decrease so that the minimum bound is the current resource allocation, \( S_{jk}^{MIN} = S_{jk}^{CUR} \).

**Removing Existing Resources** Another possible planning scenario would be to examine the impact of removing existing resources from the health care system. The resource allocation subproblem can assist health planners in determining from where to remove these resources so as to have the least negative impact on a system's accessibility. Removing existing resources implies that levels of one or more resources are reduced so that \( Q_k \leq Q_k^{CUR} \). As well, since resources are being reduced, the upper bound on the level of resources at each facility is the current allocation so that \( S_{jk}^{MAX} = S_{jk}^{CUR} \).

**Re-allocating Resources** The resource allocation subproblem can also be used to determine whether existing resources can be re-deployed within the health care system so as to increase the aggregate level of accessibility or the equity in the distribution of resources. In this scenario, the total resource levels would remain constant so that \( Q_k = Q_k^{CUR} \). Moreover, it is assumed that the resource levels at any given facility must remain within a specific range determined by the decision maker. One possible method of determining this range would be to limit the change in resource levels at any particular facility to be within a particular fraction, \( F \), of the existing allocation so that \( S_{jk}^{MIN} = (1-F)S_{jk}^{CUR} \) and \( S_{jk}^{MAX} = (1+F)S_{jk}^{CUR} \).

**Optimal Resource Allocations** Finally, the RAS can be used to calculate the optimal deployment of existing resources. The optimal allocations and values of the plan-
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The following objectives can then be compared to the existing allocations and current objective function values. For this situation, the total resource levels remain the same and there are no restrictions on the facility resource levels. This implies that 

\( Q_k = Q_k^{\text{CUR}} \) and that \( S_{jk}^{\text{MIN}} = 0 \) and \( S_{jk}^{\text{MAX}} = Q_k \).

It should be emphasized that both the Facility Location Subproblem and the Resource Allocation Subproblem are not the only potential formulations of the AOP. The AOP allows for considerable flexibility in the specification of the objectives circumscribed by a specific health care planning strategy. Further, as demonstrated in the empirical example in Chapter 7, it is quite straightforward to generalize these formulations to reflect a hierarchical model of accessibility.

5.5 Summary

This chapter discussed the use of facility-oriented optimization models to improve the efficiency and equity in the distribution of accessibility among the target population in a health care system. These models take a facility-oriented optimization approach to improving accessibility. This approach proposes that accessibility can be changed by two different strategies: changing the locational configuration of the system and re-allocating resources.

The use of optimization models and facility location models for service development and health care planning has been criticized by some authors. Criticisms of the use of optimization models in health care planning were discussed. This was followed by a discussion of generic optimization objectives, focusing on the concepts of efficiency and equity introduced in Chapter 1. Finally, a generic Accessibility Optimization Problem (AOP) was introduced and partitioned into two tractable subproblems, the Facility Location Subproblem (FLS) and the Resource Allocation Subproblem (RAS). Specialized formulations of both of these subproblems were then provided for four specific scenarios: adding new facilities or resources, removing existing facilities or resources, moving existing facilities or re-allocating existing resources, and computing an optimal system for comparison with the existing system.

The optimization objectives and problems discussed in this chapter are generic, that is, they do not use any particular accessibility measure. The next chapter narrows this generic problem and develops two specific accessibility optimization models using the
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minimum-distance accessibility measure and the Joseph and Bantock [1982] accessibility measure, both discussed in detail throughout the thesis.
Chapter 6

Examples of Accessibility Optimization Models

This chapter illustrates the application of the generic AOP using two common measures of geographical accessibility, namely the minimum-distance accessibility measure and the Joseph and Bantock [1982] accessibility measure. For each of these accessibility measures, suitable equity and efficiency objectives are developed which can then be used to generate multiobjective optimization models for the corresponding FLS and, where appropriate, RAS. These optimization problem formulations are illustrated using a small hypothetical example. Finally, specific solution techniques, used in an empirical application in Chapter 7, are introduced for each of these problem formulations.

6.1 Sample Numerical Example

To illustrate the optimization models developed in this chapter, a small problem is used consisting of 25 candidate facility sites with 2 facilities to be located. This example provides a simple concrete application that links back into the concepts and models discussed earlier in the thesis and that demonstrates the multiobjective techniques used in the problem formulations. The trade-off between equity and efficiency and the impact of this trade-off on the model solutions clearly illustrates the issues involved with the problem formulations. The FLS formulations have only 300 feasible solutions so that it is possible to produce a plot of this trade-off between equity and efficiency for
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![Figure 6.1: System configuration of the example problem. Existing facilities are indicated with a diamond.](image)

Each solution. Moreover, since there are only two facilities, the equity and efficiency surfaces for the resource allocation subproblem can also be represented easily in a three-dimensional graph.

The example problem is shown in Figure 6.1. It consists of 25 sub-areas arranged in a five kilometre by five kilometre grid. Thus, each grid cell is one square kilometre. The population of each grid cell is given in the figure and the total population for this area is 12,100. The problem assumes that the entire population for each grid cell is aggregated to its centre. In order to identify a particular grid cell, the grid cells are numbered in a row-major order. Cells 11, 15, 51, and 55 are at the top left, top right, bottom left, and bottom right corners of the grid respectively. The candidate facility sites are chosen to be the 25 grid cell centres. It is also assumed that currently two equally-sized facilities are located at the centre of grid cells 11 and 35. Finally, all distances between facilities and grid cells are measured using straight-line distances.

It should be emphasized that the results generated by applying the models are for illustrative purposes only and may not generalize in the same way to larger and more realistic problems.
6.2 Minimum Distance Accessibility Measure

The first problem formulation develops a multiobjective optimization model for the minimum distance accessibility measure discussed in Example 2 of Chapter 3. Using this measure, the accessibility of a population sub-group $i$ is defined as

$$A_i = R - \min \{R, D_{i1}, \ldots, D_{iN_e}\}$$  \hspace{1cm} (6.1)

where $R$ is the distance beyond which a facility is considered inaccessible and $N_e$ is the number of current facilities. Note that this accessibility measure has a particularly simple form and is only influenced by the facility distances. This leads to two important consequences with respect to the AOP. First, the population only needs to be partitioned spatially into sub-areas or regions. Second, the only way to change the accessibility of the system is by modifying the locations of facilities and, therefore, only a FLS formulation is presented.

6.2.1 Facility Location Subproblem Formulation

Given $N_D$ current facilities and potential facility sites, the goal of the accessibility problem is to determine a locational configuration via the binary vector of decision variables $y$ so as to maximize one or more planning objectives. This example considers both efficiency and equity objective functions.

For formulation within the optimization model, the accessibility measure defined by equation (6.1) must be modified in order to incorporate the effects of the decision variables, $y$. Define the function $D(i, y)$ that calculates the minimum distance to a feasible selected facility site for an individual living in a given sub-area $i$ and locational configuration $y$. A feasible selected facility site is a candidate facility site $j$ that is within range of sub-area $i$, $D_{ij} < R$, and is currently selected, $y_j = 1$. If there is no feasible selected facility site, then this function returns the maximum range. Thus,

$$D(i, y) = \begin{cases} \min_{j, y_j = 1} D_{ij} & \text{if } \min_{j, y_j = 1} D_{ij} < R \\ R & \text{otherwise,} \end{cases}$$

defines the distance to the nearest selected facility site. Using this notation, the accessi-
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bility of a sub-area for a configuration of facilities is

\[ A_i = R - D(i, y) \]  

(6.3)

and is identical to (6.1) if \( y_j = 1 \) for all \( j \).

The first planning objective for this problem is the efficiency objective. This objective measures the total aggregate accessibility of the entire target population to the system, as defined by equation (5.1). This corresponds to the sum of the accessibility values of each sub-area weighted by its target population. Mathematically, the efficiency objective function can be expressed as

\[ Z_F = \sum_i P_i A_i = \sum_i P_i R - \sum_i P_i D(i, y). \]  

(6.4)

The second planning objective relates to the equity of the distribution of accessibility in the target population. For a minimum distance measure, the simplest and most widely applied equity objective is minimizing the maximum distance any individual has to travel to the nearest facility [Mulligan, 1991]. This corresponds to maximizing the accessibility of the least accessible (i.e., furthest from a facility) sub-area. Using (6.3), this objective function may be specified as

\[ Z_M = \min_i A_i = R - \max_i D(i, y). \]  

(6.5)

The goal of this multiobjective optimization problem is to determine the configuration of the candidate facility sites, \( y \), so as to maximize both \( Z_F \) and \( Z_M \). As noted in Chapter 2, there are several different techniques for generating non-dominated (efficient) solutions for multiobjective optimization problems. One such technique is the constraint method, where one objective is optimized and the other is constrained to be above a minimum allowable level. The constraint method is an appropriate technique for this problem because the equity objective, \( Z_M \), has an obvious and intuitive interpretation. Namely, \( R - Z_M \) can be interpreted as the maximum allowable distance, \( R' \), that an individual must travel to reach the nearest facility. Thus, using the constraint method, the optimization problem consists of determining a locational configuration of facilities so as to maximize the aggregate accessibility (or, equivalently, minimize the total distance travelled), given that no individual may travel farther than a specified distance, \( R' \). Furthermore, using this formulation, it is possible for a decision maker
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To see the trade-off between minimizing the total distance travelled (efficiency) and the maximum allowable distance from a facility (equity).

Mathematically, this is equivalent to maximizing the efficiency objective, $Z_F$, and constraining the equity objective so that

$$Z_M \geq \varepsilon_M$$  \hspace{1cm} (6.6)

where $\varepsilon_M \geq 0$ is the minimum acceptable accessibility. Note that this is also equivalent to ensuring that the accessibility of every sub-area is greater than the minimum level,

$$A_i = R - D(i, y) \geq \varepsilon_M \quad \text{for all } i$$  \hspace{1cm} (6.7a)

or, equivalently,

$$D(i, y) \leq R' \quad \text{for all } i$$  \hspace{1cm} (6.7b)

where $R' = R - \varepsilon_M$ is the maximum allowable distance to the nearest facility.

After dropping the constant term, $\sum_i p_i R$, from the efficiency objective (6.4) and multiplying by $-1$, we arrive at the following formulation of the FLS.

$$\text{Minimize } \sum_i p_i D(i, y)$$  \hspace{1cm} (6.7)

subject to

$$D(i, y) \leq R'$$  \hspace{1cm} (6.8)

$$\sum_{i=1}^{N_D} y_j = N$$  \hspace{1cm} (6.9)

$$y_j \geq Y_j \quad j = 1, \ldots, N_D$$  \hspace{1cm} (6.10)

$$y_j \in \{0, 1\} \quad j = 1, \ldots, N_D.$$  \hspace{1cm} (6.11)

This problem is equivalent to the distance-constrained $p$-median problem [Choi and Chaudry, 1993].

### 6.2.2 Numerical Example

The distance-constrained $p$-median problem is a well-known facility location model, hence the results of applying this model to the example problem are discussed very briefly. Densham and Rushton [1992] provide a detailed example of the application
of this model. Nevertheless, it is useful to apply the model to the sample problem to illustrate the trade-off between equity and efficiency.

From the formulation of the model, the trade-off between equity and efficiency is controlled by the value of the parameter $R'$, the maximum allowable distance to the nearest facility. Furthermore, it is often convenient to compute indicators from the objectives. These indicators give planners information with which to compare the different optimal solutions. For this model formulation, two useful indicators are: the average distance to the nearest facility, $\sum_i P_i D(i,y) / P_T$, and the maximum distance from any sub-area to the nearest facility, $\max_i D(i,y)$.

<table>
<thead>
<tr>
<th>Range of $R'$</th>
<th>Solution</th>
<th>Total Distance</th>
<th>Average Distance</th>
<th>Maximum Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current System</td>
<td>{11,35}</td>
<td>19,630.91</td>
<td>1.6224</td>
<td>4.0000</td>
</tr>
<tr>
<td>Optimal System</td>
<td>$R' \geq 3$</td>
<td>{21,34}</td>
<td>16,798.27</td>
<td>1.3883</td>
</tr>
<tr>
<td>Optimal System</td>
<td>$2.2361 \leq R' &lt; 3$</td>
<td>{31,34}</td>
<td>17,914.33</td>
<td>1.4805</td>
</tr>
</tbody>
</table>

Table 6.1: Results of applying the $p$-median model to the numerical example.

Table 6.1 presents the numerical results of applying the distance constrained $p$-median model to the sample problem described in Section 6.1. Since there are only 300\(^1\) different feasible solutions, it is possible to evaluate both the total distance and the maximum distance for each solution. These values are plotted in Figure 6.2.

With the existing facilities, located at sites 11 and 35, the average distance to a facility is 1.62 km and the maximum distance from any sub-area to a facility is 4 km. The optimal solution to the $p$-median model with no maximum distance constraint placed facilities at locations 21 and 34. For this configuration, the average distance was 1.39 km and the maximum distance was 3 km. Thus, the average distance was reduced by approximately 15% and the maximum distance by 25% when compared to the original facility locations. Since the maximum distance of the optimal solution with no maximum distance constraint is 3 km, \{21,34\} is the optimal solution for $R' \geq 3$. By setting $R'$ slightly less than 3, say 2.99 km, the corresponding optimal solution is \{31,34\} with an average distance of 1.48 km and a maximum distance of 2.24 km. Compared to the existing system, this represents a reduction of 44% in the maximum distance and of 9%.

---

\(^1\)The number of ways of choosing 2 sites out of 25.
Figure 6.2: Plot of efficiency and equity objective values for every possible solution to the example problem. The existing facility configuration is denoted by \{11,35\} while the two non-dominated solutions are \{21,34\} and \{31,34\}. 
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in the average distance. These two solutions are the only non-dominated solutions for the problem, as there are no optimal solutions for $R' < 2.2361$.

Through inspection of Figure 6.2, it is possible to verify that these are the only two non-dominated solutions as these are the only two points that have no solutions that are both to the left of or below them. Furthermore, since this problem has only 300 possible solutions, it is possible to find the optimal solution through enumeration. For real-world problems where there can be a large number of possible solutions, this is obviously not a feasible approach. The next section discusses methods of solving the distance-constrained $p$-median model.

6.2.3 Solution Techniques

The distance-constrained $p$-median problem is also a well-known facility location problem [Khumawala, 1973; Moon and Chaudhry, 1984; Rahman and Smith, 1991; Choi and Chaudry, 1993]. Several different approaches have been suggested for solving this problem. For example, Choi and Chaudry [1993] used a Lagrangian relaxation and a subgradient method in a branch and bound procedure. Their procedure was tested on several $p$-median problems with 30 and 150 demand locations. Although Choi and Chaudry reported good results, their method required up to 56 minutes of computer time$^2$ for these relatively small problems. Therefore, the application of this method for larger problems is questionable in terms of processing efficiency.

Densham and Rushton [1992] use the Interchange (or Teitz and Bart [1968]) heuristic for solving larger distance-constrained $p$-median problems in a microcomputer-based environment. They used allocation tables, candidate strings, and demand strings to exploit the spatial structure of the problem so as to minimize computation, data volume, and data access times. They also noted that when fixed facilities exist, it is possible to further cull the candidate and demand strings so as to reduce storage space and computation time. Detailed descriptions of these strategies which were tested on several different data sets were provided, and for a large 2844 demand location problem with very tight distance constraints, they reported solution times of under three and a half hours on a slow$^3$ microcomputer and 13 minutes on a Sun workstation. Thus, the strategies

---

$^2$On a 486 PC running at 33 MHz. Most instances, however, required less time.

$^3$A 386 PC computer with a clock speed of 20 MHz.
suggested by Densham and Rushton are reasonable for optimizing minimum-distance accessibility.

6.3 Joseph and Bantock Accessibility Measure

In this second formulation, accessibility is measured using the Joseph and Bantock [1982] (J&B) accessibility measure discussed in Section 2.1.2 and in Example 3 of Chapter 3. As opposed to the minimum distance accessibility measure, the J&B model incorporates the effects that attractiveness and congestion of a facility have on accessibility, in addition to considering the effect of distance. Using this measure, the accessibility of a population sub-group \( i \) is defined as

\[
A_i = \sum_j \left( \frac{S_j}{C_j} \right) \exp (-\beta D_{ij})
\]

(6.12)

where \( S_j \) is the size of facility \( j \) and

\[
C_j = \sum_i P_i \exp (-\beta D_{ij})
\]

is the congestion of facility \( j \). By defining the constant

\[
\gamma_i = \exp (-\beta D_{ij}) / C_j
\]

(6.13)

accessibility can be expressed as

\[
A_i = \sum_j \gamma_i S_j.
\]

(6.14)

In the following formulation of the AOP the location configuration of facilities and their allocation of resources are used as decision variables.

6.3.1 Problem Formulation

Assume that there is a total of \( N_D \) current facilities and potential facility sites. The goal of the optimization problem is to determine both the vector of selected facility locations, \( y \), and facility sizes, \( s \). With these decision variables, the accessibility of a
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particular population sub-group \( i \) can be calculated as

\[
A_i = \sum_{j=1}^{N_j} \gamma_{ij}s_{ij}y_j.
\]

As with the minimum distance accessibility measure discussed previously, efficiency and equity objective functions are developed for this problem.

This accessibility measure is based on the random utility model discussed in Chapter 4. Hence, an appropriate efficiency objective is to maximize the total satisfaction of the target population. This objective can be expressed as follows.

\[
Z_S = \sum_i P_i \ln A_i = \sum_i P_i \ln \left( \sum_i \gamma_{ij}s_{ij}y_j \right).
\]

The second objective is the equity objective. One possible measure of the equity is the variance in accessibility of the population, namely,

\[
Z_V = \sum_i P_i (A_i - \bar{A})^2
\]

where, for the J&B measure, the average accessibility is

\[
\bar{A} = \frac{\sum_i P_i A_i}{\sum_i P_i} = \frac{\sum_i P_i \left( \sum_j s_{ij}y_j/C_j \right) \exp (-\beta D_{ij})}{\sum_i P_i} \quad (6.17)
\]

But \( C_j = \sum_i P_i \exp (-\beta D_{ij}) \), therefore

\[
\bar{A} = \frac{\sum_i s_{ij}y_j}{\sum_i P_i} = Q/P_T \quad (6.18)
\]

The average accessibility is the total resource level divided by the total target population.\(^4\) Therefore, the equity objective consists of minimizing the variance in accessibility,

\(^4\)This result also demonstrates why the standard efficiency measure cannot be used, as the total aggregate accessibility is constant for any given level of resources and is not affected by the either the location of facilities or the allocation of resources.
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namely

\[ Z_V = \sum_i P_i \left( \sum_j y_i P_j y_j - Q / P_T \right)^2. \]  

(6.19)

If, for convenience, we replace the maximization of \( Z_S \) with the minimization of \( Z_F = -Z_S \), this optimization model involves minimizing both \( Z_F \) and \( Z_V \). In order to generate efficient or non-dominated solutions for this problem, this multiobjective problem needs to be transformed into a single objective problem. In comparison with the minimum-distance accessibility optimization problem, neither of these objectives has an obvious interpretation for a planning authority. Furthermore, the equity and efficiency objectives are not necessarily of the same order of magnitude.

However, it is possible to standardize the objective functions since both objectives have known lower bounds. For the equity objective, this lower bound, \( Z_V^{MIN} \), occurs when every \( A_i = \overline{A} \) and is obviously zero, corresponding to a completely equitable system with no variance in accessibility. The lower bound for \( Z_F \) can also be found by noting that equation (6.18) implies that \( \sum_i P_i A_i = Q \) and by finding \( A_i \) to minimize \( Z_F \) subject to this constraint. The optimal solution\(^5\) is \( A_i = \overline{A} \) and, consequently, \( Z_F^{MIN} = -P_T \ln \overline{A} \). It is interesting to note that both lower bounds occur with \( A_i = \overline{A} \), namely that accessibility is completely evenly distributed within the target population.

As discussed by Malczewski and Ogryczak [1995], one method of generating non-dominated solutions for a multiobjective problem of this type is to use the weighting method. Moreover, it is possible to calculate standardized weights based on the efficiency and equity of the current system, \( Z_F^{CUR} \) and \( Z_V^{CUR} \), and their respective lower bounds so that

\[ \omega_F = \frac{\omega}{Z_F^{CUR} - Z_F^{MIN}} \quad \text{and} \quad \omega_V = \frac{1 - \omega}{Z_V^{CUR} - Z_V^{MIN}} \]  

(6.20)

where \( \omega, 0 \leq \omega \leq 1 \), represents the relative importance placed on the efficiency objective and, consequently, \( 1 - \omega \) is the weighting of the equity objective. Finally, \( \omega_F \) and \( \omega_V \) are used to calculate a single objective as the weighted sum of the efficiency and equity

\(^5\)Form the Lagrangian \( L = -\sum P_i \ln A_i + \lambda (Q - \sum P_i A_i) \). Set \( \frac{\partial L}{\partial A_i} = -\frac{P_i}{A_i} - \lambda P_i = 0 \) and \( \frac{\partial L}{\partial \lambda} = Q - \sum P_i A_i = 0 \). Solving this set of equations gives \( A_i = Q / \sum P_i = \overline{A} \).
Objectives. Thus, the objective function for this problem is

\[ Z = \omega_F Z_F + \omega_V Z_V. \]

Note that this formulation is convenient for a decision maker as it requires the specification of a single parameter, \( \omega \), that represents the trade-off between efficiency and equity.

With this approach, the overall optimization problem can be expressed as follows:

\[
\begin{align*}
\text{Minimize} & \quad Z = \omega_S Z_F + \omega_V Z_V \\
\text{subject to} & \quad y_j s_j^{\text{MAX}} - s_j \geq 0 \quad j = 1, \ldots, N_D \\
& \quad s_j - y_j s_j^{\text{MIN}} \geq 0 \quad j = 1, \ldots, N_D \\
& \quad \sum_{j=1}^{N_D} s_j \leq Q \\
& \quad y_j \geq Y_j \quad j = 1, \ldots, N_D \\
& \quad y_j \in \{0, 1\} \quad j = 1, \ldots, N_D
\end{align*}
\]

where \( s_j^{\text{MIN}} \) and \( s_j^{\text{MAX}} \) are respectively the minimum and maximum allowable resource levels at candidate facility site \( j \), if a facility is located at that site.

As discussed in the previous chapter, it is possible to partition this optimization problem into the FLS and the RAS by assuming that respectively either \( s \) or \( y \) is fixed. The two subproblems which result from these assumptions are now discussed.

### 6.3.2 The Facility Location Subproblem

The Facility Location Subproblem (FLS) assumes that the resource level of a facility located at a candidate facility site, if a facility is located at that site, is fixed, i.e., \( s_i = s_i = s_i^{\text{MIN}} = s_i^{\text{MAX}} \). Thus, the optimization problem consists of determining the optimal facility locations, \( y \). With this assumption, the FLS can be formulated as the following
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optimization problem.

\[
\begin{align*}
\text{Minimize} \quad & Z = \omega_S Z_F + \omega_V Z_V \\
\text{subject to} \quad & \sum_{j=1}^{N_D} s_j y_j \leq Q \\
& y_j \geq Y_j \quad j = 1, \ldots, N_D \\
& y_j \in \{0, 1\} \quad j = 1, \ldots, N_D.
\end{align*}
\] (6.27, 6.28, 6.29, 6.30)

**Numerical Example**

This section illustrates the FLS, discussed above, applied to the sample problem defined in Section 6.1. The goal is to select the optimal locations for two equally sized facilities. The total facility size is set to 12 100 so that the average accessibility, \( \bar{A} \), is unity. For this problem formulation, the trade-off between equity and efficiency is controlled by the value of the parameter \( \omega \) which ranges from 0 (pure equity) to 1 (pure efficiency). As a result, the minimum possible value of efficiency, \( Z_F^{\text{MIN}} \), is zero, since \( Q/P_T = \bar{A} = 1 \), as is the lower bound for equity, \( Z_V^{\text{MIN}} \). The current values of the two objectives for this system are \( Z_F^{\text{CUR}} = 793.4 \) and \( Z_V^{\text{CUR}} = 1497.5 \). These values were used to standardize the weights using equation (6.20).

As with the \( p \)-median formulation, it is possible to define indicators to assist planners and decision makers in assessing the different non-dominated solutions that are generated when the value of \( \omega \) is varied. One indicator of efficiency is the average satisfaction, \( Z_{AS} \), which is defined as the total aggregate satisfaction divided by the population, \( Z_{AS} = Z_S/P_T \), while a useful indicator of equity is the coefficient of variation of accessibility in the target population, \( Z_{CV} \). The maximum possible value for the efficiency is \( Z_{CV} = \ln (Q/P_T) \) which, in this case, equals 0. The coefficient of variation is defined as the standard deviation of accessibility divided by the mean and this indicator has the advantage that it can be used to compare equity between different systems. Thus, the coefficient of variation of accessibility can be calculated as \( \sqrt{Z_V/P_T} \). Note that, in this case, \( Q/P_T \) equals one so that the coefficient of variation is identical to the standard deviation.

In order to estimate the set of non-dominated solutions of this multiobjective problem, the value of \( \omega \) was varied from zero to one in increments of 0.05. Three different optimal solutions resulted from these twenty-one values of \( \omega \). These solutions are tab-
Table 6.2: Solutions of the facility location subproblem for the numerical example. The percentage improvement values in this table refer to the improvement to the lower bound of each objective.

<table>
<thead>
<tr>
<th>Weight ((\omega))</th>
<th>Solution</th>
<th>Efficiency ((Z_F))</th>
<th>Equity ((Z_V))</th>
<th>Avg. Satis.</th>
<th>Coeff. of Variation</th>
<th>Improvement Eff.</th>
<th>Improvement Eq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min Max</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>{11,35}</td>
<td>793.4</td>
<td>1497.5</td>
<td>-0.0656</td>
<td>0.3518</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.75 1.00</td>
<td>{13,53}</td>
<td>431.10</td>
<td>970.78</td>
<td>-0.0380</td>
<td>0.2751</td>
<td>45.66%</td>
<td>35.17%</td>
</tr>
<tr>
<td>0.20 0.70</td>
<td>{22,44}</td>
<td>441.17</td>
<td>924.45</td>
<td>-0.0365</td>
<td>0.2764</td>
<td>44.40%</td>
<td>38.27%</td>
</tr>
<tr>
<td>0.00 0.15</td>
<td>{12,44}</td>
<td>460.20</td>
<td>915.87</td>
<td>-0.0356</td>
<td>0.2832</td>
<td>42.00%</td>
<td>38.84%</td>
</tr>
</tbody>
</table>

Figure 6.3: Optimal solutions and efficiency-equity trade-off curve for the FLS.

ulated in the fourth, fifth, and sixth rows of Table 6.2 and illustrated in Figure 6.3. The optimal solution was identical to the pure efficiency solution when \(\omega \geq 0.75\). When \(0.2 \leq \omega \leq 0.7\), the optimal location configuration consisted of facilities located in grid cells 22 and 44. This solution was a trade-off between the efficiency and equity solutions with slightly higher than optimal values of both objectives. Finally, the solution was the same as the pure equity solution when \(\omega \leq 0.15\).

For this small problem, it is possible to evaluate the efficiency and equity objectives for each of the 300 feasible solutions; these values are shown in Figure 6.4. One interesting trend visible from this plot is that the two objectives were roughly in agreement, *i.e.*, a solution that had a high value of one objective tended to have a high value of the
other objective. Furthermore, the non-dominated solutions were in a relatively narrow range compared to the objective values of all feasible solutions. This indicates for this small problem that the efficiency and equity objectives are not really conflicting and that a solution that was optimal for one objective was also a good solution for the other.

All of the optimal solutions led to large improvements in both the efficiency and equity objective functions from the existing systems. The corresponding improvement in the average satisfaction was between 42% and 46%, while the reduction in the standard deviation of the accessibility among the target population was between 35% and 40%. Thus, for this problem, the application of the optimization model lead to improvements in both efficiency and equity.

Solution Techniques

As this optimization problem is not a standard facility location model, the standard solution techniques cannot be directly applied. Nevertheless, it is possible to adapt existing heuristic strategies developed for the p-median problem. As mentioned previously, the Interchange (or Teitz and Bart [1968]) heuristic has been used successfully
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in solving relatively large scale p-median problems in a microcomputer-based environment [Densham and Rushton, 1992]. Moreover, Birkin et al. [1995] report good results using a variant of this heuristic applied to a large scale nonlinear facility location model that involves locating retail facilities so as to maximize market share. Given this, the proposed solution method for this problem is based on the Interchange heuristic.

Recall that the Interchange procedure operates on an existing pattern of selected facilities. At each iteration, a single facility is moved to a vacant site as long as this causes a decrease in the objective function. The procedure terminates when there are no possible moves left that cause a reduction in the objective function. For this FLS formulation, the change in accessibility of population group i caused by moving a facility from site \( l \) to a vacant candidate facility site \( k \) is

\[
\Delta A_i^{lk} = \gamma_{ik} S_k - \gamma_{il} S_l.
\]  

(6.31)

Therefore, the change in the objective function caused by this interchange can be expressed as

\[
\Delta Z_{lk} = -\omega_S \sum_j P_j \ln \left( \frac{A_i + \Delta A_i^{lk}}{A_i} \right) + \omega_V \sum_j P_j \Delta A_i^{lk} \left( 2A_i - 2\overline{A} + \Delta A_i^{lk} \right),
\]  

(6.32)

where \( A_i \) is the unmodified accessibility defined in equation (6.14) and \( \overline{A} \) is computed with (6.18). Note that calculating the change in the objective function values does not require the recomputation of the accessibility values. Furthermore, after the interchange, the new accessibility values are equal to \( A_i + \Delta A_i^{lk} \). This suggests the following heuristic procedure.

1. Given a feasible initial solution \( y \), compute \( A_i \), the initial accessibility values.

2. Set \( k \) to the first vacant candidate facility site, where \( y_k = 0 \), and initialize the number of interchanges for this iteration, \( N_t \), to zero.

3. For each selected facility site, \( l \), that is not a required location\(^6\) and is a feasible interchange with \( k \) (i.e., \( y_k = 1 \), \( Y_k = 0 \) and \( \sum_j y_j S_j + S_k - S_l \leq Q \)), calculate \( \Delta A_i^{lk} \) and \( \Delta Z_{lk} \) according to equations (6.31) and (6.32) respectively.

\(^6\)Recall that a required location has a 1 in the required locations vector. This indicates that any feasible solution to the FLS must have a facility located at that site.
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4. If \( \Delta Z_{\ell k} < 0 \) where \( \ell' = \arg \min \Delta Z_{\ell k} \), then set \( y_k \leftarrow 1, y_{\ell'} \leftarrow 0 \), increment \( N_t \), and update \( A_i \leftarrow A_i + \Delta A_i^{\ell k} \).

5. If \( k < N_D \) then increment \( k \) to the next vacant candidate facility site and go to step 3.

6. If \( N_t = 0 \) (i.e., there were no interchanges during this iteration) then terminate the heuristic, otherwise go to step 2.

The Add and Drop heuristics can also be easily derived for this FLS formulation with the appropriate substitutions into equations (6.31) and (6.32). This allows for a similar strategy to what is often used for the \( p \)-median problem, namely applying the heuristics in combination with the Interchange heuristic. Thus, the heuristic methods provide a flexible framework for generating “solutions” to the FLS formulation. However, the FLS assumes that the allocation of resources to a particular site is fixed. The question of allocating resources among existing facilities, examined by the RAS, is discussed in the next section.

6.3.3 The Resource Allocation Subproblem

The resource allocation subproblem assumes that no facilities are opened or closed (i.e., \( y \) is fixed) and determines the optimal allocation of resources among the existing facilities. With this assumption, the RAS can be formulated as follows.

Minimize \[ Z = \omega_S Z_F + \omega_V Z_V \]  \hspace{1cm} (6.33)

subject to \[ \sum_{i=1}^{N_D} s_i^{\ell} \leq Q \]  \hspace{1cm} (6.34)

\[ s_j^{\text{MIN}} \leq s_j \leq s_j^{\text{MAX}} \hspace{1cm} j = 1, \ldots, N_D. \]  \hspace{1cm} (6.35)

This is a nonlinear programming problem with a convex feasible region defined by one linear constraint and by simple bounds on every variable. For the RAS, it is important to note that there are \( N_D \) continuous decision variables and no binary variables. Thus, this problem lacks the combinatorial aspects of the AOP and the FLS and can be solved with standard nonlinear optimization methods (see, for example, [Gill et al., 1981; Luenberger, 1984] for a thorough discussion of these methods).
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Numerical Example

The RAS, as applied to the sample problem outlined in Section 6.1, consists of determining the optimal sizes of the existing facilities located at grid cells 11 and 35. For this problem, the decision variables representing the facility sizes are denoted by $s_{11}$ and $s_{35}$. As before, the maximum total facility size, $Q$, is 12 100 and, consequently, the average accessibility, $\bar{A}$, is 1. Figure 6.5 illustrates this problem with a three-dimensional surface plot and contour diagrams for both the efficiency and equity objectives. Note that the original efficiency objective, $Z_s = -Z_F$, is plotted as the efficiency surface to enhance the legibility of its surface plot. The axes of the plane, labelled $s_{11}$ and $s_{35}$, represent the sizes of the two facilities. The vertical axis represents the value of the corresponding objective in arbitrary units. Finally, the diagonal line on the two contour diagrams represents $s_{11} + s_{35} = 12$ 100 and, with the non-negativity constraints, defines the feasible region for this problem as the triangle below and to the left of this line.

The minima of the efficiency objective, $Z_F$, and equity objective, $Z_{1\gamma}$, are indicated on the two contour diagrams, as are the corresponding optimal facility sizes, $s_{11}'$ and $s_{35}'$. The objective weights were calculated as in the previous example. In order to examine the efficiency-equity trade-off, $\omega$ was varied from zero (pure equity) to one (pure efficiency) in increments of 0.1. These values are also shown in Table 6.3.

One interesting point to note in Table 6.3 is that the total size for the optimal solution for $\omega \leq 0.1$ is less than the maximum allowable size. In fact, for the pure equity case, the total facility size is only 10 840 compared to the limit of 12 100. Thus, the optimal solution for the pure equity case allocates fewer than the total available resources. However, this objective does not measure the actual variance in the accessibility because the average accessibility, $\bar{A}$, was fixed at one. The true minimum of the equity objective would occur when $s = 0$, i.e., when no resources are allocated to any facility. This is a perfectly equitable solution as the system is equally accessible (completely inaccessible) to every member of the target population. Nevertheless, this is neither a desirable nor a reasonable solution to the problem.

The logical conclusion from these results is that this problem is misspecified. One way to correct this misspecification is to modify constraint (6.34) to be an equality con-

\footnote{For the situation where constraint (6.34) is an inequality constraint. The equality-constrained sub-problem is discussed subsequently.}
Figure 6.5: Three-dimensional surfaces and contours of the efficiency and equity objectives.
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<table>
<thead>
<tr>
<th>Weight ( \omega )</th>
<th>Efficiency ( Z_F )</th>
<th>Equity ( Z_V )</th>
<th>Avg. Satis.</th>
<th>Coeff. of Variation</th>
<th>Improvement Eff.</th>
<th>Eq.</th>
<th>Facility Sizes ( s_{11} )</th>
<th>( s_{35} )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>793.4</td>
<td>1497.9</td>
<td>-0.0656</td>
<td>0.3518</td>
<td>-</td>
<td>-</td>
<td>6050</td>
<td>6050</td>
<td>12100</td>
</tr>
<tr>
<td>0.0</td>
<td>2070.1</td>
<td>1259.9</td>
<td>-0.1711</td>
<td>0.3227</td>
<td>-167.98%</td>
<td>13.74%</td>
<td>4875</td>
<td>5965</td>
<td>10840</td>
</tr>
<tr>
<td>0.1</td>
<td>852.4</td>
<td>1381.4</td>
<td>-0.0704</td>
<td>0.3379</td>
<td>-10.35%</td>
<td>5.43%</td>
<td>5374</td>
<td>6613</td>
<td>11987</td>
</tr>
<tr>
<td>0.2</td>
<td>738.9</td>
<td>1406.5</td>
<td>-0.0611</td>
<td>0.3409</td>
<td>4.35%</td>
<td>3.70%</td>
<td>5407</td>
<td>6693</td>
<td>12100</td>
</tr>
<tr>
<td>0.3</td>
<td>738.5</td>
<td>1406.8</td>
<td>-0.0610</td>
<td>0.3410</td>
<td>4.41%</td>
<td>3.69%</td>
<td>5387</td>
<td>6713</td>
<td>12100</td>
</tr>
<tr>
<td>0.4</td>
<td>738.0</td>
<td>1407.2</td>
<td>-0.0610</td>
<td>0.3410</td>
<td>4.46%</td>
<td>3.66%</td>
<td>5365</td>
<td>6735</td>
<td>12100</td>
</tr>
<tr>
<td>0.5</td>
<td>737.6</td>
<td>1407.8</td>
<td>-0.0610</td>
<td>0.3411</td>
<td>4.51%</td>
<td>3.61%</td>
<td>5341</td>
<td>6759</td>
<td>12100</td>
</tr>
<tr>
<td>0.6</td>
<td>737.2</td>
<td>1408.7</td>
<td>-0.0609</td>
<td>0.3412</td>
<td>4.56%</td>
<td>3.55%</td>
<td>5314</td>
<td>6786</td>
<td>12100</td>
</tr>
<tr>
<td>0.7</td>
<td>736.9</td>
<td>1410.0</td>
<td>-0.0609</td>
<td>0.3414</td>
<td>4.61%</td>
<td>3.47%</td>
<td>5285</td>
<td>6815</td>
<td>12100</td>
</tr>
<tr>
<td>0.8</td>
<td>736.6</td>
<td>1411.6</td>
<td>-0.0609</td>
<td>0.3416</td>
<td>4.65%</td>
<td>3.35%</td>
<td>5252</td>
<td>6848</td>
<td>12100</td>
</tr>
<tr>
<td>0.9</td>
<td>736.4</td>
<td>1413.9</td>
<td>-0.0609</td>
<td>0.3418</td>
<td>4.67%</td>
<td>3.20%</td>
<td>5215</td>
<td>6885</td>
<td>12100</td>
</tr>
<tr>
<td>1.0</td>
<td>736.3</td>
<td>1416.9</td>
<td>-0.0609</td>
<td>0.3422</td>
<td>4.68%</td>
<td>2.99%</td>
<td>5174</td>
<td>6926</td>
<td>12100</td>
</tr>
</tbody>
</table>

Table 6.3: Objective function values and allocations for the resource allocation subproblem with inequality constraint.

This constraint will then ensure that the total facility size is equal to the maximum allowable level of resources. Thus, the feasible region for the equality-constrained problem is along the diagonal line \( s_{11} + s_{35} = 12100 \), as illustrated in the contour diagrams of Figure 6.5. The optimal pure equity solution for the equality-constrained problem must lie on this line and, consequently, is at the point labelled \( Z_F^* \). Table 6.4 contains the results of re-evaluating the efficiency-equity trade-off curve for the equality-constrained problem.

In contrast to the inequality-constrained problem, the range of the objective functions is much more restricted. The difference in average satisfaction and the standard deviation of accessibility at the pure equity and pure efficiency solutions is less than 0.5%. Hence, the efficiency and equity solutions are in fairly close agreement. Nevertheless, the efficiency objective was reduced by slightly over 4% and the equity objective by around 3.5% from the initial equally-weighted solution. This indicates that, for this sample problem, it was possible to make at least modest gains in the average satisfac-
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<table>
<thead>
<tr>
<th>Weight $\omega$</th>
<th>Efficiency $Z_F$</th>
<th>Equity $Z_V$</th>
<th>Avg. Satisf.</th>
<th>Coeff. of Variation</th>
<th>Improvement Eff.</th>
<th>Eq.</th>
<th>Facility Sizes $s_{11}$</th>
<th>$s_{23}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>739.7</td>
<td>1406.3</td>
<td>-0.0611</td>
<td>0.3409</td>
<td>4.24%</td>
<td>3.72%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>739.3</td>
<td>1406.4</td>
<td>-0.0611</td>
<td>0.3409</td>
<td>4.30%</td>
<td>3.71%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>738.9</td>
<td>1406.5</td>
<td>-0.0611</td>
<td>0.3409</td>
<td>4.35%</td>
<td>3.70%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>738.5</td>
<td>1406.8</td>
<td>-0.0610</td>
<td>0.3410</td>
<td>4.41%</td>
<td>3.69%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>738.0</td>
<td>1407.2</td>
<td>-0.0610</td>
<td>0.3410</td>
<td>4.46%</td>
<td>3.66%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>737.6</td>
<td>1407.8</td>
<td>-0.0610</td>
<td>0.3411</td>
<td>4.51%</td>
<td>3.61%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>737.2</td>
<td>1408.7</td>
<td>-0.0609</td>
<td>0.3412</td>
<td>4.56%</td>
<td>3.55%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>736.9</td>
<td>1410.0</td>
<td>-0.0609</td>
<td>0.3414</td>
<td>4.61%</td>
<td>3.47%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>736.6</td>
<td>1411.6</td>
<td>-0.0609</td>
<td>0.3416</td>
<td>4.65%</td>
<td>3.35%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>736.4</td>
<td>1413.9</td>
<td>-0.0609</td>
<td>0.3418</td>
<td>4.67%</td>
<td>3.20%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>736.3</td>
<td>1416.9</td>
<td>-0.0609</td>
<td>0.3422</td>
<td>4.68%</td>
<td>2.99%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: Objective function values and allocation for the equality-constrained resource allocation subproblem.

Solution Techniques

This resource allocation subproblem has a specific form that allows for its efficient solution. The objective function, $Z$, is a smooth or twice-continuously differentiable function. For

$$\gamma_i^T = [\gamma_{i1}, \ldots, \gamma_{iN_d}]$$

the gradient vector, $g$, of $Z$ is equal to

$$g = \sum_i P_i [-\omega_S/A_i + 2\omega_V (A_i - \overline{A})] \gamma_i$$
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while the Hessian matrix (the matrix of second partial derivatives) is

$$ H = \sum_i \kappa_i \gamma_i \gamma_i^T $$

(6.39)

where \( \kappa_i = P_i (\omega_S/A_i + 2\omega_V) \) is defined for notational convenience. Since \( P_i \) and \( \omega_S + \omega_V \) are positive, \( \kappa_i \) is also positive. However, note that the gradient vector and the Hessian matrix contain \( A_i^{-1} \) terms and therefore become undefined if \( A_i = 0 \) for any \( i \).

Since the Hessian matrix is positive semi-definite\(^8\), the objective function is convex. Therefore, any local minimum within the feasible region of the problem is also a global minimum of the constrained problem [Luenberger, 1984, p. 181]. Moreover, this property can often be strengthened because if the vectors \( \gamma_i \) span \( \mathbb{R}^{N_0} \), then the Hessian matrix is positive definite\(^9\), in which case the optimization problem has a single unique global minimum. Due to these properties, this optimization problem can be considered a well-behaved problem as long as \( A_i > 0 \). If \( A_i = 0 \) for any \( i \) and \( \omega_S > 0 \), then the objective function, the gradient vector, and the Hessian matrix are undefined. However, \( A_i = 0 \) can only occur in two situations. First, if \( \gamma_i = 0 \), then this sub-group can be removed for the problem as the RAS cannot improve accessibility for sub-groups that are out of range of every facility. The second situation occurs when \( \sum_j \gamma_j \beta_j = 0 \) and \( \gamma_i \neq 0 \). This situation can be remedied by defining the lower bound on the allocation of resources to be positive so that \( s_i^{\text{MIN}} > 0 \). Of course, computational problems may occur if \( A_i \) is very small.

A good solution method for this convex problem is a constrained form of Newton's method. Given a feasible starting point, \( s^{(0)} \), set \( \ell \leftarrow 0 \), and repeat the following steps:

1. Terminate the algorithm if convergence conditions are satisfied at \( s^{(\ell)} \). These convergence conditions test whether \( s^{(\ell)} \) is a constrained minimum of the FLS (see, for example, [Gill et al., 1981, p. 308]).

2. Compute the search direction \( p^{(\ell)} \). The search direction can be found by minimizing a quadratic model based on the Taylor-series expansion of the objective function about the current point, \( s^{(\ell)} \). The search direction is the solution to the

\(^{8}\)For any vector \( x \in \mathbb{R}^{N_0} \), \( x^T H x = \sum \kappa_i (\gamma_i^T x)^2 \geq 0 \), so that the matrix is positive semi-definite by definition. See Gill et al. [1984] for a further discussion on the definiteness of a matrix and its implications in optimization.

\(^{9}\)Since the vectors span \( \mathbb{R}^{N_0} \), \( \gamma_i^T x > 0 \) at least once for \( x \in \mathbb{R}^{N_0} \), \( x \neq 0 \). Therefore \( x^T H x > 0 \) and thus, by definition, the Hessian is positive definite.
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following constrained Quadratic Programming (QP) problem.

\[
\text{Minimize } \begin{array}{c}
p^{(t)}^T g\left(s^{(t)}\right) + \frac{1}{2} p^{(t)}^T H \left(s^{(t)}\right) p^{(t)} \\
\end{array} 
\]

subject to

\[
\begin{array}{c}
\sum_j p_j^{(t)} = 0 \\
S_j^{\text{MIN}} - s_j^{(t)} \leq p_j^{(t)} \leq S_j^{\text{MAX}} - s_j^{(t)} \\
\end{array} 
\]  

\[ j = 1, \ldots, N_D. \]

Since the Hessian matrix is positive semi-definite, this constrained QP problem possesses a minimum which can be computed efficiently [Gill et al., 1981, p. 177].

3. Calculate the step length \(0 < \theta^{(t)} \leq 1\) so that there is a "sufficient decrease" in the objective function \(Z\). The calculation of \(\theta^{(t)}\) is discussed further below.

4. Set \(s^{(t+1)} = s^{(t)} + \theta^{(t)} p^{(t)}, \ell \leftarrow \ell + 1\), and go back to step 1.

As noted by Gill et al. [1981, p. 100], there must be a "sufficient" decrease in the objective function in order to ensure that the model algorithm, outlined above, converges. One way of meeting this condition is to ensure that the step length satisfies the Goldstein-Armijo principle\(^{10}\):

\[
0 < -\mu_1 \theta g(s)^T p \leq Z(s) - Z(s + \theta p) \leq -\mu_2 \theta g(s)^T p 
\]

where \(0 < \mu_1 \leq \mu_2 < 1\). Thus, one method of calculating the step length would be to set \(\theta\) to be the first member of the sequence \(1, 0.5, 0.25, \ldots\) which satisfies (6.43). Further details on step length algorithms can be found in Gill et al. [1981].

If the objective function consists of only the equity objective, \(i.e., \omega_S = 0\), then the Hessian matrix is constant and the quadratic model of this function is exact. Thus, solving the quadratic model, defined by equations (6.40) to (6.42), and using a step length of 1 yields the exact solution to the original problem and the procedure terminates after one iteration. Thus, in comparison to the facility location subproblem, this optimization problem can be solved efficiently, particularly for the equity-only case.

\(^{10}\)The iteration counter \((\ell)\) has been omitted for notational convenience.
6.4 Summary

This chapter provided two specific examples of the Accessibility Optimization Problem (AOP) for the minimum distance accessibility measure and the Joseph and Bantock [1982] accessibility measure. The properties of the derived optimization models are explored using a small sample problem.

The first example used one of the simplest accessibility measures, namely the minimum-distance accessibility measure. For this measure, accessibility is based only on the distance to the nearest facility and does not consider the effect of resource levels on accessibility. Consequently, the RAS is not appropriate for this accessibility measure and the AOP is equivalent to the FLS. An efficiency objective based on maximizing the total accessibility and an equity objective consisting of maximizing the minimum accessibility were derived. Using these objectives, the AOP can be shown to be equivalent to the distance-constrained p-median problem.

The second example used the Joseph and Bantock [1982] accessibility measure to develop a more complicated optimization model. This measure is influenced by the distances to facilities and by their size or resource levels as well as by the potential demand on the facilities. Both an efficiency measure, based on maximizing the aggregate satisfaction, and an equity measure, which minimizes the variance in accessibility, were developed for this model. A FLS formulation and a RAS formulation were then applied to the example problem to examine the effects on efficiency and equity of relocating facilities and of modifying facility sizes. A modified Interchange heuristic was proposed for the FLS location subproblem, while a constrained Newton's method algorithm was proposed for the RAS.

The optimization models developed in this chapter were demonstrated on a small sample problem. Although this problem was convenient to illustrate these models, it is important to illustrate their application on a real-world data set. The next chapter applies these accessibility measures to a data set of greater complexity than the example problem to evaluate accessibility to health care services. This application focuses on the accessibility of women in the fertile age cohort to family planning services in the Central Valley of Costa Rica.
Chapter 7

Applying Accessibility Evaluation and Optimization Models

This chapter applies the accessibility measures and optimization models presented in the previous chapter to examine the accessibility of women in the fertile age cohort to family planning services in the Central Valley of Costa Rica. Three types of health care facilities offer family planning, namely, hospitals, clinics, and health centres. To accommodate these three distinct types of health care facilities, the optimization models and solution techniques developed in previous chapter are modified to consider this three-level service hierarchy. Further, the population of the study area is partitioned into three sub-groups based on area of residence: urban, suburban, and rural. With these three sub-groups, it is possible to examine differential accessibility among these groups and, moreover, to examine the impacts that the optimal solutions have on the accessibility.

The objective of this chapter is to test empirically the proposed accessibility optimization models using real world data. Consequently, the main emphasis is on applying the models using different sets of parameters. Two optimization scenarios are applied to the data set for each optimization model. The first scenario determines a fully optimized configuration or resource allocation of the existing system. A second scenario applies the optimization models to determine where additional resources or facilities should be located.

The next section describes the context of this problem and describes the specific study area and the associated geographic data layers. Next, the implications that this
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Data set has on the optimization models is examined. The subsequent sections apply the models to these data. First, the minimum distance accessibility of the study area is examined and the two optimization scenarios are applied using a distance-constrained p-median model. Next, the Joseph and Bantock [1982] model is considered. Data from the 1992 Costa Rican Reproductive Health Survey are used to calibrate this model. The results of this calibration are then used to evaluate the accessibility of family planning services in the Central Valley. Finally, both the Facility Location Subproblem (FLS) and the Resource Allocation Subproblem (RAS) formulations, discussed in the previous chapter, are applied for both optimization scenarios.

7.1 Accessibility to Family Planning Services in the Central Valley of Costa Rica

Although fertility in Central America is on the decline in general through changes in reproductive behaviour, including increased use of contraception and family planning [Guzman, 1992], socio-economic segregation of the population and the geographic concentration of poor households into service-poor communities is now a widespread phenomenon throughout the region. Rural-urban migration has changed the traditional child-bearing and domestic roles of women through their increased participation in the formal and informal urban labour markets.

However, in countries such as El Salvador and Nicaragua, which are in the early stages of demographic transition, fertility rates are still high and women bear on average more than 4.5 children during their fertile years. In more economically advanced countries, such as Costa Rica, fertility rates and average family sizes are more in line with the developed world. Evidence, assembled by CELADE [1992] and Chakiel and Martinez [1992], indicates that fertility in all countries in the region is much higher in rural than urban areas, as contraceptive use and family planning practices are less prevalent and availability of health care is generally poor.

Current accessibility, both geographic and socio-economic, of maternal health care and family planning (MHC/FP) services is now better overall than ever before in most Central American countries but, as with many other goods and services, health care access and use remains highly variable, especially in rural areas. It is estimated by ECLAC [1992] that 130 million people throughout the whole of Latin America do not
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Figure 7.1: Geographic extent of the study area.

have even minimally acceptable access to health services and, of this number, 90 million are women of child-bearing age and children.

The accessibility evaluation and optimization models discussed previously are applied to a data set that pertains to the provision of family planning services in the Central Valley of Costa Rica. Although the boundary of the Central Valley is loosely defined and does not correspond to any official or aggregate administrative district, the base area for this analysis is a spatial data set consisting of the geographic boundaries of 209 distritos (districts) in the Central Valley, which, at the time of the 1984 census (shown in Figure 7.1), had a total census population of 1,456,614. The East-West extent of the study region is approximately 150 km while the North-South extent is about 100 km and the total area contained is 4,935 square kilometres.

The base year for the analysis was chosen to be 1992, the year of the most recent Reproductive Health Survey [CCSS, 1994]. However, 1984 is the most recent year for
which census data are available. The number of women in the fertile age cohort in 1992 were estimated from the population of women aged 7 to 41 in 1984. These estimates ignore the effects of births, deaths, and migrations. Neglecting births and deaths has a minimal impact on the estimates⁴.

A more critical issue in this context is the effect of migration. Migration can have a potentially large impact on the distribution of population. The study area includes the city of San José, not only the capital city of the country, but also the largest city. ECLAC [1993] provides information that the San José metropolitan area grew at an annual rate of 4.21% from 1970 to 1990 compared with a growth rate of 2.77% for the country as a whole. Thus, San José is a likely destination for in-migration from rural areas of the country. Further, a large proportion of the in-migrants to the San José region are likely to be in the 15 to 30 year old portion of the target population. It is highly likely, therefore, that there is a substantial underestimation of the target population in the outer suburbs of San José, where population growth is taking place, due to the higher mobility of a portion of target population and the effect of in-migration. Unfortunately, it was not possible to obtain more recent population estimates as the population figures at the distrito level produced by the Costa Rican Census Department between census years also ignore the effects of migration (for example, see Dirección General de Estadísticas y Censos [1992]). Nevertheless, as mentioned previously, the main objective of this chapter is to illustrate the application of the accessibility evaluation and optimization models and not to perform a comprehensive examination of accessibility in the study area. Therefore, although these estimation errors undoubtedly influence the accessibility evaluation and optimization analyses, this data set more than suffices for illustrating the models.

7.1.1 Population

The first data layer in this data set was the base population layer. The base population for this analysis was taken to be women in the fertile age cohort in 1992, defined by the CCSS [1994] as 15-49 year olds. These women were further partitioned into three mutually exclusive and exhaustive sub-groups by their area of residency, namely urban, suburban, or rural. These three population groups were identified in order to

⁴People born since 1984 are not included in the 1992 fertile cohort and the death rate for this age group is low. The life expectancy for women in Costa Rica in 1985-90 is 77 years [Ross et al., 1992].
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Population Distribution in the Study Area

![Map showing population distribution in the study area]

Figure 7.2: Distritos in the Central Valley of Costa Rica with the estimated number of women in the fertile age cohort in 1992 partitioned by area of residency. The spot charts are located at the approximate demographic centroid of each distrito.

examine the existing family planning accessibility levels and assess the impact of the optimization models on differential geographic accessibility.

The population counts of urban, suburban, and rural women aged 7 to 41 (in 1984) in each distrito as well as a distrito identifier were extracted from the Costa Rican census database and, as mentioned previously, were used as estimates of women in the fertile age cohort in 1992. Using these estimates, 283 107 women resided in urban areas, 32 319 in suburban areas, and 151 268 in rural areas for a total of 466 694 women. The number of women in each distrito varied from a minimum of 66 to a maximum of 17 189. These population figures were linked to the equivalent distrito polygon in the distrito layer of a Geographic Information System (GIS) database. The spatial distribution of women in the fertile age cohort within the study area is shown in Figure 7.2. As expected, the main population concentration is around the capital city of San José with smaller concentrations in Alajuela, Heredia, and Cartago.
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The definitions of the urban, suburban, and rural population groups were derived from an external variable in the 1984 census relating to zone of residence. In the census, the settlement pattern of each segmento\(^2\) was classified as one of urban, suburban, concentrated rural, or dispersed rural. As the locations of the segmentos were not available for this analysis, the total population of each distrito was obtained in the three population groups (with the two rural classes merged into one group). The definitions used by the census authority to generate these classification were not available, however, as shown in Figure 7.2, the main concentration of urban populations are in the major cities while the suburban population is concentrated around the periphery of San José. Again, it should be noted that the population of women in the fertile age groups within these peripheral areas is most likely substantially higher that the estimates due to the effects of in-migration.

Nevertheless, there are always uncertainty and questions of accuracy when dealing with secondary data. For example, the suburban population is relatively small when compared to the two other population groups. It is unclear why the suburban population is so small since it is not known how there population groups were defined by the Costa Rican census authority. This could be related to the actual settlement pattern or could be a result of the definitions used. In lieu of using the census definitions, it could be possible to define these three classes by the population density.

Each distrito, especially at the periphery of the study area, describes a fairly large, irregularly-shaped, and non-homogeneous geographic area that has the potential for a high level of spatial aggregation error as discussed in Chapter 4. The smallest distrito had an area of 0.75 km\(^2\) while largest was 664 km\(^2\). The average area is 23.6 km\(^2\) and the median area is 8.86 km\(^2\). Furthermore, the peripheral distritos not only vary widely in area but are located in relatively sparsely populated mountainous regions. Given this variation in area among the distritos, the level of spatial aggregation can vary widely between distritos. The cumulative effect of this variation is to produce potentially larger errors in measuring the distances between service consumers and the service supply points. Without appropriate adjustment, this error can render the results of an accessibility analysis, using such spatially aggregated data, virtually meaningless.

In order to overcome these difficulties, the approach proposed in Chapter 4 was used and the irregularly shaped polygons were transformed to a raster or regular grid-

\(^2\)The census division underneath distrito and containing approximately 200 people.
cell-based representation of the target population. As mentioned previously, there are two advantages to this approach. First, each grid-cell has the same size and shape, which has the tendency to reduce the variation in aggregation error between grid-cells. Second, the size of the grid-cells can be chosen so as to achieve a desired level of accuracy. For this analysis, a 750 metre square grid-cell is used. From equation (4.12), the error bound in estimating distance using a 750 metre grid-cell is 0.287 km for the minimum distance accessibility measure. Similarly from equation (4.24), the error bound in the estimation of the distance deterrence, $F_k^A$, with a raster of this area is bounded by

$$0.8676 \leq F_k^A \leq 1.1559$$

with a decay parameter of 0.5. Thus, the maximum error in calculating distance deterrence is approximately 15%.

The population points for the distrito polygon to grid disaggregation were obtained by estimating a demographic centroid for each distrito. For the majority of distritos, this was taken to be its centroid. However, in the large distritos at the periphery of the study area, these points were located near the major town or populated area in that distrito. The spot charts in Figure 7.2 are centred on these population points. Since no information of the land use for the grid-cells was available, the population propensity, discussed on page 100 in Section 4.3.2, for each cell was unity as was the $\alpha$ parameter. Finally, the maximum radius of the "window" in the disaggregation procedure, $R$, was set to 5.5 km, which is approximately equal to the diameter of a circle of area 23.6 km$^2$, the average area of the 209 distritos. This window approximates the distance between the centroids of two adjacent circular distritos. The distrito polygons were used to adjust the urban, suburban, and rural populations to ensure that the total population of the grid-cells within a particular distrito matched the distrito population. It should be emphasized, however, that although the level of potential spatial aggregation error is reduced, the population counts at the grid-cell level are only estimates. It is likely that the actual population counts vary substantially from these estimates.

This procedure resulted in a subsequent grid-cell data layer consisting of 5028 populated grid cells, illustrated in Figure 7.3. Although errors in grid populations undoubtedly exist in the database, nonetheless, it provides a reasonable approximation to the actual population distribution, in lieu of more spatially disaggregate population data, for the purposes of testing the models.
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Estimated Population Grid

Figure 7.3: Total number of women in the 1992 fertile age cohort disaggregated to a 750 metre grid.

7.1.2 Facilities

The second data layer contains information on the spatial distribution of the service providers. The public sector is the main provider of family planning in Costa Rica through hospitals and clinics provided by the Department of Social Security (CCSS) and through health centres and health posts run by the Ministry of Health. These facilities provide over 75% of modern contraception in Costa Rica [Rosero, 1995].

The service provider data layer consists of 120 delivery points of public family planning services, coded by type of facility, located within the geographic boundary of the study area. This layer contains the geographic locations of 14 hospitals and 58 clinics run by the CCSS, and 48 health centres run by the Costa Rican Ministry of Health. Private sector sources of health service supply, such as pharmacies and private physicians, were not included in these data. Further, health posts, run by the Ministry of Health were also excluded as they provide few family planning services [Rosero, 1995].
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Health Care Facilities in the Study Area

Figure 7.4: Locations of service delivery points in the study area.

locations of the 120 service delivery points are shown in Figure 7.4.

The number of annual hours of family planning service consultations in 1992 were obtained for each of the 120 facilities from Dr. Luis Rosero of the University of Costa Rica, based on unpublished data on outpatient consultations. These figures were used as a surrogate for the resource availability at a facility required for the Joseph and Bantock accessibility measure.

7.1.3 Road Network

The third geographic data layer consists of the road network in the study area. All roads in rural areas and major urban roads within the study area were digitized and coded by road type from 1:50,000 topographical map sheets obtained from the National Geographic Institute of Costa Rica. In order to connect the network, roads that ran between sections of the study area but outside its boundary were also digitized and coded. This road network shown in Figure 7.5 was used to calculate estimated travel
In order to estimate travel times, the different road types were weighted by an average speed. These speeds were consistent with those proposed by Entwisle et al. [1995] in estimating accessibility to family planning services in Thailand. Paved roads with two or more lanes were assigned a speed of 32 km/h. Paved roads with 1 lane and loose surface roads with two or more lanes were assigned a speed of 24 km/h while loose surface roads of only one lane were assigned a speed of 16 km/h. Finally, distances off the road network were assumed to be traversed at a speed of 8 km/h.

Since neither the grid-cells nor the service provider locations were constrained to lie exactly on the road network, the following procedure, illustrated in Figure 7.6, was used to calculate travel times. For each populated grid-cell and facility location, the straight line distance to, and the location of, the nearest point on the road network was found (indicated in Figure 7.6 as distance A and distance B respectively). A second straight line distance (distance C), between each grid-cell/facility pair, was also calculated. If distance C was found to be less than the total of the distance A plus distance B, then
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Figure 7.6: Example of calculation of travel times.

the distance C was used to calculate the travel time. Otherwise, the network distance between the locations on the road network nearest the grid-cell and the facility (distance D) was calculated and the total travel time was set to the appropriately weighted sum of distances A, B, and D.

7.2 Implications for Accessibility Modelling

As with any real-world data set, there are several issues relating to the accessibility measures and accessibility optimization models that require further examination. Specifically, the organization of the health care delivery system and the size of the data set both affect how the accessibility models are applied.

For this study area, the health care delivery system consists of three types of facilities, namely, hospitals, clinics, and health centres. The accessibility models should incorporate this organizational structure since different services are offered at the different types of facilities. For example, surgical sterilization is offered typically only at hospitals [CCSS, 1991], while the family planning methods available at health centres consist mainly of oral contraception, condoms, and IUDs [Ministerio de Salud, 1991]. To incorporate this information, these three types of facilities are arranged into a three-level successively-inclusive service hierarchy such as those described by Hodgson [1988] and Oppong [1992] and discussed in Section 2.3.1. Level A services, such as surgical sterilization, are offered only at hospitals. Level B services, such as injectables and diaphragms, are offered at both hospitals and clinics, while level C services, such as oral contraception, condoms, and IUDs are offered at all three facility types.

Although, the accessibility models discussed in this thesis have for the most part only considered a unitary level of service, they can be easily generalized to a three-level
service hierarchy. For evaluating accessibility, this implies calculating three interrelated accessibility values for each grid cell: level A accessibility to hospitals only, level B accessibility to hospitals and clinics, and, finally, level C accessibility to all three types of facilities. It is also possible to incorporate this service hierarchy into the accessibility optimization models using either the bottom-up or top-down approach discussed in Chapter 2.

A further and important issue relevant to the facility location accessibility optimization models is the set of candidate facility sites within the study area. The road intersections or nodes on the digitized road network were initially selected as the candidate facility sites. However, using all the nodes resulted in there being over 2400 candidate sites and this led to solution times of over twenty-four hours for some of the models. To reduce these solution times, a reduced set of 611 candidate facility sites was selected from the road network shown in Figure 7.5. This set consisted of a random selection of 50% of the nodes in the San José region and 20% of the nodes in the remainder of the study area. This distribution was biased to account for the fact that the road network contained only major urban roads and omitted other streets.

Clearly, the set of candidate facility sites used for the location models directly influences the sites selected by the model, as well as the value of the optimization objectives. As well, heuristic, rather than exact, solution techniques for the facility location models may yield suboptimal solutions. As discussed in Chapter 6, the facility location models are NP-hard and, consequently, there are no known efficient solution techniques to find the optimal solution to problems of this type. Second, the main goal of applying these models is to illustrate their potential usefulness as exploratory tools for finding potential strategies for improving accessibility. Typically, a heuristic solution simply underestimates the potential improvement in efficiency and equity. To simplify the discussion that follows, these heuristic solutions will be called optimal solutions.

Despite these qualifications, the application of these models can provide a wealth of useful information about the nature of the current accessibility of fertile women to family planning services in the study area as well as producing solutions which can improve on both the equity and efficiency of the distribution of these services.

\[^3\text{Calculated on a 166 MHz Pentium with 32 Megabytes or memory.}\]
7.3 Minimum Distance Accessibility

Recall that minimum distance accessibility is defined as the distance to the nearest facility. This distance is measured using both straight line distances and estimated travel times calculated using the procedure discussed previously. Further, three levels of accessibility are considered.

First, the accessibility of urban, suburban, and rural women in the fertile age cohort to all three levels of service is examined. Next, the distance-constrained \( p \)-median model is applied for two different planning scenarios: to determine the optimal facility configuration, and to determine the best locations for two new clinics and three new health centres.

7.3.1 Current Accessibility

For each of the 5028 populated grid-cells disaggregated from the distrito layer, two different values corresponding to one of the two distance measures, namely, straight line distances, and estimated road network travel times, were calculated for minimum distance accessibility for each of the three service levels discussed previously. These values were then weighted by the target population in each of the three populations groups, urban, suburban, and rural, in order to calculate the average and maximum distance (or travel time) to each service level for each population group as well as for the entire target population.

The overall results of the minimum distance accessibility calculations are shown in Table 7.1 with straight line distance calculations expressed in kilometres and travel time figures expressed in minutes. As expected, the average distance and maximum distance to level A services were much higher than to lower order services. The average weighted distance to level A services was approximately 4.5 km using straight line distance and 16.6 minutes using travel times compared to 1.7 km and 8.3 minutes for level C services. Similarly level A services were a maximum of 28.2 km or 115 minutes away whereas level C services were only 10.6 km and 57 minutes away. Note that the maximum distance for level A services for both the urban and rural population groups are approximately equal because the small urban population in the Distrito of Santiago, located at the tip of the southerly extremity of the study area west of San José is without a nearby hospital.
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(a) Straight line distances

<table>
<thead>
<tr>
<th>Service</th>
<th>Average distance (km)</th>
<th>Maximum distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level B</td>
<td>Urban 1.363 Sub. 3.257 Rural 2.901 Avg. 1.993</td>
<td>Urban 7.791 Sub. 10.682 Rural 10.566 Max. 10.682</td>
</tr>
<tr>
<td>Level C</td>
<td>Urban 1.028 Sub. 2.555 Rural 2.642 Avg. 1.657</td>
<td>Urban 7.271 Sub. 9.668 Rural 10.565 Max. 10.565</td>
</tr>
</tbody>
</table>

(b) Road network travel times

<table>
<thead>
<tr>
<th>Service</th>
<th>Average travel time (min)</th>
<th>Maximum travel time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level A</td>
<td>Urban 11.60 Sub. 19.88 Rural 25.19 Avg. 16.58</td>
<td>Urban 113.29 Sub. 61.47 Rural 115.55 Max. 115.55</td>
</tr>
<tr>
<td>Level B</td>
<td>Urban 6.59 Sub. 12.70 Rural 13.95 Avg. 9.40</td>
<td>Urban 52.57 Sub. 47.10 Rural 56.72 Max. 56.72</td>
</tr>
<tr>
<td>Level C</td>
<td>Urban 5.50 Sub. 11.52 Rural 12.85 Avg. 8.30</td>
<td>Urban 52.57 Sub. 45.06 Rural 56.72 Max. 56.72</td>
</tr>
</tbody>
</table>

Table 7.1: Average and maximum minimum distance accessibility in the Central Valley of Costa Rica disaggregated by population group for (a) straight line distances and (b) road network travel times.

One interesting result of this analysis is the large difference in the average distance to the nearest facility among the population groups. For level C services, which are available at all facilities, women in urban areas were, on average, over twice as close as were women in suburban and rural areas using both straight line distances and travel times. Moreover, this pattern is evident for level A and level B services as well. While the difference in urban and rural accessibility is expected due to the difference in settlement patterns with urban areas having a much higher population density and, consequently, a higher proximity to urban-based services, one surprising result from this analysis is the relatively poor accessibility of women in suburban areas to family planning services. As can be seen in Figure 7.2, the main concentration of this population is found in a ring around the city of San José. Although this region includes a large number of facilities, the accessibility of this population group is approximately the same as in rural areas which have a much more dispersed population pattern.

This pattern of differential accessibility is also evident when examining the distribution of accessibility within the population. Table 7.2 shows the number of women in each population group tabulated by their accessibility to level C services, while the percentage of each population group by their level of accessibility is presented in Figure 7.7. The distribution of women, using straight line distances and travel times, is broadly similar. For level C services, over 90% of all women in urban areas are within
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<table>
<thead>
<tr>
<th>Access (km)</th>
<th>Straight line distances</th>
<th>Road Network Travel times</th>
<th>Access (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
<td>Rural</td>
</tr>
<tr>
<td>&lt; 1</td>
<td>165,719</td>
<td>6,777</td>
<td>18,221</td>
</tr>
<tr>
<td>1-2</td>
<td>92,730</td>
<td>8,769</td>
<td>41,054</td>
</tr>
<tr>
<td>2-3</td>
<td>19,153</td>
<td>5,863</td>
<td>41,088</td>
</tr>
<tr>
<td>3-5</td>
<td>5,192</td>
<td>7,400</td>
<td>38,077</td>
</tr>
<tr>
<td>5-8</td>
<td>313</td>
<td>3,352</td>
<td>12,379</td>
</tr>
<tr>
<td>&gt; 8</td>
<td>0</td>
<td>158</td>
<td>449</td>
</tr>
</tbody>
</table>

Table 7.2: Distribution of population by existing minimum distance accessibility to level C services in the Central Valley of Costa Rica.

![Table 7.2: Distribution of population by existing minimum distance accessibility to level C services](image)

Figure 7.7: Percentage distribution of population by existing minimum distance accessibility to level C services.

2 km or 10 minutes travel time of the nearest facility. This compares to approximately 50% of suburban women and 45% of women in rural areas.

One of the most useful aspects of using a population grid is the ability to display the spatial distribution of accessibility or the accessibility “surface.” Figure 7.8 illustrates the accessibility to level C services for straight line distances and travel times. Note that the grid-cells are shaded according to the accessibility classifications used in Table 7.2. Both surfaces exhibit the same basic pattern of accessibility, with areas of high accessibility concentrated in the major cities and areas of low accessibility concentrated mainly around eastern and southern fringes of San José and in pockets in the western regions of the Central Valley. Using straight line distances result in a fairly smooth accessibility surface, with gradually changing levels of accessibility between grid-cells.
Figure 7.8: Existing minimum distance level C accessibility in the Central Valley of Costa Rica measured (a) using straight line distances and (b) using estimated road network travel times.
However, accessibility calculated using road network travel times does not exhibit this same smooth change. Instead, there is a much more complicated pattern of accessibility, with, as one would expect, areas of greater accessibility generally following the road pattern.

7.3.2 Accessibility Optimization

The previous section described the minimum distance accessibility of the target population to the health care delivery system in 1992. In particular, it noted that there was a large discrepancy in average accessibility between urban areas and suburban/rural areas. This raises two questions about the current accessibility of the system. First, how much of this differential accessibility is caused by the settlement pattern? Urban areas are much more densely populated while the population in rural areas is more widely dispersed. It may not be possible to increase significantly rural accessibility without dramatically reducing the overall accessibility to the target population. Second, how would the addition of new facilities affect the overall level of accessibility? Where could the facilities be located and how would these new facilities affect the accessibility of the population groups?

In order to help answer these questions, a three-level hierarchical distance-constrained \( p \)-median model was applied to this data set for two different optimization scenarios using both straight line distances and travel times. The first scenario, "full optimization," determines an optimal facility configuration while the second scenario adds two new clinics and three new health centres to the existing set of facilities. The Interchange heuristic is used to solve the \( p \)-median problem using the existing system as the original facility configuration. If the existing system violates the distance constraints then the set-covering problem is applied in order to determine a feasible initial solution. If this feasible solution has fewer than \( p \) facilities, the Add heuristic is then applied to find an initial solution with the required number of facilities.

A bottom-up approach is used to solve the hierarchical problem. Although Hodgson [1984] demonstrated that a simultaneous approach performed somewhat better than a bottom-up approach and much better than a top-down approach, the simultaneous method requires that each service level be assigned a weight reflecting their relative usage requiring information on the the usage of each level of service at each facility. Since this information was not available, a bottom-up approach is taken in this
problem. Facilities offering level C services (all facilities) are located first, these selected sites then become the candidate facility sites for locating level B (hospitals and clinics) facilities and these are then used to locate level A facilities (hospitals).

The $p$-median model is also used to examine the trade-off between efficiency (average distance) and equity (maximum distance) by adjusting the maximum distance constraints. Two different solutions are identified in each scenario for both distance measures. First, the efficiency solution is generated with no maximum distance constraints applied. Second, the equity solution is determined by successively reducing the maximum distance constraint for each level to find the facility configuration with the smallest maximum distance. This is done first for level C services, then for level B, and finally for level A services.

**Full Optimization Scenario**

In the full optimization scenario, a new optimal facility configuration is determined assuming that there were no fixed facilities, i.e., the $p$-median model finds an optimal configuration of 14 hospitals, 58 clinics, and 48 health centres so as to minimize the average distance of 15-49 year old women to the nearest facility. This is done using both straight line distances and road network travel times to find both the efficiency and equity solutions. Thus, four optimal solutions are calculated: the straight line distance efficiency solution, the straight line distance equity solution, the travel time efficiency solution, and the travel time equity solution. On a 166 MHz Pentium PC running Windows NT, the execution time to calculate the efficiency solution was 2 hours and 33 minutes while the execution time for computing the equity solution was 3 hours and 2 minutes using straight line distances were used. When road network travel times were used these solutions required 1 hour and 18 minutes and 1 hour and 19 minutes respectively. The accessibility indicators of these solutions and the percentage change in travel time and distance from the existing system are shown in Table 7.3.

Several interesting trends are apparent for these results. For level A services (hospitals), all the solutions reduced the average distance or travel time by 15% to 23% except for the travel time equity solution. This solution actually increased the average travel time by 5% while reducing the maximum travel time by 43% from 115 minutes to 67 minutes. The straight line distance equity solution reduced the maximum distance

---

The difference in execution times is due to the fact that the travel times were pre-calculated.
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(a) Straight line distances

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average distance (km)</th>
<th>Maximum distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>2.320</td>
<td>4.360</td>
</tr>
<tr>
<td></td>
<td>-23.39%</td>
<td>-26.12%</td>
</tr>
<tr>
<td></td>
<td>-19.20%</td>
<td>-47.31%</td>
</tr>
<tr>
<td>Level C</td>
<td>0.862</td>
<td>1.351</td>
</tr>
<tr>
<td></td>
<td>-16.22%</td>
<td>-47.13%</td>
</tr>
</tbody>
</table>

Equity solution

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average distance (km)</th>
<th>Maximum distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-9.68%</td>
<td>-26.13%</td>
</tr>
<tr>
<td></td>
<td>-17.73%</td>
<td>-47.11%</td>
</tr>
<tr>
<td>Level C</td>
<td>0.890</td>
<td>1.374</td>
</tr>
<tr>
<td></td>
<td>-14.42%</td>
<td>-46.21%</td>
</tr>
</tbody>
</table>

(b) Road network travel times

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average travel time (min)</th>
<th>Maximum travel time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>8.18</td>
<td>16.08</td>
</tr>
<tr>
<td></td>
<td>-29.49%</td>
<td>-19.12%</td>
</tr>
<tr>
<td>Level B</td>
<td>4.98</td>
<td>7.90</td>
</tr>
<tr>
<td></td>
<td>-24.40%</td>
<td>-37.78%</td>
</tr>
<tr>
<td>Level C</td>
<td>4.32</td>
<td>6.77</td>
</tr>
<tr>
<td></td>
<td>-21.48%</td>
<td>-41.22%</td>
</tr>
</tbody>
</table>

Equity solution

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average travel time (min)</th>
<th>Maximum travel time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level A</td>
<td>13.73</td>
<td>22.45</td>
</tr>
<tr>
<td></td>
<td>+18.34%</td>
<td>+12.96%</td>
</tr>
<tr>
<td>Level B</td>
<td>5.22</td>
<td>9.10</td>
</tr>
<tr>
<td></td>
<td>-20.75%</td>
<td>-28.29%</td>
</tr>
<tr>
<td>Level C</td>
<td>4.36</td>
<td>6.91</td>
</tr>
<tr>
<td></td>
<td>-20.71%</td>
<td>-40.02%</td>
</tr>
</tbody>
</table>

*Table 7.3:* Accessibility indicators and percentage change from existing values for the maximum efficiency and maximum equity solutions of the full optimization scenario.
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from 28.2 km to 14.2 km, an improvement of nearly 50%. Further, the two efficiency solutions reduced maximum straight line distance by 37% and the maximum travel time by 11%. One consistent feature of all the solutions was a large reduction, between 43% and 53%, in maximum distance or travel time for the urban population. Other than this feature, there were no consistent trends in the change in differential accessibility to level A services among the three population groups.

With respect to the accessibility of level B services (offered at hospitals and clinics), the efficiency solutions reduced the average distance or travel time by about 20% with a slight decrease in the maximum straight line distance and an almost 20% increase in maximum travel time. The increase in maximum travel time likely results from several sparsely populated rural areas distant for a road not having a facility located near them in the optimal solutions. However, the equity solutions reduced both the average distance and travel time by 18.5% while also decreasing the maximums by 18.5% to 27.5%. These numbers mask a consistent pattern in the change in differential accessibility. For every solution, the suburban population experienced a dramatic improvement in accessibility. For example, the average distance was reduced by 47% from 3.26 km to 1.72 km for both straight line distance solutions whereas the average travel time for the suburban population was reduced from nearly 13 minutes to between 8 and 9 minutes. Urban areas experienced the second largest reduction while the improvement in rural areas was less than the average.

A similar trend was evident for level C minimum distance accessibility. For all solutions, the average distance was reduced by almost 25%. In addition, the equity solutions reduced the maximum distance by between 18% and 27% while the straight line distance efficiency solution decreased it by 17%. As with level B services, the travel time efficiency solution increased the maximum travel time by more than 10 minutes as it did not locate facilities near several isolated rural areas. Again, the suburban population received the largest increase in accessibility. This increase ranged from 40% to 47%. The accessibility improvements in rural areas ranged from 23% to 25%, and in urban areas from 14% to 21%.

The change in differential accessibility can be even more clearly observed by examining the distribution of accessibility among the population groups. Table 7.4 shows the percentage of the target population than can be considered to have “good” accessibil-
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![Diagram](image-url)

**Figure 7.9:** Distribution of population by accessibility classes for (a) straight line distance and (b) estimated road network travel times for the existing system (current) and the efficiency solutions (optimal).

For the target population residing in a urban area, the optimal solutions increased this percentage by about 5%. However, the most dramatic increase, from approximately 50% to 80%, occurred for the suburban population. For rural areas, the increase was from about 40% to 60%. This same pattern can be seen in Figure 7.9 which shows the distribution of population, by accessibility classes, for the current system and the two efficiency solutions.

It is also possible to illustrate the pattern of accessibility changes spatially. Figure 7.10 depicts two surfaces showing the change in existing level C accessibility resulting from the efficiency solutions for both straight line distances and travel times. The figure also shows the current and optimal facility locations for these two cases. Both surfaces exhibit the same basic pattern of accessibility change, with the areas of greatest increase around the eastern boundary of the San José metropolitan area and scattered in the western regions of the Central Valley. The areas of decrease were mainly in the eastern sections of the study area. Further, the optimal facility locations were more dispersed than the existing facilities.

These results clearly indicate that an optimal configuration of facilities can improve minimum distance accessibility considerably while also reducing the maximum distance. Although the results for accessibility to hospitals are less noticeable, the most

---

5Good accessibility is defined as being within 2 km or 10 minutes of a facility.
Figure 7.10: Change in level C minimum distance accessibility and facility locations for maximum efficiency solutions for the full optimization scenario.
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(a) Straight line distances, Percentage < 2 km

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Solution</th>
<th>Urban</th>
<th>Sub.</th>
<th>Rural</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current system</td>
<td>91.29%</td>
<td>48.10%</td>
<td>39.19%</td>
<td>71.41%</td>
</tr>
<tr>
<td>Full</td>
<td>Efficiency solution</td>
<td>96.48%</td>
<td>83.39%</td>
<td>58.29%</td>
<td>83.19%</td>
</tr>
<tr>
<td></td>
<td>Equity solution</td>
<td>96.48%</td>
<td>82.70%</td>
<td>59.52%</td>
<td>83.54%</td>
</tr>
<tr>
<td>Additional</td>
<td>Efficiency solution</td>
<td>91.70%</td>
<td>61.49%</td>
<td>41.65%</td>
<td>73.39%</td>
</tr>
<tr>
<td></td>
<td>Equity solution</td>
<td>91.30%</td>
<td>56.81%</td>
<td>40.57%</td>
<td>72.47%</td>
</tr>
</tbody>
</table>

(b) Travel times, Percentage < 10 minutes

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Solution</th>
<th>Urban</th>
<th>Sub.</th>
<th>Rural</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current System</td>
<td>90.35%</td>
<td>53.63%</td>
<td>43.85%</td>
<td>72.74%</td>
</tr>
<tr>
<td>Full</td>
<td>Efficiency solution</td>
<td>92.38%</td>
<td>61.64%</td>
<td>46.66%</td>
<td>75.43%</td>
</tr>
<tr>
<td></td>
<td>Equity solution</td>
<td>90.63%</td>
<td>60.44%</td>
<td>45.85%</td>
<td>74.02%</td>
</tr>
<tr>
<td>Additional</td>
<td>Efficiency solution</td>
<td>92.38%</td>
<td>61.64%</td>
<td>46.66%</td>
<td>75.43%</td>
</tr>
<tr>
<td></td>
<td>Equity solution</td>
<td>90.63%</td>
<td>60.44%</td>
<td>0.57%</td>
<td>72.47%</td>
</tr>
</tbody>
</table>

Table 7.4: Percentage of women (a) less than 2 km, (b) less than 10 minutes from a facility for existing system and for optimal solutions.

dramatic increases occur for the suburban population mainly located at the outer boundaries of San José. One possible explanation for the relatively low accessibility of suburban areas is that these areas have experienced recent population growth, while there is evidently a lag in the decentralization of services in response to the changing pattern of demand. This disparity is probably exacerbated in reality as the estimated population counts did not include the effects of in-migration which would likely be important in the suburban area.

Additional Five Facilities Optimization Scenario

Relocating nearly every facility is clearly not a feasible option to improve accessibility. Instead, a more reasonable strategy is to open additional facilities in areas of greatest need. The second optimization scenario directly applies this strategy by locating two additional clinics and three additional health centres while keeping all existing facilities in their current locations. Again, efficiency and equity solutions were calculated using both straight line distances and road network travel times. For this scenario, the execution times were 190 seconds for the efficiency solution using straight lines and 147 seconds for the equity solution. Using the network travel times, the solution time for the efficiency solution was 100 seconds and 71 seconds for the equity solution. The
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#### (a) Straight line distances

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average distance (km)</th>
<th>Maximum distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>1.358</td>
<td>2.393</td>
</tr>
<tr>
<td></td>
<td>-0.08%</td>
<td>-7.49%</td>
</tr>
<tr>
<td></td>
<td>-0.97%</td>
<td>-23.40%</td>
</tr>
<tr>
<td>Equity</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.08%</td>
<td>-7.20%</td>
</tr>
<tr>
<td>Level C</td>
<td>1.027</td>
<td>1.969</td>
</tr>
<tr>
<td></td>
<td>-0.11%</td>
<td>-22.91%</td>
</tr>
</tbody>
</table>

#### (b) Road network travel times

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average travel time (min)</th>
<th>Maximum travel time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>6.42</td>
<td>11.37</td>
</tr>
<tr>
<td></td>
<td>-2.50%</td>
<td>-10.41%</td>
</tr>
<tr>
<td>Level C</td>
<td>5.13</td>
<td>9.86</td>
</tr>
<tr>
<td></td>
<td>-6.75%</td>
<td>-14.39%</td>
</tr>
<tr>
<td>Equity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>5.59</td>
<td>12.70</td>
</tr>
<tr>
<td></td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Level C</td>
<td>5.47</td>
<td>10.39</td>
</tr>
<tr>
<td></td>
<td>-0.61%</td>
<td>-9.77%</td>
</tr>
</tbody>
</table>

Table 7.5: Accessibility indicators and percentage change from existing values for the maximum efficiency and maximum equity solutions for the add five optimization scenario.
accessibility indicators of these solutions and the percentage change from the existing system are shown in Table 7.5. Level A results are omitted as the configuration of hospitals was unchanged.

In comparison to the full optimization scenario, the accessibility gains achieved by adding the 5 facilities were much more modest and ranged from a minimum of 0.5% (for level B services with the travel time equity solution) to a maximum of 6.1% (for level C services for the straight line distance efficiency solution). Level C accessibility improved more than level B accessibility and the efficiency solutions had a greater impact on average distance than the equity solution. This trend was expected since 5 new facilities offering level C services were located compared to only 2 new level B facilities. With the exception of the travel time efficiency solution, which did not affect the maximum travel time, all of the solutions reduced the maximum distance by 5.1% to 18.4%, with level C services decreasing more than level B services.

As with the full optimization scenario, suburban population showed the largest increase in potential accessibility while rural areas exhibited a smaller improvement and, except for the travel time efficiency solution, urban populations experienced only a marginal change in accessibility. One explanation for these changes in accessibility is that only 7% of the population is suburban, so that a small change in the facility locations may disproportionately affect this group. The suburban population also received the largest accessibility increases in the full optimization scenario solutions. An explanation of the large increases in suburban accessibility can be found by examining where the new facilities are located. Figure 7.11 shows the new facilities and the change in the potential accessibility surface for the two efficiency solutions. For the travel time efficiency solution, all the new facilities are located in a ring around central San José while the straight line distance solution located three new facilities, including both clinics, in this region. The straight line distance equity solution (not shown) exhibited a similar pattern to the efficiency solution while the travel time equity solution (also not shown) placed only two facilities in the eastern fringes of San José and three facilities in the western Central Valley.

In conclusion, these two scenarios indicate that, in terms of minimum distance accessibility, existing services are sub-optimally located, particularly for the suburban population. In particular, the fringe of the San José region is relatively under-supplied as are areas in the western Central Valley. Compared to an optimal system, the average distance to the nearest facility is between 31% and 33% greater for the existing system.
Figure 7.11: Change in level C minimum distance accessibility and facility locations for maximum efficiency solutions for add five scenario.
This figure is remarkably similar to the values of 26% reported by Oppong and Hodgson [1994] in Ghana and 30% produced by Ayeni et al. [1987] in Nigeria using similar analyses.

Hodgson [1988] points out some of the limitations with minimum distance accessibility. These shortcomings include the assumption that all residents at a given location attend the nearest facility, and that accessibility varies linearly with distance. Further, minimum distance accessibility does not consider the resource availability at a facility. The Joseph and Bantock [1982] accessibility measure, applied in the next section, overcomes these limitations.

### 7.4 Joseph and Bantock Accessibility

This section applies an alternative measure of potential geographic health care accessibility to the study area, namely the Joseph and Bantock [1982] accessibility measure (abbreviated as J&B accessibility). This measure was discussed in Example 3 of Chapter 3 and in Chapter 6. As before, the target population is split into urban, suburban, and rural components and a three-level successively-inclusive model of accessibility is used.

As currently formulated, the J&B accessibility measure only considers a single level of service. Using this measure, the accessibility of area \( i \) is defined as

\[
A_i = \sum_j \left( \frac{S_j}{C_j} \right) \exp \left( -\beta D_{ij} \right)
\]

(7.1)

where \( S_j \) is the resource availability at facility \( j \) and

\[
C_j = \sum_t P_t \exp \left( -\beta D_{ij} \right)
\]

is the potential demand on facility \( j \). There are two possible approaches to adapt this measure to consider hierarchical service levels. The first approach would be to use a service-level specific decay parameter, \( \beta_k \), and the level-specific resource availability at a given facility, \( S_{jk} \). However, as noted earlier, it can be difficult to obtain resource availability data disaggregated by service levels. An alternate approach is to use facility-type specific decay parameters so that only the total resource availability at a given facility is required. Using this approach, the hierarchical J&B accessibility measure for sub-area \( i \)
7.4. JOSEPH AND BANTOCK ACCESSIBILITY

7.4.1 Calibration

The J&B accessibility measure requires the specification of distance decay parameters that describe specified components of spatial behaviour. Parameter estimates were obtained using data from the 1992 Costa Rican Reproductive Health Survey (Spanish Acronym ESR) conducted by the CCSS with assistance from the US Center for Disease Control and Prevention (CDC). In this survey, a nationally representative sample of 3618 women in the fertile age cohort, 15-49, was selected from 188 segmentos or census tracts from the 1984 Costa Rican Population Census [CCSS, 1994]. One notable feature of the ESR was that both the census tract and the health facility attended were coded in the survey. Dr. Luis Rosero of the University of Costa Rica subsequently geocoded a database of the survey clusters locations and of the service provider locations. Observations for 1203 women from 90 survey clusters in the study area were obtained from him. The survey was used to identify which (if any) public health care facility was most recently attended to obtain family planning services. Thus, the survey provided information on the spatial distribution of trip patterns for attenders as well as the locations.

\[ A^k_t = \sum_{t=1}^{k} \sum_{i \in \mathcal{F}_k} \left( \frac{S_i}{C_i} \right) \exp \left[ -\beta_{h(i),k} D_{ij} \right] \]

where \( C_i = \sum_i P_i \exp \left[ -\beta_{h(i),k} D_{ij} \right] \), \( \mathcal{F}_k \) is the the set of facilities of type \( k \), \( h(i) \) is the type of population sub-group in sub-area \( i \), and \( \beta_{hk} \) is the distance decay parameter for population sub-group \( h \) to facility type \( k \).

In order to apply this model, nine distance decay parameter values are required: one for each combination of population sub-group (urban, suburban, and rural) and facility type (hospitals, clinics, and health centres). The next section describes the calibration procedure used to obtain estimates of these values. Then, the existing J&B potential accessibility of the population in the study area is discussed. The two accessibility optimization models developed in the previous chapter for this accessibility measure, the facility location subproblem (FLS) and the resource allocation subproblem (RAS), are then applied in turn.

Footnote: The sub-areas are defined so that each sub-area is composed of only one population sub-group. With reference to population grid, this implies that grid-cells may be represented by up to three sub-areas, one each for the urban, suburban, and rural populations.
7.4. JOSEPH AND BANTOCK ACCESSIBILITY

<table>
<thead>
<tr>
<th>Population Group</th>
<th>Last Facility Attended</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hospital</td>
<td>Clinic</td>
</tr>
<tr>
<td>Urban</td>
<td>137</td>
<td>92</td>
</tr>
<tr>
<td>Suburban</td>
<td>38</td>
<td>32</td>
</tr>
<tr>
<td>Rural</td>
<td>131</td>
<td>90</td>
</tr>
<tr>
<td>Total</td>
<td>306</td>
<td>214</td>
</tr>
</tbody>
</table>

Table 7.6: Attendance patterns from the survey data.

of the non-attenders. The pattern of attendance and non-attendance is summarized in Table 7.6.

In order to estimate the distance decay parameters, it is necessary to know the distance or travel time of each woman to each of the facilities. The straight line distances and estimated road network travel times were calculated between each of the 90 survey clusters and the 120 facilities. Each woman was assumed to be located at the survey cluster so that the distances and travel times for each woman were those of her survey cluster. These data were used to calibrate a multinomial logit (MNL) model, discussed in Section 3.3 and defined by equation (3.40), to obtain estimates of the distance decay parameters for the accessibility measure. For each individual, the feasible choice set was composed of the null alternative, i.e., non-attendance, and each of the facilities, so that there were a total of 121 feasible alternatives. Further, the survey data were partitioned into the three population groups, urban \((h = 1)\), suburban \((h = 2)\), and rural \((h = 3)\) and the facilities were denoted by \(k = 1\) for hospitals, \(k = 2\) for clinics, and \(k = 3\) for health centres. Following Example 3 in Chapter 3, the measured attractiveness, \(V_{ij}\), of individual \(i\) in population group \(h\) to alternative \(j\) was defined as

\[
V_{ij} = \begin{cases} 
H_h & \text{if } j = 0, \text{the null alternative,} \\
\ln S_j - \ln C_i - \sum_{k=1}^{3} \beta_{hk} D_{ij}^k & \text{otherwise,}
\end{cases}
\]

(7.3)

where \(H_h\) is the attractiveness of non-attendance of a person in population group \(h\) and \(D_{ij}^k = D_{ij}\), if facility \(j\) is of type \(k\), and equals zero otherwise. All model parameters were specific to each population group, that is, there were no common model parameters. Consequently, the MNL was calibrated, using maximum likelihood estimation\(^7\).

\(^7\)See, for example, [Ben-Akiva and Lerman, 1985] for a discussion of maximum likelihood estimation.
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separately for each population group.

To fit this MNL model, information was required on the potential demand, $C_i$, on each of the facilities. Since this value is dependent upon the values of the distance decay parameters that describe facility use, an iterative approach was adopted. The initial decay parameters were arbitrarily set to 0.5 (per kilometre) for straight line distances, and 0.16 (per minute) for travel times and the potential demand on each facility was evaluated using these initial parameters. Next, the maximum likelihood estimates for the model parameters were calculated for each population group. Each facility's potential demand was then re-assessed using the new parameter estimates and the MNL model was re-calibrated. This process was repeated until the parameter estimates were stable.

Table 7.7 gives the final results for the calibration procedure for the three population groups using both straight line distances and travel times. As indicated by the $\chi^2$ statistic (for 4 degrees of freedom) each of the models is statistically significant at the 99.5% confidence level. This indicates that, unsurprisingly, the attendance patterns were not random and that distance does have an effect on facility choice. This is also confirmed by $\rho^2$, an informal goodness-of-fit measure. In addition, the $t$-statistics indicate that each parameter is significant at the 99.5% confidence level. As expected, the distance decay parameters for the hospitals, $\beta_{i1}$, were smaller than the parameters for clinics, $\beta_{i2}$, or health centres, $\beta_{i3}$. This indicates that people are willing to travel further distances to attend a hospital than to attend either clinics or health centres. Further, the decay parameters for the urban population were larger than the suburban or rural parameters, indicating that people in urban areas were more sensitive to the effects of distance. Based on these statistics, the straight line distances had the best fit for the urban population while the travel time model was best for rural areas. There was no significant difference between the two models for the suburban population.

The next section outlines the results obtained from evaluating accessibility in the study area using the hierarchical J&B accessibility measure and the parameter values developed in this section.

---

of multinomial logit models

In fact, the estimates were not very sensitive to potential demand and the procedure terminated on the third iteration.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Straight line distances (km)</th>
<th>Travel time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient Estimate</td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>Asymptotic</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_3$</td>
<td>-1.927</td>
<td>0.169</td>
</tr>
<tr>
<td>$\beta_{31}$</td>
<td>0.1016</td>
<td>0.0100</td>
</tr>
<tr>
<td>$\beta_{32}$</td>
<td>0.5011</td>
<td>0.0271</td>
</tr>
<tr>
<td>$\beta_{33}$</td>
<td>0.5842</td>
<td>0.0327</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>2327</td>
<td></td>
</tr>
<tr>
<td>$\rho^2$</td>
<td>0.463</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.7: Parameter estimates for final MNL model calibration.
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7.4.2 Current Accessibility

The accessibility of the three population groups in the 5028 populated grid cells was evaluated using the distance decay parameters obtained from calibrating the MNL model for the three services levels using straight line distances and estimated road network travel times. The resource availability at each facility was given by the number of hours of family planning service available in 1992. This amounted to a total of 16 015 hours at the 14 hospitals, 64 850 hours at the 58 clinics, and 59 021 hours at the 48 health centres. The accessibility of each grid-cell was calculated as the population-weighted average of the accessibility levels for each of the three population groups in that grid-cell. Also, the accessibility indicators discussed in the previous chapter, the average satisfaction and the coefficient of variation of the three service levels were calculated for each population group and for the entire target population.

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
</tr>
<tr>
<td>Level A</td>
<td>-3.3423</td>
<td>-3.4742</td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9250</td>
<td>-1.9460</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3749</td>
<td>-1.4405</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4130</td>
<td>-3.4749</td>
</tr>
<tr>
<td>Level B</td>
<td>-2.0295</td>
<td>-2.1515</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.5315</td>
<td>-1.6703</td>
</tr>
</tbody>
</table>

*Table 7.8: Existing J&B accessibility indicators for the Central Valley of Costa Rica.*

The results of evaluating J&B accessibility for the study area are presented in Table 7.8. Note that for each level, the average accessibility is equal to \( Q/P_r \) so that average accessibility equals 0.03431 for level A services, 0.1733 for level B services, and 0.2997 for level C services. Therefore, the coefficient of variation is calculated by dividing the standard deviation by the respective average accessibility. For example, the standard deviation of accessibility of level C services is 0.1954 so that the corresponding coefficient of variation is 0.6521. Since the average accessibility is a constant, only
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the coefficients of variation are reported. The standard deviation can be obtained by multiplying by the appropriate average accessibility value.

Using \( \ln \left( \frac{Q}{P_T} \right) \) to compute the maximum possible value of the average satisfaction for a total population of 466 694, the upper bound for average satisfaction is -3.372 for level A services (hospitals only), -1.752 for level B services (hospitals and clinics), and -1.205 for level C services (all facilities). The average satisfaction levels for the target population were all below these values, with the indicators from the travel time model being slightly lower than from the straight line distance model. Further, the coefficient of variation was the lowest for hospitals (level A services) and the highest for all facilities (level C services). Even though there were only 14 hospitals within the study area, the coefficient of variation to them was the smallest. The explanation for this is that the distance decay parameter for hospitals was smaller than for other facility types indicating that the attractiveness of hospitals decayed slowly with distance resulting in a relatively even distribution of accessibility and, consequently, a smaller coefficient of variation.

The overall accessibility indicators hide large differences both in the average satisfaction and in the coefficient of variation among the population groups. For level A services, the rural population consistently had the lowest average satisfaction and the highest coefficient of variation while urban areas had the highest average satisfaction using straight line distances and suburban areas had the highest with the travel time model. In fact, using straight line distances, the average urban satisfaction to level A services of -3.342 slightly exceeds the upper bound on average satisfaction, -3.372, of the entire target population. In addition, the coefficient of variation for level A services was lower for suburban areas than for urban areas in both cases. The low value of average satisfaction for urban areas when travel times are considered is a result of several urban areas in the western part of the study area being 110 minutes away from a hospital, while all the the suburban population is within 65 minutes of a hospital. The decay parameter is also higher for the urban population, which further magnifies these differences. Consequently, these urban areas have very poor level A accessibility thus lowering the average satisfaction and increasing the coefficient of variation. Both these measures are sensitive to extreme values. In fact, the average satisfaction indicator is extremely sensitive to low accessibility values and approaches \(-\infty\) if any area is considered inaccessible.

For level C services, the suburban population had the lowest satisfaction with a
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high coefficient of variation, indicating that accessibility was unevenly distributed and there were areas with very low accessibility. A surprising result was that rural areas had the highest average satisfaction when using travel times although the coefficient of variation was very high. This probably reflects the presence of several medium-sized facilities with low potential demand in areas with a sparse road network. The population located in these areas would have very high accessibility which would raise the average satisfaction as well as increasing the coefficient of variation.

(a) Straight line distances

<table>
<thead>
<tr>
<th>Standardized Accessibility</th>
<th>Urban</th>
<th>Sub.</th>
<th>Rural</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 0.5</td>
<td>18707</td>
<td>10451</td>
<td>39020</td>
<td>68178</td>
</tr>
<tr>
<td>0.5 to 1</td>
<td>139118</td>
<td>9289</td>
<td>57675</td>
<td>206082</td>
</tr>
<tr>
<td>1 to 1.5</td>
<td>99055</td>
<td>5679</td>
<td>34043</td>
<td>138777</td>
</tr>
<tr>
<td>1.5 to 2</td>
<td>13276</td>
<td>3631</td>
<td>11760</td>
<td>28667</td>
</tr>
<tr>
<td>More than 2</td>
<td>12951</td>
<td>3269</td>
<td>8770</td>
<td>24990</td>
</tr>
</tbody>
</table>

(b) Travel times

| Less than 0.5               | 51705 | 11636| 49955 | 113296|
| 0.5 to 1                    | 112160| 7782 | 41330 | 161272|
| 1 to 1.5                    | 73043 | 5230 | 28585 | 106858|
| 1.5 to 2                    | 34640 | 3866 | 17208 | 55714 |
| More than 2                 | 11559 | 3805 | 14190 | 29554 |

Table 7.9: Distribution of population counts of existing J&B accessibility to level C services. Accessibility is standardized so that the mean accessibility is one.

Although these indicators provide information on the accessibility in the existing system, it is also useful to be able to quantify these impacts in terms that are more easily interpretable by planners. One method of doing this is to examine the distribution of accessibility within the population, particularly the proportion of the population having low accessibility. Table 7.9 shows the number and percentage of women in each population group summarized by their standardized accessibility to level C services. As noted previously, the average accessibility is a constant and for level C services \( \bar{A} = 0.2997 \). Therefore, for ease of interpretation, accessibility has been standardized so that the average accessibility is one. Equally, for the purpose of this discussion, low
accessibility is defined as having accessibility of less than half the average accessibility, or less than 0.5.

Table 7.9 indicates a large disparity between the population groups having low accessibility. Using straight line distances, 15% of the target population can be considered to have low accessibility. However, less than 7% of the urban population has low accessibility, while 32% of the suburban population and 26% of the rural population has low accessibility. Another interesting feature is that a much larger percentage of the population has low accessibility when accessibility is measured using travel times. In this instance, nearly a quarter of the population can be considered to have low accessibility. This is to be expected as the coefficient of variation for the travel time model is larger than with straight line distances indicating a larger variation in accessibility. Further, the disparity between population groups is also present with only 18% of the urban population having low accessibility compared with 36% of the suburban population and 33% of the rural population. Therefore, using both straight line distances and travel times, a much larger proportion of the population has low accessibility in suburban and rural areas than in urban areas.

Figure 7.13 which also illustrates these observations shows level C accessibility surfaces measured using both straight line distances and travel times with the grid cells are shaded according to standardized accessibility. In these maps, the areas considered to have low accessibility are highlighted in a pink. In contrast to the minimum distance accessibility surfaces, these surfaces show that areas with the highest accessibility are
Figure 7.13: Existing standardized J&B level C accessibility (a) measured using straight line distances and (b) using estimated road network travel times.
located outside of the San José region. Though there are many large facilities in San José, there is also a very large potential demand on these facilities. Thus, though not under-supplied, this region does not exhibit very high levels of accessibility. Instead, the area with the highest accessibility is directly to the west of San José towards Alajuela and several other pockets scattered throughout the study area. The areas with the lowest accessibility are concentrated around the border of the study area and in the eastern suburbs between San José and the former capital city of Cartago.

Although the accessibility indicators and surfaces described previously provide useful visual and numerical information on the pattern of health care accessibility, an important issue is to identify strategies for improving accessibility. However, as opposed to the minimum-distance accessibility measure, J&B accessibility depends both on the locational configuration of facilities as well as the allocation of resources to these facilities. Consequently, in the previous chapter, two accessibility optimization problems were formulated, the facility location subproblem (FLS) for determining an optimal facility configuration and the resource allocation subproblem (RAS) for finding an optimal allocation of resources. Each of these optimization models is applied to the current data set. As before, they are applied using both straight line distances and road network travel times. Further, both subproblems are applied for the same two specific optimization scenarios as described in the previous section.

### 7.4.3 Optimizing Facility Locations

In the first instance, a three-level hierarchical FLS is applied to this data set for the two different optimization scenarios using both straight line distances and travel times. Recall that the FLS, described in Section 6.3.2, assumes that the resource allocations at each facility are fixed but that the locations of facilities can be modified so as to improve the optimization objectives. Consequently, the FLS requires specifying the size of a facility of a given type. The approach taken here was to define the facility size for a given type of facility to be equal to the average size of all existing facilities of that type. Thus, hospitals were assumed to provide 1143.9 annual hours of family planning service consultations, clinics to provide 1118.1 hours, and health centres to have 1229.6 hours. For the existing facilities in the five additional facilities scenario, the actual family planning consultation hours at each facility in 1992 were used as the facility size.
The standard FLS formulation, defined in Section 6.3.2, considers only a single level of service. In contrast to the minimum distance accessibility measure, changing the location of higher-level facilities modifies the lower-level accessibility. For example, changing the location of a hospital modifies level B and level C accessibility as well as level A accessibility. Thus, in order to analyze this three level problem, a top-down approach is used. First, the FLS is solved considering only hospitals. Next, the FLS is applied to determine the facility configuration of the clinics assuming that hospitals are fixed and located at the sites identified in the top level FLS solution. Finally, with the locations of the hospitals and clinics fixed, this process is repeated at the lowest level to find the locations of the health centres.

The FLS Interchange heuristic, described in the previous chapter, is used for solving the problems. For each facility type, the appropriate distance decay parameters are used to calculate the $\gamma_{ij}$ values. Further, the resource level of a facility located at a candidate facility site, if a facility is located there, is set to be the average size of the facility type being located. For the additional facilities scenario, the Add heuristic is used to determine the initial locations of the new facilities and then the Interchange heuristic is applied to this initial solution.

**Full Optimization Scenario**

The full optimization scenario assumes that there are no fixed facilities and determines a new optimal facility configuration of 14 hospitals, 58 clinics, and 48 health centres of constant size, namely 1143.9, 1118.1 hours, and 1229.6 hours respectively. This approach is used for both straight line distances and road network travel times and both the efficiency ($\omega = 1$) and equity ($\omega = 0$) cases. On a 200 MHz Pentium Pro PC with 32 Megabytes of RAM and running Windows NT$^9$, the FLS heuristic using straight line distances required 1 hour and 6 minutes to calculate the efficiency solution and 58 minutes for the equity solution, while for road network travel times the execution times were 52 minutes and 27 minutes respectively. Although it is difficult to compare execution times for the different CPUs, the FLS model's execution time is certainly comparable to those obtained using the p-median model.

The average satisfaction and coefficient of variation for these full optimization FLS solutions are shown in Table 7.10. This table also shows the percentage improvement

$^9$Approximately 40% faster than a 166 MHz Pentium.
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<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction Coefficient of variation</th>
<th>Urban</th>
<th>Sub.</th>
<th>Rural</th>
<th>All</th>
<th>Urban</th>
<th>Sub.</th>
<th>Rural</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a) Straight line distances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4225</td>
<td>-3.3038</td>
<td>-3.3180</td>
<td>-3.3804</td>
<td>0.0891</td>
<td>0.1413</td>
<td>0.1917</td>
<td>0.1346</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-269.02%</td>
<td>167.01%</td>
<td>117.82%</td>
<td>90.54%</td>
<td>76.16%</td>
<td>40.24%</td>
<td>53.05%</td>
<td>64.36%</td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9408</td>
<td>-1.5668</td>
<td>-1.6661</td>
<td>-1.8258</td>
<td>0.2700</td>
<td>0.4778</td>
<td>0.6593</td>
<td>0.4482</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-9.16%</td>
<td>196.34%</td>
<td>140.58%</td>
<td>61.00%</td>
<td>49.62%</td>
<td>34.39%</td>
<td>-3.85%</td>
<td>23.31%</td>
<td></td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3658</td>
<td>-1.0085</td>
<td>-1.1618</td>
<td>-1.2749</td>
<td>0.2440</td>
<td>0.5461</td>
<td>0.5352</td>
<td>0.3868</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.37%</td>
<td>183.31%</td>
<td>121.76%</td>
<td>61.83%</td>
<td>55.79%</td>
<td>48.85%</td>
<td>24.18%</td>
<td>40.68%</td>
<td></td>
</tr>
<tr>
<td>Equity solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4131</td>
<td>-3.2896</td>
<td>-3.3390</td>
<td>-3.3805</td>
<td>0.0853</td>
<td>0.1526</td>
<td>0.1719</td>
<td>0.1249</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-237.28%</td>
<td>180.89%</td>
<td>110.92%</td>
<td>90.45%</td>
<td>77.17%</td>
<td>35.44%</td>
<td>57.91%</td>
<td>66.92%</td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.8423</td>
<td>-1.5536</td>
<td>-1.9089</td>
<td>-1.8439</td>
<td>0.2611</td>
<td>0.5181</td>
<td>0.5090</td>
<td>0.3793</td>
<td></td>
</tr>
<tr>
<td></td>
<td>48.02%</td>
<td>203.21%</td>
<td>27.05%</td>
<td>51.34%</td>
<td>51.28%</td>
<td>28.86%</td>
<td>19.83%</td>
<td>35.10%</td>
<td></td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3208</td>
<td>-1.0598</td>
<td>-1.2816</td>
<td>-1.2901</td>
<td>0.2485</td>
<td>0.4818</td>
<td>0.5246</td>
<td>0.3778</td>
<td></td>
</tr>
<tr>
<td></td>
<td>31.79%</td>
<td>161.56%</td>
<td>61.18%</td>
<td>53.59%</td>
<td>54.97%</td>
<td>54.87%</td>
<td>25.68%</td>
<td>42.06%</td>
<td></td>
</tr>
<tr>
<td>(b) Road network travel times</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4849</td>
<td>-3.3006</td>
<td>-3.2981</td>
<td>-3.4116</td>
<td>0.2039</td>
<td>0.2963</td>
<td>0.3818</td>
<td>0.2803</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-176.03%</td>
<td>169.59%</td>
<td>126.90%</td>
<td>67.43%</td>
<td>51.64%</td>
<td>2.16%</td>
<td>21.29%</td>
<td>35.78%</td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9789</td>
<td>-1.8563</td>
<td>-1.8738</td>
<td>-1.9363</td>
<td>0.3909</td>
<td>0.6257</td>
<td>0.9137</td>
<td>0.5511</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.30%</td>
<td>74.66%</td>
<td>57.14%</td>
<td>36.07%</td>
<td>38.54%</td>
<td>16.47%</td>
<td>15.38%</td>
<td>32.27%</td>
<td></td>
</tr>
<tr>
<td>Level C</td>
<td>-1.5019</td>
<td>-1.2819</td>
<td>-1.2983</td>
<td>-1.4206</td>
<td>0.4074</td>
<td>0.6950</td>
<td>1.0574</td>
<td>0.7034</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.08%</td>
<td>83.45%</td>
<td>67.05%</td>
<td>33.05%</td>
<td>32.49%</td>
<td>31.78%</td>
<td>7.90%</td>
<td>17.11%</td>
<td></td>
</tr>
<tr>
<td>Equity solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4596</td>
<td>-3.3183</td>
<td>-3.3470</td>
<td>-3.4133</td>
<td>0.1945</td>
<td>0.2911</td>
<td>0.3653</td>
<td>0.2685</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-113.99%</td>
<td>152.38%</td>
<td>109.14%</td>
<td>66.03%</td>
<td>53.87%</td>
<td>3.88%</td>
<td>24.68%</td>
<td>38.48%</td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.8815</td>
<td>-1.8917</td>
<td>-2.1279</td>
<td>-1.9621</td>
<td>0.4223</td>
<td>0.6188</td>
<td>0.7222</td>
<td>0.5511</td>
<td></td>
</tr>
<tr>
<td></td>
<td>53.49%</td>
<td>65.18%</td>
<td>32.91%</td>
<td>27.07%</td>
<td>33.61%</td>
<td>17.39%</td>
<td>33.11%</td>
<td>32.27%</td>
<td></td>
</tr>
<tr>
<td>Level C</td>
<td>-1.4048</td>
<td>-1.3572</td>
<td>-1.5944</td>
<td>-1.4630</td>
<td>0.4476</td>
<td>0.6609</td>
<td>0.7923</td>
<td>0.5960</td>
<td></td>
</tr>
<tr>
<td></td>
<td>38.79%</td>
<td>67.28%</td>
<td>37.39%</td>
<td>19.92%</td>
<td>25.82%</td>
<td>35.12%</td>
<td>31.00%</td>
<td>29.76%</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10: Accessibility indicators and percentage change from existing values to ideal values for the maximum efficiency and maximum equity solutions of the full FLS optimization scenario.
compared to the existing system. For the coefficient of variation, where the minimum possible value is zero, the percentage improvement, $F_{CV}$, is calculated as

$$F_{CV} = 1 - \frac{Z_{CV}^{NEW}}{Z_{CV}^{CUR}}$$

where $Z_{CV}^{NEW}$ is the optimized value and $Z_{CV}^{CUR}$ is the value in the existing system. For average satisfaction, the upper bound is $Z_{AS,k}^{MAX} = \ln \left( \sum_{t=1}^{K} Q_t / P_t \right)$ for level $k$ services so that the percentage improvement, $F_{AS,k}$, of the average satisfaction for level $k$ services is calculated as

$$F_{AS,k} = \frac{Z_{AS,k}^{NEW} - Z_{AS,k}^{CUR}}{Z_{AS,k}^{MAX} - Z_{AS,k}^{NEW}}.$$

Note that while the total aggregate average satisfaction cannot exceed $Z_{AS,k}^{MAX}$, a given population group’s average satisfaction can, and does in several instances, exceed this value. For example, using straight line distances, the average satisfaction of the urban population to existing level $A$ services, -3.342, was slightly greater than the upper bound of -3.372. For the full efficiency solution, the urban average satisfaction was reduced to -3.422, for a change of -26.9%. Therefore, the percentage improvements reported for the average satisfaction indicator must be interpreted with some caution.

As indicated in Table 7.10, the solutions to the FLS model produced large improvements in the average satisfaction and reduced the coefficient of variation relative to current potential accessibility values. As expected, the efficiency solutions increased the average satisfaction more than the equity solution. However, the equity solution reduced the coefficient of variation more. In terms of level $A$ services, the average satisfaction improved over 90% (relative to the upper bound of 3.372) for the straight line distance solutions and by over 65% for the travel time solutions. Further, the coefficient of variation was reduced by approximately 65% (straight line distance) and 35% (travel times). In addition, the urban population experienced both the largest improvement in the coefficient of variation and the largest reduction in average satisfaction. In fact, the average satisfaction in urban areas was dramatically reduced to well below the upper bound while the average satisfaction for the suburban and rural populations increased and exceeded the upper bound for all solutions. This rather surprising result is most likely due to the effect of the potential demand on facilities located in densely populated urban areas with a correspondingly reduced resource availability. Thus, the
optimization model increased the overall aggregate satisfaction by locating facilities at sites with smaller potential demands, i.e., suburban and rural areas.

A similar effect was noted in level B accessibility for the two efficiency solutions. In this case, urban areas had either a decrease or the smallest increase in average satisfaction while much larger increases occur in suburban and rural areas. However, this was not the case for the two equity solutions in which the rural population had either the smallest increase, for the straight line case, or the largest decrease, for the travel time case, in average satisfaction. Further, the reduction in the coefficients of variation for the entire target population ranged between 23% and 35%. The urban population had the largest reduction while the rural population had the smallest, except for the travel time equity solution. Compared to level A services, the increases in the efficiency and equity objectives for level B services were typically smaller.

For level C services (all facilities), the suburban population had the largest gains in average satisfaction. In fact, for the two straight line distance solutions, the average satisfaction for the suburban population was much larger than for any other population group. Overall, their average satisfaction increased by between 20% and 62% with a larger increases for the straight line distance model. These same solutions also gave a larger reduction, 40%, in the coefficient of variation as compared to the travel time models. The urban areas typically had the lowest coefficients of variation while the rural areas had the highest.

<table>
<thead>
<tr>
<th></th>
<th>Efficiency Solution</th>
<th>Equity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pop.</td>
<td>Percent Change</td>
</tr>
<tr>
<td><strong>Straight Line Distances</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>4817</td>
<td>1.70%</td>
</tr>
<tr>
<td>Suburban</td>
<td>1266</td>
<td>3.92%</td>
</tr>
<tr>
<td>Rural</td>
<td>11625</td>
<td>7.69%</td>
</tr>
<tr>
<td>Total</td>
<td>17708</td>
<td>3.79%</td>
</tr>
<tr>
<td><strong>Road Network Travel Times</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>38311</td>
<td>13.53%</td>
</tr>
<tr>
<td>Suburban</td>
<td>5880</td>
<td>18.19%</td>
</tr>
<tr>
<td>Rural</td>
<td>35857</td>
<td>23.70%</td>
</tr>
<tr>
<td>Total</td>
<td>80048</td>
<td>17.15%</td>
</tr>
</tbody>
</table>

*Table 7.11*: Total and percentage change of target population with low accessibility for full FLS optimization solutions.
Another way of assessing the FLS solutions is to examine their impact on the population with low accessibility. Using the definition of low accessibility adopted previously, Table 7.11 shows, for each of the four FLS solutions, the total population with low accessibility, their percentage within each population group, and the percent change in the number of people with low accessibility compared with the existing system. All of the solutions reduced the number of people with low accessibility with the efficiency solutions having the larger decrease. Further, the reduction for the straight line distance solutions was much larger than for the travel time models. This trend is a reflection of the presence of relatively isolated populations who need to travel longer distances due to poor and circuitous roads. These factors obviously do not affect the straight line distance solutions and, consequently, there were much larger reductions in the population with low accessibility. In fact, the straight line distance efficiency solution made dramatic reductions of almost 75% and lowered the total population with low accessibility from 68,178 to 17,708. Further, in suburban areas, the 32% of the population with poor accessibility in the existing system was reduced to only 4% for the same FLS solution. Although somewhat smaller, the travel time efficiency solution also reduced the population with low accessibility by over 33,000 people or by approximately 30%. Again, the suburban population experienced the largest reduction. The travel time equity solution was much less effective and only reduced the population with low accessibility by 15% and actually increased the number in rural areas.

It is also important to consider the change in system configuration and potential accessibility to family planning services from a spatial standpoint. Figure 7.14 illustrates the two surfaces showing the change in existing level C accessibility resulting from the FLS efficiency solutions for both straight line distances and travel times. The figure also shows the current and optimal facility configurations for these two cases. Overall, the two surfaces are reasonably similar, with the same regions experiencing the largest decreases and increases in accessibility. The areas showing the largest decreases are those that had very high existing accessibility.

One difficulty with the straight line solution was that it located several facilities near the edge or outside the populated area. These sites were selected because they had a low potential demand so that they increased accessibility dramatically around the edges of the grid. Further, there is a marked concentration of facilities around San José. In

\[10\] Accessibility of less than half the average.
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Figure 7.14: Change in J&B level C accessibility and facility locations for the full FLS optimization scenario using (a) measured using straight line distances and (b) using estimated road network travel times.
the existing system the facilities in this area are relatively large due to the concentration of population. However, for these model runs, the size of each facility was set to the average size of the existing facilities. Thus, many more smaller facilities were located in this region than in the existing system. These facilities are more dispersed than the existing configuration, with fewer located in the central core and more in suburban areas.

As indicated by this analysis, an optimal configuration of facilities can improve the average satisfaction of the target population and reduce the variation in the accessibility in comparison to the existing health care delivery system. Further, the solutions resulted in a large decrease in the number of people with low accessibility. Another approach is to apply the FLS to determine the best locations in which to open new facilities. This is achieved in the next section.

Five Additional Facilities Optimization Scenario

The second FLS optimization scenario attempts to improve the average satisfaction and reduce the coefficient of variation through the addition of five new facilities. Specifically, two new clinics and three additional health centers were located, assuming that all existing facilities remain in their current locations and are sized according to their actual family planning consultation hours in 1992. The new facilities are assumed to be the same size as the average size of the existing facilities of that type. As with the other analyses in the chapter, the model is applied using both straight line distances and road network travel times and the efficiency and equity solutions are calculated. For these model runs, the execution times, on a 166 MHz Pentium PC running Windows NT, were 528 seconds for the efficiency solution using straight lines and 451 seconds for the equity solution. The time to calculate the efficiency and equity solutions were 498 seconds and 352 seconds respectively using the network travel times. The accessibility indicators of these solutions and the percentage change from the existing system are given in Table 7.12. As previously, level A results are omitted as the configuration of hospitals is unchanged. Note that with the addition of more resources, the average accessibility of level B services increases to 0.1781, the average accessibility of level C services becomes 0.3124, and the upper bounds for the average satisfaction increase to -1.723 and -1.163 for level B and level C services respectively. These new bounds are
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#### Table 7.12: Accessibility indicators and percentage change from existing values to ideal values for the maximum efficiency and maximum equity solutions of the add five FLS optimization scenario.

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
</tr>
<tr>
<td><em>(a) Straight line distances</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.8625</td>
<td>-1.8992</td>
</tr>
<tr>
<td>31.32%</td>
<td>21.24%</td>
<td>19.25%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3407</td>
<td>-1.0991</td>
</tr>
<tr>
<td>16.16%</td>
<td>123.19%</td>
<td>32.97%</td>
</tr>
<tr>
<td><em>(b) Road network travel times</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9879</td>
<td>-2.0373</td>
</tr>
<tr>
<td>13.68%</td>
<td>26.83%</td>
<td>18.56%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.4774</td>
<td>-1.4269</td>
</tr>
<tr>
<td>14.71%</td>
<td>48.02%</td>
<td>15.25%</td>
</tr>
<tr>
<td>Equity solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9821</td>
<td>-2.0491</td>
</tr>
<tr>
<td>15.59%</td>
<td>24.05%</td>
<td>15.13%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.4747</td>
<td>-1.4407</td>
</tr>
<tr>
<td>15.44%</td>
<td>45.29%</td>
<td>12.17%</td>
</tr>
</tbody>
</table>

Note: The table shows the percentage changes in accessibility indicators and coefficient of variation for different levels of service, including efficiency and equity solutions, across urban, suburban, rural, and overall (All) categories.
reflected in the coefficients of variation and the percentage improvement values in the table.

These results indicate that the efficiency solutions and the equity solutions are very similar. In comparison to the full optimization scenario, the reductions in the coefficient of variation in the target population are much smaller, ranging from 3.5% to approximately 6%. There are also similar modest increases for the urban, suburban, and rural populations. However, the solutions give much more dramatic improvements in the average satisfaction with increases ranging from 16% to 31%. Further, the suburban population exhibit much larger increases in average satisfaction. Recall, that the average satisfaction is based on calculating the logarithm of accessibility. Consequently, this indicator is extremely sensitive to areas with low accessibility and, in fact, would be $-\infty$ if any member of the population had zero accessibility (inaccessible). Thus, these large increases are a result of new facilities being located in areas with very low accessibility.

<table>
<thead>
<tr>
<th></th>
<th>Efficiency Solution</th>
<th></th>
<th>Equity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pop.</td>
<td>Percent Change</td>
<td>Pop.</td>
</tr>
<tr>
<td><strong>Straight Line Distances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>13478</td>
<td>4.76%</td>
<td>-27.95%</td>
</tr>
<tr>
<td>Suburban</td>
<td>3462</td>
<td>10.71%</td>
<td>-66.87%</td>
</tr>
<tr>
<td>Rural</td>
<td>32015</td>
<td>21.16%</td>
<td>-17.95%</td>
</tr>
<tr>
<td>Total</td>
<td>48955</td>
<td>10.49%</td>
<td>-28.20%</td>
</tr>
<tr>
<td><strong>Road Network Travel Times</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>43246</td>
<td>15.28%</td>
<td>-16.36%</td>
</tr>
<tr>
<td>Suburban</td>
<td>8392</td>
<td>25.97%</td>
<td>-27.88%</td>
</tr>
<tr>
<td>Rural</td>
<td>46390</td>
<td>30.67%</td>
<td>-7.14%</td>
</tr>
<tr>
<td>Total</td>
<td>98028</td>
<td>21.00%</td>
<td>-13.48%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Efficiency Solution</th>
<th></th>
<th>Equity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pop.</td>
<td>Percent Change</td>
<td>Pop.</td>
</tr>
<tr>
<td><strong>Straight Line Distances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>13478</td>
<td>4.76%</td>
<td>-27.95%</td>
</tr>
<tr>
<td>Suburban</td>
<td>3462</td>
<td>10.71%</td>
<td>-66.87%</td>
</tr>
<tr>
<td>Rural</td>
<td>32015</td>
<td>21.16%</td>
<td>-17.95%</td>
</tr>
<tr>
<td>Total</td>
<td>48955</td>
<td>10.49%</td>
<td>-28.20%</td>
</tr>
<tr>
<td><strong>Road Network Travel Times</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>43246</td>
<td>15.28%</td>
<td>-16.36%</td>
</tr>
<tr>
<td>Suburban</td>
<td>8392</td>
<td>25.97%</td>
<td>-27.88%</td>
</tr>
<tr>
<td>Rural</td>
<td>46390</td>
<td>30.67%</td>
<td>-7.14%</td>
</tr>
<tr>
<td>Total</td>
<td>98028</td>
<td>21.00%</td>
<td>-13.48%</td>
</tr>
</tbody>
</table>

Table 7.13: Total and percentage change of target population with low accessibility for additional facilities FLS optimization solutions.

Further, as shown in Table 7.13, even the incremental change of adding two clinics and three health centres resulted in reasonable reductions in the population with low accessibility for all FLS solutions. For the straight line distance models, the population with low accessibility was reduced by over 19 000 people. Further, the number of people in suburban areas with poor accessibility was reduced by over 65% while in rural areas
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The reduction was only about 17%. For the travel time models, while there were 15 000 fewer people with low accessibility, this was a reduction of only 13%. Nevertheless, there were 28% fewer people in suburban areas with low accessibility, 16% fewer in urban areas, and between 5% to 7% fewer in rural areas. Again, these lower numbers, compared to the straight line distance model, are likely a reflection of regions of low accessibility in isolated areas with few roads.

Figure 7.15 shows the new facility locations and the increase in accessibility for the two efficiency solutions. The straight line solution located the two new clinics near Cartago, to the East of San José, and the three new health centres in the southern and eastern fringes of the San José metropolitan area. The clinics were located near Cartago because the existing clinic in Cartago provides relatively few family planning consultations. The travel time solution showed a very similar pattern with one new clinic located in Cartago, another slightly to the West and the three health centres in a ring around San José. The two equity solutions (not shown) were practically identical to their respective efficiency solutions except for minor differences in the locations of the selected facilities sites. These solutions were also broadly similar to the solutions from the minimum distance new facilities scenario, with several of the new facilities located in the suburban areas around San José. Further, as noted previously, the population living in the suburban regions around San José is likely higher than estimated in the population grid due to the effects of in-migration where the new facilities are concentrated. Therefore, the actual improvements in accessibility are likely to be even larger than calculated here.

However, the J&B accessibility measure is also dependent on the allocation of resources to the facilities as well as their location. In the section that follows, the issue of finding an optimal allocation of resources is addressed by the resource allocation subproblem (RAS).

### 7.4.4 Optimizing the Allocation of Resources

For the RAS, discussed in Section 6.3.3, facility locations are assumed to be fixed and the model determines the optimal allocation of resources among the existing facilities. Although the standard RAS formulation is only for a single level of service, accessibility is defined in terms of three facility types. As before, a top-down approach is taken to solve this hierarchical problem. First, the RAS is solved to determine the optimal
Figure 7.15: Change in level C J&B accessibility and facility locations for maximum efficiency solutions for five new facilities.
allocation of resources to the hospitals, ignoring all other facilities. Then, the sizes of the hospitals are fixed at their optimal allocations and the optimal resource allocations for the clinics are computed. Finally, with the allocation of resources to the hospitals and clinics set to their optimal values, the RAS is applied to determine the resource allocations for the health centres.

The RAS was solved using the algorithm outlined in Chapter 6. The search direction was found by solving a constrained quadratic programming (QP) problem. The QP code used was obtained from Dr. André Tits of the University of Maryland as part of the CFSQP optimization package [Lawrence et al., 1996]. The line search algorithm described in the previous chapter was used and the criteria outlined by Gill et al. [1981, p. 100] were used to test for convergence. As opposed to the Interchange heuristic used for the FLS and the p-median problem, this algorithm solves the problem exactly so that, if the algorithm converges, the solution is optimal. One modification made to the code was that rather than recalculating the Hessian matrix after each iteration, a BFGS update
\footnote{This is a quasi-Newton method that estimates the change in the Hessian matrix from the change in gradient. See, for example, Gill et al. [1981, p. 116–124] for a description of these methods.} is used and the full Hessian is recalculated every tenth iteration\footnote{This value was found, through trial and error, to give the fastest execution time on a sample problem.}

\section*{Full Optimization Scenario}

The full optimization scenario assumes that there are no upper or lower bounds on the allocation of resources to the facilities and that only the total level of resources for a given facility type, \( k \), is constrained so that

\[ \sum_{j \in R_k} s_j = Q_k \]

where \( s_j \) is the allocation of resources to facility \( j \) and \( Q_k \) is the total level of resources for facility type \( k \). Thus, the total resource levels were 16 015 annual hours of family planning consultation at the hospitals, 64 850 hours at the clinics, and 59 021 hours at the health centres. Further, the lower bound of resource availability at each facility was set to a small number, \( 1 \times 10^{-8} \), to avoid computational difficulties. The three level RAS was then solved using both straight line distances and road network travel times to find the efficiency (\( \omega = 1 \)) and equity (\( \omega = 0 \)) solutions. On a 166 MHz Pentium PC with 32 Megabytes of RAM running Windows NT, the problem used 137 seconds of CPU time.
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to find the efficiency solution and 49 seconds to find the equity solution using straight line distances while for road network travel times, the solution times were 115 seconds and 49 seconds respectively. As expected, the equity-only RAS runs converged after one iteration for each facility type. The 49 seconds execution time mainly reflects the calculation time of the $\eta_{ij}$ values, the gradients, and the Hessian matrix. The efficiency solutions required between 6 and 23 iterations to converge.

The average satisfaction and coefficient of variation for the four optimal solutions are shown in Table 7.14 along with the percentage improvement. In general, the improvement in the indicators for the higher order services was greater than for the lower order services. Further, in comparison to the FLS solutions, these improvements were generally somewhat smaller, although still rather substantial. The reduction in the coefficient of variation ranged from 26% to 51%, again, somewhat less than with the FLS solutions. Another interesting result is the narrow range between the efficiency and equity solutions with the difference in the improvement of the indicators typically about 2% and always less than 4%. This indicates that, for the RAS, the allocation of resources to optimize either efficiency or equity was very similar. This same effect was noted in the previous chapter for the sample problem, but is less dramatic for the FLS solutions where the differences were up to 14% in certain cases.

Further, in terms of the three population groups, the RAS solutions were similar to the changes in the indicators produced by the FLS model. For example, the average satisfaction of level A services increased the most for the suburban population and decreased for the urban population. However, the improvements in the average satisfaction of level B and level C services for the suburban populations were much lower than with the FLS solutions.

In addition to improving the values of the objective functions, the new allocation of resources proposed by the RAS solutions also result in the reduction in the population with low accessibility. These figures are shown in Table 7.15. In comparison to the full FLS solutions, the RAS solutions had a somewhat smaller, but still substantial, impact on the number of people with low accessibility ranging from a reduction of 46% for the straight line distance efficiency solution to 10% for the travel time equity solution. Again, there were much larger percentage changes using straight line distances rather than travel times. For the efficiency straight line distance solution, there were over 31 000 fewer people with low accessibility than in the existing system while the corresponding reduction for the travel time efficiency solution was around 15 000
7.4. JOSEPH AND BANTOCK ACCESSIBILITY

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
</tr>
<tr>
<td>(a) Straight line distances</td>
<td>Efficiency solution</td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.3886</td>
<td>-3.3595</td>
</tr>
<tr>
<td></td>
<td>-155.07%</td>
<td>112.38%</td>
</tr>
<tr>
<td>Level B</td>
<td>-1.8991</td>
<td>-1.8628</td>
</tr>
<tr>
<td></td>
<td>14.99%</td>
<td>43.08%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3095</td>
<td>-1.2455</td>
</tr>
<tr>
<td></td>
<td>38.47%</td>
<td>82.73%</td>
</tr>
<tr>
<td>(b) Road network travel times</td>
<td>Efficiency solution</td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4371</td>
<td>-3.3979</td>
</tr>
<tr>
<td></td>
<td>-59.01%</td>
<td>74.89%</td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9893</td>
<td>-2.0589</td>
</tr>
<tr>
<td></td>
<td>14.53%</td>
<td>23.23%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.4389</td>
<td>-1.5997</td>
</tr>
<tr>
<td></td>
<td>28.37%</td>
<td>15.18%</td>
</tr>
<tr>
<td>Equity solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level A</td>
<td>-3.4233</td>
<td>-3.3921</td>
</tr>
<tr>
<td></td>
<td>-25.30%</td>
<td>80.55%</td>
</tr>
<tr>
<td>Level B</td>
<td>-1.9596</td>
<td>-2.0701</td>
</tr>
<tr>
<td></td>
<td>25.28%</td>
<td>20.42%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.4136</td>
<td>-1.6270</td>
</tr>
<tr>
<td></td>
<td>36.10%</td>
<td>9.30%</td>
</tr>
</tbody>
</table>

Table 7.14: Accessibility indicators and percentage change from existing values to ideal values for the maximum efficiency and maximum equity solutions of the full RAS optimization scenario.
Table 7.15: Total and percentage change of target population with low accessibility for full RAS optimization solutions.

<table>
<thead>
<tr>
<th></th>
<th>Efficiency Solution</th>
<th>Equity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pop.</td>
<td>Percent</td>
</tr>
<tr>
<td>Straight Line Distances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>6156</td>
<td>2.17%</td>
</tr>
<tr>
<td>Suburban</td>
<td>6168</td>
<td>19.08%</td>
</tr>
<tr>
<td>Rural</td>
<td>24217</td>
<td>16.01%</td>
</tr>
<tr>
<td>Total</td>
<td>36541</td>
<td>7.83%</td>
</tr>
<tr>
<td>Road Network Travel Times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>43625</td>
<td>15.41%</td>
</tr>
<tr>
<td>Suburban</td>
<td>9727</td>
<td>30.10%</td>
</tr>
<tr>
<td>Rural</td>
<td>45354</td>
<td>29.98%</td>
</tr>
<tr>
<td>Total</td>
<td>98706</td>
<td>21.15%</td>
</tr>
</tbody>
</table>

One interesting trend is that the largest percentage reductions were for the urban population\(^\text{13}\) while suburban areas experienced the largest percentage reductions with the FLS solutions. In fact, the reductions in the suburban population with low accessibility were smaller for these RAS solutions than the FLS solutions from the additional five facilities scenario. This trend is due to the fact that the RAS solutions do not change the facility configuration. Thus, areas that are distance from a facility do not experience much gain in accessibility. One of these areas includes the suburban region around San José where new facilities were located in the additional facilities FLS solutions. Thus, the RAS could not make as large a reduction in the population with low accessibility since facilities are not located nearby while the urban areas experienced the largest reduction because these areas typically do have facilities located in close proximity. In urban areas, the problem was that the facilities had insufficient resources allocated to them relative to their potential demand. The RAS addressed this problem by allocating additional resource from areas that were relatively over-supplied to areas that were relatively under-supplied.

The spatial pattern of the change in level C accessibility as well as the percentage change in the allocation of the resources to the facilities are illustrated in Figure 7.16.

\(^{13}\)Except for the travel time efficiency solution, where the suburban and urban changes were approximately the same.
Figure 7.16: Change in J&B level C accessibility and resource allocations for the full RAS optimization scenario using (a) measured using straight line distances and (b) using estimated road network travel times.
This figure illustrates both efficiency solutions for straight line distances and road network travel times. Again, the two surfaces are reasonably similar with the largest decreases in accessibility occurring in the areas identified as having very high current accessibility. The change in resource allocations for the two solutions are also very similar. In rural areas, facilities located in areas identified as over-supplied were reduced in size while the other facilities were increased in size. Another interesting pattern, consistent with the FLS solutions, is that the facilities located in central San José were dramatically reduced in size and the resources were reallocated to facilities located in the region peripheral to San José.

Thus, even assuming that the facility locations are fixed, the solutions to the RAS model indicate that both the average satisfaction can be substantially increased, and the variation in accessibility can be reduced, by modifying the allocation of resources to facilities. Moreover, these allocations results in reductions in the population with low accessibility. However, as with the other accessibility optimization models, the RAS can examine where best to allocate additional resources so as to improve the accessibility indicators. This application of the RAS is considered in the next section.

Additional Resources Optimization Scenario

The final optimization scenario discussed in this chapter, applies the RAS model to determine the optimal allocation of additional resources to the existing facilities. Specifically, the equivalent of two average-sized clinics and three average-sized health centres were added to the existing resource levels so that the total resource levels in the optimal solutions were the same as in the FLS additional facilities scenario. The total annual hours of family planning consultations at clinics were increased by 2236.2 hours to a total of 67086.2 hours while at health centres the hours were increased by 3688.8 for a total of 62709.8 hours and the total number of hours available at hospitals remained constant. The lower bound of resource availability at each facility was set equal to the current (1992) level so that the RAS model could only increase the consultation hours at the facilities. The model was, once again, solved for the efficiency and equity solutions using both straight line distances and road network travel times. The solution times for these problems, on a 166 MHz Pentium PC with 32 Megabytes of RAM and running Windows NT, were 49 seconds for both equity solutions, 106 seconds for the travel time efficiency solution, and 129 seconds for the straight line distance efficiency
7.4. *JOSEPH AND BANTOCK ACCESSIBILITY*

<table>
<thead>
<tr>
<th>Service Level</th>
<th>Average satisfaction</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban</td>
<td>Sub.</td>
</tr>
<tr>
<td><em>(a) Straight line distances</em> Efficiency solution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level B</td>
<td>-1.8771</td>
<td>-1.8791</td>
</tr>
<tr>
<td></td>
<td>24.01%</td>
<td>30.34%</td>
</tr>
<tr>
<td>Level C</td>
<td>-1.3250</td>
<td>-1.2735</td>
</tr>
<tr>
<td></td>
<td>23.59%</td>
<td>60.26%</td>
</tr>
</tbody>
</table>

| Efficiency solution | | | | | | | | |
| Level B       | -1.8778 | -1.8780 | -1.8856 | -1.8802 | 0.5038 | 0.6895 | 0.5937 | 0.5488 |
|               | 23.79%  | 30.84% | 33.66% | 27.89% | 5.99%  | 5.33% | 6.48% | 6.11% |
| Level C       | -1.3220 | -1.3017 | -1.3398 | -1.3264 | 0.5179 | 1.0071 | 0.6745 | 0.6168 |
|               | 25.00%  | 50.06% | 26.26% | 27.57% | 6.16%  | 5.67% | 4.44% | 5.41% |

| *(b) Road network travel times* Efficiency solution | | | | | | | | |
| Level B       | -1.9835 | -2.0770 | -1.9607 | -1.9862 | 0.6082 | 0.7147 | 1.0466 | 0.7841 |
|               | 13.18%  | 17.51% | 24.02% | 17.05% | 4.38%  | 4.59% | 3.07% | 3.64% |
| Level C       | -1.4823 | -1.5650 | -1.4348 | -1.4727 | 0.5809 | 0.9795 | 1.1156 | 0.8213 |
|               | 13.36%  | 20.77% | 16.48% | 14.96% | 3.73%  | 3.85% | 2.84% | 3.21% |

| Efficiency solution | | | | | | | | |
| Level B       | -1.9877 | -2.0762 | -1.9655 | -1.9866 | 0.6073 | 0.7148 | 1.0462 | 0.7835 |
|               | 13.77%  | 17.69% | 22.49% | 16.92% | 4.51%  | 4.57% | 3.11% | 3.71% |
| Level C       | -1.4800 | -1.5818 | -1.4375 | -1.4733 | 0.5812 | 0.9764 | 1.1123 | 0.8197 |
|               | 14.00%  | 17.47% | 15.65% | 14.81% | 3.68%  | 4.16% | 3.12% | 3.40% |

*Table 7.16: Accessibility indicators and percentage change from existing values to ideal values for the maximum efficiency and maximum equity solutions of the additional resources optimization scenario.*
solution. The accessibility indicators of these solutions and the percentage change from the existing system are shown in Table 7.16 (with level A results omitted) and the percentage improvement values appropriately adjusted to reflect the new upper bounds of average satisfaction.

For this optimization scenario, the efficiency and equity solutions were practically identical with very small differences in the values of the indicators between the solutions. Also, there were small reductions of less than 6.5% in the coefficients of variation. However, there were much larger gains in the average satisfaction for all cases, ranging from a minimum of 13% for the urban population in the travel time model to over 60% for the suburban population in the straight line distance model. Again, these large increases are due to the sensitivity of the average satisfaction indicator to areas of very low accessibility and the addition of resources to these areas. Further, in comparison to the FLS additional facilities scenario, the RAS had only slightly smaller improvements in the average satisfaction and the coefficient of variation.

<table>
<thead>
<tr>
<th>Efficiency Solution</th>
<th>Equity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pop.</td>
<td>Percent</td>
</tr>
<tr>
<td>Straignt Line Distances</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>11331</td>
</tr>
<tr>
<td>Suburban</td>
<td>7540</td>
</tr>
<tr>
<td>Rural</td>
<td>33133</td>
</tr>
<tr>
<td>Total</td>
<td>52004</td>
</tr>
<tr>
<td>Road Network Travel Times</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>44861</td>
</tr>
<tr>
<td>Suburban</td>
<td>10384</td>
</tr>
<tr>
<td>Rural</td>
<td>46200</td>
</tr>
<tr>
<td>Total</td>
<td>101445</td>
</tr>
</tbody>
</table>

Table 7.17: Total and percentage change of target population with low accessibility for additional resources RAS optimization solutions.

The allocation of additional resources in this optimization scenario resulted in modest reductions in the population with low accessibility. For the straight line distance models, new resource being allocated to regions that were relatively under-supplied resulted in over 15 000 fewer people having low accessibility. The number of people with poor accessibility experienced substantial decreases of 40%, of 21% to 27%, and
of 22% in urban, suburban, and rural areas respectively. For the travel time solutions, between 11 000 and 12 000 fewer people had low accessibility with the addition of new resources compared to the existing system. This resulted in a 10% decrease in the population with low accessibility. Thus, consistent with the other optimization solutions, there were smaller reductions in the population with low accessibility with the travel time solutions. Further, the suburban population experienced the smallest decrease in the number of people with low accessibility compared to the other scenarios. This is a reflection of the fact that this population lacks nearby facilities.

As can be seen in Figure 7.17, which shows the increase in resource allocations and J&B accessibility for the two efficiency solutions, the straight line distance and the travel time solutions have very similar resource allocations. The additional clinic resources were allocated around Cartago, in the eastern end of the Central Valley, and to one clinic in the southwestern section of the study area. Further, the additional resources for the health centres were three facilities located in a ring around the eastern suburbs of San José and with a moderate increase in the health centre in San Ramon at the western end of the Central Valley. Thus, although the RAS allocated some additional resources in the eastern and western end of the study area, it located most resources in the same areas that were identified by the equivalent FLS scenario.

7.5 Summary

This chapter applied two measures of geographic health care accessibility developed earlier in the thesis to evaluate family planning services using a data set consisting of women in the fertile age group in the Central Valley of Costa Rica. Further, three accessibility optimization models were applied to this data set, each for two different optimization scenarios using both straight line distance and estimated road network travel times. The health care delivery system was considered to be organized as a three-level successively-inclusive hierarchy with level A services offered at hospitals only, level B services offered at hospitals and clinics, while level C services were offered at all three types of facilities. Adjusted population counts of women in the 1992 fertile age cohort residing in urban, suburban, and rural areas were extracted from the 1984 census. These population counts were then disaggregated, using the method discussed in Chapter 4, onto a 750 metre grid which formed the base population layer for the
Figure 7.17: Change in level C J&B accessibility and resource allocations maximum efficiency solutions for additional resources RAS scenario.
accessibility analysis.

The minimum distance accessibility measure indicated a wide disparity between the accessibility of women living in urban areas and those of suburban and rural areas. In terms of average distance, the existing system is sub-optimally located compared to an optimal system, with the average distance to the nearest facility over 30% more. The areas with the greatest change in accessibility are located in the outer suburbs of San José and in several areas in the western Central Valley. The gains in accessibility are much more modest when five facilities are added to the existing system. Nevertheless, the largest improvements were concentrated in the suburban and rural population groups. Further, although the straight line distance and travel time solutions gave somewhat different locations for the new facilities, these facilities are located in the areas identified as under-supplied.

The J&B accessibility model was also applied to the study area using parameter estimates derived from the 1992 Costa Rican Reproductive Health Survey. The results of this analysis were less consistent than with minimum distance accessibility. In terms of the accessibility to hospitals, the urban population had the highest average access while for other services levels the measure did not find a strong urban bias although the variation in urban accessibility was lower. For level C services, the areas of highest accessibility were located outside of the urban areas in regions with large facilities but small potential demand upon them. However, a much larger percentage of the suburban and rural populations had low accessibility than did the urban population.

Further, the FLS and RAS optimization models were both applied to the study area for two different scenarios. The full optimization scenario determined an optimal facility configuration or resource allocation. The additional five facilities scenario determined the locations of five new facilities and the additional resources scenarios allocated new resources among the existing facilities. The full optimization scenario solutions indicated that large increases in average satisfaction and decreases in the coefficient of variation were possible. The gains in the accessibility indicators were more modest in the scenarios that added new facilities or resources. However, all the optimization scenarios resulted in substantial decreases in the population that had low accessibility with suburban areas experiencing the largest reductions in the FLS solutions and urban areas having the greatest decreases in the RAS solutions. Further, the solutions were broadly consistent and, as with the minimum distance accessibility analysis, identified the suburban areas of San José as under-supplied areas. The next chapter
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presents a summary of the main points and contributions of this thesis, followed by a further discussion of these results, and ends with an examination of potential directions for future research.
Chapter 8

Summary and Conclusions

This chapter first reviews the contributions of the thesis in general terms and, in particular, in terms of the objectives stated in Chapter 1. This is followed by a discussion of the results of applying the accessibility measures and accessibility optimization models presented in the previous chapter. Finally, several directions for future research are outlined.

8.1 Summary

The introduction of this thesis noted the crucial importance of accessibility to primary health care services in developing countries. However, primary health care services are often inefficiently and inequitably distributed in the target population. Further, the issue of improving geographic accessibility of the target population to health care is a complex spatial problem. Thus, this thesis examined issues and models relating to the evaluation of current potential geographic accessibility and examined a facility-oriented approach to improve the spatial efficiency and equity of primary health care services using optimization models. Specifically, the objectives of this thesis were to describe a generic model of accessibility to primary health care services, examine the effects of spatial aggregation on accessibility measures, and to develop and apply accessibility optimization models. The subsequent chapters of this thesis, summarized below, fulfilled these objectives.

Chapter 2 provided a review of the issues relating to evaluating accessibility to primary health care services. It also examined two mathematical models applicable to
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improving accessibility, namely, spatial interaction models and facility location models.

Chapter 3 introduced a generic model of the potential accessibility of individuals to a system of facilities providing health care services. It also provided a behavioural framework for the generic model, based on individual choice theory, and developed the minimum-distance and Joseph and Bantock [1982] accessibility measures within this framework.

However, the generic model only considered accessibility of an individual to a system of facilities. Therefore, Chapter 4 examined issues relating to the spatial aggregation of accessibility measures. It further developed some worst case error bounds on spatial aggregation error and discussed methods of disaggregating populations to a grid.

Chapter 5 discussed the use of a facility-oriented optimization approach to improve the efficiency and equity in the distribution of accessibility among the target population in a health care system and discussed some generic efficiency and equity objectives. It also introduces the generic Accessibility Optimization Problem. Two related subproblem formulations were also introduced. The Facility Location Subproblem (FLS) improves accessibility by modifying the locational configuration of the system while the Resource Allocation Subproblem (RAS) adjusts resource levels at facilities. Further, several potential optimization scenarios for each formulation were discussed.

Chapter 6 provided two specific examples of the Accessibility Optimization Problem (AOP) for the minimum distance accessibility measure and the Joseph and Bantock [1982] accessibility measure. A FLS formulation was developed for minimum distance accessibility that was equivalent to the distance-constrained p-median problem. Both FLS and RAS formulations and solution techniques were introduced for the Joseph and Bantock accessibility measure.

In Chapter 7, these accessibility measures and optimization models were applied to evaluate the current accessibility and in two specific planning scenarios that examined potential strategies to improve accessibility of family planning services in the Central Valley of Costa Rica.
8.2 Contributions

This thesis has made a contribution to current knowledge, in the areas noted above, in several ways.

1. The first contribution is of a theoretical nature and relates to the development of the generic model of potential accessibility. As indicated in Chapter 2, many different measures of potential accessibility have been proposed. However, many of these models lack a theoretical basis. The generic model provides a rigorous mathematical framework in which to consider existing measures and derive new measures and it clarifies the behavioural assumptions implicit in these measures.

2. Another useful contribution is the examination of issues relating to the errors caused by spatial aggregation of individual in accessibility measures. In particular, the worst-case error bounds for gravity model accessibility measures indicate that applying these measures to highly aggregate data can be rather problematic.

3. A further contribution is the proposed extensions to the Bracken and Martin [1989] method for disaggregating population to a grid. These particular extensions allows for the use of areal data and for the incorporation of land use classes in the estimation of a population grid.

4. Another important contribution is the generic Accessibility Optimization Problem (AOP) and its two related subproblem formulations. The AOP provides a basis for the development of suitable optimization models for taking a facility-oriented approach improving the equity and efficiency of potential accessibility.

5. A final contribution of this thesis is the formulation of the two optimization models for the Joseph and Bantock accessibility measure. These models are significant in that they allow for the examination of possible changes in either facility locations or resource allocations.

8.3 Discussion of Results

This thesis concentrated on developing mathematical models and techniques to assist health care planners and decision makers to evaluate and improve accessibility to primary health care services. The previous chapter applied these models using a sample
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Data set for women in the fertile age group and family planning services in the Central Valley of Costa Rica. Health care accessibility evaluation and optimization models were applied to this data set and these are discussed in turn.

8.3.1 Existing Accessibility

The evaluation of existing accessibility allows health care planners to assess the current spatial distribution of supply relative to demand and to identify areas and regions that have a deficient supply of or access to primary health care. Two different measures of potential geographic accessibility, developed within the generic model of accessibility in Chapter 3, were applied in the previous chapter, namely, the minimum distance accessibility measure, and the Joseph and Bantock [1982] (J&B) accessibility measure. These measures were applied to examine the overall accessibility of the target population to a three-level service hierarchy and the differential accessibility of women residing in urban, suburban, and rural areas. Further, these measures were applied using both straight line distances and estimated road network travel times.

In terms of minimum distance accessibility, the analysis indicated that the target population was, on average, 1.66 km and 8.3 minutes from the nearest facility. However, there was a large difference in average accessibility among the population groups with both the suburban and rural populations being over twice as far from the nearest facility as the urban population. Further, the straight line distance and estimated travel time accessibility surfaces showed that areas of high accessibility were concentrated in the major cities.

Compared with the accessibility indicators (average distance and maximum distance) for the minimum distance accessibility measure, the average satisfaction and coefficient of variation indicators, used to assess the efficiency and equity for the J&B accessibility measure, had a less straightforward interpretation. For the J&B accessibility measure, the average accessibility is constant for a given population and level of resources and, thus, is not suitable as a measure of efficiency. Instead, the average satisfaction is used to measure spatial efficiency in the distribution of J&B accessibility and is calculated as the population-weighted average of the logarithm of J&B accessibility. The coefficient of variation is a measure of equity and is calculated by dividing the standard deviation of accessibility by the mean accessibility (a constant). One method of
overcoming this difficulty is to examine the percentage of the population that has low accessibility.

The J&B accessibility measure gave similar results to the minimum distance accessibility measure with urban areas typically having the highest average satisfaction and lowest coefficient of variation. This suggests that, compared to the suburban and rural populations, the urban population had the highest level of accessibility and that this accessibility was distributed more evenly. However, the inter-group differences in accessibility were typically much lower than with minimum distance accessibility. One notable feature apparent in the J&B results was that suburban areas had both the lowest average satisfaction and highest coefficient of variation with regard to all facility (level C services) so that their accessibility was relatively poor but highly variable. One complicating factor in this analysis was that the urban population had a larger distance decay parameter, calibrated from survey data, than the suburban or rural populations indicating a stronger deterrent effect of distance. Consequently, this would have the tendency of reducing the average satisfaction of women living in urban areas and, thus, reduce the difference in accessibility between the population groups. In addition, the J&B measure considers the potential demand on a facility. This tends to reduce accessibility in densely populated urban areas while increasing accessibility in the more sparsely populated rural areas. However, there was a marked difference in the percentage of the population with accessibility of less than half of the average, defined as low accessibility, among the three population groups. Urban areas had few people with low accessibility while in rural and suburban areas the rate was between two and five times higher.

Another factor complicating the interpretations of results is the sensitivity of the average satisfaction indicator to areas of low accessibility. This can be best illustrated using a simple example with two demand nodes of equal population and an average accessibility of 1.0. If the accessibility is 0.01 in one node and 1.99 in the other then the average satisfaction is -1.96. However, the average satisfaction would increase by 58% to -0.83 if the accessibility at the nodes is 0.1 and 1.9. Thus, even a small population with low accessibility can dramatically impact on the value of the average satisfaction. In this regard, the coefficient of variation indicator is much less sensitive to small changes in accessibility. In the same situation, the coefficient of variation would decrease by only 9% from 0.99 to 0.9 still indicating a very high variability in accessibility.

The spatial pattern of current J&B accessibility indicated that the major urban areas
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had average to good accessibility. Even though the facilities in these areas are relatively large so is the potential demand on them given the relatively higher urban population densities. Rather, the areas with the highest accessibility were predominantly rural. This can be explained by the fact that the population in rural areas had lower distance decay parameters than the urban population and that J&B accessibility considers both the size of a facility and its potential demand. Thus, the presence of medium-sized facilities located in rural areas that have a relatively small potential demand results in regions of high accessibility scattered throughout the rural portion of the study area.

Both the minimum distance and the J&B accessibility measures identified the same general areas as having low accessibility. These areas of low accessibility were concentrated in the area between San José and Cartago, 50 kilometres to the east, and around the boundary of the study area. Moreover, the population of these suburban areas of San José that were identified as having low accessibility is likely to be larger than the population estimates due to the effects of in-migration to the San José metropolitan area that were not considered.

Further, the accessibility surfaces were similar for accessibility measured using straight line distances and using estimated road network travel times. The straight line distance surfaces were smooth with a gradual change in accessibility between grid cells. The travel times accessibility surface exhibited a somewhat more complicated pattern with areas of higher accessibility following the road network and isolated pockets of low accessibility in grid cells distant from a road.

In summary, the two accessibility measures applied provide significant information on both the spatial distribution of accessibility and the differential accessibility between the population groups to all facilities and to subsets within the service hierarchy. The minimum distance accessibility measure found a particularly large difference in accessibility between urban areas and suburban/rural areas. This difference was less pronounced when using the J&B accessibility measure due to its consideration of facility size, the potential demand on a facility, and the different distance decay parameters for each population group. However, both measures were consistent in identifying areas of low access to health care.
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8.3.2 Accessibility Optimization Models

Beyond evaluating existing accessibility, this thesis formulated a family of optimization models to assist decision makers in developing strategies to improve the efficiency and equity of potential accessibility to health care services. The previous chapter illustrated the potential use of these models by applying three specific models to the study area: the distance constrained $p$-median model, the J&B FLS model, and the J&B RAS model. Each of these models was applied under two specific scenarios. The first scenario generated an optimal pattern of facility locations or resource allocations for the existing system configuration. The second scenario applied the optimization models to locate additional facilities and to allocate additional resources optimally. For each scenario, two solutions were found: the efficiency solution and the equity solution.

Applying the $p$-median model indicated that average existing minimum distance accessibility to all facilities could be reduced by approximately 25% from the existing system. The optimal solutions also typically reduced the maximum distance of any individual to a facility. This decrease ranged from over 50% (for the urban population to hospitals) to an increase of 20% (for the efficiency solution using travel times). Further, the suburban population experienced the greatest improvement in accessibility from the optimal solutions. Much smaller reductions, ranging from 0.5% to 6%, in average distance occurred when five additional facilities were added to the existing system. Again, however, the suburban population experienced the largest reductions, up to 23%, in average distance.

The second optimization model applied to the sample data set was the J&B FLS model that changes the locational configuration of facilities so as to increase the average satisfaction (efficiency) or reduce the coefficient of variation (equity) of J&B accessibility. For the full optimization scenario, the solutions to the FLS model improved the average satisfaction by between 20% and 90% to the upper bound from the existing system accessibility while the reduction in the coefficient of variation ranged from 17% to 67% so that accessibility was more evenly distributed. Thus, an optimal facility configuration improved both of the accessibility indicators.

The suburban population experienced the largest gains in average satisfaction while the urban population experienced a relative decrease or the smallest increase with the FLS solutions. This suggests that, relative to the existing system, the optimal solutions located more facilities in suburban and rural areas and fewer in urban areas. This was
also seen the large reductions in the percentage of the population with low accessibility. Further, there was typically a large reduction in the coefficient of variation for all population groups. The urban population experienced the largest reduction and, for this group, the coefficient of variation was between 50% and 100% smaller than for the other population groups. This, again, is likely a result of there being fewer facilities located in urban areas and that these facilities are more evenly spaced. This redistribution of facilities reduces the number of women, particularly urban women, who have high accessibility as a result of residing in close proximity to several facilities. Thus, the optimal locational configuration distributes the facilities more evenly and reduces the population with very high and very low accessibility.

When five additional facilities were added, the optimal solution reduced the coefficient of variation by only modest amounts, but the increases in average satisfaction were much larger. In fact, these gains ranged between 16% and 31% and were roughly half as large as the gains in the full optimization scenario. As noted previously, the average satisfaction indicator is extremely sensitive to low accessibility values. Hence, these large gains were the result of the model locating new facilities in areas having very low initial accessibility. This was further confirmed by the large reduction in the percentage of the population with low accessibility. However, these new facilities did less to reduce the variation in accessibility as the existing configuration, with its regions of high accessibility, was unchanged.

The final accessibility optimization model was the Resource Allocation Subproblems (RAS) for the J&B accessibility measure. This model improved the efficiency and equity in the distribution of J&B accessibility by reallocating resources between facilities. In the full optimization scenario, the improvements in the average satisfaction ranged from 16% to 75% while the coefficient of variation was reduced by between 26% and 50%. Thus, the overall level of accessibility increased and accessibility was more evenly distributed within the target population. This is a result of resources being moved from relatively over-supplied areas in the existing system and re-allocated to under-supplied areas.

While the suburban population experienced the largest increases in the average satisfaction for level A services (hospitals), there was no clear pattern for the other service levels with each population group receiving the largest gains in different model

---

1 Accessibility measured in terms of satisfaction. The average accessibility is, of course, constant.
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runs depending on whether efficiency was optimized or equity was optimized and on whether straight line distances or travel times were used. This is due to the fact that the model only reallocates resources and assumes that the facility locations are fixed. Consequently, in areas where there is no nearby facility, the accessibility cannot be improved by reallocating resources. Nevertheless, the model provided alternative resource allocations which did substantially reduce the coefficient of variation and increase the average satisfaction by moving resources from over-supplied to under-supplied areas.

The RAS was also applied to determine where additional resources should be allocated within the system so as to improve the efficiency and equity objectives. The improvements in the accessibility indicator were very similar to the additional facilities FLS scenario with reductions in the coefficient of variation ranging from 3% to 6% and increases in the average satisfaction between 15% and 28%. These increases were a result of resources being allocated to under-supplied areas concentrated in the areas between San José and Cartago.

Despite the differences in the accessibility indicators for the various optimization model solutions, overall there was a very consistent pattern for each solution. As shown in Figure 7.16, the J&B RAS solutions reduced the size of the facilities located in central San José and re-allocated the resources to suburban areas. Further, the facilities located in areas identified as having very high accessibility were reduced in size while most other facilities were increased. Both the p-median model and the J&B FLS model shown in Figures 7.10 and 7.14 respectively, removed facilities from central San José and moved them to the peripheral suburban regions surrounding the city.

Outside of the San José metropolitan area, the two facility location models adjusted the locations of facilities somewhat and tended to produce a more even spacing of facilities compared to the existing system thereby reducing the variation in accessibility and increasing the proportion of the target population with near average access. One interesting pattern in the J&B FLS solutions is the large reduction in the number of facilities in the east of the study area. For example, the efficiency J&B FLS solution for the full optimization scenario using straight line distances reduced the number of facilities east of Cartago from 24 to 9. The reduction in the number of facilities in this region is a result of the size of the facilities being located. In the existing system, the facilities located in this region are relatively small, and the FLS model located facilities of average size. Consequently, there were fewer facilities located in this region but the facilities located were larger. This, of course, is a result of the parameters used in this
optimization scenario.

Another notable tendency apparent in the results is that both facility location models tend to locate facilities in the peripheral region of the study area near the edge of the population grid cells. This pattern is because the peripheral areas were identified as having low existing accessibility. One pertinent question here is whether these areas actually have low accessibility or whether this is a result of not including facilities outside of the study area boundary in the analysis. Thus, facilities that are close to but not within the study area should perhaps have been included to reduce boundary effects. However, this inclusion introduces difficulties in the calculation of the potential demand on a facility or a candidate site for the J&B accessibility measure. This difficulty can be seen in the solution for the straight line FLS solution in Figure 7.14a where several facilities were located outside of the study area. These sites were selected because they had very little potential demand upon them. In order to get an adequate estimate of the potential demand, population information is also required for the areas surrounding the study area. Thus, for any real application of the model, care should be taken to incorporate the appropriate population and facility information for the area surrounding the study area.

Further, in the scenarios where additional resources are added to the system, each of the accessibility optimization models again produced rather consistent solutions. The facility location model solutions, shown in Figures 7.11 and 7.15, located new facilities in the suburban areas surrounding San José. Of course, there were differences between the solutions with the J&B FLS model locating the new clinics around Cartago. These differences are a function of the relatively greater sophistication of the J&B model in that it takes into account the size of the facilities. The J&B RAS solutions, shown in Figure 7.17, allocated new resources to health centres located in the suburban area of San José and to clinics located around Cartago and in the eastern area of the Central Valley. Note that, for the additional facilities or resources scenarios, the RAS solutions could adjust the sizes of many facilities while the FLS could only locate five new facilities. This explains the somewhat more dispersed pattern of accessibility change visible in the RAS solutions, as 13 facilities had additional resources allocated to them.

One feature of the J&B optimization model solutions is the similarity between the efficiency-only solutions and the equity-only solutions. This is particularly true for the RAS solutions although the efficiency and equity FLS solutions are also similar. This indicates that these two objectives are not in conflict. This feature is very similar to that
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reported in Chapter 6 and shown in Figures 6.3 and 6.5. Note that a property of both objectives that they reach their optimal bound when every person in the target population has equal accessibility. This property of the objectives is due to the potential demand in the J&B measure acting as a balancing factor so that the average accessibility is a constant. The equity objective favours solutions in which the accessibility of the population is near the average accessibility while the efficiency objective favours solutions with high accessibility. However, since the average accessibility is a constant, increasing the accessibility in one area must cause a corresponding reduction in accessibility in other areas. Thus, these two objectives both favour broadly similar solutions.

Another interesting feature is the contrast between the behaviour of the J&B optimization model and the gravity-based facility location model proposed by Oppong (1992) and applied to a data set from Suhum District in Ghana. The initial version of Oppong’s model located every facility in the urban area of Suhum. To overcome this difficulty, Oppong modified his model formulation so that all the population at a given location is allocated to the facility that provides the greatest benefit so that the facility location model no longer optimizes a gravity-type accessibility measure. This modified model did locate some facilities outside of the urban area but it still exhibited a very strong urban bias. On the other hand, both the FLS solutions presented in this thesis and the RAS solutions did not exhibit this urban bias and, in fact, typically reduced the average satisfaction of the urban population to less than the average satisfaction of the population living in suburban and rural areas. Although a facility located in the densely populated urban areas can increase the accessibility of a large population, it also has a high potential demand. This results in a lower increase in accessibility since the resource availability at that facility is adjusted by the potential demand. Instead, the J&B optimization models selected sites, located in suburban and rural areas, that had a lower potential demand.

The times to calculate the solutions for the two J&B optimization models were not excessive. The J&B FLS model run times were comparable to those of the p-median models and the full FLS solutions for approximately 7500 demand nodes\(^2\) and 711 candidate facility sites took approximately one hour to compute. Birkin et al. (1995) reported a solution time of 150 hours for a non-linear location model on a problem with

\(^2\)Some grid-cells were double- and triple-counted due to their being more than one population group residing in that grid-cell. Thus, each demand node represents a unique grid-cell/population group combination.
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8500 demand nodes and 8000 potential sites on a Sun workstation. Oppong [1992] reported times of over 11 hours\(^3\) to locate 29 facilities at 109 demand nodes. Although it is difficult to compare the execution times on the different computer systems, the proposed Interchange heuristic for the J&B FLS model seemed to provide a reasonably efficient solution technique. The solution times for the J&B RAS model were very reasonable with no solution requiring more than 3 minutes of calculation time.

One issue that requires further examination is the issue of the sensitivity of the models to small changes in parameter values. The J&B accessibility models require the specification of a distance decay parameter and, obviously, changes in this parameter would change the levels of existing accessibility as well as lead to different solutions for the optimization problems. A related issue is the fact that in the empirical testing reported on in the previous chapter, different distance decay parameters were used for each population group. Although these parameter values reflect the results of the calibration, they may have the tendency to replicate the existing inequity in the system. Both suburban and rural areas had much lower decay parameters than urban areas. Therefore, although an urban bias was not observed in the results, the optimization models might have allocated additional resources to the urban population due to their higher sensitivity to distance.

Several preliminary tests of the sensitivity of the model to changes in the decay parameter values were conducted to determine the strength of this effect. J&B accessibility was evaluated on the data set with the decay parameters for each population group set to be the population-weighted average of the values used in the previous chapter. The results of this analysis indicated that the same basic distribution of accessibility was evident although the accessibility in suburban and rural areas was somewhat lower. This was also reflected in the average satisfaction and coefficient of variation indicators. Urban areas had a higher average satisfaction and lower coefficient of variation than either suburban or rural areas and these differences were somewhat larger than the results reported in the previous chapter.

Further, both the FLS and RAS optimization models were tested assuming identical decay parameters for each population group. In general, the results were very similar to those reported in the previous chapter. The RAS generated a very similar pattern of resource allocation and accessibility changes with practically the same set of facilities

\(^3\)On a 386 PC running a 33 MHz.
identified as being under-supplied, especially those in the suburban San José region. The same pattern of dramatic reductions in facilities sizes in central San José was also evident. Equally, the full FLS solution with equal decay parameters was similar to the solution reported in the previous chapter with the same areas experiencing increases in accessibility. As may be expected, the facilities were located in a slightly more dispersed pattern but there was the same trend to move facilities out of central San José and place them in the suburban area. This was also evident with the additional facilities scenario where the facilities were placed in a very similar pattern to that reported in the previous chapter; the facilities were located around Cartago and in the suburban San José region.

The models did not appear to be highly sensitive to changes in the distance decay parameters with very similar results and solutions proposed when using population group-specific decay parameter and using the same parameters for the entire population. Of course, in a planning situation, it would undoubtedly be far more appropriate to use the same decay parameters for the entire population. This would also have the advantage of reducing the influence of criteria used to define the population groups. Nevertheless, preliminary testing indicates that this does not have a large effect on the general observations of the distribution of accessibility in the study area.

Perhaps a more critical issue is the reliability of the population estimates. The model located facilities and allocated resources based on the estimated population distribution. As noted previously, there is likely to be an under-estimation of the target population in the suburban region of San José due to the effects on in-migration. Further, as discussed previously, the average satisfaction indicator is very sensitive to areas of very low accessibility. If the population estimates in these areas are either smaller or larger than in reality, this could have a strong effect on the solutions. Therefore, a critical issue for the successful application of these models in a planning situation is to develop improved methods of estimating the population distribution and the availability of reliable population counts.

8.4 Directions for Future Research

This thesis has outlined several useful mathematical models for evaluating and improving potential accessibility to primary health care services. However, there are many potential directions available for future research in this area. This section outlines some
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of these areas which require further research that can extend the models and methods previously discussed.

1. Although the use of a population grid reduced the spatial aggregation error in evaluating accessibility, there were undoubtedly errors in the grid-cell population estimates. However, without an accurate estimate of the spatial distribution of demand, the results of evaluating accessibility and the solutions to the accessibility optimization models must be treated cautiously. If an area is represented as being populated but really is unpopulated, or vice versa, then the accessibility optimization model would locate facilities or allocate resources inappropriately. This is further amplified in the J&B accessibility optimization models which are very sensitive to areas of low accessibility. This underlines the importance of obtaining an accurate representation of the population.

Ideally, this would require more disaggregate population data, such as by segmentos in Costa Rica. These data may be difficult to obtain in many developing countries. However, there are several areas of research that may yield improved population estimates. One such area would be to investigate the use of road network distances, or travel times, to calculate the weighting of grid cells in the Bracken and Martin [1989] method. Since settlement patterns typically follow the road network, this may produce more realistic population estimates.

Further, the use of remotely sensed imagery in order to obtain land use classes or a preliminary population estimate for the grid cells should also be investigated. For example, Isaka and Hegedus [1982] provide a method for estimating population using Landsat imagery. These initial estimates could be used as the population propensity of a grid cell and can be used to provide additional information to the grid-cell population disaggregation procedure.

2. For the J&B accessibility measure, two accessibility indicators were used to report the results: the average satisfaction, and the coefficient of variation. Although the coefficient of variation seemed to present a relatively clear indicator of the equity in the system, the average satisfaction was somewhat more difficult to interpret.

Further research is required in order to develop an efficiency indicator for the J&B accessibility measure that can be more easily interpreted. One possible means of overcoming this would be to examine a standardized difference between the
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average satisfaction and its upper bound so that this indicator, like the coefficient of variation, is comparable between different study areas.

3. Two specific subproblems, the Facility Location Subproblem (FLS), and the Resource Allocation Subproblem (RAS), were formulated for the J&B accessibility measure. However, one area that merits further investigation is developing appropriate solution techniques that can simultaneously optimize both the locations of facilities and the allocation of resources. One possible technique would be to use a two-phase algorithm that alternates between re-allocating resources and changing the location configuration of the facilities.

In addition, the two objective functions used did not distinguish between population groups and optimized the efficiency and equity of the entire target population. It is possible to develop alternative objective function formulations that would not only optimize the objectives for the entire population but could also reduce the difference in objective values between the population groups. For example, one potential objective function formulation could attempt to reduce the difference in efficiency between population groups as well as increasing the overall efficiency.

4. Another avenue to explore with the J&B accessibility measure would be to examine an accessibility measure based on a linear, rather than an exponential, transformation from satisfaction to accessibility and develop the corresponding accessibility optimization objectives and models. Using a linear transformation, accessibility would be expressed as

\[ A_i = \ln \left[ H_i + \sum_j S_{ij} / C_j \exp (-\beta D_{ij}) \right] . \]

It would be interesting to compare the results of applying this model to the standard J&B accessibility measure.

5. A related area for further research is to consider other alternative accessibility measures. The J&B accessibility measure incorporates the congestion of the facility by dividing the size by the potential demand. This led to high accessibility in rural areas near facilities with a small potential demand which may not be an accurate assessment of accessibility in this situation. Simply dividing by the potential demand may over-estimate the availability of resource at fa-
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... with a small potential demand. Further research is required to develop formulations that incorporate congestion in accessibility measure. For example, Leonardi [1980a; 1980b] proposed that the congestion of a facility be related to the demand on a facility that is greater than a pre-defined capacity.

6. As outlined in Chapter 3, the random utility framework can incorporate clustered alternatives. Although this was not further explored in this thesis, this certainly can incorporated within accessibility measures. It would be interesting to calibrate a nested multinomial logit model to evaluate accessibility, assuming that the attractiveness of alternatives were correlated.

7. The accessibility measures applied in this thesis use very few facility dependent factors and treat service availability in a rather simplistic manner. Where appropriate data are available, accessibility measures can be developed that incorporate in a more sophisticated manner the various resources and services available at a facility. Further, it is possible to develop the appropriate optimization models from these accessibility measures.
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