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Abstract

This thesis studies two types of problems, the theory of risk functionals and the risk sharing problem. We put a special focus on a class of non-monotone law-invariant risk functionals, called the signed Choquet integrals.

The contribution can be seen as three portions.

The first portion of this thesis contains various results on signed Choquet integrals. A functional characterization via comonotonic additivity is established, along with some theoretical properties including six equivalent conditions for a signed Choquet integral to be convex. We proceed to address two practical issues currently popular in risk management, namely, robustness (continuity) issues and risk aggregation with dependence uncertainty, for signed Choquet integrals. Our results generalize in several directions those in the literature of risk functionals. From the results obtained in this chapter, we see that many existing elegant mathematical results in the theory of risk measures hold for the general class of signed Choquet integrals; thus they do not rely on the assumption of monotonicity.

In the second portion, we analyze the “convex level sets” (CxLS) property of risk functionals, which is a necessary condition for the notions of elicitability, identifiability, and backtestability, popular in the recent statistics and risk management literature. We put the CxLS property in the context of multi-dimensional risk functionals. We obtain two main analytical results in dimension one and dimension two, by characterizing the CxLS property of all one-dimensional signed Choquet integrals, and that of all two-dimensional signed Choquet integrals with a quantile component. Using these results, we proceed to show that a comonotonic-additive coherent risk measure is co-elicitable with a Value-at-Risk if and only if it is a convex combination of the mean and the corresponding Expected Shortfall. The new findings generalize several results in the recent literature and partially answer an open question on the characterization of multi-dimensional elicitability.

In the third portion, we study a risk sharing problem. Unlike classic risk sharing problems based on expected utilities or convex risk measures, quantile-based risk sharing problems exhibit two special features. First, quantile-based risk measures (such as the Value-at-Risk) are often not convex, and second, they ignore some part of the distribution of the risk. These features create technical challenges in establishing a full characterization of optimal allocations, a question left unanswered in the literature. In this paper, we address the issues on the existence and the characterization of (Pareto-)optimal allocations in quantile-based risk sharing problems. It turns out that negative dependence, mutual exclusivity in particular, plays an important role in the optimal allocations, in contrast to positive dependence appearing in classic risk sharing problems. As a by-product of our
main finding, we obtain some results on the optimization of the Value-at-Risk and the Expected Shortfall.
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Chapter 1

Introduction

Over the past few decades, measures of risk and variability are introduced to quantify various characteristics of random financial losses of a financial institution. These measures are mappings from the set of random variables to real numbers (thus, risk functionals). Typical examples of risk measures include the Value-at-Risk, the Expected Shortfall and various coherent or convex risk measures as introduced by Artzner et al. (1999) and Föllmer and Schied (2002), and typical examples of variability measures include the variance, the standard deviation, the mean absolute deviation, and various deviation measures as introduced by Rockafellar et al. (2006). We refer to McNeil et al. (2015) for a comprehensive treatment of the use of risk measures in modern risk management.

There has been extensive study on risk functionals. Most of them focus on monotone or convex ones due to the axiomatic definition given in the seminal work of Artzner et al. (1999). In addition, another separate stream of research targeting non-monotone risk functionals - measures of dispersion (Bickel and Lehmann (1976)) or deviation measures (Rockafellar et al. (2006)) has also received considerable attention. To put the two streams of work under the same umbrella, we study risk functionals and preferences that are not necessary monotone or convex.

In the practice of risk management, one very often assesses a risk through its distribution, which is obtained via statistical and simulation analysis. In academic terms, this means that commonly used measures of risk and variability are law-invariant. From the work of Kusuoka (2001) and Grechuk et al. (2009), a class of risk functionals becomes the building block of law-invariant risk measures and variability measures: the (law-invariant) signed Choquet integrals. Roughly speaking, each of them maps the distribution of a risk to a real number with the use of some given function $h$, which represents the decision maker’s
distorted belief.

From a risk management perspective, we focus on law-invariant functionals in this thesis. In what follows we shall omit the term “law-invariant”, as all risk functionals we discuss are law-invariant.

In the following, we broadly describe the background and the main contribution of each chapter.

In Chapter 2, a signed Choquet integral \( I_h : L^\infty \to \mathbb{R} \) is defined as

\[
I_h(X) = \int_{-\infty}^{0} (h(\mathbb{P}(X \geq x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(X \geq x)) \, dx,
\]

where \( L^\infty \) is the set of bounded random variables in a probability space, and \( h : [0, 1] \to \mathbb{R} \) is a function of bounded variation with \( h(0) = 0 \). Note that a signed Choquet integral in Chapter 3 is defined as a functional mapping from the set of distributions instead of random variables. The notion of signed Choquet integrals without law-invariance originates from Choquet (1954) in the framework of capacities, and is further characterized and studied in decision theory by Schmeidler (1986, 1989) and extended by Cerreia-Vioglio et al. (2012, 2015) to general spaces.

There has been an extensive literature on a subclass of signed Choquet integrals, in which \( h \) is increasing and \( h(1) = 1 \); we simply call this class of functionals increasing Choquet integrals. In different contexts, such functionals \( I_h \) are referred to as L-functionals (Huber and Ronchetti (2009)) in statistics, Yaari’s dual utilities (Yaari (1987)) in decision theory, distorted premium principles (Denneberg (1994) and Wang et al. (1997)) in insurance, and distortion risk measures (Kusuoka (2001) and Acerbi (2002)) in finance. In particular, the two most important risk measures used in current banking and insurance regulation, the Value-at-Risk and the Expected Shortfall, are increasing Choquet integrals. For properties and recent advances on various issues related to increasing Choquet integrals, we refer to Dhaene et al. (2012), Wang et al. (2015), Kou and Peng (2016), Delbaen et al. (2016) and Ziegel (2016).

On the other hand, there has been relatively limited research on signed Choquet integrals compared to that on increasing Choquet integrals. The major difference between an increasing Choquet integral and a signed one is that the latter, being more general, is not necessarily monotone. We are particularly interested in signed Choquet integrals for various practical and theoretical reasons. First, although a suitable risk measure should be monotone as argued by Artzner et al. (1999), this issue is irrelevant for a measure of variability. Indeed, all practical measures of variability are not monotone (for instance, variance,
standard deviation, or deviation measures in Rockafellar et al. (2006) and Grechuk et al. (2009)). Therefore, instead of obtaining an increasing-Choquet-integral-based representation for law-invariant coherent risk measures as in Kusuoka (2001), one naturally arrives at a signed-Choquet-integral-based representation of deviation measures as in Grechuk et al. (2009). In other words, signed Choquet integrals are relevant as long as a measure of variability is concerned. Second, there are many preferences or risk measures used in practice which are not monotone. A prominent example is the mean-variance and the mean-standard-deviation preferences as already studied by Markowitz (1952); see also Filipović and Svindland (2008) for a study of risk sharing with non-monotone risk measures, and Furman et al. (2017) for the class of Gini Shortfall risk measures, which are not necessarily monotone. Third, in economic decision theory, signed Choquet integrals appear naturally in many rank-based decision making; see Quiggin (1982), Gilboa and Schmeidler (1989) and De Waegenaere and Wakker (2001). Fourth, from a mathematical perspective, we aim to generalize some elegant results, which are known to hold true for increasing Choquet integrals, to the broader class of signed Choquet integrals.

Chapter 2 gives the characterization of the signed Choquet integrals using a result in Schmeidler (1986), and presents some theoretical properties. Though some of the properties are known, few literature lists them completely. Moreover, we give the sufficient conditions of the robustness properties and study the problem of risk aggregation under uncertainty for homogeneous portfolio as well as heterogeneous portfolio. We demonstrate our results through a numerical illustration.

Chapter 3 characterizes risk functionals with the “convex level sets” (CxLS) property, a necessary condition to the notions of elicitability (Osband (1985)), identifiability, and backtestability, which received an increasing attention in the statistics and risk management literature (e.g. Gneiting (2011), Ziegel (2016), Fissler and Ziegel (2016), Kou and Peng (2016), Acerbi and Szekely (2017)). These concepts refer to the quality and validity of risk forecasts, and have been a prominent issue in banking regulation and model risk management (see e.g. BCBS (2016)).

In decision theory, the CxLS property is closely related to (slightly weaker than) the axiom of betweenness, one of the possible relaxations of the independence axiom of the von Neumann-Morgenstern expected utility theory; see, e.g. Dekel (1986) and Chew (1989). As mentioned above, the recently growing importance of the CxLS property in risk management is mainly due to its close relation with the statistical notions of elicitability, identifiability and backtestability.

In the literature of risk measures, many results on characterization of elicitable risk measures are obtained via characterizing the CxLS property; see Weber (2006), Bellini

In the above literature, characterization results are obtained for one-dimensional increasing or convex risk functionals. As mentioned above, although risk measures are typically increasing functionals, many statistical quantities, such as measures of variability or shape, are not monotone with respect to the natural order on \( \mathcal{M} \), and they play an important role in the statistical analysis of risks. In this chapter, we study the \( \text{CxLS} \) property of non-monotone, non-convex, and multi-dimensional functionals, with a particular focus on the class of signed Choquet integrals (multi-dimensional). One dimensional signed Choquet integrals include many commonly used risk functionals, such as risk measures and variability measures. Moreover, as discussed by Fissler and Ziegel (2016), a two-dimensional signed Choquet integral (Example 3.4.1) gives the first example of a multi-dimensional elicitable risk functional that is not connected to one-dimensional ones via a bijection. Characterization of elicitability or \( \text{CxLS} \) for multi-dimensional signed Choquet integrals is generally an open question, as mentioned by both Kou and Peng (2016) and Fissler and Ziegel (2016).

We study the \( \text{CxLS} \) property in dimension one as well as in higher dimensions with a special focus on signed Choquet integrals. In dimension one, we show that the exact choices of \( h \) are very restricted after imposing the \( \text{CxLS} \) property. In dimension two, we characterize the \( \text{CxLS} \) property of all two-dimensional signed Choquet integrals with a quantile component. Using these results, we proceed to show that a comonotonic-additive coherent risk measure is co-elicitable with a Value-at-Risk if and only if it is a convex combination of the mean and the corresponding Expected Shortfall. The new findings generalize several results in the recent literature and partially answer an open question on the characterization of multi-dimensional elicitability.

Chapter 4 discusses existence and uniqueness of the quantile-based risk sharing problem. Quantile-based risk sharing problems, as studied by Embrechts et al. (2018), have recently drawn considerable interest in the literature of risk management, due to the popularity of quantile-based risk measures such as the Value-at-Risk (VaR) and the Expected Shortfall (ES) in current banking and insurance regulation. The key feature of these risk sharing problems is that each agent’s preference is modelled by a quantile-based risk measure (called an RVaR), and these risk measures are often not convex; see Section 4.2 for more details. This feature distinguishes quantile-based risk sharing problems from the classic ones based on utility functions or convex risk measures. The non-convexity of the
preferences brings in substantial challenges for studying risk sharing problems, as well as interesting mathematical and economic observations. For recent results and financial implications of quantile-based risk sharing, we refer to Embrechts et al. (2018) and the references therein. Weber (2018) contains discussions on quantile-based optimal risk sharing problem in the context of Solvency II.

The existing literature on this topic focuses on finding the minimum possible aggregate risk value and giving some optimal risk allocations, whereas existence and characterization issues are left partially or completely unaddressed. Embrechts et al. (2018) obtained some Pareto-optimal allocations and Weber (2018) generalized the underlying risk measures from the RVaR family to the so-called VaR-type distortion risk measures with concave active parts (see Section 4.5.2). The case of heterogeneous beliefs is analyzed by Embrechts et al. (2019). These papers give some solutions, but do not characterize the whole family of the optimal allocations.

In Chapter 4, we provide a complete answer to the questions of the existence and the characterization of Pareto-optimal allocations in quantile-based risk sharing problems. As a by-product of our main finding, we give some technical lemmas on the optimization of the Value-at-Risk and the Expected Shortfall and briefly discuss how the approaches can be applied to VaR-type risk measures.

As noted by Embrechts et al. (2018), Pareto-optimal allocations (which we shall simply refer to as optimal allocations) are often equivalent to sum-optimal allocations. As we shall see from the main results, the characterization of all optimal allocations is highly non-trivial, since the quantile-based risk measures often ignore part of the distribution of the risk, creating a considerable amount of probabilistic freedom. A further complication arises when the total risk is not continuously distributed, leading to various issues with non-uniqueness of the quantile. Our results show that an optimal allocation exhibits a strong negative dependence, in sharp contrast to the classic risk sharing problems where an optimal allocation is always strongly positively dependent (see Section 4.5.1).

Chapter 4 builds on the main results of Embrechts et al. (2018) on quantile-based risk sharing. As mentioned before, techniques in this framework are different from the classic risk sharing problems with convex risk measures or expected utilities; for the latter, we refer to Barrieu et al. (2005), Acciaio (2007), Jouini et al. (2008), Filipović and Svindland (2008), Anthropelos and Kardaras (2017) and the references therein. The RVaR family of risk measures are introduced by Cont et al. (2010) featuring its robustness properties, and Li et al. (2018) and Embrechts et al. (2018) contain more discussions on its properties and financial applications. In this chapter, the term “risk sharing problem” refers to the search for Pareto-optimal allocations. For discussions on competitive equilibria, see Embrechts et
al. (2018, 2019) and Chapter 5. As a first attempt to characterize the forms of optimal allocations, the risk sharing problems we consider are formulated in a static setting with homogeneous beliefs, as opposed to the more sophisticated settings of dynamic equilibrium (see e.g. Beissner and Riedel (2018)) or heterogeneous beliefs (see e.g. Embrechts et al. (2019)).

The proofs of some theorems and lemmas are in the end of each chapter. We end the thesis with conclusions and possible future work.

Due to the different contexts of each chapter, we remind the reader that VaR, ES and the signed Choquet integrals are defined separately and may have different formulations and parametrizations in each chapter.
Chapter 2

Characterization, Robustness and Aggregation of Signed Choquet Integrals

2.1 Introduction

This chapter contains various results on signed Choquet integrals and discusses robustness issues and risk aggregation under uncertainty. It appears in large part in the submitted paper Wang et al. (2018).

The main contributions that we offer are summarized below. In Section 2.2, we establish a characterization of signed Choquet integrals via comonotonic additivity based on the seminal work of Schmeidler (1986). Furthermore, various theoretical properties of signed Choquet integrals are studied, such as monotonicity, additivity, quantile representations, convexity, quasi-convexity, convex order consistency, and mixture-concavity. The characterization and properties are partially known in the literature; yet we are unaware of a good summarizing article (hopefully this chapter serves as one). In particular, few results were found for an atomless probability space.

We proceed to discuss in Sections 2.3 and 2.4 two practically relevant and currently popular problems concerning signed Choquet integrals: robustness issues and risk aggregation with dependence uncertainty. As pointed out by the recent Basel accords (see BCBS (2016)), model uncertainty and robustness become a focal point in both academic research and industry practice of risk assessment over the past few years. We refer to Embrechts
et al. (2014) and Emmer et al. (2015) for a summary on these issues and their relation to the recent development in banking and insurance regulation. For more on robustness of risk measures, see Cont et al. (2010), Kou et al. (2013), Krätschmer et al. (2014) and Embrechts et al. (2015), and for more on risk aggregation with dependence uncertainty, see Embrechts et al. (2013), Bernard et al. (2014) and Cai et al. (2017). Our results generalize those of Cont et al. (2010), Embrechts et al. (2015) and Pesenti et al. (2016) on robustness of distortion risk measures and L-statistics, and those of Wang et al. (2015) and Cai et al. (2017) on extreme risk aggregation for distortion risk measures. In particular, the detailed analysis in Wang et al. (2015) used to characterize an extreme-aggregation measure cannot be applied to signed Choquet integrals, and in this chapter, we develop a completely different and more systemic approach based on some recent results on asymptotics of the set of risk aggregation.

2.2 Characterization and properties

2.2.1 Notation and definition

We first list some notation which will be used throughout. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be an atomless probability space. Consistently with the literature on risk measures, we work with the space $L^\infty$ of essentially bounded random variables in $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with $L^\infty$-norm $\|\cdot\|_\infty$; this choice of common domain ensures all functionals we encounter are well-defined. A functional $\rho : L^\infty \to \mathbb{R}$ is law-invariant if $\rho(X) = \rho(Y)$ for any $X, Y \in L^\infty$ that have the same distribution under $\mathbb{P}$ (denoted as $X \overset{d}{=} Y$). For all functionals discussed in this chapter, we assume law-invariance. Moreover, we denote by $\mathcal{M}$ the set of distribution functions of $X \in L^\infty$. Terms of “increasing” and “decreasing” are in the non-strict sense.

For $F \in \mathcal{M}$, we write $X \sim F$ for $X \in L^\infty$ and $X$ has distribution $F$. The left-continuous generalized inverse of $F$ (left-quantile) is denoted by

$$F^{-1}(t) = \inf\{x \in \mathbb{R} : F(x) \geq t\}, \; t \in (0, 1], \; \text{and} \; F^{-1}(0) = \sup\{x \in \mathbb{R} : F(x) = 0\},$$

whereas its right-continuous generalized inverse (right-quantile) is

$$F^{-1+}(t) = \sup\{x \in \mathbb{R} : F(x) \leq t\}, \; t \in [0, 1), \; \text{and} \; F^{-1+}(1) = F^{-1}(1).$$

For any random variable $X$, we use $F_X$ to denote its distribution function. Further, write

$$\mathcal{H} = \{h : h \text{ maps } [0, 1] \text{ to } \mathbb{R}, \; h \text{ is of bounded variation and } h(0) = 0\}.$$
Next we present the definition of a signed Choquet integral, which originates from the seminal work of Choquet (1954) in the theory of capacities without assuming law-invariance.

**Definition 2.2.1.** A signed Choquet integral $I_h : L^\infty \to \mathbb{R}$ is defined as

$$I_h(X) = \int_{-\infty}^{0} (h(\mathbb{P}(X \geq x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(X \geq x)) \, dx,$$

(2.1)

where $h \in \mathcal{H}$. The function $h$ is called the distortion function of $I_h$.

We first note that $I_h$ is always finite on $L^\infty$. For $X \in L^\infty$, since $h \in \mathcal{H}$ is of bounded variation, it is measurable and bounded. We can take $M > 0$ such that $|X| \leq M$ and hence

$$I_h(X) = \int_{-M}^{0} (h(\mathbb{P}(X \geq x)) - h(1)) \, dx + \int_{0}^{M} h(\mathbb{P}(X \geq x)) \, dx.$$

As $h$ is bounded, we have $|I_h(X)| < \infty$.

**Remark 2.2.1.** $I_h$ has an alternative formulation by replacing $\mathbb{P}(X \geq x)$ with $\mathbb{P}(X > x)$ in (2.1). For $X \in L^\infty$, the functions $h(\mathbb{P}(X \geq x))$ and $h(\mathbb{P}(X > x))$ are equal almost everywhere for $x \in \mathbb{R}$, and therefore

$$I_h(X) = \int_{-\infty}^{0} (h(\mathbb{P}(X > x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(X > x)) \, dx.$$  

(2.2)

In different places we shall use either of (2.1) and (2.2), whichever is more convenient.

From (2.1), it is clear that $I_{ah_1 + bh_2} = aI_{h_1} + bI_{h_2}$ for $h_1, h_2 \in \mathcal{H}$ and $a, b \in \mathbb{R}$. In particular, for any $h \in \mathcal{H}$, we have $I_h = I_{h_+} - I_{h_-}$, where $h_+ \in \mathcal{H}$ and $h_- \in \mathcal{H}$ are increasing functions such that $h = h_+ - h_-$ via the Jordan decomposition. This decomposition will be used repeatedly in this chapter, as often results are available in the literature for Choquet integrals with an increasing distortion function.

Before we proceed with characterizing signed Choquet integrals, we present some more terminology used throughout the chapter. A most relevant concept to signed Choquet integrals is comonotonicity. Random variables $X$ and $Y$ are said to be comonotonic if there exists $\Omega_0 \in \mathcal{F}$ with $\mathbb{P}(\Omega_0) = 1$ such that $\omega, \omega' \in \Omega_0$,

$$(X(\omega) - X(\omega'))(Y(\omega) - Y(\omega')) \geq 0.$$

For a functional $\rho : L^\infty \to \mathbb{R}$, we say that $\rho$ is comonotonic-additive, if for any comonotonic random variables $X, Y \in L^\infty$, $\rho(X + Y) = \rho(X) + \rho(Y)$; $\rho$ is positively homogeneous, if for
\(X \in L^\infty\) and constant \(\lambda > 0\), \(\rho(\lambda X) = \lambda \rho(X)\); \(\rho\) is (uniformly) norm-continuous, if it is (uniformly) continuous with respect to \(L^\infty\)-norm; \(\rho\) is quasi-convex if \(\rho(\lambda X + (1 - \lambda)Y) \leq \max\{\rho(X), \rho(Y)\}\) for all \(X, Y \in L^\infty\) and \(\lambda \in [0, 1]\).

A random variable \(X\) is said to be smaller than a random variable \(Y\) in convex order, denoted by \(X \leq_{cx} Y\), if \(\mathbb{E}[\phi(X)] \leq \mathbb{E}[\phi(Y)]\) for all convex \(\phi : \mathbb{R} \to \mathbb{R}\), provided that both expectations exist. The following fact about comonotonicity and convex order is well-known (see e.g. Theorem 3.5 of R"uschendorf (2013)): for any integrable random variables \(X, Y, X^c\), and \(Y^c\) such that \(X \overset{d}{=} X^c\), \(Y \overset{d}{=} Y^c\), and \(X^c\) and \(Y^c\) are comonotonic, one has \(X + Y \leq_{cx} X^c + Y^c\). We say that a functional \(\rho : L^\infty \to \mathbb{R}\) is convex order consistent if \(\rho(X) \leq \rho(Y)\) for all random variables \(X, Y \in L^\infty\) satisfying \(X \leq_{cx} Y\).

### 2.2.2 Characterization

In the following, we establish a functional characterization for signed Choquet integrals. As far as we are aware of, this characterization is not known to the literature without assuming monotonicity. We shall first show that a law-invariant, comonotonic-additive and uniformly norm-continuous functional from \(L^\infty\) to \(\mathbb{R}\) is necessarily a signed Choquet integral, based on a remarkable result of Schmeidler (1986), which we list as Theorem 2.5.1 in the appendix for completeness. The converse is also true, but it will be verified later as we establish some further properties of the signed Choquet integrals.

**Theorem 2.2.1.** A functional \(I : L^\infty \to \mathbb{R}\) is law-invariant, comonotonic-additive and uniformly norm-continuous if and only if \(I\) is a signed Choquet integral.

**Proof.** (i) “\(\Rightarrow\)”: By Theorem 2.5.1 (Proposition 2 of Schmeidler (1986)), a comonotonic-additive and norm-continuous functional \(I\) has a representation

\[
I(X) = \int_{-\infty}^{0} (v(X \geq x) - v(\Omega)) \, dx + \int_{0}^{\infty} v(X \geq x) \, dx, \quad X \in L^\infty, \tag{2.3}
\]

where the set function \(v : \mathcal{F} \to \mathbb{R}\) is given by \(v(E) = I(1_E), E \in \mathcal{F}\). Note that \(I\) is law-invariant, which means \(I(1_E) = h(\mathbb{P}(E))\) for some function \(h : [0, 1] \to \mathbb{R}\). Hence \(v(E) = h(\mathbb{P}(E))\) for \(E \in \mathcal{F}\), and (2.3) can be rewritten as

\[
I(X) = \int_{-\infty}^{0} (h(\mathbb{P}(X \geq x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(X \geq x)) \, dx. \tag{2.4}
\]

Next we verify \(h \in \mathcal{H}\), so that \(I\) is indeed a signed Choquet integral. Noting that comonotonic additivity gives \(I(0) + I(0) = I(0) = h(0)\), we have \(h(0) = 0\). It remains
to verify that \( h \) is of bounded variation. Let \( U \) be a uniform random variable on \([0, 1]\). First, notice that \( h(t) = I(1_{U<t}) < \infty \) for \( t \in [0, 1] \). Thus \( h \) is finite. As \( I \) is uniformly norm-continuous, for a fixed \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that \( |I(X) - I(Y)| < \varepsilon \), whenever \( ||X - Y||_\infty < \delta \). Let \( \mathcal{P} = \{t_0, \ldots, t_n\} \) be an arbitrary partition of \([0, 1]\), where \( 0 = t_0 < \cdots < t_n = 1 \). In the summation \( \sum_{i=1}^n |h(t_i) - h(t_{i-1})| \), there are exactly \( n \) terms of \( h(x), x \in \mathcal{P} \) with a positive sign, and \( n \) terms of \( h(y), y \in \mathcal{P} \) with a negative sign. Therefore, we can write two increasing sequences \( \{x_1, \ldots, x_n\} \subset \mathcal{P} \) and \( \{y_1, \ldots, y_n\} \subset \mathcal{P} \) such that

\[
\sum_{i=1}^n |h(t_i) - h(t_{i-1})| = \sum_{i=1}^n h(x_i) - \sum_{i=1}^n h(y_i).
\]

Since positive and negative terms in the summation \( \sum_{i=1}^n |h(t_i) - h(t_{i-1})| \) appear in pairs, we have \( x_i, y_i \in [t_{i-1}, t_i], i = 1, \ldots, n \).

Next, let \( f : [0, 1] \rightarrow \mathbb{R} \) and \( g : [0, 1] \rightarrow \mathbb{R} \) be given by \( f(t) = \sum_{i=1}^n 1_{\{t > x_i\}} \) and \( g(t) = \sum_{i=1}^n 1_{\{t > y_i\}} \). Let \( X = \delta f(U) \) and \( Y = \delta g(U) \). Clearly, \( ||X - Y||_\infty \leq \delta \) because \( x_i, y_i \in [t_{i-1}, t_i] \) for each \( i = 1, \ldots, n \). It is straightforward to calculate

\[
I(X) = \int_0^\infty h(\mathbb{P}(\delta f(U) > x)) \, dx = \delta \int_0^\infty h(\mathbb{P}(f(U) > y)) \, dy = \delta \sum_{i=1}^n h(x_i),
\]

and similarly \( I(Y) = \delta \sum_{i=1}^n h(y_i) \). Noting that \( ||X - Y||_\infty < \delta \), we have

\[
|I(X) - I(Y)| = \delta \left| \sum_{i=1}^n h(x_i) - \sum_{i=1}^n h(y_i) \right| < \varepsilon.
\]

It follows that

\[
\sum_{i=1}^n |h(t_i) - h(t_{i-1})| < \frac{\varepsilon}{\delta} < \infty,
\]

and this holds for an arbitrary partition \( \mathcal{P} = \{t_0, \ldots, t_n\} \). Thus \( h \) has bounded variation.

(ii) “\( \Leftarrow \)” Law-invariance is obvious. The uniform norm-continuity of a signed Choquet integral is verified by Lemma 2.3.1 in Section 2.3. Comonotonic additivity is implied by Lemma 2.2.4 below; see Remark 2.2.4. \( \Box \)

Remark 2.2.2. Theorem 4.2 of Murofushi et al. (1994) characterizes signed Choquet integrals that are not necessarily law-invariant. Comparing the above result with our Theorem
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2.2.1, our result suggests that this extra law-invariance condition implies the existence of a function \( h \) such that \( I = I_h \), and \( h \) has bounded variation on \([0, 1]\). The corresponding condition in Murofushi et al. (1994) is that the set function \( \mu \), which is \( h \circ \mathbb{P} \) in our work, has bounded variation on \((\Omega, \mathcal{F})\). In fact, we can verify from the definition of total variation in Murofushi et al. (1994) that the total variation of \( h \) on \([0, 1]\) is equal to the total variation of \( h \circ \mathbb{P} \) on \((\Omega, \mathcal{F})\).

We can also compare Theorem 2.2.1 with Theorem 22 of Cerreia-Vioglio et al. (2015) which characterize signed Choquet integrals without law-invariance on general spaces. In the latter result, a property of functional bounded variation is imposed, instead of the uniform norm-continuity in Theorem 2.2.1. Generally, uniform norm-continuity is not sufficient for functional bounded variation used in Cerreia-Vioglio et al. (2012, 2015). The assumption of law-invariance provides extra regularity and continuity for the underlying functional, due to a huge dimension reduction resulting from mapping random variables to their distributions. This phenomenon is well documented in the risk management literature, see e.g. Jouini et al. (2006) for the case of convex risk measures on \( L^\infty \) and more recently, Gao et al. (2017) and Gao and Xanthos (2017) for the case of convex risk measures on Orlicz hearts. Generally speaking, assuming the same set of other properties, law-invariant functionals have better regularity conditions than non-law-invariant ones.

**Remark 2.2.3.** From the proof of Theorem 2.2.1, we see that, if uniform norm-continuity of \( I \) is weakened to norm-continuity, a representation of the form (2.4) holds with a function \( h \) not necessarily of bounded variation (thus, not a signed Choquet integral according to our definition). Indeed, for a positively homogeneous functional, uniform continuity is equivalent to Lipschitz continuity; see also Lemma 2.3.1.

### 2.2.3 Basic properties

In this and the next few sections, we give several basic properties of signed Choquet integrals which will be useful in Sections 2.3 and 2.4. These properties are partially known in the literature (see e.g. De Waegenaere and Wakker (2001) and Acerbi (2002) for special cases), and can be derived from classic properties of increasing Choquet integrals; for the sake of completeness we provide short self-contained proofs in the appendix.

**Lemma 2.2.2.** For \( h_1, h_2 \in \mathcal{H} \), if \( h_1(1) = h_2(1) \), then

\[
h_1 \preceq h_2 \text{ on } [0, 1] \iff I_{h_1} \preceq I_{h_2} \text{ on } L^\infty.
\]

*In particular, \( h_1 = h_2 \) holds if and only if \( I_{h_1} = I_{h_2} \) on \( L^\infty \).*
For $h \in \mathcal{H}$, $I_h$ is said to be increasing (or decreasing) if, for all random variables $X, Y \in L^\infty$, $X \leq Y$ almost surely implies $I_h(X) \leq I_h(Y)$ (or $I_h(X) \geq I_h(Y)$, respectively).

**Lemma 2.2.3.** For $h \in \mathcal{H}$,

(i) $I_h$ is increasing (respectively decreasing) if and only if $h$ is increasing (respectively decreasing);

(ii) for $X \in L^\infty$ and $c \in \mathbb{R}$, $I_h(X + c) = I_h(X) + ch(1)$;

(iii) for $X \in L^\infty$ and $\lambda > 0$, $I_h(\lambda X) = \lambda I_h(X)$;

(iv) for $X \in L^\infty$, $I_h(-X) = \hat{I}_h(X)$, where $\hat{h} : [0, 1] \to \mathbb{R}$ is given by $\hat{h}(x) = h(1-x) - h(1)$.

In the context of non-law-invariant comonotonic-additive functionals, similar results to Lemma 2.2.3 (i)-(iii) can be found in Proposition 4.11 of Marinacci and Montrucchio (2004).

### 2.2.4 Quantile representation

In this section, we present an important property of signed Choquet integrals, namely, the quantile representation. This result will be referred to repeatedly in this chapter. In particular, it is used to show the following properties of a signed Choquet integral: comonotonic additivity (Theorem 2.2.1 above), convex order consistency (Theorem 2.2.5 below), continuity with respect to weak convergence (Theorem 2.3.2 below), and extreme-aggregation for heterogeneous portfolios (Theorem 2.4.4 below). In the following Lemma, the first two conditions (i) and (ii) for a quantile representation are known for increasing Choquet integrals (see e.g. Denneberg (1994) and Theorems 4 and 6 of Dhaene et al. (2012)). Although (i) and (ii) can be obtained from corresponding results on increasing Choquet integrals via a Jordan decomposition, we give an independent short proof here.

**Lemma 2.2.4.** For $h \in \mathcal{H}$ and $X \in L^\infty$,

(i) if $h$ is right-continuous, then $I_h(X) = \int_0^1 F_X^{-1+}(1 - p) \, dh(p)$;

(ii) if $h$ is left-continuous, then $I_h(X) = \int_0^1 F_X^{-1}(1 - p) \, dh(p)$;

(iii) if $F_X^{-1}$ is continuous, then $I_h(X) = \int_0^1 F_X^{-1}(1 - p) \, dh(p)$. 
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Proof. (i) Without loss of generality, we may assume $X \geq 0$, and the general case can be easily obtained via Lemma 2.2.3. Noting that $h$ is right-continuous, $h(\mathbb{P}(X > x)) = \int_0^{\mathbb{P}(X > x)} dh(p)$. Since $h$ is of bounded variation, one can apply Fubini’s theorem to the following Lebesgue-Stieltjes integral,

$$I_h(X) = \int_{\mathbb{R}} \int_0^{\mathbb{P}(X > x)} dh(p) \, dx = \int_0^1 \int_0^{F_X^{-1}(1-p)} dx \, dh(p) = \int_0^1 F_X^{-1}(1-p) \, dh(p),$$

where the second equality is due to $p \leq \mathbb{P}(X > x) \Leftrightarrow x \leq F_X^{-1}(1-p)$.

(ii) Note that $\hat{h}$ in part (iii) of Lemma 2.2.3 is right-continuous, and $F_X^{-1}(p) = -F_X^{-1}(1-p)$. Applying part (iii) of Lemma 2.2.3, we obtain

$$I_h(X) = I_{\hat{h}}(-X) = \int_{\mathbb{R}} \int_0^{F_X^{-1}(1-p)} dh(p) \, dx = -\int_0^1 F_X^{-1}(p) \, dh(1-p) = \int_0^1 F_X^{-1}(1-p) \, dh(p).$$

(iii) As $h$ can be replaced by its Jordan decomposition $h = h_+ - h_-$, it suffices to show the representation for $h$ increasing. First note that $\int_0^1 F_X^{-1}(1-p) \, dh(p)$ is finite, and through integration-by-parts,

$$\int_0^1 F_X^{-1}(1-p) \, dh(p) = F_X^{-1}(0)h(1) - \int_0^1 h(p) \, dF_X^{-1}(1-p).$$

For $p \in [0, 1)$, we have

$$p \in [\mathbb{P}(X > F_X^{-1}(1-p)), \mathbb{P}(X \geq F_X^{-1}(1-p))].$$

Define $g_1^* : \mathbb{R} \to \mathbb{R}$ by

$$g_1^*(x) = \sup\{h(y) : y \in [\mathbb{P}(X > x), \mathbb{P}(X \geq x)]\}.$$

For $p \in [0, 1)$,

$$h(p) \leq g_1^*(F_X^{-1}(1-p)) = \sup\{h(y) : y \in [\mathbb{P}(X > F_X^{-1}(1-p)), \mathbb{P}(X \geq F_X^{-1}(1-p))]\},$$

and therefore,

$$\int_0^1 h(p) \, dF_X^{-1}(1-p) \leq \int_0^1 g_1^*(F_X^{-1}(1-p)) \, dF_X^{-1}(1-p) = \int_{F_X^{-1}(0)}^{F_X^{-1}(1)} g_1^*(t) \, dt = \int_{F_X^{-1}(1)}^{F_X^{-1}(0)} h(\mathbb{P}(X \geq t)) \, dt.$$
Via a symmetric argument through replacing $g_1^*$ by $g_2^*$ : $\mathbb{R} \to \mathbb{R}$,

$$g_2^*(x) = \inf \{ h(y) \in \mathbb{R} : y \in [\mathbb{P}(X > x), \mathbb{P}(X \geq x)] \},$$

we obtain

$$\int_{F_X^{-1}(0)}^{F_X^{-1}(1)} h(\mathbb{P}(X > x)) \, dx \leq \int_0^1 h(p) \, dF_X^{-1}(1 - p).$$

Note that

$$\int_{F_X^{-1}(0)}^{F_X^{-1}(1)} h(\mathbb{P}(X > x)) \, dx = \int_{F_X^{-1}(1)}^{F_X^{-1}(0)} h(\mathbb{P}(X \geq x)) \, dx,$$

and therefore we have

$$\int_0^1 h(p) \, dF_X^{-1}(1 - p) = \int_{F_X^{-1}(1)} F_X^{-1}(0) h(\mathbb{P}(X \geq x)) \, dx.$$

Finally, for $X \in L^\infty$,

$$I_h(X) = \int_{F_X^{-1}(0)}^{F_X^{-1}(1)} h(\mathbb{P}(X \geq x)) \, dx - \int_{F_X^{-1}(0)}^0 h(1) \, dx$$

$$= -\int_0^1 h(p) \, dF_X^{-1}(1 - p) + F_X^{-1}(0)h(1)$$

$$= \int_0^1 F_X^{-1}(1 - p) \, dh(p).$$

This completes the proof.

\[\square\]

**Remark 2.2.4.** Part (i) of Lemma 2.2.4 implies comonotonic additivity of a signed Choquet integral $I_h$. First, we decompose $h = h_l + h_r$, where $h_l$ and $h_r$ are left-continuous and right-continuous, respectively. This is always possible as $h$ has countably many points of discontinuity. Then, it follows from Lemma 2.2.4 that $I_{h_l}$ and $I_{h_r}$ are both comonotonic-additive, as the left- and right-quantiles are comonotonic-additive (a well-known fact; see e.g. Proposition 7.20 of McNeil et al. (2015) for the case of left-quantiles).

### 2.2.5 Convexity, convex order consistency, and mixture-concavity

Next we show that convex order consistency of a signed Choquet integral is equivalent to its distortion function being concave. For increasing Choquet integrals, this result is established by Yaari (1987).
Theorem 2.2.5. For random variables $X, Y \in L^\infty$, $X \leq_{cx} Y$ if and only if $I_h(X) \leq I_h(Y)$ for all concave functions $h \in \mathcal{H}$.

Proof. (i) “$\Rightarrow$”: Given $X, Y \in L^\infty$ with distributions $F$ and $G$ respectively, let

$$a = \text{ess inf}\{X\} \land \text{ess inf}\{Y\}, \quad b = \text{ess sup}\{X\} \lor \text{ess sup}\{Y\}$$

and $f = 1 - F$, $g = 1 - G$. If $X \leq_{cx} Y$, by Equation (3.A.7) of Shaked and Shanthikumar (2007),

$$\mathbb{E}[X] = \mathbb{E}[Y] \text{ and } \int_x^\infty F(u) du \leq \int_x^\infty G(u) du \text{ for all } x,$$

which is

$$\int_a^b f(t) dt = \int_a^b g(t) dt \quad \text{and} \quad \int_a^x f(t) dt \geq \int_a^x g(t) dt \text{ for } a \leq x \leq b.$$ 

A concave function $h$ defined on $[0, 1]$ is necessarily continuous on $(0, 1)$. Define

$$\phi : [0, 1] \to \mathbb{R} \text{ by }$$

$$\phi(x) = \begin{cases} 
  h(x) & \text{for } 0 < x < 1; \\
  \lim_{x \downarrow 0} h(x) & \text{for } x = 0;
  \\
  \lim_{x \uparrow 1} h(x) & \text{for } x = 1.
\end{cases}$$

Since $h$ has bounded variation, it can be written as the difference of two increasing functions. As the bounded monotone functions have finite limits, $\lim_{x \downarrow 0} h(x)$ and $\lim_{x \uparrow 1} h(x)$ are well defined. Note that $\phi$ is a continuous concave function, $\phi = h$ on $(0, 1)$ and $\phi \geq h$ on $[0, 1]$. By the classic Hardy-Littlewood-Pólya inequality (listed as Theorem 2.5.2 for the sake of completeness),

$$\int_a^b \phi(f(x)) dx \leq \int_a^b \phi(g(x)) dx.$$ 

By Equation (3.A.12) of Shaked and Shanthikumar (2007), $a = \text{ess inf}\{Y\}$ and $b = \text{ess sup}\{Y\}$, and therefore $h(g(x)) = \phi(g(x))$ for $x \in (a, b)$. Moreover, $h(f(x)) = h(g(x))$ for $x > b$ or $x < a$. Utilizing the above observations, we have

$$I_h(X) - I_h(Y) = \int_a^b (h(f(x)) - h(g(x))) dx$$

$$= \int_a^b (h(f(x)) - \phi(g(x))) dx$$

$$\leq \int_a^b (\phi(f(x)) - \phi(g(x))) dx \leq 0.$$
(ii) “⇐”: For all \( p \in [0, 1], \ t \in [0, 1] \), let \( h(t) = -1_{t \geq 1-p}(t - 1 + p) \), and then \( h \) is concave and in \( \mathcal{H} \). For fixed \( p \), by Lemma 2.2.4,
\[
I_h(X) = -\int_{1-p}^1 F_X^{-1}(1 - t) \, dt = -\int_0^p F_X^{-1}(u) \, du.
\]
Thus for all \( p \in [0, 1] \), \( I_h(X) \leq I_h(Y) \) results in
\[
\int_0^p F^{-1}(t) \, dt \geq \int_0^p G^{-1}(t) \, dt,
\]
which implies \( X \leq_{cx} Y \) by Theorem 3.A.5 of Shaked and Shanthikumar (2007).

Remark 2.2.5. The forward implication of Theorem 2.2.5 can also be deduced by noticing that \( \nu = h \circ \mathbb{P} \) defines a submodular game (see Marinacci and Montrucchio (2004)) whenever \( h \) is concave. Then an application of Corollary 4.2 of Marinacci and Montrucchio (2004) and Theorem 4.1 of Dana (2005) establishes the claim.

At this point, we are ready to establish six equivalent conditions characterizing the convexity of a signed Choquet integral. For a law-invariant functional \( \rho \) on \( L^\infty \), define \( \tilde{\rho} : \mathcal{M} \to \mathbb{R} \) by \( \tilde{\rho}(F) = \rho(X) \) where \( X \sim F \), and we say that \( \rho \) is concave on mixtures if \( \tilde{\rho} \) is concave.

**Theorem 2.2.6.** For \( h \in \mathcal{H} \), the following are equivalent: (i) \( h \) is concave; (ii) \( I_h \) is convex order consistent; (iii) \( I_h \) is subadditive; (iv) \( I_h \) is convex; (v) \( I_h \) is quasi-convex; (vi) \( I_h \) is concave on mixtures.

**Proof.** We complete the proof in the order \((i) \Rightarrow (ii) \Rightarrow (iii) \Rightarrow (iv) \Rightarrow (v) \Rightarrow (vi) \Rightarrow (i)\).

\((i) \Rightarrow (ii)\): Guaranteed by Theorem 2.2.5.

\((ii) \Rightarrow (iii)\): By Theorem 2.2.1, \( I_h \) is law-invariant and comonotonic-additive. We take random variables \( X, Y \) and comonotonic random variables \( X^c, Y^c \) whose distribution functions are identical to \( X, Y \), respectively. Then \( X + Y \leq_{cx} X^c + Y^c \) as mentioned in Section 2.2.1. Thus
\[
I_h(X + Y) \leq I_h(X^c + Y^c) = I_h(X^c) + I_h(Y^c) = I_h(X) + I_h(Y),
\]
and \( I_h \) is subadditive.

\((iii) \Rightarrow (iv)\): As \( I_h \) is positively homogeneous, subadditivity is equivalent to convexity.

\((iv) \Rightarrow (v)\): Convexity is stronger than quasi-convexity by definition.
(v) ⇒ (vi): Take any $x, y \in [0, 1], x \leq y$. Define random variables $X, Y, Z$ by
\[ \mathbb{P}(X = 0) = 1 - y, \quad \mathbb{P}(X = 1/2) = y - x, \quad \mathbb{P}(X = 1) = x, \]
and the joint distribution function of $Y$ and $Z$ is given by
\[ \mathbb{P}(Y = 0, Z = 0) = 1 - y, \quad \mathbb{P}(Y = 1, Z = 1) = x, \]
\[ \mathbb{P}(Y = 1, Z = 0) = \mathbb{P}(Y = 0, Z = 1) = \frac{y - x}{2}. \]
Clearly $X \overset{d}{=} \frac{1}{2} Y + \frac{1}{2} Z$ and $Y \overset{d}{=} Z$. Since $I_h$ is quasi-convex and law-invariant, we have
\[ I_h(X) = I_h \left( \frac{1}{2} Y + \frac{1}{2} Z \right) \leq \max \{I_h(Y), I_h(Z)\} = I_h(Y). \]
Note that
\[ \mathbb{P}(X \geq t) = \begin{cases} 1 & t \leq 0; \\ y & 0 < t \leq \frac{1}{2}; \\ x & \frac{1}{2} < t \leq 1; \\ 0 & t > 1, \end{cases} \quad \text{and} \quad \mathbb{P}(Y \geq t) = \begin{cases} 1 & t \leq 0; \\ \frac{1}{2} x + \frac{1}{2} y & 0 < t \leq 1; \\ 0 & t > 1. \end{cases} \]
As
\[ I_h(X) = \int_0^{1/2} h(y) \, dt + \int_{1/2}^1 h(x) \, dt = \frac{1}{2} h(x) + \frac{1}{2} h(y), \]
and
\[ I_h(Y) = \int_{-\infty}^0 (h(1) - h(1)) \, dt + \int_0^{1/2} h \left( \frac{1}{2} x + \frac{1}{2} y \right) \, dt + \int_{1/2}^\infty h(0) \, dt = h \left( \frac{1}{2} x + \frac{1}{2} y \right), \]
$I_h(X) \leq I_h(Y)$ leads to $\frac{1}{2} h(x) + \frac{1}{2} h(y) \leq h \left( \frac{1}{2} x + \frac{1}{2} y \right)$; thus $h$ is mid-point concave. By the Sierpinski Theorem (see page 12 of Donoghue (1969)), a mid-point concave and Lebesgue measurable function is a concave function. Therefore $h$ is concave; (i) holds. With concavity of $h$, (vi) is straightforward from the definition of Choquet integral in (2.1).

(vi) ⇒ (i): For $p, q, \lambda \in [0, 1], \lambda F$ be a Bernoulli distribution with mean $p$ and $G$ be a Bernoulli distribution with mean $q$. Then $\lambda F + (1 - \lambda) G$ is the Bernoulli distribution with mean $\lambda p + (1 - \lambda) q$. It follows from simple calculation that
\[ \lambda h(p) + (1 - \lambda) h(q) = \lambda \tilde{I}_h(F) + (1 - \lambda) \tilde{I}_h(G) \leq \tilde{I}_h(\lambda F + (1 - \lambda) G) = h(\lambda p + (1 - \lambda) q), \]
and thus $h$ is concave.
Remark 2.2.6. Concavity on mixtures (mixture-concavity) is a natural property for risk functionals, especially measures of variability, as it assigns a higher risk value to a mixture of two distributions with equal risk value; see e.g. Acciaio and Svindland (2013). This property is satisfied by classic variability measures, such as the variance, the standard deviation and the Gini deviation; see Section 2.2.6 below. Although being equivalent for signed Choquet integrals, mixture-concavity is essentially different from convexity for general functionals, in terms of both mathematical and economic interpretations. For instance, taking a supremum over convex signed Choquet integrals preserves convexity and may lose mixture-concavity, whereas taking an infimum over convex signed Choquet integrals preserves mixture-concavity and may lose convexity.

2.2.6 Some examples

Example 2.2.1. We first present some examples of signed Choquet integrals used as measures of distributional variability. Note that all distortion functions below are concave but not monotone.

(i) The range:

\[ \text{Range}(X) = \text{ess sup}(X) - \text{ess inf}(X), \quad X \in L^\infty. \]

The range is a signed Choquet integral with a concave distortion function \( h \) given by \( h(t) = 1_{\{0 < t < 1\}}, \quad t \in [0, 1] \). This fact can be checked by straightforward calculation:

\[
I_h(X) = \int_{\text{ess inf}(X)}^{0} dx + \int_0^{\text{ess sup}(X)} dx = \text{ess sup}(X) - \text{ess inf}(X) = \text{Range}(X).
\]

(ii) The mean median difference:

\[ \text{MD}(X) = \min_{x \in \mathbb{R}} \mathbb{E}[|X - x|] = \mathbb{E} \left[ \left|X - F_X^{-1}\left(\frac{1}{2}\right)\right| \right], \quad X \in L^\infty. \]

The mean median difference is a signed Choquet integral with a concave distortion function \( h \) given by \( h(t) = \min\{t, 1-t\}, \quad t \in [0, 1] \). This can be checked using Lemma
2.2.4: 

\[ I_h(X) = \int_{\frac{1}{2}}^{1} F_X^{-1}(u) \, du - \int_{0}^{\frac{1}{2}} F_X^{-1}(u) \, du \]

\[ = \frac{1}{2} F_X^{-1}\left(\frac{1}{2}\right) - \int_{0}^{\frac{1}{2}} F_X^{-1}(u) \, du + \int_{\frac{1}{2}}^{1} F_X^{-1}(u) \, du - \frac{1}{2} F_X^{-1}\left(\frac{1}{2}\right) \]

\[ = \int_{0}^{1} \left| F_X^{-1}(u) - F_X^{-1}\left(\frac{1}{2}\right) \right| \, du = MD(X). \]

(iii) The Gini deviation:

\[ \text{Gini}(X) = \frac{1}{2} \mathbb{E}[|X_1 - X_2|], \quad X \in L^\infty, \quad X_1, X_2, X \text{ are iid.} \]

The Gini deviation is a signed Choquet integral with a concave distortion function \( h \) given by \( h(t) = t - t^2, \ t \in [0, 1] \). This is due to its alternative form (see e.g. Denneberg (1990))

\[ \text{Gini}(X) = \int_{0}^{1} F_X^{-1}(t)(2t - 1) \, dt. \]

**Example 2.2.2.** Next we present some examples of signed Choquet integrals used as measures of risk. The first two popular risk measures used in regulation are increasing signed Choquet integrals. The last one does not necessarily have an increasing distortion function.

(i) The Value-at-Risk (VaR) for \( p \in (0, 1) \):

\[ \text{VaR}_p(X) = \inf \{ x : \mathbb{P}(X \leq x) \geq p \}, \quad X \in L^\infty. \]

\( \text{VaR}_p \) for \( p \in (0, 1) \) is a signed Choquet integral with distortion function \( h \) given by \( h(t) = 1_{\{t > 1 - p\}}, \ t \in [0, 1] \). This can be directly checked via Lemma 2.2.4:

\[ I_h(X) = F_X^{-1}(p) = \text{VaR}_p(X). \]

(ii) The Expected Shortfall (ES) for \( p \in (0, 1) \):

\[ \text{ES}_p(X) = \frac{1}{1 - p} \int_{p}^{1} \text{VaR}_t(X) \, dt, \quad X \in L^\infty. \]
ES_p for \( p \in (0, 1) \) is a signed Choquet integral with distortion function \( h \) given by \( h(t) = \min\{\frac{t}{1-p}, 1\} \), \( t \in [0, 1] \). This can be directly checked via Lemma 2.2.4:

\[
I_h(X) = \frac{1}{1-p} \int_p^1 F_X^{-1}(t) \, dt = ES_p(X).
\]

(iii) The Gini Shortfall (GS) for \( p \in [0, 1) \) and \( \lambda \geq 0 \):

\[
GS^\lambda_p(X) = ES_p(X) + \lambda TGini_p(X), \quad X \in L^\infty,
\]

where \( TGini_p \) is the tail-Gini functional,

\[
TGini_p(X) = \frac{2}{(1-p)^2} \int_p^1 F_X^{-1}(t)(2t - (1+p)) \, dt, \quad X \in L^\infty.
\]

By Theorem 4.1 of Furman et al. (2017), \( GS^\lambda_p \) for \( p \in [0, 1) \) and \( \lambda \geq 0 \) is a signed Choquet integral with distortion function \( h \) given by

\[
h(t) = \frac{1}{(1-p)^2} \left( (1-p)t + 4\lambda t \left( 1 - \frac{t}{2} - \frac{1+p}{2} \right) \right) \mathbf{1}_{\{t \leq 1-p\}} + \mathbf{1}_{\{t > 1-p\}}, \quad t \in [0, 1].
\]

A Gini Shortfall is an increasing Choquet integral if and only if \( \lambda \in [0, \frac{1}{2}] \).

**Example 2.2.3.** Below we look at the standard deviation, which is not a signed Choquet integral, but a supremum over some signed Choquet integrals. Let

\[
\tilde{\mathcal{H}} = \left\{ h \in \mathcal{H} : h(1) = 0, \quad \int_0^1 (h'(t))^2 \, dt \leq 1, \ h \text{ is concave} \right\}.
\]

The standard deviation, defined as

\[
\sigma(X) = \sqrt{\mathbb{E}[X^2] - (\mathbb{E}[X])^2}, \quad X \in L^\infty,
\]

has the following representation

\[
\sigma(X) = \sup_{h \in \tilde{\mathcal{H}}} I_h(X), \quad X \in L^\infty,
\]

and hence it is the supremum over a class of signed Choquet integrals.

To show this, let \( \mathcal{Z} = \{Z \in L^\infty : \mathbb{E}[Z] = 0, \ \mathbb{E}[Z^2] \leq 1\} \). It is clear that, for \( X \in L^\infty \),

\[
\sigma(X) = \frac{\mathbb{E}[X(X - \mathbb{E}[X])]}{\sigma(X)} = \mathbb{E}\left[ \frac{X}{\sigma(X)} \right] \leq \sup_{Z \in \mathcal{Z}} \mathbb{E}[XZ],
\]
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and for any $Z \in \mathcal{Z}$, we have $\mathbb{E}[XZ] = \text{cov}(X, Z) \leq \sigma(Z)\sigma(X) \leq \sigma(X)$. Therefore, by the Fréchet-Hoeffding inequality (see e.g. Lemma 4.60 of Föllmer and Schied (2016)),

$$\sigma(X) = \sup_{Z \in \mathcal{Z}} \mathbb{E}[XZ] = \sup_{Z \in \mathcal{Z}} \int_0^1 F_Z^{-1}(u) F_X^{-1}(u) \, du.$$

Via the relation $h(t) = \int_0^t F_Z^{-1}(1 - u) \, du$, $t \in [0, 1]$, we establish a one-to-one mapping from the distributions of $Z \in \mathcal{Z}$ to functions in $\tilde{\mathcal{H}}$. Therefore, using Lemma 2.2.4,

$$\sigma(X) = \sup_{Z \in \mathcal{Z}} \int_0^1 F_Z^{-1}(u) F_X^{-1}(u) \, du = \sup_{h \in \tilde{\mathcal{H}}} \int_0^1 F_X^{-1}(1 - u) \, dh(u) = \sup_{h \in \tilde{\mathcal{H}}} I_h(X), \quad X \in L^\infty.$$

Note that $h \in \tilde{\mathcal{H}}$ is concave. As a consequence, each $I_h$, $h \in \tilde{\mathcal{H}}$ is subadditive, convex and consistent with the convex order (see Theorem 2.2.6), and so is the standard deviation $\sigma$ by noting that these properties are preserved when taking a supremum.

Indeed, all law-invariant deviation measures in the sense of Rockafellar et al. (2006) admit a signed Choquet integral representation similar to (2.5); this result is established in Grechuk et al. (2009).

**Example 2.2.4.** We look at two further examples of measures of distributional variability based on risk measures in Example 2.2.2. They will be revisited in Sections 2.3 and 2.4.

(i) The inter-quantile range (IQR) for $p \in (1/2, 1)$:

$$\text{IQR}_p(X) = \text{VaR}_p(X) - \text{VaR}_{1-p}(X), \quad X \in L^\infty.$$

The inter-quantile range is a commonly used measure of dispersion in statistics, and the typical choice of $p$ is 0.75, yielding the difference between the first quarter and the third quarter quantiles. $\text{IQR}_p$ for $p \in (1/2, 1)$ is a signed Choquet integral with distortion function $h$ given by $h(t) = 1_{\{1-p < t \leq p\}}$, $t \in [0, 1]$; see Figure 2.1. Unlike the other measures of variability in Example 2.2.1, the distortion function $h$ of $\text{IQR}_p$ is not concave, and hence $\text{IQR}_p$ is not convex or convex-order consistent by Theorem 2.2.6. For $X \in L^\infty$ with a continuous quantile at $1 - p$, noting that $F_X^-(1-p) = -F_{-X}(p)$ by Lemma 2.2.3 (iv), we can alternatively write

$$\text{IQR}_p(X) = \text{VaR}_p(X) + \text{VaR}_p(-X). \quad (2.6)$$
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(ii) The inter-ES range (IER) for \( p \in (1/2, 1) \):

\[
\text{IER}_p(X) = \frac{1}{1-p} \left( \int_p^1 \text{VaR}_t(X) \, dt - \int_0^{1-p} \text{VaR}_t(X) \, dt \right), \quad X \in L^\infty.
\]

Similarly to (2.6), we can write, without assuming a continuous quantile,

\[
\text{IER}_p(X) = \text{ES}_p(X) + \text{ES}_p(-X), \quad X \in L^\infty.
\]

IER\(_p\) for \( p \in (1/2, 1) \) is a signed Choquet integral with distortion function \( h \) given by

\[
h(t) = \min\{ \frac{t}{1-p}, 1 \} + \min\{ \frac{p-t}{1-p}, 0 \}, \quad t \in [0, 1];
\]

see Figure 2.1. In sharp contrast to IQR\(_p\), IER\(_p\) has a concave distortion function and hence it is convex and convex-order consistent.

### 2.3 Continuity

In this section, we discuss some issues related to continuity of signed Choquet integrals. We first demonstrate the simple fact that a signed Choquet integral is Lipschitz-continuous with respect to \( L^\infty \)-norm. This result completes the proof of Theorem 2.2.1 above, and will be used later in Section 2.4 to study risk aggregation. This result can be derived (with a small effort) from Proposition 4.11 of Marinacci and Montrucchio (2004) on the continuity of signed Choquet integrals without law-invariance. A simple self-contained proof is put in the appendix.
Lemma 2.3.1. For \( h \in \mathcal{H} \) and \( X, Y \in L^\infty \),
\[
|I_h(X) - I_h(Y)| \leq TV_h \|X - Y\|_\infty,
\]
where \( TV_h \) is the total variation of \( h \) on \([0, 1]\).

Next we study continuity with respect to convergence in distribution (equivalently, weak convergence in the set of distributions \( \mathcal{M} \)). In general, a signed Choquet integral is not necessarily continuous with respect to convergence in distribution in \( L^\infty \), a well-known property of L-statistics; see Cont et al. (2010) for a discussion on increasing Choquet integrals (termed distortion risk measures) in risk management.

In risk management practice, convergence in distribution is the most common type of convergence, due to the statistical nature of data analysis and simulation studies. This issue is closely related to the notion of \textit{qualitative robustness} of statistical functionals as pioneered by Hampel (1971). It would then be of interest to study under what extra conditions a risk functional can be \textit{robust}, thus continuous with respect to convergence in distribution. This direction of research is explored by Embrechts et al. (2015), Pesenti et al. (2016) and Krätschmer et al. (2017).

The following uniform integrability condition turns out to be relevant. A set \( \mathcal{D} \subset L^\infty \) is \( h \)-\textit{uniformly integrable} for \( h \in \mathcal{H} \), if
\[
\limsup_{k \downarrow 0} \sup_{X \in \mathcal{D}} \int_0^k |F_X^{-1}(1 - t)| \, dh(t) = 0,
\]
and
\[
\limsup_{k \uparrow 1} \sup_{X \in \mathcal{D}} \int_k^1 |F_X^{-1}(1 - t)| \, dh(t) = 0.
\]
Note that if \( h \in \mathcal{H} \) is linear and non-constant in some neighborhoods of 0 and 1, then \( h \)-uniform integrability reduces to the usual uniform integrability.

Theorem 2.3.2. For \( h \in \mathcal{H} \) and \( X, X_1, X_2, \ldots \in L^\infty \), assume that \( X_n \to X \) in distribution as \( n \to \infty \) and \( \{X, X_1, X_2, \ldots \} \) is \( h \)-uniformly integrable. If (i) \( h \) is continuous, or (ii) \( X \) has a continuous inverse distribution function, then \( I_h(X_n) \to I_h(X) \) as \( n \to \infty \).

Proof. For \( n \in \mathbb{N} \), let \( F_n \) and \( F \) be the distribution functions of \( X_n \) and \( X \), respectively.

We first assume (i). By Lemma 2.2.4, we have
\[
I_h(X_n) = \int_0^1 F_n^{-1}(1 - p) \, dh(p) \quad \text{and} \quad I_h(X) = \int_0^1 F^{-1}(1 - p) \, dh(p).
\]
As $h$ can be replaced by its Jordan decomposition $h = h_+ - h_-$, it suffices to show the statement for an increasing and continuous $h$. The increasing function $h$ induces a finite Borel measure $\mu$ on $[0, 1]$ via $\mu([0, x)) = h(x)$, $x \in [0, 1]$. Since $F_n^{-1} \to F^{-1}$ as $n \to \infty$ almost everywhere on $\mathbb{R}$ and $h$ is continuous, the convergence is also $\mu$-almost surely. Moreover, the $h$-uniform integrability of $\{X_i\}_{i \in \mathbb{N}}$ implies that $\{F^{-1}_n\}_{n \in \mathbb{N}}$ is uniformly integrable with respect to the measure $\mu$. Therefore, using Vitali’s Convergence Theorem (Rudin (1987, p. 133)), we have $I_h(X_n) \to I_h(X)$ as $n \to \infty$.

Next we assume (ii). In this case the convergence $F_n^{-1} \to F^{-1}$ is point-wise on $(0, 1)$. Suppose for the moment that $h$ is left-continuous. By Lemma 2.2.4, (2.10) holds. Similarly to the case above, we assume that $h$ is increasing, and it induces a finite Borel measure $\mu$ on $[0, 1]$ via $\mu([0, x)) = h(x)$, $x \in [0, 1]$. Note that the $h$-uniform integrability of $\{X, X_1, X_2, \ldots\}$ implies that, if $\mu(\{1\}) > 0$, then $F_n^{-1}(1) \to 0$ and $F^{-1}(1) = 0$. Analogously, if $\mu(\{0\}) > 0$, then $F_n^{-1}(0) \to 0$ and $F^{-1}(0) = 0$. Combining the above facts, $F_n^{-1} \to F^{-1}$ $\mu$-almost surely as $n \to \infty$. Using Vitali’s Convergence Theorem, we have $I_h(X_n) \to I_h(X)$ as $n \to \infty$.

If $h$ is right-continuous, define the Borel measure $\mu$ on $[0, 1]$ via $\mu([0, x)) = h(x)$, $x \in [0, 1]$ and use the representation in Lemma 2.2.4 (i). The conclusion follows analogously.

Finally, for a general $h$, we decompose $h = h_l + h_r$, where $h_l$ and $h_r$ are left-continuous and right-continuous, respectively. Then we have

$$|I_h(X_n) - I_h(X)| \leq |I_{h_l}(X_n) - I_{h_l}(X)| + |I_{h_r}(X_n) - I_{h_r}(X)| \to 0, \quad \text{as } n \to \infty.$$  

The proof is complete. \qed

Next we present a condition on $h$ which implies the $h$-uniform integrability for all random variables. We say that $h \in \mathcal{H}$ is flat in neighborhoods of 0 and 1 if it satisfies the following condition: if there exists some $\delta > 0$ such that for all $0 < \varepsilon < \delta$, $h(\varepsilon) = h(0)$ and $h(1 - \varepsilon) = h(1)$. In this case, clearly, any set of random variables is $h$-uniformly integrable. This condition is satisfied if, for instance, $I_h$ is a finite linear combination of some quantile functionals.

**Corollary 2.3.3.** For $h \in \mathcal{H}$ and $X, X_1, X_2, \ldots \in L^\infty$, assume that $X_n \to X$ in distribution as $n \to \infty$ and $h$ is flat in neighborhoods of 0 and 1. If (i) $h$ is continuous, or (ii) $X$ has a continuous inverse distribution function, then $I_h(X_n) \to I_h(X)$ as $n \to \infty$.

Robustness properties of the two popular classes of risk measures VaR and ES (defined in Section 2.2.6) are well-studied in the literature. With respect to convergence in
distribution, it is known that \( \text{VaR}_p \) is continuous at random variables with a continuous quantile function, and \( \text{ES}_p \) is continuous at random variables among a uniformly integrable set. These are special cases of Theorem 2.3.2 and Corollary 2.3.3.

Theorem 2.3.2 and Corollary 2.3.3 generalize Theorem 1 of Cont et al. (2010) for distortion risk measures, Theorem 2.5 of Embrechts et al. (2015) on robustness in the set of risk aggregation, and Theorem 3.5 of Pesenti et al. (2016) for finite-valued convex risk measures. Moreover, different from the settings of Krätschmer et al. (2014, 2017) and Pesenti et al. (2016), our results do not rely on any convexity assumptions.

**Example 2.3.1** (Continuity of measures of distributional variability). As mentioned above, continuity of risk measures with respect to convergence in distribution are well studied in the recent risk management literature. Below, we apply Theorem 2.3.2 and Corollary 2.3.3 to the measures of variability in Examples 2.2.1, 2.2.3 and 2.2.4.

(i) The range is generally not continuous with respect to convergence in distribution. Note that for the distortion function \( h \) of the range, given by \( h(t) = 1_{\{0 < t < 1\}}, \ t \in [0, 1] \), the \( h \)-uniform integrality condition in (2.8) and (2.9) implies \( X = 0 \) a.s. for \( X \in \mathcal{D} \), which is very restrictive.

(ii) The mean median difference has a continuous distortion function \( h \) given by \( h(t) = \min\{t, 1 - t\}, \ t \in [0, 1] \). Since \( h \) is linear in neighbourhoods of 0 and 1, the \( h \)-uniform integrability is equivalent to the usual uniform integrability. Hence, by Theorem 2.3.2, the mean median difference is continuous with respect to convergence in distribution over any uniformly integrable set.

(iii) The Gini deviation has a continuous distortion function \( h \) given by \( h(t) = t - t^2, \ t \in [0, 1] \). For this distortion function \( h \), as it has non-zero (one-sided) derivatives at 0 and 1, the \( h \)-uniform integrability is equivalent to the usual uniform integrability. Therefore, by Theorem 2.3.2, the Gini deviation is also continuous with respect to convergence in distribution over any uniformly integrable set.

(iv) The inter-quantile range for \( p \in (1/2, 1) \) has a distortion function \( h \) given by \( h(t) = 1_{\{1 - p < t \leq p\}}, \ t \in [0, 1] \). Note that \( h \) is flat in neighborhoods of 0 and 1, but it is not continuous. Hence, by Corollary 2.3.3, the inter-quantile range is continuous with respect to convergence in distribution over any set of random variables with continuous quantile functions.

(v) The inter-ES range for \( p \in (1/2, 1) \) has a distortion function \( h \) given by \( h(t) = \min\{t, 1 - p\} + \min\{p - t, 0\}, \ t \in [0, 1] \). Since \( h \) is linear in neighbourhoods of 0 and
1, the $h$-uniform integrability is equivalent to the usual uniform integrability. Hence, by Theorem 2.3.2, the inter-ES range is continuous with respect to convergence in distribution over any uniformly integrable set.

(vi) The standard deviation is continuous with respect to convergence in distribution over any uniformly square-integrable set. One can show this statement by applying Vitali’s Convergence Theorem to the first and second moments. Theorem 2.3.2 does not directly lead to this statement. Nevertheless, in Example 2.2.3 we have seen $\sigma(X) = \sup_{h \in \tilde{H}} I_h(X)$, $X \in L^\infty$. By Hölder’s inequality, uniform square-integrability implies $h$-uniform integrability for each $h \in \tilde{H}$. Hence, Theorem 2.3.2 implies that $I_h$ is continuous with respect to convergence in distribution over any uniformly square-integrable set.

Remark 2.3.1. The continuity results of signed Choquet integrals in Theorem 2.3.2 also hold on a set larger than $L^\infty$, as long as $I_h$ is well-defined on the corresponding set. In this chapter, due to the limitation of space, we focus on random variables in $L^\infty$. For robustness properties of risk functionals defined on Orlicz hearts, we refer to Krätschmer et al. (2014, 2017).

### 2.4 Risk aggregation under uncertainty

In the literature of risk management, risk aggregation concerns quantities related to the sum $S = X_1 + \cdots + X_n$ (e.g. the distribution or a risk measure of $S$) of a risk vector $(X_1, \ldots, X_n)$ representing random losses from a certain portfolio. A currently popular direction of research is risk aggregation with dependence uncertainty, where for each $i = 1, \ldots, n$, the marginal distribution $F_i$ of $X_i$ is known while the joint distribution of $(X_1, \ldots, X_n)$ remains unspecified. We refer to Embrechts et al. (2013, 2014) and Wang et al. (2013) for the case of the risk measure VaR (defined in Section 2.2.6), Bernard et al. (2017a,b) for some recent development, and Section 8.4 of McNeil et al. (2015) for a general discussion. As the precise distribution of $S$ is unknown, one typically studies the worst-case value of the aggregate risk evaluated by a risk measure $\rho$, that is,

$$\sup\{\rho(X_1 + \cdots + X_n) : X_i \sim F_i, \ i = 1, \ldots, n\}. \quad (2.11)$$

Another important quantity related to portfolio diversification is the worst-case diversification ratio, defined as

$$\sup \left\{ \frac{\rho(X_1 + \cdots + X_n)}{\rho(X_1) + \cdots + \rho(X_n)} : X_i \sim F_i, \ i = 1, \ldots, n \right\}. \quad (2.12)$$
If the functional $\rho$ is not convex, the quantities in (2.11)-(2.12) are generally difficult to analytically compute. In this section we investigate them for signed Choquet integrals.

### 2.4.1 Homogeneous portfolios and the extreme-aggregation measure

To investigate the asymptotic behaviour of the values in (2.11)-(2.12) for homogeneous portfolios, Wang et al. (2015) introduced the extreme-aggregation measure as follows. Denote the set of possible sums of $n$ $F$-distributed random variables by $S_n(F) = \{X_1 + \cdots + X_n : X_i \sim F, i = 1, \ldots, n\}, \ n \in \mathbb{N}$.

**Definition 2.4.1.** The extreme-aggregation measure $\Gamma_\rho$ induced by a law-invariant functional $\rho : L^\infty \to \mathbb{R}$ is defined as

$$
\Gamma_\rho : L^\infty \to (-\infty, \infty], \ \Gamma_\rho(X) = \lim_{n \to \infty} \sup \left\{ \frac{1}{n} \sup \{\rho(S) : S \in S_n(F_X)\} \right\}.
$$

$\Gamma_\rho$ provides a limit of (2.11)-(2.12) for homogenous portfolios. The VaR-ES relation $\Gamma_{\text{VaR}_p} = \text{ES}_p$ for $p \in (0, 1)$ is shown in Wang and Wang (2015) via direct construction; some first special cases of this relation are established by Puccetti and Rüschendorf (2014). Generalizations to inhomogeneous portfolios are given in Embrechts et al. (2015) (VaR and ES) and Cai et al. (2017) (distortion risk measures and convex risk measures). For a distortion risk measure (equivalently, an increasing Choquet integral) $\rho$, Wang et al. (2015) obtained an explicit expression for $\Gamma_\rho$, which is the smallest subadditive distortion risk measure dominating $\rho$. The proof used in Wang et al. (2015) is based on analyzing the precise form of $h$, which requires a lot of delicate analysis and random variable construction. Below we give a much more concise proof, generalizing the characterization of $\Gamma_\rho$ to signed Choquet integrals.

To present our main result, for $h \in \mathcal{H}$, define its *concave envelope*

$$
h^*(t) = \inf\{g(t) : g \text{ is a concave function on } [0, 1] \text{ and } g \geq h\}, \ t \in [0, 1]. \quad (2.13)
$$

Note that calculating $h^*$ for a given $h \in \mathcal{H}$ is equivalent to finding the convex hull of the set $\{(x, y) \in [0, 1] \times \mathbb{R} : h(x) \geq y\}$.

It is clear that $h^*$ is concave as it is an infimum of concave functions. Further, $h^*(0) = h(0) = 0$ and $h^*(1) = h(1)$; to see this, as $h \in \mathcal{H}$ is bounded, we can define a concave
function $g : [0, 1] \to \mathbb{R}$ as

$$g(t) = \begin{cases} 0 & t = 0 \\ \sup_{t \in [0, 1]} h(t) & 0 < t < 1 \\ h(1) & t = 1 \end{cases}$$

Then one has $0 = h(0) \leq h^*(0) \leq g(0) = 0$ and $h(1) \leq h^*(1) \leq g(1) = h(1)$.

Our main result is the following theorem, which generalizes Theorem 3.2 of Wang et al. (2015) for increasing Choquet integrals.

**Theorem 2.4.1.** For $h \in \mathcal{H}$, the extreme-aggregation measure induced by $I_h$ is $I_{h^*}$, and it is the smallest law-invariant convex functional on $L^\infty$ dominating $I_h$.

The key to our proof of Theorem 2.4.1 is to show that the law-invariant functional $\Gamma_{I_h}$ is comonotonic-additive and uniformly norm-continuous, and from there we can rely on Theorem 2.2.1 to justify that it is a signed Choquet integral. We first demonstrate some useful facts built on several results in Mao and Wang (2015). Denote for a distribution function $F \in \mathcal{M}$,

$$\mathcal{B}_n(F) = \left\{ \frac{1}{n}(X_1 + \cdots + X_n) : X_i \sim F, \ i = 1, \ldots, n \right\},$$

and

$$\mathcal{C}(F) = \{ X : X \preceq_{\infty} Y, \text{ where } Y \sim F \}.$$

**Lemma 2.4.2.** For $h \in \mathcal{H}$, the following statements hold.

(i) For $F \in \mathcal{M}$,

$$\limsup_{n \to \infty} \{ \sup \{ I_h(X) : X \in \mathcal{B}_n(F) \} \} = \sup \{ I_h(X) : X \in \mathcal{C}(F) \}. \quad (2.14)$$

(ii) The functional on $L^\infty$, $X \mapsto \sup_{Y \in \mathcal{C}(F_X)} I_h(Y)$ is comonotonic-additive and convex order consistent.

**Proof.** (i) Lemma 3.4 of Mao and Wang (2015) (which can be seen as a special case of Lemma 1 of O’Cinneide (1991)) states $\mathcal{B}_n(F) \subset \mathcal{C}(F)$ for $n \in \mathbb{N}$. Therefore

$$\limsup_{n \to \infty} \{ \sup \{ I_h(T) : T \in \mathcal{B}_n(F) \} \} \leq \sup \{ I_h(T) : T \in \mathcal{C}(F) \}. \quad (2.15)$$
On the other hand, by Proposition 3.6 of Mao and Wang (2015), \( \limsup_{n \to \infty} B_n^*(F) = C(F) \), where \( B^* \) is the \( L^\infty \)-closure of a set \( B \). It follows that, for each \( Y \in C(F) \), \( \varepsilon > 0 \) and \( m \in \mathbb{N} \), there exists \( k \in \mathbb{N} \) and \( X_k \in B_k(F) \) such that \( ||X_k - Y||_\infty < \varepsilon \). Hence, by Lemma 2.3.1,

\[
\sup \{ I_h(X) : X \in B_k(F) \} \geq \sup \{ I_h(X) : X \in C(F) \} - \varepsilon \text{TV}_h.
\]

Therefore,

\[
\limsup_{n \to \infty} \left\{ \sup \{ I_h(X) : X \in B_n(F) \} \right\} \geq \sup \{ I_h(X) : X \in C(F) \} - \varepsilon \text{TV}_h.
\]

As \( \varepsilon \) is arbitrary, we obtain

\[
\left(2.16\right) \quad \limsup_{n \to \infty} \left\{ \sup \{ I_h(X) : X \in B_n(F) \} \right\} \geq \sup \{ I_h(X) : X \in C(F) \}.
\]

(ii) Corollary 4.3 of Mao and Wang (2015) states that the functional \( X \mapsto \sup_{Y \in C(F)} \rho(Y) \) is comonotonic-additive and convex order consistent if \( \rho \) is comonotonic-additive, which is the case if \( \rho = I_h \).

**Proof of Theorem 2.4.1.** For any \( X \in L^\infty \), by positive homogeneity of \( I_h \) and the definition of \( B_n(F_X) \), we have

\[
\Gamma_{I_h}(X) = \limsup_{n \to \infty} \left\{ \sup \left\{ \frac{1}{n} S \right\} : S \in S_n(F_X) \right\}
= \limsup_{n \to \infty} \left\{ \sup \{ I_h(T) : T \in B_n(F_X) \} \right\}.
\]

Applying Lemma 2.4.2 (i), it is

\[
\Gamma_{I_h}(X) = \sup \{ I_h(T) : T \in C(F_X) \}, \quad X \in L^\infty.
\]

By Lemma 2.4.2 (ii), \( \Gamma_{I_h} \) is comonotonic-additive and convex order consistent.

Next we verify that \( \Gamma_{I_h} \) is uniformly norm-continuous. Fix \( n \in \mathbb{N} \). For any \( S \in S_n(F_X) \), write \( S = X_1 + \cdots + X_n \), where \( X_i \sim F_X \), \( i = 1, \ldots, n \). Let \( U_1, \ldots, U_n \) be uniform random variables on \([0, 1]\) such that \( F_X^{-1}(U_i) = X_i \) almost surely, \( i = 1, \ldots, n \). The existence of
such $U_1, \ldots, U_n$ is given by, for instance, Lemma A.32 of Föllmer and Schied (2016). Let $Z = F_Y^{-1}(U_1) + \cdots + F_Y^{-1}(U_n)$. Clearly, $Z \in S_n(F_Y)$. By Lemma 2.3.1,

$$I_h(S) - \sup\{I_h(T) : T \in S_n(F_Y)\}$$

$$\leq I_h(S) - I_h(Z)$$

$$\leq TV_h\|S - Z\|_{\infty}$$

$$= TV_h \left\| (F_X^{-1}(U_1) + \cdots + F_X^{-1}(U_n)) - (F_Y^{-1}(U_1) + \cdots + F_Y^{-1}(U_n)) \right\|_{\infty}$$

$$\leq nTV_h\|X - Y\|_{\infty},$$

where the last inequality is due to the well-known fact that $\|F_X^{-1}(U_1) - F_Y^{-1}(U_1)\|_{\infty} \leq \|X - Y\|_{\infty}$ (see e.g. Lemma 8.2 of Bickel and Freedman (1981)). It follows from taking a supremum over $S \in S_n(F_X)$ that

$$\frac{1}{n} \sup\{I_h(S) : S \in S_n(F_X)\} \leq \frac{1}{n} \sup\{I_h(T) : T \in S_n(F_Y)\} + TV_h\|X - Y\|_{\infty}.$$ 

Therefore,

$$\Gamma_{I_h}(X) \leq \Gamma_{I_h}(Y) + TV_h\|X - Y\|_{\infty}.$$ 

By symmetry, we have $|\Gamma_{I_h}(X) - \Gamma_{I_h}(Y)| \leq TV_h\|X - Y\|_{\infty}$; thus $\Gamma_{I_h}$ is uniformly norm-continuous.

At this point, we know that the law-invariant functional $\Gamma_{I_h}$ is norm-continuous, comonotonic-additive and convex order consistent. By Theorem 2.2.1, there exists $g \in \mathcal{H}$ such that $\Gamma_{I_h}$ is identified with a signed Choquet integral $I_g = \Gamma_{I_h}$. Note that

$$I_g(X) = \sup_{T \in C(F_X)} I_h(T) \geq I_h(X),$$

and therefore $g \succeq h$ by Lemma 2.2.2. Since $\Gamma_{I_h}$ is convex order consistent, $g$ is concave by Theorem 2.2.6. From the definition of $h^*$, $h^* \leq g$, and this implies $I_{h^*} \leq I_{g^*}$ by Lemma 2.2.2 again.

On the other hand, $h^* \succeq h$, and hence $I_{h^*} \geq I_h$. Noting that $h^*$ is concave and thus $I_{h^*}$ is also convex order consistent, we have

$$I_{h^*}(X) = \sup_{T \in C(F_X)} I_{h^*}(T) \geq \sup_{T \in C(F_X)} I_h(T) = I_g(X)$$

Therefore, we conclude that $I_{h^*} = I_g = \Gamma_{I_h}$. 31
Finally we show that $I_{h^*}$ is the smallest law-invariant convex functional on $L^\infty$ dominating $I_h$. Suppose that $I : L^\infty \to \mathbb{R}$ is a law-invariant convex functional and $I \geq I_h$. For any $n \in \mathbb{N}$ and $X \in L^\infty$,

$$\sup\{I_h(T) : T \in \mathcal{B}_n(F_X)\} \leq \sup\{I(T) : T \in \mathcal{B}_n(F_X)\} \leq \sup\left\{\frac{1}{n}I(X_1) + \cdots + \frac{1}{n}I(X_n) : X_i \sim F_X, 1 \leq i \leq n\right\} = \frac{1}{n}nI(X) = I(X).$$

By taking a limit on both sides of the above equation, we conclude that $I_{h^*} \leq I$. Thus, $I_{h^*}$ is the smallest law-invariant convex functional dominating $I_h$.

**Example 2.4.1.** Theorem 2.4.1 implies two well-known facts in the literature of risk measures on the relation between VaR$_p$ and ES$_p$ for $p \in (0,1)$: First, the worst-case aggregation of VaR$_p$ is asymptotically equivalent to that of ES$_p$ (Corollary 3.7 of Wang and Wang (2015)). Second, ES$_p$ is the smallest law-invariant convex risk measure dominating VaR$_p$ (Theorem 9 of Kusuoka (2001); see also Theorem 4.67 of Föllmer and Schied (2016)). Theorem 2.4.1 generalizes these results to all signed Choquet integrals, and our approach is different from those in the literature.

**Example 2.4.2** (The inter-quantile range and inter-ES range). In Examples 2.2.4 and 2.3.1 we have already seen many differences between the two measures of variability IQR$_p$ and IER$_p$ in terms of convexity, convex-order consistency, and continuity. Next, we will see, by applying Theorem 2.4.1, an interesting connection between the two signed Choquet integrals. Recall that for $p \in (1/2,1)$, IQR$_p$ has a (non-concave) distortion function $h$ given by $h(t) = 1_{\{1-p<t\leq p\}}$, $t \in [0,1]$. It is straightforward that the smallest concave function $h^*$ dominating $h$ is given by $h^*(t) = \min\{\frac{1-t}{1-p}, 1\} + \min\{\frac{p-t}{p-1}, 0\}$, $t \in [0,1]$, which is the distortion function of IER$_p$; see Figure 2.1 for these distortion functions. Therefore, for $I_h = \text{IQR}_p$, we have $I_{h^*} = \text{IER}_p$. By Theorem 2.4.1, IER$_p$ is the extreme-aggregation measure of IQR$_p$; in other words, the worst-case value of the aggregate risk evaluated by IQR$_p$ is asymptotically equivalent to that evaluated by IER$_p$. This relationship will be further illustrated by the numerical example in Section 2.4.3.

**Remark 2.4.1.** Wang et al. (2015) gives a few conditions for the upper limit in the definition of $\Gamma_\rho$ to be replaced by a supremum or a limit. If $\rho$ is a positively homogeneous functional, then the upper limit can be replaced by a supremum. Furthermore, for $h \in \mathcal{H}$ and $X \in L^\infty$, the upper limit can be replaced by either a limit or a supremum, namely

$$\Gamma_h(X) = \lim_{n \to \infty} \left\{\frac{1}{n} \sup\{I_h(S) : S \in \mathcal{S}_n(F_X)\}\right\} = \sup_{n \in \mathbb{N}} \left\{\frac{1}{n} \sup\{I_h(S) : S \in \mathcal{S}_n(F_X)\}\right\}.$$
We conclude this section by showing that the result in Theorem 2.4.1 can be generalized to suprema over a set of signed Choquet integrals. Indeed, suprema over a set of signed Choquet integrals represent all continuous law-invariant coherent risk measures and deviation measures, as established in Kusuoka (2001) and Grechuk et al. (2009), respectively.

**Corollary 2.4.3.** Define a functional $\rho = \sup_{h \in H_0} I_h$, where $H_0 \subset H$. Then $\Gamma_\rho = \sup_{h \in H} I_h$ and $\Gamma_\rho$ is the smallest law-invariant convex functional on $L^\infty$ dominating $\rho$.

**Proof.** For $X \in L^\infty$, as $\rho$ is positively homogeneous, we can write

$$\Gamma_\rho(X) = \sup_{n \in \mathbb{N}} \{ \sup_{T \in \mathcal{B}_n(F_X)} \rho(T) : T \in \mathcal{B}_n(F_X) \}$$

see Remark 2.4.1. By exchanging the order of suprema, we have

$$\Gamma_\rho(X) = \sup_{n \in \mathbb{N}} \sup_{T \in \mathcal{B}_n(F_X)} \sup_{h \in H_0} I_h(T) = \sup_{h \in H_0} \sup_{n \in \mathbb{N}} \sup_{T \in \mathcal{B}_n(F_X)} I_h(T) = \sup_{h \in H_0} \sup_{n \in \mathbb{N}} \sup_{T \in \mathcal{B}_n(F_X)} I_h(T) = \sup_{h \in H} I_h(X),$$

where the last equality is due to Theorem 2.4.1. The last statement of the corollary can be obtained via an argument analogous to the last part of the proof of Theorem 2.4.1. \(\square\)

**2.4.2 Heterogeneous portfolios**

For a sequence of distribution functions $\{F_i\}_{i \in \mathbb{N}} \subset \mathcal{M}$, denote the set of possible sums of $n$ random variables with respective distributions by

$$\mathcal{S}_n(F_1, \ldots, F_n) = \{ X_1 + \cdots + X_n : X_i \sim F_i, \ i = 1, \ldots, n \}, \ n \in \mathbb{N}.$$

To investigate risk aggregation for heterogeneous portfolios, we study an asymptotic equivalence of the following type,

$$\lim_{n \to \infty} \sup_{S \in \mathcal{S}_n(F_1, \ldots, F_n)} \{ I_h(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \} = 1. \tag{2.17}$$

The asymptotic equivalence (2.17) is established in Theorem 3.5 of Cai et al. (2017) for increasing Choquet integrals under some regularity conditions. Interpreting (2.17), to evaluate large portfolios with dependence uncertainty via a non-convex functional $I_h$, one can replace $I_h$ by a convex functional $I_{h^*}$, the extreme-aggregation measure induced by $I_h$, which is much easier to calculate due to its comonotonic-additivity and subadditivity. It is clear that if $F_1 = F_2 = \cdots = F_X$, then (2.17) reads as

$$\lim_{n \to \infty} \sup_{S \in \mathcal{S}_n(F_X)} \{ I_h(S) : S \in \mathcal{S}_n(F_X) \} = 1.$$
which is precisely Theorem 2.4.1 if $I_{h^*}(X) \neq 0$. For the same relation to hold for heterogeneous portfolios, one needs some regularity conditions on $\{F_i\}_{i \in \mathbb{N}}$ and $h \in \mathcal{H}$.

**Condition C1 (non-vanishing).** $\lim_{n \to \infty} |\sum_{i=1}^{n} I_{h^*}(X_i)| = \infty$, where $X_i \sim F_i, i \in \mathbb{N}$.

**Condition C2 (bounded ranges).** $\sup_{i \in \mathbb{N}} \{F_i^{-1}(1) - F_i^{-1}(0)\} < \infty$.

Sections 2.2 and 3.3 of Cai et al. (2017) contain counter-examples where (2.17) fails to hold without some regularity conditions. Next we present the asymptotic equivalence for signed Choquet integrals with a continuous distortion function $h$ under Conditions C1-C2.

**Theorem 2.4.4.** For a continuous $h \in \mathcal{H}$ and $\{F_i\}_{i \in \mathbb{N}} \subset \mathcal{M}$ satisfying Conditions C1-C2, we have

$$\lim_{n \to \infty} \sup \{I_h(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n)\} = 1.$$

(2.18)

**Proof.** Our proof is similar to that of Theorem 3.5 of Cai et al. (2017), although the conditions in the latter result are different from Conditions C1-C2. Since $h$ is continuous, we directly work with the quantile representation in Lemma 2.2.4 (ii). By Lemma 5.1 of Brighi and Chipot (1994), there exist disjoint open intervals $(a_k, b_k), k \in K \subset \mathbb{N}$ on which $h \neq h^*$, and $h^*$ is linear on each of $[a_k, b_k], k \in K$. Define $A_k = (1 - b_k, 1 - a_k), k \in K$. Let $U, V$ be independent $U[0, 1]$ random variables, and

$S_n^c = F_1^{-1}(U) + \cdots + F_n^{-1}(U),$

and

$R_n = \left\{ \begin{array}{ll}
F_1^{-1}(U) + \cdots + F_n^{-1}(U), & \text{if } U \not\in \bigcup_{k \in K} A_k, \\
\mathbb{E} \left[ F_1^{-1}(U) + \cdots + F_n^{-1}(U) \mid U \in A_k \right], & \text{if } U \in A_k, k \in K.
\end{array} \right.$

Clearly, $F_i^{-1}(U) \sim F_i, i = 1, \ldots, n$, and hence $S_n^c \in \mathcal{S}_n(F_1, \ldots, F_n)$. Since

$$\mathbb{E} \left[ F_i^{-1}(U) \mid U \in A_k \right] = \int_{(a_k, b_k)} F_i^{-1}(1 - t)dt \quad \text{and} \quad F_i^{-1}(t) = \sum_{i=1}^{n} F_i^{-1}(t) \quad \text{for } t \in (0, 1),$$

we have

$$\int_{(a_k, b_k)} F_i^{-1}(1 - t)dh^*(t) - \int_{(a_k, b_k)} F_i^{-1}(1 - t)dh^*(t) = \frac{h^*(b_k) - h^*(a_k)}{b_k - a_k} \sum_{i=1}^{n} \int_{(a_k, b_k)} F_i^{-1}(1 - t)dt - \sum_{i=1}^{n} \int_{(a_k, b_k)} \frac{F_i^{-1}(1 - t)}{b_k - a_k} \int_{(a_k, b_k)} dh^*(t) = 0.$$
It follows that
\[
I_h^c(S_n^c) - I_h^c(R_n) = \int_0^1 F_{S_n^c}^{-1}(1 - t)dh^*(t) - \int_0^1 F_{R_n}^{-1}(1 - t)dh^*(t)
= \sum_{k \in K} \left[ \int_{a_k}^{b_k} F_{S_n^c}^{-1}(1 - t)dh^*(t) - \int_{a_k}^{b_k} F_{R_n}^{-1}(1 - t)dh^*(t) \right] = 0. \tag{2.19}
\]

By Corollary A.3 of Embrechts et al. (2015), for each \(k\), we can find random variables \(Y_{1k}, \ldots, Y_{nk}\), independent of \(U\) (guaranteed by the existence of \(V\)), such that \(Y_{ik}\) is identically distributed as \(F_i^{-1}(U)|U \in A_k, i = 1, \ldots, n\), and
\[
|Y_{1k} + \cdots + Y_{nk} - \mathbb{E} [F_i^{-1}(U) + \cdots + F_n^{-1}(U) | U \in A_k]| \\
\leq \max_{i=1, \ldots, n} \{ F_i^{-1}(1 - a_k) - F_i^{-1}(1 - b_k) \}.
\]

Let \(X^*_i = F_i^{-1}(U)1_{\{U \not\in \cup_{k \in A_k} A_k\}} + \sum_{k \in K} Y_{ik}1_{\{U \in A_k\}}\). It is easy to check that \(X^*_i \sim F_i, i = 1, \ldots, n\). Denote by \(S^*_n = X^*_1 + \cdots + X^*_n\). Clearly, \(S^*_n \in \mathcal{S}_n(F_1, \ldots, F_n)\) and by definition
\[
|R_n - S^*_n| \leq \sup_{k \in K} \max_{i=1, \ldots, n} \{ F_i^{-1}(1 - a_k) - F_i^{-1}(1 - b_k) \} \leq M,
\]
where \(M = \sup_{i \in \mathbb{N}} \{ F_i^{-1}(1) - F_i^{-1}(0) \} \) and \(M < \infty\) by Condition C2. Therefore, by Lemma 2.3.1, we have
\[
|I_h(R_n) - I_h(S^*_n)| \leq TV_h \times M. \tag{2.20}
\]
Integration by parts yields
\[
I_h^c(R_n) - I_h(R_n) = \int_0^1 F_{R_n}^{-1}(1 - t)dh^*(t) - \int_0^1 F_{R_n}^{-1}(1 - t)dh(t)
= \int_0^1 (h(t) - h^*(t)) dF_{R_n}^{-1}(1 - t)
= \sum_{k \in K} \int_{(a_k, b_k)} (h(t) - h^*(t)) dF_{R_n}^{-1}(1 - t) = 0, \tag{2.21}
\]
where the last equality follows as \(F_{R_n}^{-1}(1 - t)\) is constant for \(t\) in each \((a_k, b_k)\). Combining (2.19)-(2.21), we have
\[
|I_h^c(S_n^c) - I_h(S^*_n)| = |(I_h^c(S_n^c) - I_h^c(R_n)) + (I_h^c(R_n) - I_h(R_n)) + (I_h(R_n) - I_h(S^*_n))| \\
= |0 + 0 + (I_h(R_n) - I_h(S^*_n))| = TV_h \times M. \tag{2.22}
\]
Since $h \leq h^*$, we have
\[
\sup \{ I_h(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \} \leq \sup \{ I_{h^*}(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \} = I_{h^*}(S^*_n)
\]
and hence (2.22) implies \( |I_{h^*}(S^*_n) - \sup \{ I_h(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \}| \leq TV_h \times M \). By Condition C1, \( \lim_{n \to \infty} |I_{h^*}(S^n)| = \infty \). Therefore, as \( n \to \infty \),
\[
\left| \frac{\sup \{ I_h(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \}}{\sup \{ I_{h^*}(S) : S \in \mathcal{S}_n(F_1, \ldots, F_n) \}} - 1 \right| \leq \frac{TV_h \times M}{|I_{h^*}(S^*_n)|} \to 0.
\]
The desired result follows.

\begin{remark}
We can compare Theorem 2.4.4 with Theorem 3.5 of Cai et al. (2017), and there are several major differences on the assumptions. First, the latter result is about increasing Choquet integrals. Second, random variables are non-negative in Cai et al. (2017) because they focus on random losses and risk measures. For signed Choquet integrals, non-negativity seems irrelevant, and we assume instead that the random variables have a bounded sequence of ranges. Third, our Condition C1 is weaker than their Condition A1, and our Condition C2 is stronger than their Condition A2. Fourth, we assume \( h \) to be continuous for technical convenience.
\end{remark}

2.4.3 Numerical illustration

In this section, we present numerical examples of risk aggregation under dependence uncertainty for the inter-quantile range and the inter-ES range. As explained in Example 2.4.2, \( I_{QR_p} \) and \( I_{ER_p} \) are asymptotically equivalent in terms of the worst-case risk aggregation under dependence uncertainty; this also holds for inhomogeneous portfolios as implied by Theorem 2.4.4. Although we work with bounded random variables throughout the chapter to establish the theoretical results, the numerical examples in this section are built for unbounded risks to be more realistic for risk management practice. As we shall see below, the results of Theorem 2.4.4 are numerically valid for unbounded risks although they do not satisfy Condition C2.

We consider the following three representative models studied in Embrechts et al. (2015). The portfolios in Models (A) and (B) are inhomogeneous whereas the portfolio in Model (C) is homogeneous and very heavy-tailed.

(A) (Mixed portfolio) \( F_i = \text{Pareto}(2 + 0.1i), \ i = 1, \ldots, 5; \ F_i = \text{Exp}(i - 5), \ i = 6, \ldots, 10; \ F_i = \text{Log-Normal}(0, (0.1(i - 10))^2), \ i = 11, \ldots, 20. \)
(B) (Light-tailed portfolio) $F_i = \text{Exp}(i), \ i = 1, \ldots, 5; F_i = \text{Weibull}(i-5, 1/2), \ i = 6, \ldots, 10; F_i = F_{i-10}, \ i = 11, \ldots, 20.$

(C) (Very heavy-tailed portfolio) $F_i = \text{Pareto}(1.5), \ i = 1, \cdots, 50.$

As the common choice of $p$ for the inter-quantile range is 0.75, we compare the values of IQR$_{0.75}$ and IER$_{0.75}$ in each of the above models. We look at the influence on the number of risks in the portfolio ($n = 5, 10, 20$ for Models (A) and (B) and $n = 5, 10, 20, 50$ for Model (C)), and on different dependence structures. We report the following quantities for the sum of random variables $X_i \sim F_i, \ i = 1, \ldots, n$.

(i) IQR$_{0.75}(S_n^\perp)$: $S_n^\perp = \sum_{i=1}^n X_i$ and we assume $X_1, \ldots, X_n$ are independent.

(ii) IER$_{0.75}(S_n^\perp)$: $S_n^\perp$ is same as in (i).

(iii) IQR$_{0.75}(S_n^c)$: $S_n^c = \sum_{i=1}^n X_i$ and we assume $X_1, \ldots, X_n$ are comonotonic. By comonotonic-additivity, IQR$_{0.75}(S_n^c) = \sum_{i=1}^n \text{IQR}_{0.75}(X_i)$.

(iv) $\text{IQR}_{0.75}(S_n)$: the worst-case value of IQR$_{0.75}(S)$ over $S \in S_n(F_1, \ldots, F_n)$.

(v) $\text{IER}_{0.75}(S_n)$: the worst-case value of IER$_{0.75}(S)$ over $S \in S_n(F_1, \ldots, F_n)$. By comonotonic-additivity and subadditivity, $\text{IER}_{0.75}(S_n) = \text{IER}_{0.75}(S_n^c) = \sum_{i=1}^n \text{IER}_{0.75}(X_i)$.

(vi) $\frac{\text{IER}_{0.75}(S_n)}{\text{IQR}_{0.75}(S_n)}$, the ratio of the worst-case value of IER$_{0.75}(S)$ to that of IQR$_{0.75}(S)$.

The calculation for the independence model in (i) and (ii) is carried out through a Monte-Carlo simulation with sample size $N = 10^6$, and the marginal values in (iii) and (v) are carried out by analytical formulas. The numerical calculation of the worst-case value of IQR$_{0.75}$ in (iv) is carried out through the Rearrangement Algorithm (RA) of Embrechts et al. (2013) with tail discretization parameter $N = 10^6$ (R package: QRM)$^1$. The numerical results are reported in Tables 2.1-2.2.

From Tables 2.1-2.2, we make the following observations.

$^1$Although the RA is designed for the worst-case risk aggregation of VaR$_p$, it also works for IQR$_p$ since VaR$_p(S)$ and $-\text{VaR}_{1-p}(S)$ can be simultaneously maximized over $S \in S_n(F_1, \ldots, F_n)$; this is because the worst-case scenario for quantiles concerns only tail events; see e.g. Theorem 4.6 of Bernard et al. (2014).
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Table 2.1: Numerical values for two inhomogeneous portfolio models

<table>
<thead>
<tr>
<th></th>
<th>Model (A)</th>
<th></th>
<th>Model (B)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 5$</td>
<td>$n = 10$</td>
<td>$n = 20$</td>
<td>$n = 5$</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n^+)$</td>
<td>2.7108</td>
<td>3.2664</td>
<td>5.3565</td>
<td>1.4649</td>
</tr>
<tr>
<td>$\text{IER}_{0.75}(S_n^+)$</td>
<td>6.7298</td>
<td>7.5964</td>
<td>11.4492</td>
<td>2.9024</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n^-)$</td>
<td>3.4939</td>
<td>6.0024</td>
<td>13.7364</td>
<td>2.5085</td>
</tr>
<tr>
<td>$\text{IER}_{0.75}(S_n^-)$</td>
<td>9.7960</td>
<td>15.3198</td>
<td>33.3608</td>
<td>4.9976</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n)$</td>
<td>11.0144</td>
<td>16.1504</td>
<td>33.8089</td>
<td>5.1360</td>
</tr>
</tbody>
</table>

Table 2.2: Numerical values for a very heavy-tailed portfolio model

<table>
<thead>
<tr>
<th></th>
<th>Model (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 5$</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n^+)$</td>
<td>6.4091</td>
</tr>
<tr>
<td>$\text{IER}_{0.75}(S_n^+)$</td>
<td>21.9388</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n^-)$</td>
<td>6.5421</td>
</tr>
<tr>
<td>$\text{IER}_{0.75}(S_n^-)$</td>
<td>22.6459</td>
</tr>
<tr>
<td>$\text{IQR}_{0.75}(S_n)$</td>
<td>32.3112</td>
</tr>
<tr>
<td>$\text{IER}_{0.75}(S_n)$</td>
<td>1.4268</td>
</tr>
</tbody>
</table>
(i) In all models, $\text{IQR}_{0.75}(S_n)$ is much larger than $\text{IQR}_{0.75}(S_n^c)$ and $\text{IER}_{0.75}(S_n^\perp)$. This suggests that neither independence or comonotonicity serves as a conservative benchmark when studying risk aggregation with dependence uncertainty for $I_h$ with a non-concave $h$ such as $I_h = \text{IQR}_p$.

(ii) The ratio of $\text{IER}_{0.75}(S_n)$ to $\text{IQR}_{0.75}(S_n)$ goes to 1 as $n$ grows for all models (for bounded risks this is shown in Theorem 2.4.4). The convergence is very fast for the light-tailed model (B) and relatively slow for the heavy-tailed model (C).

(iii) The values of $\text{IER}_{0.75}(S_n)$ and $\text{IQR}_{0.75}(S_n)$ are very close for the light-tailed model (B) even for small $n$ such as $n = 5$.

(iv) The difference between $\text{IQR}_{0.75}(S_n)$ and $\text{IQR}_{0.75}(S_n^c)$ is more pronounced for the heavy-tailed model (C), compared to the light-tailed model (B).

2.5 Appendix

2.5.1 Two classic results

Here we list two classic results used in this paper for the sake of completeness. The first result is used in the proof of Theorem 2.2.1. The original choice of notation in Schmeidler (1986) is kept here.

**Theorem 2.5.1** (Proposition 2 of Schmeidler (1986)). Let $\Sigma$ denote a nonempty algebra of subsets of a set $S$, let $B$ denote the set of all bounded, real-valued, $\Sigma$-measurable functions on $S$. Suppose that $I : B \to \mathbb{R}$ is comonotonic additive and continuous with respect to supremum norm in $B$. Then, for any $E$ in $\Sigma$, defining $v(E) = I(1_E)$ on $\Sigma$, we have for all $a \in B$,

$$I(a) = \int_{-\infty}^{0} (v(a \geq \alpha) - v(S)) \, d\alpha + \int_{0}^{\infty} v(a \geq \alpha) \, d\alpha.$$

The second result is the classic Hardy-Littlewood-Pólya inequality (see e.g. page 22 of Olkin and Marshall (2016)), which is used in the proof of Theorem 2.2.5.

**Theorem 2.5.2** (Hardy-Littlewood-Pólya). Let $f$ and $g$ be two decreasing integrable functions on $[a,b]$, taking values in $[0,1]$. Then

$$\int_{a}^{b} \phi(f(x)) \, dx \leq \int_{a}^{b} \phi(g(x)) \, dx$$
holds for all continuous concave function \( \phi \) (for which both functions \( \phi \circ f \) and \( \phi \circ g \) are integrable) if and only if
\[
\int_a^x f(t) \, dt \geq \int_a^x g(t) \, dt \quad \text{for} \quad a \leq x \leq b
\]
and
\[
\int_a^b f(t) \, dt = \int_a^b g(t) \, dt.
\]

### 2.5.2 Proofs in Section 2.2

**Proof of Lemma 2.2.2.** (i) \( \Rightarrow \): This is trivial from the definition of signed Choquet integrals.

(ii) \( \Leftarrow \): Fix \( p \in [0, 1] \), we take a Bernoulli random variable \( X \) such that
\[ P(X = 0) = p, \quad P(X = 1) = 1 - p. \]

It follows that
\[
I_{h_i}(X) = h_i(1 - p) + \int_1^\infty h_i(0) \, dx = h_i(1 - p), \quad i = 1, 2.
\]

As \( I_{h_1} \leq I_{h_2} \) and \( p \) is arbitrary, we conclude \( h_1 \leq h_2 \).

**Proof of Lemma 2.2.3.** (i) \( \Rightarrow \): We only show the case when \( I_h \) is increasing. Take \( U \sim U[0, 1] \), for any \( t_1, t_2 \in [0, 1] \), \( t_1 \leq t_2 \), we let \( X = 1_{\{U \leq t_1\}} \) and \( Y = 1_{\{U \leq t_2\}} \). \( X \leq Y \) implies \( h(t_1) = I_h(X) \leq I_h(Y) = h(t_2) \). This shows that \( h \) is increasing.

\( \Leftarrow \): We only show the case when \( h \) is increasing. For random variables \( X, Y \in L^\infty \), \( x \in \mathbb{R} \), if \( X \leq Y \), then \( P(X \geq x) \leq P(Y \geq x) \). If \( h \) is increasing, then
\[
h(P(X \geq x)) \leq h(P(Y \geq x)),
\]
which implies \( I_h(X) \leq I_h(Y) \). Hence \( I_h \) is increasing.

(ii) By straightforward calculation,
\[
I_h(c) = \int_{-\infty}^0 (h(P(c \geq x)) - h(1)) \, dx + \int_0^\infty h(P(c \geq x)) \, dx
\]
\[
= \int_{c \wedge 0}^0 (-h(1)) \, dx + \int_0^{c \wedge 0} h(1) \, dx = ch(1).
\]
Since $I_h$ is comonotonic-additive, and $X$ and $c$ are comonotonic, $I_h(X + c) = I_h(X) + I_h(c) = I_h(X) + ch(1)$.

(iii) By (2.1),

$$I_h(\lambda X) = \int_{-\infty}^{0} (h(\mathbb{P}(\lambda X \geq x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(\lambda X \geq x)) \, dx$$

$$= \lambda \int_{-\infty}^{0} (h(\mathbb{P}(X \geq y)) - h(1)) \, dy + \lambda \int_{0}^{\infty} h(\mathbb{P}(X \geq y)) \, dy = \lambda I_h(X).$$

(iv) By (2.1) and (2.2),

$$I_h(-X) = \int_{-\infty}^{0} (h(\mathbb{P}(X < -x)) - h(1)) \, dx + \int_{0}^{\infty} h(\mathbb{P}(X < -x)) \, dx$$

$$= \int_{-\infty}^{0} \hat{h}(\mathbb{P}(X \geq -x)) \, dx + \int_{0}^{\infty} \left( \hat{h}(\mathbb{P}(X \geq -x)) - \hat{h}(1) \right) \, dx$$

$$= \int_{0}^{\infty} \hat{h}(\mathbb{P}(X \geq x)) \, dx + \int_{-\infty}^{0} \left( \hat{h}(\mathbb{P}(X \geq x)) - \hat{h}(1) \right) \, dx = I_h(X).$$

2.5.3 Proofs in Section 2.3

Proof of Lemma 2.3.1. Replace $h$ by its Jordan decomposition $h = h_+ - h_-$, where $h_+, h_-$ are increasing. We have $\text{TV}_{h_+} + \text{TV}_{h_-} = \text{TV}_h$, and

$$|I_h(X) - I_h(Y)| = |I_{h_+}(X) - I_{h_-}(X) - I_{h_+}(Y) + I_{h_-}(Y)| \leq |I_{h_+}(X) - I_{h_+}(Y)| + |I_{h_-}(X) - I_{h_-}(Y)|.$$

Therefore, it suffices to show (2.7) for $h$ increasing. From Lemma 2.2.3, we have

$$I_h(Y) \leq I_h(X + ||X - Y||_\infty) = I_h(X) + h(1)||X - Y||_\infty = I_h(X) + \text{TV}_h||X - Y||_\infty.$$ 

Therefore, by symmetry, (2.7) holds.
Chapter 3

Risk Functionals with Convex Level Sets

3.1 Introduction

In this chapter, we focus on the CxLS property of (possibly multi-dimensional) risk functionals. This chapter appears in large part in the submitted paper Wang and Wei (2018b). To make the chapter concentrated, we will present the formal definitions of elicitability, identifiability and backtestability, their risk management implications, and their relation with the CxLS property in Section 3.6. Below, we give the definition of the CxLS property, the main object of this chapter. Denote by $\mathcal{M}_0$ the set of distributions (i.e. Borel probability measures on $\mathbb{R}$).

**Definition 3.1.1.** (The CxLS property) For $\mathcal{M} \subset \mathcal{M}_0$, we say a functional $\rho : \mathcal{M} \to \mathbb{R}^d$ has convex level sets (CxLS) on $\mathcal{M}$ if the level set $\{ F \in \mathcal{M} : \rho(F) = \gamma \}$ is convex for each $\gamma \in \mathbb{R}^d$.

In other words, the CxLS property of $\rho$ means that, if $F, G \in \mathcal{M}$ satisfy $\rho(F) = \rho(G)$, then $\rho(\lambda F + (1 - \lambda)G) = \rho(F)$ for all $\lambda \in [0, 1]$, assuming $\lambda F + (1 - \lambda)G \in \mathcal{M}$ (guaranteed if $\mathcal{M}$ is convex). Although Definition 3.1.1 does not require $\mathcal{M}$ itself to be convex, common choices of $\mathcal{M}$ are convex sets, such as the set of distributions with bounded support, or the set of distributions with positive densities.

To interpret the CxLS property, it means that if two risk models are assessed as equally risky, then a mixture of the two models should remain at the same risk level.
This chapter contains two main contributions to the theory of risk functionals with the CxLS property, and hence to the theory of elicitability. First, in Section 3.3, we characterize all one-dimensional signed Choquet integrals with the CxLS property (Theorem 3.3.1). This result generalizes the existing characterization in Kou and Peng (2016) on distortion risk measures, a class of increasing Choquet integrals. It turns out that the only signed Choquet integrals that have CxLS are the monotone ones with CxLS multiplied by a constant. This result requires some new techniques which we provide in a few lemmas, as non-monotonicity of signed Choquet integrals creates great challenges, which cannot be addressed by the existing methods in the literature. Second, in Sections 3.4-3.5, we extend our discussion to the multi-dimensional setting. Because of the special role of the quantile functionals in the theory of elicitability and backtestability, we characterize the CxLS property of all two-dimensional signed Choquet integrals, whose one component is a quantile (Theorem 3.5.2). To our knowledge, this result is the first CxLS characterization in the literature beyond the one-dimensional case, and it partially answers the open question of Kou and Peng (2016) and Fissler and Ziegel (2016). To establish this result, we provide some general results on multi-dimensional CxLS property in Section 3.4. Since CxLS is a necessary condition of elicitation, identifiability and backtestability, our characterization identifies candidates for risk functionals with these statistical properties. In particular, based on the result in dimension two, we show that the only coherent risk measure co-elicitable with a Value-at-Risk is a combination of the mean and the corresponding Expected Shortfall (Theorem 3.6.5). To better illustrate the concept of the CxLS property, we present a list of commonly used functionals with or without CxLS in Section 3.2, and in Section 3.6 we give an overview on the relationship among the statistical concepts of elicitability, identifiability, backtestability and the CxLS property. The proofs of the technical results are put in the Appendix.

Notation

For \( q \in [1, \infty) \), let \( \mathcal{M}_q \) be the set of distributions with finite \( q \)-th moments. Denote by \( \mathcal{M}_\infty \) the set of distributions of bounded random variables, \( \mathcal{M}_{\text{con}} = \{ F \in \mathcal{M}_\infty : F \text{ has a density} \} \), and \( \mathcal{M}_{\text{dis}} = \{ F \in \mathcal{M}_\infty : F \text{ is discrete} \} \). For the ease of presentation, we identify distributions in \( \mathcal{M}_0 \) with the corresponding cumulative distribution functions, that is, for \( F \in \mathcal{M}_0 \) and \( x \in \mathbb{R} \), \( F(x) \) is understood as \( F((-\infty, x]) \). For \( F \in \mathcal{M}_0 \), define the left-continuous generalized inverse (left-quantile) as

\[
F^{-1}(t) = \inf \{ x \in \mathbb{R} : F(x) \geq t \}, \quad t \in (0, 1],
\]
and in addition let \( F^{-1}(0) = \sup\{x \in \mathbb{R} : F(x) = 0\} \). For \( x \in \mathbb{R} \), \( \delta_x \) denotes the point mass at \( x \). Throughout this article, we stick to the following convention. In a result, if we do not specify \( \mathcal{M} \), then the statements hold for any set \( \mathcal{M} \subset \mathcal{M}_0 \) such that the risk functional at consideration is finite on \( \mathcal{M} \).

### 3.2 Examples of risk functionals and their CxLS properties

We first present some common examples of one-dimensional risk functionals with or without CxLS. These examples will help to understand the main concepts in this chapter, and they will be referred to repeatedly throughout. We start with a few interesting common quantities that have CxLS. They are, in fact, increasing Choquet integrals; see Section 3.3. A full characterization of all signed Choquet integrals with CxLS will be given in Theorem 3.3.1 below.

**Example 3.2.1.**

(i) The expectation:

\[
\mathbb{E}[F] = \int_{-\infty}^{\infty} x \, dF(x), \quad F \in \mathcal{M}_1.
\]

Note that in this chapter we define \( \mathbb{E} \) on the set of distributions \( \mathcal{M}_1 \) instead of the set of integrable random variables.

(ii) The left-quantile, or the Value-at-Risk (VaR): For \( p \in (0, 1] \), define

\[
\text{VaR}_p(F) = \inf\{x \in \mathbb{R} : F(x) \geq p\}, \quad F \in \mathcal{M}_0.
\]

In addition, let ess sup = \( \text{VaR}_1 \).

(iii) The right-quantile: For \( p \in [0, 1) \), define

\[
\text{VaR}_p^+(F) = \inf\{x \in \mathbb{R} : F(x) > p\}, \quad F \in \mathcal{M}_0.
\]

In addition, let ess inf = \( \text{VaR}_0^+ \).

(iv) The mixed-quantile: For \( p \in (0, 1) \) and \( c \in [0, 1] \), define

\[
\text{VaR}_p^c = c\text{VaR}_p^+ + (1 - c)\text{VaR}_p.
\]

In addition, we include the cases \( p = 0 \) and \( p = 1 \) by letting \( \text{VaR}_1^c = \text{VaR}_1 = \text{ess sup} \) and \( \text{VaR}_0^c = \text{VaR}_0^+ = \text{ess inf} \) for all \( c \in [0, 1] \).
(v) The mid-point of range:

$$\text{Mid-range}(F) = \frac{1}{2} \text{ess sup}(F) + \frac{1}{2} \text{ess inf}(F), \quad F \in \mathcal{M}_\infty.$$ 

Next, let $f : \mathbb{R} \to \mathbb{R}$ be a measurable function and $\rho : \mathcal{M} \to \mathbb{R}$, $\rho(F) = \int f \, dF$. In this case, $\rho$ has CxLS since it is linear in $F \in \mathcal{M}$. Common examples of such functionals include von Neumann-Morgenstern expected utilities, expected loss functionals, and moments.

**Example 3.2.2.** (i) A von Neumann-Morgenstern expected utility functional has the form $F \mapsto \int_{-\infty}^{\infty} u(x) \, dF(x)$ for some increasing utility function $u : \mathbb{R} \to [-\infty, \infty)$.

(ii) Second moment:

$$F \mapsto \int_{-\infty}^{\infty} x^2 \, dF(x), \quad F \in \mathcal{M}_2.$$

(iii) The entropic risk measure for $\gamma \in (0, \infty)$:

$$e_\gamma(F) = \frac{1}{\gamma} \log \left( \int_{-\infty}^{\infty} e^{-\gamma x} \, dF(x) \right), \quad F \in \mathcal{M}_\infty.$$

(iv) Excess loss function: for some $k \in \mathbb{R}$,

$$F \mapsto \int_{-\infty}^{\infty} (x - k)_+ \, dF(x), \quad F \in \mathcal{M}_1.$$

A lot of results on CxLS of risk measures appear in the recent literature. For definitions of these risk measures, see McNeil et al. (2015). A coherent risk measure does not have CxLS on $\mathcal{M}_\infty$ unless it is an expectile (Corollary 4.6 of Ziegel (2016)). A convex risk measure has CxLS on $\mathcal{M}_\infty$ if and only if it is a shortfall risk measure (Theorem 3.10 of Delbaen et al. (2016); this includes Examples 3.2.2 (iii) and 3.2.3 (ii)). In particular, the Expected Shortfall (ES) does not have CxLS, as noted by Gneiting (2011).

**Example 3.2.3.** (i) The Expected Shortfall (ES) for $p \in (0, 1)$, defined as

$$\text{ES}_p(F) = \frac{1}{1 - p} \int_{p}^{1} \text{VaR}_t(F) \, dt, \quad F \in \mathcal{M}_1,$$

is a coherent risk measure, and it does not have CxLS. The following famous ES-VaR relation of Rockafellar and Uryasev (2002) will be used repeatedly in this chapter.

$$\begin{align*}
\begin{cases}
[\text{VaR}_p(F), \text{VaR}_p^+(F)] = \arg\min_{x \in \mathbb{R}} \left\{ x + \frac{1}{1 - p} \int_{-\infty}^{\infty} (y - x)_+ \, dF(y) \right\}; \\
\text{ES}_p(F) = \min_{x \in \mathbb{R}} \left\{ x + \frac{1}{1 - p} \int_{-\infty}^{\infty} (y - x)_+ \, dF(y) \right\}.
\end{cases}
\end{align*}$$

(3.1)
(ii) The expectile (see e.g. Newey and Powell (1987)) for \( p \in (0, 1) \), defined as
\[
e_p(F) = \arg \min_{x \in \mathbb{R}} \left\{ p \int_x^\infty (y - x)^2 dF(y) + (1 - p) \int_{-\infty}^x (y - x)^2 dF(y) \right\}, \quad F \in \mathcal{M}_2,
\]
is a coherent risk measure, and it has CxLS since it is a shortfall risk measure.

A deviation measure, such as the variance or the standard deviation, is a functional \( D \) that satisfies \( D(\delta_c) = 0 \) for a constant \( c \) and \( D(\mu) > 0 \) for \( \mu \in \mathcal{M} \) not a point mass. For a general theory on deviation measures and measures of variability, see Bickel and Lehmann (1976), Rockafellar et al. (2006) and Furman et al. (2017). Deviation measures generally cannot have CxLS, as easily seen from the following argument. For any \( x, y \in \mathbb{R}, x \neq y \), by definition, \( D(\lambda \delta_x + (1 - \lambda) \delta_y) > 0 = D(\delta_x) = D(\delta_y) \) for \( \lambda \in (0, 1) \). This implies that \( D \) does not have CxLS on \( \mathcal{M} \). We summarize this observation in the following proposition. Nevertheless, later in Section 3.4 we shall see that deviation measures may have CxLS when they are paired with other risk functionals.

**Proposition 3.2.1.** Let \( \mathcal{M} \) be a set that contains all point masses and two-point distributions. A deviation measure does not have CxLS on \( \mathcal{M} \).

**Example 3.2.4.** As shown in Proposition 3.2.1 above, the following deviation measures do not have CxLS on their domains.

(i) The variance \( \text{Var}(F) = \int (x - \mathbb{E}[F])^2 dF(x), \ F \in \mathcal{M}_2 \).

(ii) The standard deviation \( \text{SD}(F) = \sqrt{\text{Var}(F)}, \ F \in \mathcal{M}_2 \).

(iii) The mean median deviation (MD):
\[
\text{MD}(F) = \min_{x \in \mathbb{R}} \int_{-\infty}^\infty |y - x| dF(y) = \int_{-\infty}^\infty \left( \left| y - F^{-1} \left( \frac{1}{2} \right) \right| \right) dF(y), \quad F \in \mathcal{M}_1.
\]

(iv) The Gini deviation:
\[
\text{Gini}(F) = \int_0^1 F^{-1}(t)(2t - 1) dt, \quad F \in \mathcal{M}_1.
\]

(v) The range:
\[
\text{Range}(F) = \text{ess sup}(F) - \text{ess inf}(F), \quad F \in \mathcal{M}_\infty.
\]
Finally, we give a few other notable functionals with or without CxLS.

**Example 3.2.5.** (i) Let $\mathcal{M}$ be the set of all the continuous distributions with a unique mode. Then the mode functional $T(F) = \max_{x \in \mathbb{R}} \frac{d}{dx} F(x)$ has CxLS on $\mathcal{M}$ by definition.

(ii) The skewness functional $SK$ is defined as $SK(F) = \int (\frac{x - \mu}{\sigma})^3 dF(x)$ for $F \in \mathcal{M}$ with $SD(F) > 0$, where $\mu = \mathbb{E}[F]$ and $\sigma = SD(F)$. By definition, we can calculate $SK\left(\frac{1}{2}\delta_{-1} + \frac{1}{2}\delta_0\right) = SK\left(\frac{1}{2}\delta_0 + \frac{1}{2}\delta_2\right) = 0$, and

$$SK\left(\frac{2}{3}\left(\frac{1}{2}\delta_{-1} + \frac{1}{2}\delta_0\right) + \frac{1}{3}\left(\frac{1}{2}\delta_0 + \frac{1}{2}\delta_2\right)\right) = SK\left(\frac{1}{3}\delta_{-1} + \frac{1}{2}\delta_0 + \frac{1}{6}\delta_2\right) = 1 \neq 0.$$  

The skewness functional does not have CxLS on its domain.

### 3.3 Main characterization result in dimension one

#### 3.3.1 Signed Choquet integrals

We first define signed Choquet integrals, a popular class of functionals in risk management and statistics and the main object of this section. Let

$$\mathcal{H} = \{h : h \text{ maps } [0, 1] \rightarrow \mathbb{R}, h \text{ is of bounded variation and } h(0) = 0\}.$$

**Definition 3.3.1.** A signed Choquet integral $I_h : \mathcal{M} \rightarrow \mathbb{R}$ is defined as

$$I_h(F) = \int_{-\infty}^0 (h(1 - F(x))) - h(1)) \, dx + \int_0^\infty h(1 - F(x)) \, dx,$$

where $h \in \mathcal{H}$ and $\mathcal{M}$ is a convex subset of $\mathcal{M}_0$ such that $I_h$ is well-defined. The function $h$ is called the *distortion function* of $I_h$. An increasing (resp. decreasing) Choquet integral is a signed Choquet integral with an increasing (resp. decreasing) distortion function.

Signed Choquet integrals are studied extensively in the literature; for its axiomatic characterization and economic interpretation, we refer to Yaari (1987), De Waegenaere and Wakker (2001), Kou and Peng (2016) and Wang et al. (2018). A functional on $\mathcal{M}$ is a signed Choquet integral if and only if it is comonotonic-additive and satisfies a continuity condition (Theorem 2.1 of Wang et al. (2018)); see Proposition 3.5.1 below for a precise statement.
of this characterization in multi-dimension. Many of examples of signed Choquet integrals are listed in Section 3.2. In particular, increasing Choquet integrals \( I_h \) with \( h(1) = 1 \) are also known as distortion risk measures, which include the mean, the quantiles, and the Expected Shortfalls, and many measures of variability belong to the class of Signed Choquet integrals. We give the distortion functions of these examples below.

(i) The expectation in Example 3.2.1 has distortion function \( h(t) = t, \ t \in [0,1] \).

(ii) VaR\(_p\) in Example 3.2.1 for \( p \in (0,1] \) has distortion function \( h(t) = 1_{\{t > 1-p\}}, \ t \in [0,1] \).

(iii) VaR\(_p^+\) in Example 3.2.1 for \( p \in [0,1) \) has distortion function \( h(t) = 1_{\{t \geq 1-p\}}, \ t \in [0,1] \).

(iv) The mid-point range in Example 3.2.1 has distortion function \( h(t) = \frac{1}{2}1_{\{0<t<1\}} + 1_{\{t=1\}}, \ t \in [0,1] \).

(v) ES\(_p\) in Example 3.2.3 for \( p \in (0,1) \) has distortion function \( h(t) = \min\{\frac{t}{1-p}, 1\}, \ t \in [0,1] \).

(vi) MD in Example 3.2.4 has distortion function \( h(t) = \min\{t, 1-t\}, \ t \in [0,1] \).

(vii) The Gini deviation in Example 3.2.4 has distortion function \( h(t) = t - t^2, \ t \in [0,1] \).

(viii) The range in Example 3.2.4 has distortion function \( h(t) = 1_{\{0<t<1\}}, \ t \in [0,1] \).

In the above examples, (i)-(iv) have CxLS and (v)-(viii) do not; (i)-(v) are increasing Choquet integrals and (vi)-(viii) are not.

### 3.3.2 Characterization of signed Choquet integrals with CxLS

As we have seen in Section 3.2, some signed Choquet integrals have CxLS whereas some others do not. The main result in this section characterizes all signed Choquet integrals with CxLS. It turns out that the following three forms of \( h \) in the subsets \( \mathcal{H}_1^*, \mathcal{H}_2^* \) and \( \mathcal{H}_3^* \) of \( \mathcal{H} \) are important for the CxLS property.

(i) \( h \in \mathcal{H}_1^* \): For some \( c \in [0,1] \), \( h(t) = ch(1)1_{\{0<t<1\}} + h(1)1_{\{t=1\}}, \ t \in [0,1] \). In this case,

\[
I_h(F) = h(1)(c \ \textrm{ess sup}(F) + (1 - c) \ \textrm{ess inf}(F)), \ F \in \mathcal{M}.
\]  

(ii) \( h \in \mathcal{H}_2^* \): \( h(t) = th(1), \ t \in [0,1] \). In this case,

\[
I_h(F) = h(1)E[F], \ F \in \mathcal{M}.
\]
(iii) \( h \in \mathcal{H}_3^* \): For some \( \alpha \in (0, 1) \) and \( c \in [0, 1] \), 
\( h(t) = ch(1)1_{t=\alpha} + h(1)1_{t>\alpha}, \) \( t \in [0, 1] \).

In this case, 
\[
I_h(F) = h(1)\text{VaR}_c^{\alpha}(F), \quad F \in \mathcal{M}.
\] (3.4)

We also denote by \( \mathcal{H}^* = \bigcup_{i=1}^3 \mathcal{H}_i^* \).

For increasing Choquet integrals \( I_h \) with \( h(1) = 1 \), Kou and Peng (2016) show that only the above three cases are possible for \( I_h \) to have CxLS. Without monotonicity, the class of signed Choquet integrals is much larger than the class of increasing ones. Nevertheless, in the next theorem, we show that the only possible signed Choquet integrals with CxLS are still the ones listed above.

**Theorem 3.3.1.** Let \( \mathcal{M} \) be a convex set that contains all three-point distributions. A signed Choquet integral \( I_h \) has CxLS on \( \mathcal{M} \) if and only if \( h \in \mathcal{H}^* \).

Comparing Theorem 3.3.1 with the characterization of increasing Choquet integrals with CxLS in Kou and Peng (2016), we see that removing monotonicity does not lead to many more choices of functionals with CxLS. More precisely, all functionals in (3.2)-(3.4) have either an increasing or decreasing distortion function, and they are monotone with respect to stochastic order (e.g. Lemma 2.3 of Wang et al. (2018)).

**Corollary 3.3.2.** If \( I_h \) has CxLS on \( \mathcal{M}_{\text{dis}} \), then it is monotone (i.e. increasing or decreasing).

Corollary 3.3.2 is a surprising result, as the CxLS property by definition is not related to monotonicity. For instance, for any measurable function \( f : \mathbb{R} \to \mathbb{R} \), the mapping \( \rho : F \mapsto \int f(x) \, dF(x) \) has CxLS; whether \( f \) is monotone (i.e. whether \( \rho \) is monotone with respect to stochastic order) is irrelevant to the CxLS property. Among the class of signed Choquet integrals, however, the CxLS property surprisingly implies monotonicity.

On the other hand, the proofs for signed Choquet integrals are much more involved than the case of increasing ones, due to the lack of monotonicity. Two new technical lemmas are needed for a proof of Theorem 3.3.1, which are put in the Appendix.

### 3.3.3 The choice of \( \mathcal{M} \)

In risk management practice, one may be only interested in backtestability or elicitability over the set of continuous distribution models. In the following we will show that, when
constrained on the set of continuous distributions, the only possible choices of \( h \) to allow for the CxLS property of \( I_h \) are still the three cases in Theorem 3.3.1.

We define the metric \( w \) on \( M_\infty \) by
\[
w(F,G) = \sup_{t \in [0,1]} |F^{-1}(t) - G^{-1}(t)|,
\]
known as the Wasserstein-\( L^\infty \) metric. This metric will be the mathematical tool to bridge between continuous and discrete models. For a sequence \( \{F_n\}_{n \in \mathbb{N}} \subset M_\infty \), we write \( F_n \xrightarrow{w} F \) if the sequence \( \{F_n\}_{n \in \mathbb{N}} \) converges to \( F \) in the metric \( w \). We first provide some technical properties of the \( w \)-convergence. They will be useful in bridging the gap between continuous and discrete distributions, as well as in the characterization of multi-dimensional signed Choquet integrals in Section 3.5.

**Proposition 3.3.3.**
(i) Suppose that \( F_n, G_n \in M_\infty \), \( n \in \mathbb{N} \), \( F_n \xrightarrow{w} F \in M_\infty \) and \( G_n \xrightarrow{w} G \in M_\infty \). Then \( \lambda F_n + (1-\lambda)G_n \xrightarrow{w} \lambda F + (1-\lambda)G \) for all \( \lambda \in [0,1] \).

(ii) For \( h \in \mathcal{H} \), \( I_h \) is uniformly continuous with respect to \( w \) on \( M_\infty \).

With the help of Proposition 3.3.3, we can show that CxLS on \( M_{\text{con}} \) implies CxLS on \( M_{\text{dis}} \) for \( I_h \), and as a consequence of Theorem 3.3.1, we know \( h \in \mathcal{H}^* \).

**Proposition 3.3.4.** For \( h \in \mathcal{H} \), if \( I_h \) has CxLS on \( M_{\text{con}} \), then \( I_h \) has CxLS on \( M_{\text{dis}} \), and, as a consequence, \( h \in \mathcal{H}^* \).

### 3.4 CxLS in multi-dimension

#### 3.4.1 Some general properties

In this section, we provide some simple results for CxLS in multi-dimension, which will be found useful later to show our main characterization result in dimension two, as well as the CxLS in some examples. These results are easy to verify, and self-contained proofs are provided in the Appendix for completeness. First, a \( d \)-dimensional functional has CxLS if it is an injective function of other one-dimensional functionals with CxLS. Since one-dimensional functionals with CxLS are well studied, this result gives a convenient way to construct simple functionals with CxLS in multi-dimension.

**Proposition 3.4.1.** A functional \( \rho : M \to \mathbb{R}^d \) has CxLS on \( M \) if it is an injective function of some \( \mathbb{R} \)-valued functionals with CxLS on \( M \).
As a direct consequence of Proposition 3.4.1, a functional $\rho : \mathcal{M} \to \mathbb{R}^d$ has CxLS on $\mathcal{M}$ if each of its component has CxLS on $\mathcal{M}$.

The next proposition establishes a link between a 2-dimensional functional with CxLS and its components, assuming one of the component already has CxLS.

**Proposition 3.4.2.** Let $\rho_1$ and $\rho_2$ be the functionals from $\mathcal{M}$ to $\mathbb{R}$ such that $\rho_2$ has CxLS on $\mathcal{M}$. The pair of functionals $(\rho_1, \rho_2)$ has CxLS on $\mathcal{M}$ if and only if $\rho_1$ has CxLS on $\mathcal{M}(r)$ for all $r \in \mathbb{R}$, where $\mathcal{M}(r) = \{ F \in \mathcal{M} : \rho_2(F) = r \}$.

Proposition 3.4.2 is very useful to prove or disprove the CxLS property of two-dimensional functionals. For instance, it would justify the CxLS of $(\text{VaR}_p, \text{ES}_p)$ in Example 3.4.1 below, and it is used repeatedly in the proofs of Theorems 3.5.2 and 3.6.5.

### 3.4.2 Examples in multi-dimension

In this section, we list some multi-dimensional functionals with CxLS. Since any functional that have all components with CxLS automatically has CxLS, we only give examples where at least one of the components do not have CxLS.

**Example 3.4.1** (Two-dimensional examples).

(i) $(\text{VaR}_p, \text{ES}_p)$ for $p \in (0, 1)$ on $\mathcal{M}_1$: We know $\text{VaR}_p$ has CxLS by Theorem 3.3.1. On the set $\mathcal{M}(r) = \{ F \in \mathcal{M}_1 : \text{VaR}_p(F) = r \}, r \in \mathbb{R}$, using the ES-VaR relation (3.1), $\text{ES}_p(F) = \frac{1}{1-p} \int_r^\infty (x - r) \, dF(x) + r$. Note that $\text{ES}_p$ is linear in $F$ for $F \in \mathcal{M}(r)$. Therefore, by Proposition 3.4.2, we know that $(\text{VaR}_p, \text{ES}_p)$ has CxLS.

(ii) (Median, MD) on $\mathcal{M}_1$: The median (i.e. $\text{VaR}_{1/2}$) has the CxLS property. From the definition of MD and similar steps as in (i) above, the pair (Median, MD) has CxLS.

(iii) (Mid-range, Range) has CxLS on $\mathcal{M}_\infty$ by Proposition 3.4.1, since the pair is a bijection from $(\text{ess inf}, \text{ess sup})$, which has components with CxLS.

(iv) $(E, \text{Var})$ has CxLS on $\mathcal{M}_2$ by Proposition 3.4.1, since the pair is a bijection from the pair of the first two moments, which has components with CxLS. Consequently, the pair $(E, \text{SD})$ has CxLS as well.

**Example 3.4.2** (Three-dimensional examples).
(i) The Range-Value-at-Risk (RVaR; see Embrechts et al. (2018)) is a signed Choquet integral with distortion function 
\[ h(t) = \frac{t - 1}{1 - p} \mathbb{1}_{1 - q \leq t \leq 1 - p}, \quad t \in [0, 1], \]
for some \( 0 < p < q < 1 \). An RVaR does not have CxLS as its distortion function does not belong to the cases in Theorem 3.3.1. By definition, we can write
\[ \text{RVaR}_{p,q}(F) = \frac{1}{q - p}((1 - p)\text{ES}_p(F) - (1 - q)\text{ES}_q(F)), \quad F \in \mathcal{M}, \]
and therefore the triplet \((\text{VaR}_p, \text{VaR}_q, \text{RVaR}_{p,q})\) has CxLS by a similar argument in (i) of Example 3.4.1.

(ii) Recall that the skewness functional SK in (ii) of Example 3.2.5 does not have CxLS. The triplet \((\mathbb{E}, \text{SD}, \text{SK})\) has CxLS on \( \mathcal{M} = \{ F \in \mathcal{M}_3 : \text{SD}(F) > 0 \} \), by using Proposition 3.4.1, since the triplet is a bijection from the triplet of the first three moments on \( \mathcal{M} \), which has components with CxLS.

3.5 Main characterization result in dimension two

3.5.1 Multi-dimensional signed Choquet integrals

In this section we investigate the CxLS property in higher dimension. It is natural to define the signed Choquet integral in dimension \( d \geq 2 \) as follows.

**Definition 3.5.1.** Let \( h = (h_1, \ldots, h_n) \), where each \( h_i \in \mathcal{H}, \ i = 1, \ldots, d \). A signed Choquet integral \( I_h : \mathcal{M} \to \mathbb{R}^d \) is defined as
\[ I_h(F) = (I_{h_1}(F), \ldots, I_{h_d}(F)), \quad (3.5) \]
where each \( I_{h_i}, \ i = 1, \ldots, d \) is the one-dimensional signed Choquet integral defined in Definition 3.3.1.

A functional \( \rho : \mathcal{M} \to \mathbb{R} \) is law-invariant if \( \rho(F) = \rho(G) \) for any \( F, G \in \mathcal{M} \). Signed Choquet integrals in multi-dimension shares a similar characterization via comonotonic-additivity (see Section 2.2.1 for the definition of comonotonic-additivity).

Recall that we use \( \mathcal{M}_\infty \) to denote the set of distributions of bounded random variables. By applying Theorem 2.1 of Wang et al. (2018) to each component of \( I \), and noting that the \( w \)-continuity of \( \rho \) is equivalent to \( L^\infty \)-continuity of \( \hat{\rho} \), we obtain the following characterization of multi-dimensional signed Choquet integrals.
Proposition 3.5.1. A functional $I : \mathcal{M}_\infty \to \mathbb{R}^d$ is comonotonic-additive and uniformly continuous with respect to $w$ if and only if $I$ is a $d$-dimensional signed Choquet integral.

Clearly, for $h_1, h_2 \in \mathcal{H}^*$, the 2-dimensional signed Choquet integral $(I_{h_1}, I_{h_2})$ has CxLS, due to Proposition 3.4.1. More interestingly, $(I_{h_1}, I_{h_2})$ may have CxLS even if it is not a injection from one-dimensional signed Choquet integrals with CxLS. A famous example is $(\text{VaR}_p, \text{ES}_p)$ for $p \in (0, 1)$ as in Example 3.4.1, as shown by Fissler and Ziegel (2016) and Acerbi and Szekely (2017).

Characterization of multi-dimensional signed Choquet integrals with CxLS seems to be an extremely challenging task, which is left as an open question by Fissler and Ziegel (2016) and Kou and Peng (2016). Since VaR$_p$ is a canonical candidate for a one-dimensional signed Choquet integral with CxLS, below we explore for which $h \in \mathcal{H}$, $(I_h, \text{VaR}_p)$ has CxLS.

3.5.2 Characterizing a signed Choquet integral and a VaR with CxLS

Below we will characterize all pairs $(I_h, \text{VaR}_p)$ with CxLS. To the best of our knowledge, this is the first result in the literature on characterizing CxLS in multi-dimension. By Proposition 3.4.1, $(I_h, \text{VaR}_p)$ has CxLS if and only if $(I_h + a\text{VaR}_p, \text{VaR}_p)$ has CxLS for one (or all) $a \in \mathbb{R}$. Therefore, adding a constant times VaR$_p$ to $I_h$ does not change the CxLS property of $(I_h, \text{VaR}_p)$. This explains why the term $a\text{VaR}_p$ appears in all cases in the following theorem.

Theorem 3.5.2. For $p \in (0, 1)$ and $h \in \mathcal{H}$, $(I_h, \text{VaR}_p)$ has CxLS on $\mathcal{M}_{\text{dis}}$ if and only if $I_h$ is one of the following cases

(i) $I_h = a\text{VaR}_p + I_h^*$ for some $a \in \mathbb{R}$ and $h^* \in \mathcal{H}^*$;

(ii) $I_h = a\text{VaR}_p + b\mathbb{E} + c\text{ES}_p$ for some constants $a, b, c \in \mathbb{R}$;

(iii) $I_h = a\text{VaR}_p + b\text{VaR}_p^+ + c\text{ess sup}$ for some constants $a, b, c \in \mathbb{R}$ with $bc > 0$;

(iv) $I_h = a\text{VaR}_p + b\text{VaR}_p^+ + c\text{ess inf}$ for some constants $a, b, c \in \mathbb{R}$ with $bc < 0$.

Theorem 3.5.2 reveals a characterization of all signed Choquet integrals that has CxLS jointly with VaR$_p$, $p \in (0, 1)$. In particular, for risk management practice, one usually does not distinguish VaR$_p$ and VaR$_p^+$. If we treat VaR$_p$ and VaR$_p^+$ as identical, then cases (iii) and (iv) can be combined into case (i). Therefore, we are left with the following two cases.
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(i) \( I_h = a \text{VaR}_p + I_h^* \) for some \( a \in \mathbb{R} \) and \( h^* \in \mathcal{H}^* \);

(ii) \( I_h = a \text{VaR}_p + b \mathbb{E} + c \text{ES}_p \) for some constants \( a, b, c \in \mathbb{R} \).

From (i) and (ii), if \((I_h, \text{VaR}_p)\) is not a bijection from a pair of signed Choquet integrals with CxLS, then \( I_h \) has to be a linear combination of \( \text{VaR}_p, \mathbb{E} \) and \( \text{ES}_p \). Regarding the CxLS property, the class of \( \text{VaR}_p \) for \( p \in (0, 1) \) plays a unique role among the class of distortion risk measures (Kou and Peng (2016)) and among positively homogeneous tail risk measures (Liu and Wang (2016)). The above observation shows that \( \text{ES}_p \) is also very special regarding CxLS. In particular, as the CxLS property is necessary for elicitability (see Section 3.6), we will see in Theorem 3.6.5 that a convex combination of \( \text{ES}_p \) and \( \mathbb{E} \) is the only type of comonotonic-additive coherent risk measure that is co-elicitable with \( \text{VaR}_p \).

It may be worth noting that the roles of \( \text{VaR}_p \) and \( \text{VaR}^+_p \) are symmetric. To get functionals \( I_h \) such that \((I_h, \text{VaR}^+_p)\) has CxLS, one simply switches the positions in the pairs \((\text{VaR}_p, \text{VaR}^+_p)\) and \((\text{ess inf}, \text{ess sup})\) in Theorem 3.5.2. This statement is due to the following relation. For any distribution \( F \in \mathcal{M}_0 \), let \( \bar{F} \) be given by \( \bar{F}(A) = F(-A) \), where \(-A = \{-x : x \in A\}, A \in \mathcal{B}(\mathbb{R})\).

**Proposition 3.5.3.** For \( p \in (0, 1) \) and \( h \in \mathcal{H} \), \((I_h, \text{VaR}_p)\) has CxLS on \( \mathcal{M} \) if and only if \((I_{\bar{h}}, \text{VaR}^+_p)\) has CxLS on \( \bar{\mathcal{M}} \), where \( \bar{h} \in \mathcal{H} \) is given by \( \bar{h}(t) = h(1-t) - h(1), t \in [0, 1] \) and \( \bar{\mathcal{M}} = \{\bar{F} : F \in \mathcal{M}\} \).

### 3.6 Backtestability, elicitability and identifiability

This section gives formal definitions of elicitability, backtestability and identifiability as studied by Osband (1985), Gneiting (2011) and Acerbi and Szekely (2017), and discusses their relation with the CxLS property. As the main focus of this chapter is the CxLS property, this section collects some major relevant facts for the interested reader with self-contained proofs, and we refer to Fissler and Ziegel (2016), Kou and Peng (2016) and Acerbi and Szekely (2017) for excellent summaries and detailed discussions on the implications in statistical inference, risk management, and banking regulation. In addition to the known facts, we obtain a new characterization result (Theorem 3.6.5) on co-elicitation of coherent risk measures with \( \text{VaR}_p \).

Elicitability refers to the existence of a scoring function for the forecasted value of a risk functional and realized value of future observations, so that the mean of the scoring
function attains its minimum value if and only if the value of the risk functional is truly forecasted; see Gneiting (2011) for elicitability in a decision-theoretic framework. Comparative backtest is discussed in Nolde and Ziegel (2017) as an alternative to the traditional backtest, for which elicitability is a necessary condition.

**Definition 3.6.1 (Elicitability).** The functional \( \rho : \mathcal{M} \to \mathbb{R}^d \) is \( \mathcal{M} \)-elicitable if there exists a strictly consistent scoring function \( S : \mathbb{R}^{d+1} \to \mathbb{R} \) such that for all \( F \in \mathcal{M} \),

\[
\rho(F) = \arg \min_{x \in \mathbb{R}^d} \int_{-\infty}^{\infty} S(x, y) \, dF(y).
\]

(3.6)

We also say that \( \rho_1 : \mathcal{M} \to \mathbb{R} \) is co-elicitable with \( \rho_2 : \mathcal{M} \to \mathbb{R} \) on \( \mathcal{M} \) if \( (\rho_1, \rho_2) \) is \( \mathcal{M} \)-elicitable.

In the literature, elicitability is often defined for set-valued risk functionals (e.g. generally, quantiles are interval-valued), as the minimizer to the scoring function is not necessarily a singleton. In this chapter, as we look at risk functionals mapping \( \mathcal{M} \) to \( \mathbb{R}^d \), we use the slightly narrower definition on \( \mathbb{R}^d \)-valued functionals. This choice of definition does not affect our discussion.

Next, identifiability refers to the existence of an identification function for the forecasted value of a risk functional and realized value of future observations. The mean of the identification function is zero if and only if the value of the risk functional is truly forecasted. Therefore, the realized average value of the identification function can identify whether a risk forecast is accurate.

**Definition 3.6.2 (Identifiability).** A functional \( \rho : \mathcal{M} \to \mathbb{R}^d \) is said to be \( \mathcal{M} \)-identifiable, if there exists an identification function \( I : \mathbb{R}^{d+1} \to \mathbb{R} \) such that for all \( F \in \mathcal{M} \),

\[
\int_{-\infty}^{\infty} I(x, y) \, dF(y) = 0 \quad \text{if and only if} \quad x = \rho(F).
\]

Finally, we define backtestability as in Acerbi and Szekely (2017). Backtestability refers to the existence of a backtest function, whose mean reports positive value if the risk functional is under-forecasted, and negative value if the risk functional is over-forecasted. Thus, the realized average value of this backtest functional can distinguish between under- and over-estimation in risk forecasts. Due to the lack of a natural order in \( \mathbb{R}^d \), one cannot speak of under-estimation or over-estimation for \( \mathbb{R}^d \)-valued risk functionals. Therefore, the notion of backtestability is suitable for dimension one only (a related notion for multi-dimensional functionals is ridge backtests; see Acerbi and Szekely (2017)).
**Definition 3.6.3 (Backtestability).** A functional $\rho : \mathcal{M} \to \mathbb{R}$ is said to be $\mathcal{M}$-backtestable, if there exists a backtest function $Z : \mathbb{R}^2 \to \mathbb{R}$ such that for all $F \in \mathcal{M}$,

$$\int_{-\infty}^{\infty} Z(x, y) \, dF(y) = 0 \quad \text{if and only if} \quad x = \rho(F),$$

and $\int Z(t, \cdot) \, dF$ is strictly increasing in the prediction $t \in \mathbb{R}$.

The three notions introduced above are model-free in the sense that the statements holds for all $F \in \mathcal{M}$, that is, in order to compare scores, to identify forecasts, or to quantify backtests, one does not need to know the underlying distribution that generates the random observations.

In what follows, we illustrate the relationship among the above three concepts and the CxLS property. First, in dimension one, identifiability follows directly from backtestability, and backtestability is generally stronger than elicitability. In any dimension, both elicitability and identifiability imply the CxLS property. Finally, for one-dimensional signed Choquet integrals, CxLS is sufficient for backtestability except for the case of $h \in \mathcal{H}^*_1$.

The above statements will be verified (with some conditions) below.

We shall first see that elicitability and backtestability both imply the CxLS property. Suppose that $F, G \in \mathcal{M}$ satisfy $\rho(F) = \rho(G) = x \in \mathbb{R}^d$. If $\rho$ is $\mathcal{M}$-elicitable, let $S$ be its scoring function in (3.6). As $x$ is a minimizer for both $\int_{-\infty}^{\infty} S(\cdot, y) \, dF(y)$ and $\int_{-\infty}^{\infty} S(\cdot, y) \, dG(y)$, it must also be a minimizer for $\int_{-\infty}^{\infty} S(\cdot, y) \, d(\lambda F + (1 - \lambda)G)(y)$. By definition of elicitability, $x = \rho(\lambda F + (1 - \lambda)G)$, and $\rho$ has CxLS. Similarly, if $\rho$ is $\mathcal{M}$-identifiable, let $I : \mathbb{R}^{d+1} \to \mathbb{R}$ is its identification function. As $x$ satisfies $\int_{-\infty}^{\infty} I(x, y) \, dF(y) = 0$ and $\int_{-\infty}^{\infty} I(x, y) \, dG(y) = 0$, we know $\int_{-\infty}^{\infty} I(x, y) \, d(\lambda F + (1 - \lambda)G) = 0$ for all $\lambda \in [0, 1]$. By the definition of identifiability, we have $x = \rho(\lambda F + (1 - \lambda)G)$. We summarize these simple arguments in the following proposition.
Proposition 3.6.1. For $\mathcal{M} \subset \mathcal{M}_0$, if $\rho : \mathcal{M} \to \mathbb{R}^d$ is $\mathcal{M}$-elicitable or $\mathcal{M}$-identifiable, then $\rho$ has CxLS on $\mathcal{M}$.

The next proposition verifies that one-dimensional backtestability implies elicitation, as shown by Acerbi and Szekely (2017).

Proposition 3.6.2. If $\rho : \mathcal{M} \to \mathbb{R}$ is $\mathcal{M}$-backtestable with backtest function $Z$, then $\rho$ is $\mathcal{M}'$-elicitable, where $\mathcal{M}' = \{ F \in \mathcal{M} : \int_{-\infty}^{\infty} \int_0^z |Z(x,y)| \, dx \, dF(y) < \infty \text{ for all } z \in \mathbb{R} \}$.

By Theorem 3.3.1, if a signed Choquet integral $I_h$ has CxLS, then $h \in \mathcal{H}^*$, belonging to one of the three cases (3.2)-(3.4). Hence, it suffices to analyze backtestability in these cases. Note that by Theorem 3.3.1, a signed Choquet integral $I_h$ with CxLS is either a mean, a mix-quantile, or a convex combination of ess sup and ess inf, multiplied by a constant equal to $h(1)$. The next proposition verifies that the constant multiplier does not affect backtestability as long as it is not zero.

Proposition 3.6.3. Suppose that $\rho : \mathcal{M} \to \mathbb{R}$ is backtestable with backtest function $Z$, then for $c \neq 0$, the functional $c\rho$ is backtestable with backtest function $Z^*(x,y) = cZ(x/c,y)$, $x, y \in \mathbb{R}$.

For the signed Choquet integral $I_h$, $h \in \mathcal{H}^*$, if $h(1) = 0$, then $I_h(F) = 0$ for all $F \in \mathcal{M}$. This trivial functional is backtestable with the backtest function $Z(x,y) = x$ for all $x, y \in \mathbb{R}$. If $h(1) \neq 0$, by Proposition 3.6.3, the backtestability of $I_h$ reduces to that of increasing Choquet integrals studied in Acerbi and Szekely (2017). We list them here for completeness.

Proposition 3.6.4. For $h \in \mathcal{H}^*$ with $h(1) \neq 0$,

(i) if $h \in \mathcal{H}_1^*$, $I_h$ is not $\mathcal{M}_{\text{dis}}$-backtestable;

(ii) if $h \in \mathcal{H}_2^*$, $I_h$ is $\mathcal{M}_1$-backtestable;

(iii) if $h \in \mathcal{H}_3^*$, $I_h$ is $\mathcal{M}_0^*$-backtestable, where $\mathcal{M}_0^* = \{ F \in \mathcal{M}_0 : F^{-1} \text{ is continuous} \}$.

Remark 3.6.1. For a given $p \in (0,1)$, VaR$_p$ (or VaR$_p^c$ as in case (iii) of Proposition 3.6.4) is $\mathcal{M}_0^*(p)$-backtestable (and $\mathcal{M}$-elicitable), where $\mathcal{M}_0^*(p) = \{ F \in \mathcal{M}_0 : F^{-1} \text{ is continuous at } p \}$. The choice of $\mathcal{M} = \mathcal{M}_0^*(p)$ is the biggest such that VaR$_p$ is $\mathcal{M}$-backtestable (or $\mathcal{M}$-elicitable).
We conclude this chapter by a characterization theorem on spectral risk measures that are co-elicitable with a VaR. Let $\mathcal{X}$ be the set of bounded random variables. According to Artzner et al. (1999), a functional $\hat{\rho} : \mathcal{X} \rightarrow \mathbb{R}$ is set to be a \textit{coherent risk measure} if it is increasing, cash-additive, convex, and positively homogeneous. Translating this definition into our setting, we say that the functional $\rho : \mathcal{M}_\infty \rightarrow \mathbb{R}$ is a coherent risk measure if $\hat{\rho}$ is a coherent risk measure in the sense of Artzner et al. (1999), where $\hat{\rho} : \mathcal{X} \rightarrow \mathbb{R}$ is given by $\hat{\rho}(X) = \rho(F)$ and $F$ is the distribution of $X$.

We focus on comonotonic-additive coherent risk measures, a popular class of one-dimensional signed Choquet integrals. Elicitability of comonotonic-additive risk measures is studied by, for instance, Ziegel (2016), Kou and Peng (2016) and Fissler and Ziegel (2016). Using the characterization result of Kusuoka (2001), a functional $\rho : \mathcal{M}_\infty \rightarrow \mathbb{R}$ is a comonotonic-additive coherent risk measure if and only if it can be written as $\rho = \int_0^1 ES_p \, d\mu(p)$ for a Borel probability measure $\mu$ on $[0, 1]$, or equivalently (see e.g. Theorem 2.8 of Wang et al. (2018)), $\rho = I_h$ for a concave and increasing $h \in \mathcal{H}$ satisfying $h(1) = 1$.

Since VaR$_p$ is elicitable only on $\mathcal{M}_0^*(p) = \{F \in \mathcal{M}_\infty : F^{-1} \text{ is continuous at } p\}$, it is easy to see that the only choice of coherent risk measures is $\rho = aES_p + (1 - a)E$ for some $a \in [0, 1]$. Therefore, naturally we would expect that the above form of $\rho$ is the only coherent risk measure that is co-elicitable with VaR$_p$, although some detailed analysis needs to be carried out to translate from the CxLS property on the set $\mathcal{M}_\infty^*(p)$ to that on the set $\mathcal{M}_{\text{dis}}$, in order to utilize Theorem 3.5.2.

**Theorem 3.6.5.** For a comonotonic-additive coherent risk measure $\rho : \mathcal{M}_\infty \rightarrow \mathbb{R}$ and $p \in (0, 1)$, $\rho$ is co-elicitable with VaR$_p$ on $\mathcal{M}_\infty^*(p)$ if and only if it is a convex combination of $E$ and $ES_p$.

To make sense of the co-elicibility of $(\text{VaR}_p, aES_p + (1 - a)E)$ in Theorem 3.6.5, we obtain its scoring function in the following proposition.

**Proposition 3.6.6.** For $p \in (0, 1)$ and $a \in (0, 1]$, let $\rho = aES_p + (1 - a)E$. The functional $(\text{VaR}_p, \rho)$ is $\mathcal{M}_\infty^*(p)$-elicitable with the strictly consistent scoring function

$$S(x_1, x_2, y) = g(x_2) + g'(x_2) \left( a \left( x_1 + \frac{1}{1 - p} (y - x_1)_+ \right) + (1 - a) y - x_2 \right), \quad x_1, x_2, y \in \mathbb{R},$$

where $g$ is any differentiable, strictly increasing and strictly concave function on $\mathbb{R}$.
3.7 Proofs of the main results

3.7.1 Proofs in Section 3.3

Proof of Theorem 3.3.1. In order to prove Theorem 3.3.1, we present two technical lemmas.

Lemma 3.7.1. If \( h \in H \) satisfies, for all \( t, q \in [0, 1] \), \( 0 \leq h(t) \leq h(1) = 1 \) and

\[
h(t) = h(t) h(1 - q + qt) + (1 - h(t)) h(qt),
\]

then \( h \in H^* \).

Proof of the lemma. We first get some smoothness of \( h \) using the same trick as in Wang and Ziegel (2015). Integrating both sides of (3.7) over \( q \in [0, 1] \), we obtain for \( t \in (0, 1) \),

\[
h(t) = h(t) \int_0^1 h(1 - (1 - t)q) dq + (1 - h(t)) \int_0^1 h(tq) dq
\]

\[
= \frac{h(t)}{1 - t} \int_t^1 h(x) dx + \frac{1 - h(t)}{t} \int_0^t h(x) dx
\]

\[
= \frac{h(t)}{1 - t} (g(1) - g(t)) + \frac{1 - h(t)}{t} g(t),
\]

where \( g(t) = \int_0^t h(x) dx \). Rearranging terms, we have

\[
h(t) \left( t - \frac{t}{1 - t} (g(1) - g(t)) + g(t) \right) = g(t).
\]

Note that the function \( g \) is continuous on \((0, 1)\). For \( t \in (0, 1) \), if \( g(t) \neq 0 \), then (3.8) implies that \( h \) is continuous at \( t \). If \( g(t) = 0 \) and \( h \) is not continuous at \( t \), then \( t - \frac{t}{1 - t} (g(1) - g(t)) + g(t) = 0 \), which implies \( t = 1 - g(1) \). To summarize, either \( h \) has a jump at \( t = 1 - g(1) \) and continuous elsewhere, or \( h \) is continuous on \((0, 1)\). This fact implies that \( g \) is continuously differentiable on \((0, 1)\) except for at the point \( t = 1 - g(1) \). Using the above relation (3.8) again, we know that \( h \) is continuously differentiable on \((0, 1)\) except at the point \( t = 1 - g(1) \).

Differentiating both sides of (3.7) with respect to \( q \), we get

\[
0 = \frac{d}{dq} (h(t) h(1 - q + qt) + (1 - h(t)) h(qt)).
\]
By the product rule,
\[
\frac{d}{dq}(h(t)h(1-q+qt)+(1-h(t))h(qt)) = h(t)h'(1-q+qt)(t-1)+(1-h(t))h'(qt)t, \tag{3.9}
\]
assuming the derivatives in the right-hand-side of (3.9) exist. Plugging in \(q = 1\) in (3.9) and rearranging terms, we have
\[
h(t)h'(t) = h'(t)t \quad \text{for all } t \in (0, 1) \setminus \{1-g(1)\}.
\]
As a consequence,
\[
h(t) = t \text{ or } h'(t) = 0 \quad \text{for all } t \in (0, 1) \setminus \{1-g(1)\}. \tag{3.10}
\]

Pick any point \(t_0 \in (0, 1) \setminus \{1-g(1)\}\), and assume that \(h'(t_0) \neq 0\) and \(h'(t_0) \neq 1\). Using (3.10), we have \(h(t_0) = t_0\). Since \(h'(t_0) \neq 1\), there exists a neighbourhood \((t_0 - \varepsilon, t_0 + \varepsilon)\) such that \(h(t) \neq t\) for all \(t \in (t_0 - \varepsilon, t_0 + \varepsilon)\) and \(t \neq t_0\). Using (3.10) again, we know that \(h'(t) = 0\) for all \(t \in (t_0 - \varepsilon, t_0 + \varepsilon)\) and \(t \neq t_0\). The continuous differentiability of \(h\) at \(t_0\) then implies \(h'(t_0) = 0\), a contradiction. Therefore, we conclude
\[
h'(t) = 1 \text{ or } h'(t) = 0 \quad \text{for all } t \in (0, 1) \setminus \{1-g(1)\}. \tag{3.11}
\]

First, suppose that \(h\) is continuously differentiable on \((0, 1)\). In this case, \(h'\) cannot switch between 0 and 1. Therefore, we have, either \(h'(t) = 0\) on \((0, 1)\) or \(h'(t) = 1\) on \((0, 1)\). This means either \(h(t) = c\) on \((0, 1)\) for some constant \(c \in [0, 1]\), or \(h(t) = t\) on \((0, 1)\). In other words, \(h \in H^*_1\) or \(h \in H^*_2\).

Next, suppose that \(h\) is not continuously differentiable at \(t_0 = 1 - g(1)\). Note that this implies \(g(t_0) = 0\), and hence \(h(t) = 0\) a.e. on \((0, t_0)\). Further, since \(1 - t_0 = g(1) = \int_0^1 h(t) \, dt = \int_{t_0}^1 h(t) \, dt \leq 1-t_0\), we know that \(h(t) = 1\) a.e. on \((t_0, 1)\). Since \(h\) is continuously differentiable on \((0, t_0)\) and \((t_0, 1)\), we know that \(h(t) = 0\) on \((0, t_0)\) and \(h(t) = 1\) on \((t_0, 1)\). Thus, \(h \in H^*_3\).

The next lemma gives a sufficient condition for \(h(t)\) to have the same sign as \(h(1)\). Since \(h\) is not necessarily monotone for a signed Choquet integral, it is an important step to verify that \(h(t)\) has the same sign as \(h(1)\) in order to utilize Lemma 3.7.1.

**Lemma 3.7.2.** Fix \(h \in \mathcal{H}\) and \(t \in (0, 1]\), and suppose \(h(t) \neq 0\) and \(h(1) \neq 0\). For \(x, y \in \mathbb{R}\), where \(x\) and \(y\) satisfy \(0 < x < y\) and \(y = \left(1 - \frac{h(1)}{h(t)}\right)x + \frac{h(1)}{h(t)}y\), if \(h\) satisfies
\[
h(1) = I_h(g((1-t)\delta_x + t\delta_y) + (1-q)\delta_1), \tag{3.12}
\]
for all \(q \in [0, 1]\), then \(x < 1 \leq y\) and \(\frac{h(1)}{h(t)} \geq 1\).
Proof of the lemma. Without loss of generality, we assume \( h(1) = 1 \). Because \( y - x = \frac{1}{h(t)}(1 - x) \) and \( y - 1 = \left(1 - \frac{1}{h(t)}\right)(x - 1) \), by the fact that \( x < y \), there exist three cases.

(a) \( x > 1, y > 1 \) and \( h(t) < 0 \): Equation (3.12) reduces to
\[
h(q)h(t) = h(tq).
\]

(b) \( x < 1, y < 1 \) and \( h(t) > 1 \): Equation (3.12) reduces to
\[
h(t) = h(1 - q(1 - t)) + h(1 - q)(h(t) - 1).
\]

Then
\[
h(t) = \frac{h(1 - q(1 - t)) - h(1 - q)}{1 - h(1 - q)}.
\]

(c) \( x < 1, y \geq 1 \) and \( 0 < h(t) \leq 1 \): Equation (3.12) reduces to
\[
h(t) = h(t)h(1 - q(1 - t)) + (1 - h(t))h(tq).
\]

We show that cases (a) and (b) above are actually not possible. In other words, a function \( h \in \mathcal{H} \) satisfying \( h(1) = 1 \) and (a)-(c) takes values in \([0, 1]\).

We first show that such a function \( h \) is non-negative. Note that (c) implies
\[
\text{for any } t \in [0, 1], \text{ if } h(t) = 0, \text{ then } h(s) = 0 \text{ for all } s \in [0, t].
\]

Suppose that there exists \( t \in [0, 1] \) such that \( h(t) < 0 \). If \( h(\sqrt{t}) < 0 \), by (a), we have \( h(t) = h(\sqrt{t})h(\sqrt{t}) > 0 \), which is a contradiction. Hence, \( h(\sqrt{t}) \geq 0 \). Note that (3.13) also holds if \( h(t) = 0 \), due to (3.16). By (a), we know that \( h(t)h(\sqrt{t}) = h(t\sqrt{t}) \leq 0 \). Using (a) again,
\[
0 \geq h(t)h(\sqrt{t})h(\sqrt{t}) = h(t\sqrt{t})h(\sqrt{t}) = h(t^2).
\]

On the other hand, (a) also gives
\[
h(t^2) = h(t)h(t) > 0,
\]
a clear contradiction. Therefore, \( h(t) \geq 0 \) for all \( t \in [0, 1] \).

Next we show \( h(t) \leq 1 \) for all \( t \in [0, 1] \). We note the following two useful facts. First, for any \( t \in [0, 1] \) such that \( h(t) \in (0, 1] \), by (c), we have
\[
1 = h(1 - q(1 - t)) + \frac{1 - h(t)}{h(t)}h(tq).
\]
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Using the fact that $h$ is non-negative, we have $h(1 - q(1 - t)) \leq 1$ for all $q \in [0, 1]$. Therefore, we conclude the following statement:

For any $t \in [0, 1]$ such that $h(t) \in (0, 1]$, $h(s) \in [0, 1]$ for all $s \in [t, 1]$.  

(3.17)

Second, for any $t \in [0, 1]$ such that $h(t) > 1$, by taking $q = 1 - t$, (3.14) gives

$$h(t) = h(1 - (1 - t)^2) + h(t)(h(t) - 1).$$

Rearranging terms, we have $(h(t) - 1)^2 = 1 - h(1 - (1 - t)^2)$. This implies $h(1 - (1 - t)^2) < 1$. Therefore, we have:

For any $t \in [0, 1]$ such that $h(t) > 1$, $h(1 - (1 - t)^2) < 1$.  

(3.18)

Suppose that there exists $t \in (0, 1)$ such that $h(t) > 1$. Let $s = 1 - \sqrt{1 - t}$. Clearly, $s < t$. If $h(s) > 1$, then by (3.18), we have $h(1 - (1 - s)^2) = h(t) < 1$, a contradiction. If $h(s) \in (0, 1]$, then by (3.17), $h(t) \in [0, 1]$, another contradiction. Hence, $h(s) = 0$.

Plugging $q = 1 - s = \sqrt{1 - t}$ in (3.14),

$$h(t) = h(1 - (1 - t)(1 - s)) + h(s)(h(t) - 1)) = h(1 - (1 - t)\sqrt{1 - t}) > 1.  \tag{3.19}$$

In particular,

$$h(t) = h(1 - (1 - t)\sqrt{1 - t}) > 1,  \tag{3.20}$$

and setting $w = 1 - (1 - t)\sqrt{1 - t}$ in (3.19), we get

$$h(1 - (1 - w)\sqrt{1 - t}) = h(1 - (1 - t)^2) > 1.$$

This is a contraction to (3.18). Combining all cases, there does not exist $t \in (0, 1)$ such that $h(t) > 1$. Together with the fact that $h$ is non-negative, we come to the conclusion that $h(t) \in [0, 1]$ for all $t \in [0, 1]$. Thus only case (c) is possible. \[\square\]

Proof of Theorem 3.3.1 continued. It is easy to verify that the three classes of functionals in (3.2)-(3.4) have CxLS, and hence $h \in \mathcal{H}^*$ is sufficient for the CxLS property. Below we show the necessity of $h \in \mathcal{H}^*$. Suppose $h(t_0) = 0$ for some fixed $t_0 \in [0, 1]$. Observe that $I_h(\delta_0) = 0$ and $I_h((1 - t_0)\delta_0 + t_0\delta_1) = h(t_0) = 0$. Since $I_h$ has CxLS, for any fixed $q \in [0, 1]$,

$$I_h ((1 - q)\delta_0 + q(1 - t_0)\delta_0 + qt_0\delta_1) = h(t_0q) = I_h(\delta_0) = 0.  \tag{3.21}$$

It follows that if $h(1) = 0$, then $h(t) = 0$ on $[0, 1]$. This is included in each of cases (i)-(iii). In the following, $h(t) \neq 0$ for any $t \in (0, 1]$, and we can assume $h(1) = 1$ without loss of
generality, since the set $\mathcal{H}^*$ is invariant under a constant multiplier. For $0 < x < y$ and any fixed $t \in (0, 1]$, we have

$$I_h((1-t)\delta_x + t\delta_y) = x + h(t)(y-x).$$

Note that $I_h(\delta_1) = h(1) = 1$. In the following we choose $y = \left(1 - \frac{1}{h(t)}\right)x + \frac{1}{h(t)}$, so that $I_h((1-t)\delta_x + t\delta_y) = 1$. Since $I_h$ has CxLS, for all $q \in [0, 1]$,

$$1 = I_h(q((1-t)\delta_x + t\delta_y) + (1-q)\delta_1).$$

(3.22)

By Lemma 3.7.2, we have $x < 1 \leq y$ and $h(t) \in (0, 1]$. Hence, (3.22) reduces to

$$h(t) = h(t)h(1-q + qt) + (1-h(t))h(qt),$$

(3.23)

for all $t \in (0, 1]$ with $h(t) \neq 0$ and $q \in [0, 1]$. Note that (3.22) holds for $t = 0$ and if $h(t) = 0$, then (3.23) holds automatically by (3.21). Therefore, (3.23) holds for all $t, q \in [0, 1]$. This is precisely (3.7). By applying Lemma 3.7.1, we obtain $h \in \mathcal{H}^*$.

Proof of Proposition 3.3.3. For both statements, we note that $F_n \overset{w}{\rightarrow} F$ if and only if $F_n^{-1}(U) \rightarrow F^{-1}(U)$ in $L^\infty$ for any $U[0, 1]$ random variable $U$.

(i) Let $A \in \mathcal{F}$ with $\mathbb{P}(A) = \lambda$ and $U \sim U[0, 1]$ be independent. It is easy to see that the random variable $1_A F_n^{-1}(U) + 1_{A^c} G_n^{-1}(U)$ has the distribution $\lambda F_n + (1-\lambda)G_n$, $n \in \mathbb{N}$. Moreover, by the $w$-convergence of $\{F_n\}_{n \in \mathbb{N}}$ and $\{G_n\}_{n \in \mathbb{N}}$, $1_A F_n^{-1}(U) + 1_{A^c} G_n^{-1}(U) \rightarrow 1_A F^{-1}(U) + 1_{A^c} G^{-1}(U)$ in $L^\infty$. Therefore, $\lambda F_n + (1-\lambda)G_n \overset{w}{\rightarrow} \lambda F + (1-\lambda)G$.

(ii) The conclusion follows from the fact that a Signed Choquet integral as a functional on $L^\infty$ is uniformly continuous with respect to $L^\infty$-norm (Theorem 2.1 of Wang et al. (2018)).

Proof of Proposition 3.3.4. (i) Assume $h(1) = 0$. Let $F_n = U[0, 1/n]$ and $G_n = U[1, 1 + 1/n]$, $n \in \mathbb{N}$. Note that $F_n \overset{w}{\rightarrow} \delta_0$ and $G_n \overset{w}{\rightarrow} \delta_1$. By Proposition 3.3.3, we have $\lambda F_n + (1-\lambda)G_n \overset{w}{\rightarrow} \text{Bernoulli}(\lambda)$ for $\lambda \in (0, 1)$. Also note that from the translation invariance of $I_h$ (e.g. Lemma 2.4 of Wang et al. (2018)), $I_h(G_n) = I_h(F_n) + h(1) = I_h(F_n)$. The CxLS on $\mathcal{M}_{\text{con}}$ implies $I_h(\lambda F_n + (1-\lambda)G_n) = I_h(F_n)$. Therefore, by Proposition 3.3.3, $I_h(\text{Bernoulli}(\lambda)) = \lim_{n \rightarrow \infty} I_h(\lambda F_n + (1-\lambda)G_n) = \lim_{n \rightarrow \infty} I_h(F_n) = I_h(\delta_0) = 0$.

Also note that $I_h(\text{Bernoulli}(\lambda)) = h(\lambda)$. This gives $h(t) = 0$ for $t \in [0, 1]$. Hence $I_h(F) = 0$ for all $F \in \mathcal{M}_0$, and it has CxLS on any set of distributions.
(ii) Assume $h(1) \neq 0$. Take $F, G \in \mathcal{M}_{\text{dis}}$ such that $I_h(F) = I_h(G)$. Write $c = h(1)$ and $b = I_h(F)$. Take two sequences of distributions $\{F_n\}_{n \in \mathbb{N}} \subset \mathcal{M}_{\text{con}}$ and $\{G_n\}_{n \in \mathbb{N}} \subset \mathcal{M}_{\text{con}}$ such that $F_n \xrightarrow{w} F$ and $G_n \xrightarrow{w} G$. Such sequences are easy to construct by, e.g., replacing each point mass with a uniform on a small interval of length $1/n$. Let $U$ be a $U[0,1]$ random variable. For $n \in \mathbb{N}$, let $F_n^*$ be the distribution of $F_n^{-1}(U) + \frac{1}{n}(b - I_h(F_n))$. We have $F_n^* \xrightarrow{w} F$, because $F_n \xrightarrow{w} F$ and $I_h(F_n) \to b$ by Proposition 3.3.3. Moreover, by the translation invariance of $I_h$ again, $I_h(F_n^*) = I_h(F_n) + b - I_h(F_n) = b$. Similarly, let $G_n^*$ be the distribution of $G_n^{-1}(U) + \frac{1}{n}(b - I_h(G_n))$, and we have $G_n^* \xrightarrow{w} G$ and $I_h(G_n^*) = b$. By Proposition 3.3.3, we have $\lambda F_n^* + (1 - \lambda)G_n^* \xrightarrow{w} \lambda F + (1 - \lambda)G$. Finally, noting that $F_n^*, G_n^* \in \mathcal{M}_{\text{con}}$, the CxLS on $\mathcal{M}_{\text{con}}$ implies that $I_h(\lambda F_n^* + (1 - \lambda)G_n^*) = I_h(F_n^*) = b = I_h(F) = I_h(G)$.

Hence, $I_h$ has CxLS on $\mathcal{M}_{\text{dis}}$.

3.7.2 Proofs in Section 3.4

Proof of Proposition 3.4.1. Fix an $m \in \mathbb{N}$. The functional $\rho$ can be written as $\rho(\cdot) = h(f_1(\cdot), \ldots, f_m(\cdot))$, where $h : \mathbb{R}^m \to \mathbb{R}^d$ is an injective function and $(f_i)_{1 \leq i \leq m} : \mathcal{M} \to \mathbb{R}$ has CxLS. For any $F, G \in \mathcal{M}$ that satisfy $\rho(F) = \rho(G)$, we have $(f_1(F), \ldots, f_m(F)) = (f_1(G), \ldots, f_m(G))$ by the fact that $h$ is an injection. Because each $f_i$ has CxLS, then $(f_1(\lambda F + (1 - \lambda)G), \ldots, f_m(\lambda F + (1 - \lambda)G)) = (f_1(F), \ldots, f_m(F))$ for any $\lambda \in [0,1]$. So $\rho(\lambda F + (1 - \lambda)G) = h(f_1(\lambda F + (1 - \lambda)G), \ldots, f_m(\lambda F + (1 - \lambda)G)) = h(f_1(F), \ldots, f_m(F)) = \rho(F) = \rho(G)$ for any $\lambda \in [0,1]$.

Proof of Proposition 3.4.2. We only need to show the “if” direction. For any $F, G \in \mathcal{M}$, if $(\rho_1(F), \rho_2(F)) = (\rho_1(G), \rho_2(G)) = (r_1, r_2)$, then $\rho_2(\lambda F + (1 - \lambda)G) = r_2$ for any $\lambda \in [0,1]$. Since $\rho_1$ has CxLS on $\mathcal{M}(r_2)$, $\rho_1(\lambda F + (1 - \lambda)G) = r_2$ for any $\lambda \in [0,1]$, which means $\rho_1$ has CxLS on $\mathcal{M}$.

3.7.3 Proofs in Section 3.5

Proof of Theorem 3.5.2. In order to prove Theorem 3.5.2, we need the following technical lemma, which connects the problem on dimension two with the result in dimension one.
Lemma 3.7.3. For \( p \in (0, 1) \) and \( h \in \mathcal{H} \), if \((I_h, \text{VaR}_p)\) has CxLS on \( \mathcal{M}_{\text{dis}} \), then

\[
h(t) = h_1 \left( \frac{t}{1-p} \right) 1_{\{t \leq 1-p\}} + \left( h_2 \left( \frac{1-t}{p} \right) + h(1) \right) 1_{\{t > 1-p\}},
\]

(3.24)

for some \( h_1 \) and \( h_2 \in \mathcal{H}^* \).

Proof of the lemma. Define \( h_1, h_2 : [0, 1] \rightarrow \mathbb{R} \) by \( h_1(t) = h(t(1 - p)) \), \( t \in [0, 1] \) and \( h_2(t) = h(1 - tp) - h(1), t \in [0, 1] \). Further, let \( h_2(1) = \lim_{t \rightarrow 1} h_2(t) \), so that \( h_2 \) is continuous at \( t = 1 \). Clearly, \( h_1, h_2 \in \mathcal{H} \) and (3.24) holds. We shall show \( h_1, h_2 \in \mathcal{H}^* \) below.

Let \( \mathcal{M}_+ = \{ F \in \mathcal{M}_{\text{dis}} : F((\infty, 0)) = 0 \} \) which is the set of distributions supported on \([0, \infty)\). Further, let \( \mathcal{M}^* = \{ p\delta_0 + (1 - p)F : F \in \mathcal{M}_+ \} \). Note that \( \text{VaR}_p(F) = 0 \) for \( F \in \mathcal{M}^* \) by definition. Therefore, by Proposition 3.4.2, \( I_h \) has CxLS on \( \mathcal{M}^* \). By definition of \( I_h \), for \( F \in \mathcal{M}_+ \),

\[
I_h(p\delta_0 + (1 - p)F) = \int_0^{\infty} h(1 - (p + (1 - p)F(x))) \, dx = \int_0^{\infty} h_1(1 - F(x)) \, dx = I_{h_1}(F).
\]

Note that in the above equation we treat the measure \( F \) as the corresponding cumulative distribution function. Since \( I_h \) has CxLS on \( \mathcal{M}^* \), and there is a linear mapping between \( \mathcal{M}^* \) and \( \mathcal{M}_+ \), we know that \( I_{h_1} \) has CxLS on \( \mathcal{M}_+ \).

For \( G \in \mathcal{M}_{\text{dis}} \), we can write \( G = T_x F \) for some \( x \in \mathbb{R} \) and \( F \in \mathcal{M}_+ \), where \( T_x \) is the operator of left-shift by \( x \in \mathbb{R} \), that is, \( T_x F(y) = F(y + x) \) for \( y \in \mathbb{R} \). By definition of a signed Choquet integral (or, see Lemma 2.4 of Wang et al. (2018)), we have \( I_{h_1}(G) = I_{h_1}(T_x F) = I_{h_1}(F) - xh_1(1) \). Therefore, if \( G_1, G_2 \in \mathcal{M}_{\text{dis}} \) satisfy \( I_{h_1}(G_1) = I_{h_2}(G_2) \), then for some \( x \in \mathbb{R} \) such that \( T_{-x} G_1, T_{-x} G_2 \in \mathcal{M}_+ \), we know \( I_{h_1}(T_{-x} G_1) = I_{h_2}(T_{-x} G_2) \). Since \( I_{h_1} \) has CxLS on \( \mathcal{M}_+ \),

\[
I_{h_1}(\lambda G_1 + (1 - \lambda)G_2) = I_{h_1}(\lambda T_{-x} G_1 + (1 - \lambda) T_{-x} G_2) + xh_1(1)
= I_{h_1}(T_{-x} G_1) + xh_1(1) = I_{h_1}(G_1).
\]

As a consequence, \( I_{h_1} \) has CxLS on \( \mathcal{M}_{\text{dis}} \). By Theorem 3.3.1, we know \( h_1 \in \mathcal{H}^* \).

The statement for \( h_2 \) is somehow more complicated as it is not symmetric to the case of \( h_1 \). Fix \( q \in (0, p) \), and let \( \mathcal{M}_- = \{ F \in \mathcal{M}_{\text{dis}} : F((\infty, 0]) = 1 \}, \) \( g_q(t) = h(1 - tq) - h(1), \) \( t \in [0, 1] \), and \( \mathcal{M}_q^* = \{(1 - q)\delta_q + qF : F \in \mathcal{M}_- \} \). Note that \( \text{VaR}_p(F) = 0 \) for \( F \in \mathcal{M}_q^* \) by definition. Therefore, by Proposition 3.4.2, \( I_h \) has CxLS on \( \mathcal{M}_q^* \). Let \( \bar{g}_q(t) = g_q(1 - t) -
\(g_q(1), t \in [0, 1]. \) Note that \( \bar{g}_q \in \mathcal{H} \) and \( \bar{g}_q(1) = -g_q(1). \) By definition of \( I_h, \) for \( F \in \mathcal{M}_-, \)

\[
I_h((1-q)\delta_0 + qF) = \int_{-\infty}^{0} (h(1-qF(x)) - h(1)) \, dx \\
= \int_{-\infty}^{0} g_q(F(x)) \, dx = \int_{-\infty}^{0} (\bar{g}_q (1-F(x)) - \bar{g}_q(1)) \, dx = I_{\bar{g}_q}(F).
\]

Since \( I_h \) has CxLS on \( \mathcal{M}_q^* \), and there is a linear mapping between \( \mathcal{M}_q^* \) and \( \mathcal{M}_- \), we know that \( I_{\bar{g}_q} \) has CxLS on \( \mathcal{M}_- \). Following the similar arguments for \( h_1 \), we obtain \( \bar{g}_q \in \mathcal{H}^* \).

Checking the three forms of functions in \( \mathcal{H} \) that \( I \) has CxLS on \( \mathcal{M}_- \), we know that \( g_q \in \mathcal{H}^* \). Note that \( q \) is arbitrarily chosen in \( (0,p) \), and \( h_2(t) = g_q(\lambda t/q) = g_{tp}(1) \) for \( t < q/p \). If \( g_q(1) = 0 \) for all \( q \in (0,1), \) then \( h_2 \) is zero on \( (0,1) \), thus \( h_2 \in \mathcal{H}_1^* \). Next, assume that there exists \( q_0 \in (0,p) \) such that \( g_{q_0}(1) = c \neq 0 \). There are four cases to analyze. If \( g_{q_0} \in \mathcal{H}_1^* \) and \( g_{q_0}(1-0) = 0, \) i.e. \( h_2 \) is zero on \( (0,q_0/p) \), then, by letting \( q \) vary in \( (q_0,p) \), constrained by \( g_q \in \mathcal{H}^* \), \( h_2 \) must be equal to a constant \( d \) on \( (q_0/p, 1) \) with \( dc > 0 \) and \(|d| \geq |c| \), thus \( h_2 \in \mathcal{H}_3^* \). If \( g_{q_0} \in \mathcal{H}_1^* \) and \( g_{q_0}(1-) \neq 0, \) i.e. \( h_2 \) is a non-zero constant on \( (0,q_0/p) \), then, by letting \( q \) vary in \( (q_0,p) \), constrained by \( g_q \in \mathcal{H}^* \), \( h_2 \) must be linear on \( (0,1) \), thus \( h_2 \in \mathcal{H}_2^* \). If \( g_{q_0} \in \mathcal{H}_3^* \), i.e. there is a jump of \( h_2 \) in \( (0,q_0/p) \), then, by letting \( q \) vary in \( (q_0,p) \), constrained by \( g_q \in \mathcal{H}^* \), \( h_2 \) must be equal to \( c \) on \( (q_0/p, 1) \), thus \( h_2 \in \mathcal{H}_3^* \). In all cases, \( h_2 \in \mathcal{H}^* \). \( \square \)

**Proof of Theorem 3.5.2 continued.** For \( r \in \mathbb{R}, \) denote by \( \mathcal{M}(r) = \{ F \in \mathcal{M}_{\text{dis}} : \text{VaR}_p(F) = r \}. \) We first verify \((I_h, \text{VaR}_p)\) in cases (i)-(iv) indeed has CxLS.

(i) Both \( \text{VaR}_p \) and \( I_h, \) have CxLS by Theorem 3.3.1. Hence, \((I_h, \text{VaR}_p)\) has CxLS as justified by Proposition 3.4.1.

(ii) For \( F \in \mathcal{M}(r), \) using the ES-VaR formula of Rockafellar and Uryasev (2002),

\[
I_h(F) = ar + b \int_{-\infty}^{\infty} x \, dF(x) + c \left( r + \frac{1}{1-p} \int_{r}^{\infty} (x-r) \, dF(x) \right).
\]

Hence, \( I_h \) is linear for \( F \in \mathcal{M}(r). \) So \( I_h \) has CxLS on \( \mathcal{M}(r). \) By Proposition 3.4.2, we know that \((I_h, \text{VaR}_p)\) has CxLS.

(iii) For \( F, G \in \mathcal{M}(r), \) if \( I_h(F) = I_h(G), \) then \( \text{bVaR}_p^+(F) + \text{ess sup}(F) = \text{bVaR}_p^+(G) + \text{ess sup}(G). \) Without loss of generality, assume \( \text{VaR}_p^+(F) \geq \text{VaR}_p^+(G), \) which implies \( \text{ess sup}(F) \leq \text{ess sup}(G) \) since \( bc > 0. \) Note that for \( \lambda \in (0,1), \) since \( \text{VaR}_p(F) = \)
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(i)-(iv). To simply notation, for $p$ where $I$ all possible forms of $I$ and $c$ and $F,G$ satisfy $h$.

By Lemma 3.7.3, $h$ has CxLS on $\mathcal{M}(r)$. Hence, $I_h$ has CxLS on $\mathcal{M}(r)$. By Proposition 3.4.2, we know that $(I_h, \text{VaR}_p)$ has CxLS.

(iv) For $F, G \in \mathcal{M}(r)$, if $I_h(F) = I_h(G)$, then $b\text{VaR}^+_p(F) + c \text{ess inf}(F) = b\text{VaR}^+_p(G) + c \text{ess inf}(G)$. Without loss of generality, assume $\text{VaR}^+_p(F) \geq \text{VaR}^+_p(G)$, which implies $\text{ess inf}(F) \geq \text{ess inf}(G)$ since $bc < 0$. Note that for $\lambda \in (0,1)$, since $\text{VaR}_p(F) = \text{VaR}_p(G) = \text{VaR}_p(\lambda F + (1-\lambda)G) = r$, we have $\text{VaR}^+_p(\lambda F + (1-\lambda)G) = \text{VaR}^+_p(G)$.

Therefore, for $\lambda \in (0,1)$,

$$b\text{VaR}^+_p(\lambda F + (1-\lambda)G) + c \text{ess inf}(\lambda F + (1-\lambda)G) = b\text{VaR}^+_p(G) + c \text{ess inf}(G).$$

Hence, $I_h$ has CxLS on $\mathcal{M}(r)$. By Proposition 3.4.2, we know that $(I_h, \text{VaR}_p)$ has CxLS.

Next, suppose that $(I_h, \text{VaR}_p)$ has CxLS, and we show that it has to be one of the cases (i)-(iv). To simply notation, for $p \in (0,1)$ and $c \in [0,1]$, let

$$\text{ES}^{-}_p(F) = \frac{1}{p} \int_0^p \text{VaR}_t(F) \, dt, \quad F \in \mathcal{M}_\infty,$$

and

$$Q^c_p(F) = c \text{ess sup}(F) + (1-c)\text{VaR}^+_p(F), \quad F \in \mathcal{M}_\infty.$$

Note that $Q^1_p = \text{ess sup}$ and $Q^0_p = \text{VaR}^+_p$.

By Lemma 3.7.3, $h$ satisfies (3.24), that is, for some $h_1$ and $h_2 \in \mathcal{H}^*$,

$$h(t) = h_1\left(\frac{t}{1-p}\right)1_{\{t \leq 1-p\}} + \left(1 - h_2\left(\frac{1-t}{p}\right) + h(1)\right)1_{\{t > 1-p\}} = g_1(t) + g_2(t),$$

where $g_1(t) = h_1\left(\frac{t}{1-p}\right)1_{\{t \leq 1-p\}}$ and $g_2(t) = (h_2\left(\frac{1-t}{p}\right) + h(1))1_{\{t > 1-p\}}, \quad t \in [0,1]$. Analyzing all possible forms of $I_{g_1}$ and $I_{g_2}$, we have

$$I_h = I_{g_1} + I_{g_2} = a\text{VaR}_p + a_1 I + a_2 J,$$

where $I \in \{\text{VaR}^\alpha_\alpha, \text{ES}^-\}$ and $J \in \{\text{ES}_p, \text{VaR}^\beta_p, Q^c_p\}$, $a, a_1, a_2 \in \mathbb{R}$, $\alpha \in [0,p)$, $\beta \in (p,1]$ and $c_1, c_2, c \in [0,1]$. Since $(I_h, \text{VaR}_p)$ has CxLS if and only if $(I_h - a\text{VaR}_p, \text{VaR}_p)$ has
CxLS, we can freely set \( a = 0 \). Hence, we can write \( I_h = a_1 I + a_2 J \). Without loss of generality we assume \( a_1 \geq 0 \); otherwise we can replace \( I_h \) by \(-I_h\). There are a few cases to analyze. Below, we use the fact that \( \text{ES}_p^- \) is a linear combination of \( \text{ES}_p \) and \( \mathbb{E} \) via 
\[
p \text{ES}_p^- + (1 - p) \text{ES}_p = \mathbb{E}.
\]

(a) \( a_1 = 0 \). The case \( J \in \{ \text{VaR}_\beta^\alpha, \text{VaR}_p^+, \text{ess sup} \} \) is included in case (i); the case \( J = \text{ES}_p \) is included in case (ii), and the case \( J = Q_p^c \) for \( c \in (0,1) \) is included in case (iii).

(b) \( a_2 = 0 \). The case \( I = \text{VaR}_\alpha^a \) is included in case (i) and \( I = \text{ES}_p^- \) is included in case (ii).

(c) \( a_1 > 0, a_2 > 0 \). We claim that if \( I_h \) has CxLS on \( \mathcal{M}(0) \), then either \( (I, J) = (\text{ess inf}, \text{ess sup}) \), included in case (i), or \( (I, J) = (\text{ES}_p^-, \text{ES}_p) \), included in case (ii). Below we show our assertion.

First, suppose that \( I = \text{VaR}_\alpha^a \). For \( \varepsilon \in (\alpha, p) \), let \( F = \varepsilon \delta_{-a_2} + (p - \varepsilon) \delta_0 + (1 - p) \delta_{a_1} \) and \( G = \delta_0 \). We can easily calculate \( \text{VaR}_p(F) = \text{VaR}_p(G) = 0, I(F) = -a_2, J(F) = a_1 \) and \( I(G) = J(G) = 0 \). Therefore, \( I_h(F) = I_h(G) = 0 \). For \( \lambda \in [0, 1] \),
\[
\lambda F + (1 - \lambda) G = \lambda \varepsilon \delta_{-a_2} + (1 - \lambda + \lambda(p - \varepsilon)) \delta_0 + \lambda(1 - p) \delta_{a_1}.
\]
If \( I_h \) has CxLS on \( \mathcal{M}(0) \), then \( I_h(\lambda F + (1 - \lambda) G) = 0 \) for all \( \lambda \in [0, 1] \) and all \( \varepsilon \in (\alpha, p) \). Note that the function \( \lambda \mapsto I(\lambda F + (1 - \lambda) G) \) has a jump at \( \lambda_1 = \alpha / \varepsilon \in [0, 1] \), and the function \( \lambda \mapsto J(\lambda F + (1 - \lambda) G) \) either has no jump \( (J = \text{ES}_p) \), a jump at \( \lambda_2 \) \( = 1 \) \( (J = Q_p^c \text{ for } c \neq 0) \), a jump at \( \lambda_2 = 0 \) \( (J = \text{ess sup} = Q_p^0) \), or a jump at \( \lambda_2 = (1 - \beta) / (1 - p) \) \( (J = \text{VaR}_\alpha^a) \). Note that \( \lambda_1 \neq \lambda_2 \) for almost every \( \varepsilon \in (\alpha, p) \), except for the case \( (\alpha, c) = (0, 0) \). Hence, except for \( (I, J) = (\text{ess inf}, \text{ess sup}) \), the function \( \lambda \mapsto I_h(\lambda F + (1 - \lambda) G) \) does not take a constant value on \([0, 1] \), and \( I_h \) cannot have CxLS on \( \mathcal{M}(0) \).

Next, suppose that \( I = \text{ES}_p^- \). For \( \varepsilon \in (0, p) \), let \( F = \varepsilon \delta_{-a_3} + (p - \varepsilon) \delta_0 + (1 - p) \delta_{a_1} \) and \( G = \delta_0 \), where \( a_3 = p a_2 / \varepsilon \). We can easily calculate \( \text{VaR}_p(F) = \text{VaR}_p(G) = 0, I(F) = -\varepsilon a_3 / p = -a_2, J(F) = a_1 \) and \( I(G) = J(G) = 0 \). Therefore, \( I_h(F) = I_h(G) = 0 \). For \( \lambda \in [0, 1] \),
\[
\lambda F + (1 - \lambda) G = \lambda \varepsilon \delta_{-a_3} + (1 - \lambda + \lambda(p - \varepsilon)) \delta_0 + \lambda(1 - p) \delta_{a_1}.
\]
If \( I_h \) has CxLS on \( \mathcal{M}(0) \), then \( I_h(\lambda F + (1 - \lambda) G) = 0 \) for all \( \lambda \in [0, 1] \). Note that the function \( \lambda \mapsto I(\lambda F + (1 - \lambda) G) \) has no jump whereas the function \( \lambda \mapsto J(\lambda G + (1 - \lambda) F) \) has a jump on \([0, 1] \) except for \( J = \text{ES}_p \). Hence, except for \( J = \text{ES}_p \), the function \( \lambda \mapsto I_h(\lambda F + (1 - \lambda) G) \) does not take a constant value on \([0, 1] \), and \( I_h \) cannot have CxLS on \( \mathcal{M}(0) \).
(d) $a_1 > 0, a_2 < 0$. We claim that if $I_h$ has CxLS on $\mathcal{M}(0)$, then either $(I, J) = (\text{ess inf}, \text{VaR}_p^\alpha)$, included in case (iv), or $(I, J) = (\text{ES}^-_p, \text{ES}_p)$, included in case (ii). Below we show our assertion.

First, suppose that $I = \text{VaR}^\alpha$. For $\varepsilon \in (\alpha, p)$, let $F = \varepsilon a_2 + (1 - \varepsilon)\delta_0$ and $G = p\delta_0 + (1 - p)\delta_{a_1}$. We can easily calculate $\text{VaR}_p(F) = \text{VaR}_p(G) = 0$, $I(F) = a_2$, $J(F) = 0$, $I(G) = 0$ and $J(G) = a_1$. Therefore, $I_h(F) = I_h(G) = a_1 a_2$. Note that, for $\lambda \in [0, 1]$,

$$\lambda F + (1 - \lambda)G = \lambda \varepsilon a_2 + (\lambda(1 - \varepsilon) + (1 - \lambda)p)\delta_0 + (1 - \lambda)(1 - p)\delta_{a_1}.$$ 

If $I_h$ has CxLS on $\mathcal{M}(0)$, then $I_h(\lambda F + (1 - \lambda)G) = a_1 a_2$ for all $\lambda \in [0, 1]$ and all $\varepsilon \in (\alpha, p)$. Note that the function $\lambda \mapsto I(\lambda F + (1 - \lambda)G)$ has a jump at $\lambda_1 = \alpha/\varepsilon \in [0, 1)$, and the function $\lambda \mapsto J(\lambda G + (1 - \lambda)F)$ either has no jump ($J = \text{ES}_p$), a jump at $\lambda_2 = 1$ ($J = Q^c_p$ for $c \neq 1$), a jump at $\lambda_2 = 0$ ($J = \text{VaR}_p^+ = Q^1_p$), or a jump at $\lambda_2 = 1 - (1 - \beta)/(1 - p)$ ($J = \text{VaR}^\alpha_p$). Note that $\lambda_1 \neq \lambda_2$ for almost every $\varepsilon \in (\alpha, p)$, except for the case $(\alpha, c) = (0, 1)$. Hence, except for $(I, J) = (\text{ess inf}, \text{VaR}_p^+)$, the function $\lambda \mapsto I_h(\lambda F + (1 - \lambda)G)$ does not take a constant value on $[0, 1]$, and $I_h$ cannot have CxLS on $\mathcal{M}(0)$.

Next, suppose that $I = \text{ES}_p^-$. For $\varepsilon \in (0, p)$, let $F = \varepsilon a_3 + (1 - \varepsilon)\delta_0$ and $G = p\delta_0 + (1 - p)\delta_{a_1}$, where $a_3 = pa_2/\varepsilon$. We can easily calculate $\text{VaR}_p(F) = \text{VaR}_p(G) = 0$, $I(F) = \varepsilon a_3/p = a_2$, $J(F) = 0$, $I(G) = 0$ and $J(G) = a_1$. Therefore, $I_h(F) = I_h(G) = a_1 a_2$. For $\lambda \in [0, 1]$,

$$\lambda F + (1 - \lambda)G = \lambda \varepsilon a_3 + (\lambda(1 - \varepsilon) + (1 - \lambda)p)\delta_0 + (1 - \lambda)(1 - p)\delta_{a_1}.$$ 

If $I_h$ has CxLS on $\mathcal{M}(0)$, then $I_h(\lambda F + (1 - \lambda)G) = 0$ for all $\lambda \in [0, 1]$. Note that the function $\lambda \mapsto I(\lambda F + (1 - \lambda)G)$ has no jump whereas the function $\lambda \mapsto J(\lambda G + (1 - \lambda)F)$ has a jump except for $J = \text{ES}_p$. Hence, except for $J = \text{ES}_p$, the function $\lambda \mapsto I_h(\lambda F + (1 - \lambda)G)$ does not take a constant value on $[0, 1]$, and $I_h$ cannot have CxLS on $\mathcal{M}(0)$.

To summarize our findings in (a)-(d), all $(I_h, \text{VaR}_p)$ with CxLS are included in cases (i)-(iv). □

Proof of Proposition 3.5.3. By definition, it is easy to verify that $I_h(F) = I_h(\bar{F})$ and $\text{VaR}_p(F) = -\text{VaR}^+_{1-p}(\bar{F})$ for all $F \in \mathcal{M}$ (or, see Lemma 2.5 of Wang et al. (2018)). Therefore, $F, G \in \mathcal{M}$ satisfy $(I_h(F), \text{VaR}_p(F)) = (I_h(G), \text{VaR}_p(G))$ if and only if $\bar{F}, \bar{G} \in \mathcal{M}$ satisfy $(I_h(\bar{F}), \text{VaR}^+_{1-p}(\bar{F})) = (I_h(\bar{G}), \text{VaR}^+_{1-p}(\bar{G}))$. Hence, the CxLS property of $(I_h, \text{VaR}_p)$ on $\mathcal{M}$ and that of $(I_h, \text{VaR}^+_{1-p})$ on $\mathcal{M}$ are equivalent. □
3.7.4 Proofs in Section 3.6

Proof of Proposition 3.6.2. We define $S : \mathbb{R}^2 \to \mathbb{R}$ by letting $S(z, y) = \int_0^z Z(x, y) \, dx$. Observe that for any $F \in \mathcal{M}$, Fubini’s Theorem gives

$$
\int_{-\infty}^{\infty} S(z, y) \, dF(y) = \int_{-\infty}^{\infty} \int_0^z Z(x, y) \, dx \, dF(y) = \int_0^z \int_{-\infty}^{\infty} Z(x, y) \, dF(y) \, dx.
$$

Then we differentiate the above equation with respect to $z$,

$$\frac{d}{dz} \left( \int_0^z \int_{-\infty}^{\infty} Z(x, y) \, dF(y) \, dx \right) = \int_{-\infty}^{\infty} Z(z, y) \, dF(y).$$

Since $Z$ is a backtest function of $\rho$,

$$\int_{-\infty}^{\infty} Z(z, y) \, dF(y) = 0 \text{ if and only if } \rho(F) = z,$n

and the following two inequalities hold,

$$\int_{-\infty}^{\infty} Z(z, y) \, dF(y) < \int_{-\infty}^{\infty} Z(\rho(F), y) \, dF(y) = 0 \text{ for } z < \rho(F),$$

and

$$\int_{-\infty}^{\infty} Z(t, y) \, dF(y) > \int_{-\infty}^{\infty} Z(\rho(F), y) \, dF(y) = 0 \text{ for } z > \rho(F).$$

Thus, $\int_{-\infty}^{\infty} S(z, y) \, dF(y)$ achieves the global minimum at and only at $\rho(F) = z$. Hence $S$ is strictly consistent for $\rho$ and $\rho$ is $\mathcal{M}$-elicitable.

Proof of Proposition 3.6.3. For $F \in \mathcal{M}$, let $z = c\rho(F)$, we have

$$\int_{-\infty}^{\infty} Z^*(z, y) \, dF(y) = \int_{-\infty}^{\infty} cZ(z/c, y) \, dF(y) = \int_{-\infty}^{\infty} cZ(\rho(F), y) \, dF(y) = 0.$$

For $z_1 < z_2$, if $c > 0$, we have $z_1/c < z_2/c$, and by the fact that $Z$ is a backtest function for $\rho$, we have

$$\int_{-\infty}^{\infty} cZ(z_1/c, y) \, dF(y) < \int_{-\infty}^{\infty} cZ(z_2/c, y) \, dF(y).$$

If $c < 0$, we have $z_1/c > z_2/c$, and in this case,

$$\int_{-\infty}^{\infty} cZ(z_1/c, y) \, dF(y) < \int_{-\infty}^{\infty} cZ(z_2/c, y) \, dF(y).$$

In both cases, the function $\int Z^*(z, y) \, dF(y)$ is strictly increasing in $z$. Therefore, $Z^*$ is a backtest function for $c\rho$. □
Proof of Proposition 3.6.4. Without loss of generality, we assume $h(1) = 1$. If $h \in \mathcal{H}_1^*$, $I_h = \text{ess sup} \,+ (1 - c) \text{ess inf}$. We show that $I_h$ is not backtestable based on an example in Kou and Peng (2016), used to show that $I_h$ is not elicitable (their definition is slightly different from ours). Suppose $I_h$ is backtestable and $Z$ is a backtest function. For any $u, v \in \mathbb{R}, u < v$, we have $I_h(\delta_u) = u$, and by definition of the backtest function,

$$Z(u, v) < Z(v, v) = 0 = Z(u, u) < Z(v, u).$$  \hspace{1cm} (3.25)

For $v > u$ and $p \in (0, 1)$, let $G = p\delta_u + (1 - p)\delta_v$, then $I_h(G) = cv + (1 - c)u$. If $c = 0$, $I(G) = u$, and by (3.25),

$$0 = \int_{-\infty}^{\infty} Z(u, y) \, dG(y) = pZ(u, u) + (1 - p)Z(u, v) < 0,$$

a contradiction. If $c \in (0, 1]$, by (3.25), as $u < I_h(G)$,

$$0 = pZ(cv + (1 - c)u, u) + (1 - p)Z(cv + (1 - c)u, v) > pZ(u, u) + (1 - p)Z(u, v).$$

Letting $p \to 1$, we have

$$0 = Z(cv + (1 - c)u, u) > Z(u, u),$$

a contradiction. In either case, $I_h$ is not backtestable.

If $h \in \mathcal{H}_3^*$, one can easily check that it is backtestable with backtest function $Z(x, y) = x - y, x, y \in \mathbb{R}$. If $h \in \mathcal{H}_3^*$, then for some $\alpha \in (0, 1)$, $I_h = \text{VaR}_{1-\alpha}$ on $\mathcal{M}^*_\text{cont}$. One can easily check that it is backtestable with backtest function $Z(x, y) = \alpha 1_{\{y > x\}} + (1 - \alpha)1_{\{y < x\}}, x, y \in \mathbb{R}$. The above two backtest functions can be found in Table 3 of Acerbi and Szekely (2017). Finally, using Proposition 3.6.3 we get the backtest functions for the signed Choquet integral $I_h$.

Proof of Theorem 3.6.5. In order to show Theorem 3.6.5, we need to use the following lemma, as well as Proposition 3.6.6.

Lemma 3.7.4. For a comonotonic-additive coherent risk measure $\rho : \mathcal{M}_\infty \to \mathbb{R}$ and $p \in (0, 1)$, if $(\rho, \text{VaR}_p)$ has CxLS on $\mathcal{M}^*_\infty(p)$, then it has CxLS on $\mathcal{M}_\text{dis}$.

Proof of the lemma. Write $\rho = I_h$ where $h \in \mathcal{H}$ is concave and increasing with $h(1) = 1$. We first assume $h$ is continuous. If $h$ is not continuous, it can only have a jump at 0, and we will comment on that case at the end of the proof.

For $r \in \mathbb{R}$, denote by $\mathcal{M}_\text{dis}(r) = \{ F \in \mathcal{M}_\text{dis} : \text{VaR}_p(F) = r \}$ and $\mathcal{M}^*_\infty(p, r) = \{ F \in \mathcal{M}^*_\infty(p) : \text{VaR}_p(F) = r \}$. By Proposition 3.4.2, to show that $(\rho, \text{VaR}_p)$ has CxLS on $\mathcal{M}_\text{dis}$, it suffices to show that $\rho$ has CxLS on $\mathcal{M}_\text{dis}(r)$ for all $r \in \mathbb{R}$.
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Moreover, we can calculate, using the comonotonic-additivity of \( F \), that \( \rho(F) = \rho(G) \). We construct two sequences of distributions \( \{ F_n \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p) \) and \( \{ G_n \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p) \) as follows. Let \( \varepsilon_n = (1 - p)/n \), \( n \in \mathbb{N} \). For \( n \in \mathbb{N} \), let \( \tilde{F}_n^{-1}(t) = F^{-1}(t) \) for \( t \in [0, p] \cup [p + \varepsilon_n, 1] \), and \( \tilde{F}_n^{-1} \) is linear on \([p, p + \varepsilon_n]\). Similarly, let \( \tilde{G}_n^{-1}(t) = G^{-1}(t) \) for \( t \in [0, p] \cup [p + \varepsilon_n, 1] \), and \( \tilde{G}_n^{-1} \) is linear on \([p, p + \varepsilon_n]\). Note that the quantile function is always left-continuous by definition. Next, let \( F_n^{-1}(t) = \min\{ \tilde{F}_n^{-1}(t), F^{-1}(t) \} \), \( t \in [0, 1] \) and \( G_n^{-1}(t) = \min\{ \tilde{G}_n^{-1}(t), G^{-1}(t) \} \), \( t \in [0, 1] \). Since \( F^{-1} \) and \( G^{-1} \) may only have an up-side jump at \( p \), and \( F_n \) and \( G_n \) have continuous quantiles at \( p \), we know that \( F_n \) and \( G_n \) both have continuous quantiles at \( p \), i.e. \( \{ F_n \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p, r) \) and \( \{ G_n \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p, r) \). It is also easy to see that \( F_n \to F \) and \( G_n \to G \) weakly.

Note that \( F_n^{-1}(t) = F^{-1}(t) \) for \( t \) close to 0 and 1, and hence \( \{ F_n^{-1} \}_{n \in \mathbb{N}} \) is bounded above and below. Therefore, the uniform integrability condition in Theorem 3.2 of Wang et al. (2018) is satisfied, and we have \( \rho(F_n) \to \rho(F) \) as \( n \to \infty \). Similarly, \( \rho(G_n) \to \rho(G) \) as \( n \to \infty \).

Let \( B \) be the Bernoulli distribution with mean \( c = (1 - p)/2 \). Since \( \rho \geq \mathbb{E} \), we know that \( \rho(B) \geq c > 0 \). Further, since \( F_n^{-1}(t) \leq F^{-1}(t) \) for all \( t \in [0, 1] \), we know \( \rho(F_n) \leq \rho(F) \) since a coherent risk measure is monotone with respect to stochastic order. For \( n \in \mathbb{N} \), let \( F_n^* \) be given by

\[
(F_n^*)^{-1}(t) = F_n^{-1}(t) + 1_{\{ t > 1 - c \}} \frac{\rho(F) - \rho(F_n)}{\rho(B)}, \quad t \in [0, 1].
\]

Note that \( (F_n^*)^{-1} \) is increasing and left-continuous, thus a well-defined quantile function. We can calculate, using the comonotonic-additivity of \( \rho \), that

\[
\rho(F_n^*) = \rho(F_n) + \rho(B) \frac{\rho(F) - \rho(F_n)}{\rho(B)} = \rho(F).
\]

Moreover, \( (F_n^*)^{-1}(p) = F_n^{-1}(p) = F^{-1}(p) = r \). Therefore, \( \{ F_n^* \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p, r) \). On the other hand, since \( \rho(F_n) \to \rho(F) \) as \( n \to \infty \), we have \( F_n^* \to F \) weakly. Similarly, we can construct \( \{ G_n^* \}_{n \in \mathbb{N}} \subset \mathcal{M}_\infty^*(p, r) \) such that \( \rho(G_n^*) = \rho(G) \), \( n \in \mathbb{N} \), and \( G_n^* \to G \) weakly.

It is clear that \( \lambda F_n^* + (1 - \lambda)G_n^* \to \lambda F + (1 - \lambda)G \) weakly for \( \lambda \in [0, 1] \). By noting again the uniform integrability in the sense of Theorem 3.2 of Wang et al. (2018) is satisfied by \( \{ \lambda F_n^* + (1 - \lambda)G_n^* \}_{n \in \mathbb{N}} \), we have \( \rho(\lambda F_n^* + (1 - \lambda)G_n^*) \to \rho(\lambda F + (1 - \lambda)G) \). Thus,

\[
\rho(F) = \rho(\lambda F_n^* + (1 - \lambda)G_n^*) \to \rho(\lambda F + (1 - \lambda)G),
\]

and hence \( \rho \) has CxLS on \( \mathcal{M}_{\text{dis}}(r) \). This shows that \( (\rho, \text{VaR}_p) \) has CxLS on \( \mathcal{M}_{\text{dis}} \).
If \( h \) has a jump at 0, then \( \rho \) can be decomposed into a convex combination of ess sup and \( I_g \) for a continuous and concave \( g \in \mathcal{H} \). Since \( F_n^{-1}(1) = F^{-1}(1) \) and \( G_n^{-1}(1) = G^{-1}(1) \), this does not affect the arguments that \( \rho(F_n) \to \rho(F) \) and \( \rho(G_n) \to \rho(G) \) as \( n \to \infty \), or the construction of \( F^* \) and \( G^* \).

Proof of Proposition 3.6.6. Fix \( F \in \mathcal{M}_\infty^*(p) \). For \( x_1, x_2 \in \mathbb{R} \), let
\[
H(x_1, x_2) = \int_{-\infty}^{\infty} S(x_1, x_2, y) \, dF(y), \\
G(x_1) = \int_{-\infty}^{\infty} (x_1 + \frac{1}{1-p}(y - x_1)_+) \, dF(y).
\]
Both \( H \) and \( G \) are clearly \( \mathbb{R} \)-valued. Obviously,
\[
H(x_1, x_2) = g(x_2) + g'(x_2) ((aG(x_1) + (1-a)\mathbb{E}[F] - x_2).
\]
Using the ES-VaR relation (3.1), and noting that \( F \) has a continuous quantile at \( p \), we have \( \text{VaR}_p(F) = \arg \min_{x_1 \in \mathbb{R}} G(x_1) \) and \( \text{ES}_p(F) = \min_{x_1 \in \mathbb{R}} G(x_1) \). Hence, for fixed \( x_2 \in \mathbb{R} \), since \( af(x_2) > 0 \), a minimizer of \( H(x_1, x_2) \) satisfies \( x_1 = \text{VaR}_p(F) \). Note that
\[
H(\text{VaR}_p(F), x_2) = g(x_2) + g'(x_2) (a\text{ES}_p(F) + (1-a)\mathbb{E}(F) - x_2)
\]
\[
= g(x_2) + g'(x_2) (\rho(F) - x_2).
\]
Since \( g \) is strictly concave, we have \( g(x_2) + g'(x_2)(\rho(F) - x_2) \geq g(\rho(F)) \) for \( x_2 \in \mathbb{R} \) and the equality is attained at \( x_2 = \rho(F) \). Therefore,
\[
(\text{VaR}_p(F), \rho(F)) = \arg \min_{(x_1, x_2) \in \mathbb{R}^2} \int_{-\infty}^{\infty} S(x_1, x_2, y) \, dF(y),
\]
which shows that \( S \) is a strictly consistent function for \( (\text{VaR}_p, \rho) \).

Proof of Theorem 3.6.5 continued. To show the “only-if” part, note that the elicitation of \( (\rho, \text{VaR}_p) \) implies that it has CxLS on \( \mathcal{M}_\infty^*(p) \), and \( \rho \) is an increasing Choquet integral. By Lemma 3.7.4, we know that \( (\rho, \text{VaR}_p) \) has CxLS on \( \mathcal{M}_{\text{dis}}^* \). Hence, we know that \( \rho \) is one of the four cases in Theorem 3.5.2. Clearly, case (ii) gives a possible coherent risk measure \( \rho \) of the form \( \rho = a\text{ES}_p + (1-a)\mathbb{E} \) for \( a \in [0, 1] \), and all other forms of \( \rho \) in Theorem 3.5.2 are not coherent. The “if” part for \( a \in (0, 1] \) follows from Proposition 3.6.6, and the case \( a = 0 \) is due to Proposition 3.4.1 since both \( \mathbb{E} \) and \( \text{VaR}_p \) are \( \mathcal{M}_\infty^*(p) \)-elicitable.
4.1 Introduction

This chapter studies the existence and uniqueness of a risk sharing problem. It appears in large part in the submitted paper Wang and Wei (2018a).

This chapter is organized in a straightforward manner. In Section 4.2 we present preliminaries on quantile-based risk sharing, as well as some existing results. In Section 4.3, we address the existence issue of optimal allocations by showing that optimal allocations exist in exactly four cases (Theorem 4.3.3). Section 4.4 contains characterization results of optimal allocations as well as some technical lemmas. In particular, Propositions 2 and 3 characterize the optimal allocations for RVaR agents based on explicit results in the cases of VaR agents (Theorem 4.4.1), ES agents (Theorem 4.4.2), and one VaR plus one ES agents (Theorem 4.4.5). Section 4.5 concludes the chapter by presenting a representative class of optimal allocations and discusses some future questions.

4.2 Preliminaries

4.2.1 Risk measures

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be an atomless probability space, and \( \mathcal{X} \) be the set of real, integrable random variables (i.e. random variables with finite means) defined on \( (\Omega, \mathcal{F}, \mathbb{P}) \). We treat
almost surely equal random variables as identical in this chapter; equalities, inequalities and set inclusions should always be understood in the almost sure sense. A risk measure is a functional $\rho : \mathcal{X} \to [\infty, \infty]$.

The Value-at-Risk (VaR) of $X \in \mathcal{X}$ at level $\alpha \in \mathbb{R}^+$ is defined as the $100(1-\alpha)$% left quantile of $X$,

$$\text{VaR}_\alpha(X) = \inf \{ x \in [\infty, \infty] : \mathbb{P}(X \leq x) \geq 1 - \alpha \}.$$  \hfill (4.1)

The corresponding right quantile is denoted by $\text{VaR}_\alpha^+$, namely,

$$\text{VaR}_\alpha^+(X) = \inf \{ x \in [\infty, \infty] : \mathbb{P}(X \leq x) > 1 - \alpha \}.$$  \hfill (4.2)

In (4.1)-(4.2), we use the convention $\inf \{ \emptyset \} = \infty$. Note that in (4.1), for $\alpha \geq 1$, $\text{VaR}_\alpha(X) = -\infty$ for all $X \in \mathcal{X}$. Certainly, only the case $\alpha \in [0,1)$ is relevant in risk management; in particular, practical values of $\alpha$ are close to 0 in banking and insurance regulation.

For $X \in \mathcal{X}$, the Range-Value-at-Risk (RVaR) at level $(\alpha, \beta) \in \mathbb{R}^2_+$ is defined as

$$\text{RVaR}_{\alpha,\beta}(X) = \begin{cases} \frac{1}{\beta} \int_{\alpha}^{\alpha+\beta} \text{VaR}_\gamma(X) d\gamma & \text{if } \beta > 0, \\ \text{VaR}_\alpha(X) & \text{if } \beta = 0. \end{cases}$$  \hfill (4.3)

For $X \in \mathcal{X}$ and $\alpha + \beta > 1$, $\text{RVaR}_{\alpha,\beta}(X) = -\infty$. Besides VaR, another special case of RVaR is the Expected Shortfall (ES), defined as

$$\text{ES}_\beta(X) = \text{RVaR}_{0,\beta}(X) = \frac{1}{\beta} \int_0^{\beta} \text{VaR}_\gamma(X) d\gamma, \quad \beta \geq 0.$$  \hfill (4.4)

Different from RVaR and VaR, an ES is subadditive.

Remark 4.2.1 (Terminological remark). There are several different conventions used in the literature of risk measures. Some papers use the convention $\text{VaR}_1 = \lim_{\alpha \to 1} \text{VaR}_\alpha$, which corresponds to our $\text{VaR}_1^+$. The convention $\text{VaR}_1 = -\infty$ used in this chapter and Embrechts et al. (2018) unifies several technical results. In different contexts, ES has various alternative names, such as AVaR (Föllmer and Schied (2016)), CVaR (Rockafellar and Uryasev (2000)) and TVaR (Denuit et al. (2005)).

A useful optimization property linking VaR and ES obtained by Rockafellar and Uryasev (2000, 2002) is, for $\beta \in (0,1)$,

$$\text{ES}_\beta(X) = \min \left\{ \frac{1}{\beta} \mathbb{E}[(X - x)_+] + x : x \in \mathbb{R} \right\},$$  \hfill (4.4)
and

$$[\text{VaR}_\beta(X), \text{VaR}_\beta(X)] = \arg \min \left\{ \frac{1}{\beta} \mathbb{E}[(X - x)_+] + x : x \in \mathbb{R} \right\}. \quad (4.5)$$

The second parameter $\beta$ in RVaR$_{\alpha, \beta}$ is referred to as the *tolerance parameter*; see the discussions in Embrechts et al. (2018) after Theorem 2. RVaR was first introduced by Cont et al. (2010) featuring its robustness properties (see Embrechts et al. (2018) for more details on the family of RVaR). The RVaR family of risk measures provide a flexible and tractable framework for the study of risk sharing, including the two most practical risk measures as special cases. Following the setup of Embrechts et al. (2018), we shall focus on the RVaR family of risk measures in this chapter. As far as we know, there are very few results on risk sharing problems with other non-convex distortion risk measures; see Weber (2018) for some available results.

### 4.2.2 Risk sharing and inf-convolution

Similarly to Embrechts et al. (2018), we refer to a participant in the risk sharing transactions as an *agent*, which may represent an affiliate, a firm, an insured, an insurer, or an investor in various specific contexts. Let $n$ be a positive integer which represents the number of agents. Given random variable $X \in \mathcal{X}$, we define the set of *allocations* of $X$ as

$$\mathcal{A}_n(X) = \left\{ (X_1, \ldots, X_n) \in \mathcal{X}^n : \sum_{i=1}^n X_i = X \right\}. \quad (4.6)$$

For $i = 1, \ldots, n$, agent $i$ is equipped with a risk measure $\rho_i : \mathcal{X} \to \mathbb{R}$, which is the agent’s objective to minimize. In this chapter, we consider Pareto-optimal allocations defined below.

**Definition 4.2.1** (Pareto-optimal allocations). Fix the risk measures $\rho_1, \ldots, \rho_n$ and the total risk $X \in \mathcal{X}$. An allocation $(X_1, \ldots, X_n) \in \mathcal{A}_n(X)$ is *Pareto-optimal* with respect to $(\rho_1, \ldots, \rho_n)$ if for any allocation $(Y_1, \ldots, Y_n) \in \mathcal{A}_n(X)$, $\rho_i(Y_i) \leq \rho_i(X_i)$ for all $i = 1, \ldots, n$ implies $\rho_i(Y_i) = \rho_i(X_i)$ for all $i = 1, \ldots, n$. Throughout, we shall simply call a Pareto-optimal allocation an *optimal allocation*.

To study risk sharing problems for risk measures, define the *inf-convolution* of risk measures (see e.g. Delbaen (2012) and Rüschendorf (2013)) as

$$\bigtriangleup_{i=1}^n \rho_i(X) = \inf \left\{ \sum_{i=1}^n \rho_i(X_i) : (X_1, \ldots, X_n) \in \mathcal{A}_n(X) \right\}, \quad X \in \mathcal{X}. \quad (4.7)$$
Our choices of $\rho_1, \ldots, \rho_n$ in this chapter do not take the value $-\infty$ on $X$ and hence the infimum in (4.7) is well posed. It is well-known that for monetary risk measures (Artzner et al. (1999)) including the RVaR family, Pareto optimality is equivalent to optimality with respect to the sum (Proposition 1 of Embrechts et al. (2018)). More precisely, assuming that each of $\rho_i(X_i), i = 1, \ldots, n$ is finite, $(X_1, \ldots, X_n)$ is a Pareto-optimal allocation of $X$ if and only if

$$\sum_{i=1}^n \rho_i(X_i) = \sum_{i=1}^n \rho_i(X).$$

(4.8)

In the sequel, an allocation $(X_1, \ldots, X_n)$ satisfying (4.8) is called a sum-optimal allocation. We will omit “with respect to $(\rho_1, \ldots, \rho_n)$” in most cases as long as the underlying risk measures are clear. As mentioned above, unless $\sum_{i=1}^n \rho_i(X)$ is infinite, optimal allocations and sum-optimal ones are equivalent; see Lemma 4.3.1 and Remark 4.3.1 below for more discussions on the subtle cases $\sum_{i=1}^n \rho_i(X) = \pm \infty$.

4.2.3 Existing results on optimal allocations

We first specify agents’ preferences in the risk sharing problems in this chapter. As these preferences will be used throughout the chapter, we emphasize it in the following assumption. Throughout, for any constants $\beta_1, \ldots, \beta_n \in \mathbb{R}$, write $\bigvee_{i=1}^n \beta_i = \max\{\beta_1, \ldots, \beta_n\}$ and $\bigwedge_{i=1}^n \beta_i = \min\{\beta_1, \ldots, \beta_n\}$.

**Assumption.** Unless otherwise specified, all optimal allocations are with respect to the risk measures $(\text{RVaR}_{\alpha_1, \beta_1}, \ldots, \text{RVaR}_{\alpha_n, \beta_n})$, where $\alpha_i \in [0, 1)$, $\beta_i \in [0, 1]$ and $\alpha_i + \beta_i \leq 1$, $i = 1, \ldots, n$.

We will always denote by $\alpha = \sum_{i=1}^n \alpha_i$ and $\beta = \bigvee_{i=1}^n \beta_i$. The above specification of parameters guarantees $\text{RVaR}_{\alpha_i, \beta_i}(X) > -\infty$ for all $X \in \mathcal{X}$. If the assumption is not satisfied (i.e. $\alpha_i + \beta_i > 1$ or $\alpha_i = 1$), then $\text{RVaR}_{\alpha_i, \beta_i}(X) = -\infty$ for all $X \in \mathcal{X}$, leading to a trivial case.

Below we summarize the main results from Embrechts et al. (2018) on optimal allocations. Let $U_X$ be a uniform random variable on $[0, 1]$ such that $F^{-1}(U_X) = X$ almost surely where $F$ is the distribution function of the random variable $X$ and $F^{-1}(p) = \inf\{x \in \mathbb{R} : F(x) \geq p\}, p \in (0, 1)$. If $X$ is continuously distributed, then $U_X = F(X)$. For a general random variable $X$, the existence of $U_X$ is guaranteed; see, for instance, Lemma A.32 of Föllmer and Schied (2016).
Theorem 4.2.1 (Theorem 2 of Embrechts et al. (2018)). We have
\[ \bigcap_{i=1}^{n} \text{RVaR}_{\alpha_i,\beta_i}(X) = \text{RVaR}_{\alpha,\beta}(X), \quad X \in \mathcal{X}. \] (4.9)

Moreover, if \( p := \alpha + \beta < 1 \), then, assuming (without loss of generality) \( \beta_n = \beta \), a sum-optimal allocation \((X_1, \ldots, X_n)\) of \( X \in \mathcal{X} \) is given by
\[
X_i = (X - m) 1_{\{1-\sum_{k=1}^{i} \alpha_k < U_X \leq 1-\sum_{k=1}^{i-1} \alpha_k\}}, \quad i = 1, \ldots, n - 1, \tag{4.10}
\]
\[
X_n = (X - m) 1_{\{U_X \leq 1-\sum_{k=1}^{n-1} \alpha_k\}} + m, \tag{4.11}
\]
where \( m \in (-\infty, \text{VaR}_p(X)] \) is a constant.

Theorem 4.2.1 implies the following useful inequality, which is given in Theorem 1 of Embrechts et al. (2018). For all \( \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \geq 0 \) and \( X_1, \ldots, X_n \in \mathcal{X} \), we have
\[
\sum_{i=1}^{n} \text{RVaR}_{\alpha_i,\beta_i}(X_i) \geq \text{RVaR}_{\alpha,\beta} \left( \sum_{i=1}^{n} X_i \right). \tag{4.12}
\]

Theorem 4.2.1 and (4.12) will be used repeatedly in this chapter. It is clear that the above results do not fully address the issue of existence, and no results on the unique forms of optimal allocations are provided. In particular, the following questions are unanswered:

(i) Theorem 4.2.1 implies that a sum-optimal allocation exists if \( \alpha + \beta < 1 \), and it does not exist if \( \alpha + \beta > 1 \). Under what conditions a Pareto-optimal allocation exists?

(ii) When an optimal allocation exists, is it possible to identify all possible optimal allocations (unique form up to certain freedom)?

This chapter is dedicated to complete answers to both questions above.

4.3 Existence of the optimal allocations

In this section, we analyze the existence of optimal allocations in a quantile-based risk sharing problem. The main results are that Pareto-optimal and sum-optimality are the equivalent for RVaR, unless \( \alpha = \beta = 0 \), and the existence of a Pareto-optimal allocation can be characterized in four cases (A1)-(A4) below depending on the parameters \( \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \) and the total risk \( X \).
In the sequel, for $X \in \mathcal{X}$, we say that $X$ is bounded from below (resp. above) if $\text{VaR}_X^+(X) > -\infty$ (resp. $\text{VaR}_X^-(X) < 0$). The following lemma clarifies the subtle difference between optimal allocations and sum-optimal ones.

**Lemma 4.3.1.** For $X \in \mathcal{X}$, the following hold.

(i) If $\text{RVaR}_{\alpha\beta}(X) = \infty$, there does not exist an optimal allocation, whereas all allocations are sum-optimal.

(ii) If $-\infty < \text{RVaR}_{\alpha\beta}(X) < \infty$, an allocation is optimal if and only if it is sum-optimal.

(iii) If $\text{RVaR}_{\alpha\beta}(X) = -\infty$, there does not exist an optimal allocation or a sum-optimal allocation.

**Proof.** (i) Suppose that $(X_1, \ldots, X_n)$ is an optimal allocation. As $\text{RVaR}_{\alpha\beta}(X) \leq \sum_{i=1}^n \text{RVaR}_{\alpha_i\beta_i}(X_i)$, at least one of $\text{RVaR}_{\alpha_i\beta_i}(X_i)$, $i = 1, \ldots, n$ is equal to $\infty$. Without loss of generality, assume $\text{RVaR}_{\alpha_1,\beta_1}(X_1) = \infty$. If $\text{RVaR}_{\alpha_2,\beta_2}(X_2) = \infty$, then we take an allocation $(X_1 + X_2, 0, X_3, \ldots, X_n) \in \mathbb{A}_n(X)$. It is clear that $\text{RVaR}_{\alpha_1,\beta_1}(X_1 + X_2) < \infty = \text{RVaR}_{\alpha_1,\beta_1}(X_1)$ and $\text{RVaR}_{\alpha_2,\beta_2}(0) < \infty = \text{RVaR}_{\alpha_2,\beta_2}(X_2)$. Hence, $(X_1, \ldots, X_n)$ is not Pareto-optimal. If $\text{RVaR}_{\alpha_2,\beta_2}(X_2) < \infty$, then we take an allocation $(X_1 + c, X_2 - c, X_3, \ldots, X_n) \in \mathbb{A}_n(X)$ for some $c > 0$. It is clear that $\text{RVaR}_{\alpha_1,\beta_1}(X_1 + c) = \text{RVaR}_{\alpha_1,\beta_1}(X_1)$ and $\text{RVaR}_{\alpha_2,\beta_2}(X_2 - c) < \text{RVaR}_{\alpha_2,\beta_2}(X_2)$. Hence, $(X_1, \ldots, X_n)$ is not Pareto-optimal.

On the other hand, as $\text{RVaR}_{\alpha\beta}(X) = \bigoplus_{i=1}^n \text{RVaR}_{\alpha_i\beta_i}(X_i) = \infty$, any choice of $(X_1, \ldots, X_n) \in \mathbb{A}_n(X)$ satisfies $\sum_{i=1}^n \text{RVaR}_{\alpha_i\beta_i}(X_i) = \infty$, and hence it is a sum-optimal allocation.

(ii) This is due to Proposition 1 of Embrechts et al. (2018).

(iii) Note that for our choices of parameters, $\text{RVaR}_{\alpha_i\beta_i}$ does not take the value $-\infty$. Suppose that $(Y_1, \ldots, Y_n)$ is an optimal allocation. Since $\text{RVaR}_{\alpha\beta}(X) = -\infty$, there exists $(X_1, \ldots, X_n) \in \mathbb{A}_n(X)$ such that $\sum_{i=1}^n \text{RVaR}_{\alpha\beta}(X_i) < \sum_{i=1}^n \text{RVaR}_{\alpha_i\beta_i}(Y_i)$. Then at least one $\text{RVaR}_{\alpha_i\beta_i}(X_i) < \text{RVaR}_{\alpha_i\beta_i}(Y_i)$. Without loss of generality, assume $\text{RVaR}_{\alpha_1,\beta_1}(X_1) < \text{RVaR}_{\alpha_1,\beta_1}(Y_1)$. Let $c_i = \text{RVaR}_{\alpha_i,\beta_i}(X_i) - \text{RVaR}_{\alpha_i,\beta_i}(Y_i)$ for $i = 2, \ldots, n$. Clearly $\text{RVaR}_{\alpha_i,\beta_i}(X_i - c_i) = \text{RVaR}_{\alpha_i,\beta_i}(Y_i)$, $i = 2, \ldots, n$. Moreover,

$$\text{RVaR}_{\alpha_1,\beta_1}(X_1 + \sum_{i=2}^n c_i) = \sum_{i=1}^n \text{RVaR}_{\alpha_i,\beta_i}(X_i) - \sum_{i=1}^n \text{RVaR}_{\alpha_i,\beta_i}(Y_i) + \text{RVaR}_{\alpha_1,\beta_1}(Y_1) < \text{RVaR}_{\alpha_1,\beta_1}(Y_1).$$
This means that \((X_1 + \sum_{i=2}^{n} c_i, X_2 - c_2, \ldots, X_n - c_n) \in A_n(X)\) strictly dominates \((Y_1, \ldots, Y_n)\), and the latter is not Pareto-optimal.

On the other hand, since for \(i = 1, \ldots, n\), \(\text{RVaR}_{\alpha, \beta_i} \) does not take the value \(-\infty\), one always have, for any \((X_1, \ldots, X_n) \in A_n(X)\), \(\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) > -\infty = \bigcap_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X)\). Therefore, no sum-optimal allocations exist. \(\square\)

**Remark 4.3.1.** The only possible difference between an optimal allocation and a sum-optimal one is case (i) in Lemma 4.3.1. More precisely, it corresponds to \(\alpha = \beta = 0\) (implying \(\alpha_1 = \cdots = \alpha_n = \beta_1 = \cdots = \beta_n = 0\)) and \(\text{VaR}_0(X) = \infty\). As any allocation \((X_1, \ldots, X_n) \in A_n(X)\) is sum-optimal in this case and no Pareto-optimal allocation exists, it is not interesting for further study.

Lemma 4.3.1 implies that, unless \(\alpha = \beta = 0\) and \(X\) is unbounded from above, there is no difference between optimal allocation and sum-optimal ones. By (4.8) and Theorem 4.2.1, an allocation \((X_1, \ldots, X_n)\) is optimal if and only if
\[
\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) = \text{RVaR}_{\alpha, \beta}(X) \quad \text{and} \quad \text{RVaR}_{\alpha, \beta}(X) < \infty.
\]

Below we illustrate four cases where an optimal allocation can be explicitly formulated:

(A1) \(\alpha = \beta = 0\) and \(X\) is bounded from above;

(A2) \(0 < \alpha + \beta < 1\);

(A3) \(\alpha + \beta = 1, \beta > 0\) and \(X\) is bounded from below;

(A4) \(\alpha + \beta = 1, \beta > 0\) and there exists \(i \in \{1, \ldots, n\}\) such that \(\alpha_i = \alpha\) and \(\beta_i = \beta\).

To describe the corresponding optimal allocations under (A1)-(A4), assume, without loss of generality, \(\beta_n = \beta\), i.e. \(\beta_n\) is the largest among \(\beta_1, \ldots, \beta_n\).

Case (A1): A sum-optimal allocation is provided by (4.10) and (4.11) in Theorem 4.2.1, which is optimal by Lemma 4.3.1 (ii) due to \(-\infty < \text{RVaR}_{\alpha, \beta}(X) < \infty\).

Case (A2): Same as Case (A1).

Case (A3): Let \((X_1, \ldots, X_n)\) be given by (4.10) and (4.11), where \(m = \text{VaR}_1^+(X)\). One can check that \(\text{RVaR}_{\alpha_i, \beta_i}(X_i) = 0\) for \(i = 1, \ldots, n - 1\) and \(\text{RVaR}_{\alpha_n, \beta_n}(X_n) = \text{RVaR}_{\alpha, \beta}(X)\), and hence \(\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) = \text{RVaR}_{\alpha, \beta}(X)\), i.e. \((X_1, \ldots, X_n)\) is a sum-optimal allocation.
Case (A4): Let $X_i = X$ and $X_j = 0$ for $j \neq i$. Recall that our specification of $(\alpha_i, \beta_i)$ guarantees $\alpha_i + \beta_i \leq 1$ and $\alpha_i < 1$; thus $\text{RVaR}_{\alpha_i, \beta_i}(X) > -\infty$. We can easily see $\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) = \text{RVaR}_{\alpha, \beta}(X)$, and hence $(X_1, \ldots, X_n)$ is a sum-optimal allocation.

In all four cases, since $\text{RVaR}_{\alpha, \beta}(X) < \infty$, sum-optimal allocations are optimal.

Note that condition (A4) implies $\alpha_j = 0$ for $j \neq i$ and in fact all other agents are essentially not participating in the risk sharing transactions except for agent $i$, because they have very conservative risk attitude (each of them uses an ES with a smaller tolerance parameter $\beta_j$ compared to $\beta_i$). Obviously, this case is very special and not very practically relevant.

Next, we shall show that (A1)-(A4) are precisely the only possible cases where an optimal allocation may exist. We first present a lemma on the sum of a VaR and an ES, which may be of independent interest.

**Lemma 4.3.2.** For $\alpha \in (0, 1)$ and $X, Y \in \mathcal{X}$ such that $X + Y$ is unbounded from below, we have
\[ \text{VaR}_\alpha(X) + \text{ES}_{1-\alpha}(Y) > \text{RVaR}_{\alpha, 1-\alpha}(X + Y). \] (4.13)

**Proof.** Since one can freely replace $X$ by $X + c$ for any constant $c \in \mathbb{R}$ in (4.13), without loss of generality we assume $\text{VaR}_\alpha(X) = 0$. It suffices to show $\text{ES}_{1-\alpha}(Z - X) > \text{RVaR}_{\alpha, 1-\alpha}(Z)$ for all $X, Z \in \mathcal{X}$ such that $Z$ is unbounded from below and $\text{VaR}_\alpha(X) = 0$. Note that $\text{ES}_{1-\alpha}(Z - X) \geq \text{ES}_{1-\alpha}(Z - X_+)$, and $\text{VaR}_\alpha(X) = 0$ can be loosened to $\text{VaR}_\alpha(X) \geq 0$, which is equivalent to $\mathbb{P}(X > 0) \leq \alpha$. Therefore, to prove the lemma, it suffices to show
\[ \text{ES}_{1-\alpha}(Z - X) > \text{RVaR}_{\alpha, 1-\alpha}(Z) \] (4.14)
for all $X, Z \in \mathcal{X}$ such that $X \geq 0$, $\mathbb{P}(X > 0) \leq \alpha$ and $Z$ is unbounded from below.

Fix arbitrary $X, Z \in \mathcal{X}$ satisfying the above conditions. Write $Y = Z - X$ and note that $\mathbb{P}(Z = Y) \geq 1 - \alpha$. As a consequence, for all $x \in \mathbb{R}$, $\mathbb{P}(Y \leq x) - \mathbb{P}(Z \leq x) \leq \alpha$. Using the above relation and the definition of VaR, for $\gamma \leq 1 - \alpha$, we have $\text{VaR}_\gamma(Y) \geq \text{VaR}_{\gamma + \alpha}(Z)$. 81
Also note that \( \text{VaR}_\gamma(Y) \geq \text{VaR}_{1-\alpha}(Y) \). Therefore, we have

\[
\text{ES}_{1-\alpha}(Y) = \frac{1}{1-\alpha} \int_0^{1-\alpha} \text{VaR}_\gamma(Y) \, d\gamma \\
\geq \frac{1}{1-\alpha} \int_0^{1-\alpha} (\text{VaR}_{\gamma+\alpha}(Z) \lor \text{VaR}_{1-\alpha}(Y)) \, d\gamma \\
= \frac{1}{1-\alpha} \int_{\alpha}^{1} (\text{VaR}_\gamma(Z) \lor \text{VaR}_{1-\alpha}(Y)) \, d\gamma \\
> \frac{1}{1-\alpha} \int_{\alpha}^{1} \text{VaR}_\gamma(Z) \, d\gamma = \text{RVaR}_{\alpha,1-\alpha}(Z),
\]

where the last inequality is due to the fact that \( Z \) is unbounded from below and \( \text{VaR}_{1-\alpha}(Y) \) is a constant. Therefore, \((4.14)\) holds and the proof is complete.

**Remark 4.3.2.** The condition that \( X + Y \) is unbounded from below is essential to the statement of Lemma 4.3.2. In fact, from the proof of Lemma 4.3.2 we can see that, if \( Z \) is bounded from below, then one can choose \( X \) such that \( \text{VaR}_{1-\alpha}(Y) \) is small enough so that the last inequality in \((4.15)\) is an equality, leading to \( \text{VaR}_\alpha(X) + \text{ES}_{1-\alpha}(Y) \geq \text{RVaR}_{\alpha,1-\alpha}(X + Y) \), a special case of the inequality \((4.12)\).

**Remark 4.3.3.** Obtained from the definition of RVaR, for any random variable \( Z \), one has

\[
\text{RVaR}_{\alpha,1-\alpha}(Z) = -\text{ES}_{1-\alpha}(-Z).
\]

Therefore, Lemma 4.3.2 is equivalent to the following statement: For any \( \alpha \in (0,1) \) and \((X, Y, Z) \in A_3(0)\) with \( Z \) unbounded from above,

\[
\text{VaR}_\alpha(X) + \text{ES}_{1-\alpha}(Y) + \text{ES}_{1-\alpha}(-Z) > 0.
\]

With the help of Lemma 4.3.2, we are ready to give a full characterization of the existence of an optimal allocation.

**Theorem 4.3.3.** For \( X \in X \), an optimal allocation exists if and only if one of \((A1)-(A4)\) holds.

**Proof.** As explicitly constructed above, under each of the conditions \((A1)-(A4)\), an optimal allocation exists. We only need to show that no optimal allocation exists when none of \((A1)-(A4)\) holds. First, note that if \( \alpha + \beta > 1 \), \( \alpha = 1 \), or \( \text{RVaR}_{\alpha,\beta}(X) = \infty \), no optimal allocation may exist according to Lemma 4.3.1. Hence, we only need to consider the case
where $\alpha + \beta = 1$ and $\beta \in (0, 1)$. As (A3) does not hold, $X$ is unbounded from below. Furthermore, $\alpha + \beta = 1$ and (A4) does not hold, we have $\alpha_i + \beta_i < 1$ for each $i = 1, \ldots, n$.

Take an arbitrary $(X_1, \ldots, X_n) \in \mathbb{A}_n(X)$. For $i = 1, \ldots, n$, we assert that there exists $(Y_i, Z_i) \in \mathbb{A}_2(X_i)$ such that

$$\text{VaR}_{\alpha_i}(Y_i) + \text{ES}_{\beta_i}(Z_i) = \text{RVaR}_{\alpha_i, \beta_i}(X_i).$$

This assertion is shown by noticing the fact that, for the risk sharing problem of two agents with $\text{VaR}_{\alpha_i}$ and $\text{ES}_{\beta_i}$ as their preferences, an optimal allocation always exists, because condition (A2) is satisfied for this problem. Write $Y = \sum_{i=1}^{n} Y_i$ and $Z = \sum_{i=1}^{n} Z_i$. We have

$$\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) = \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(Y_i) + \sum_{i=1}^{n} \text{ES}_{\beta_i}(Z_i) \geq \text{VaR}_{\alpha}(Y) + \text{ES}_{\beta}(Z) > \text{RVaR}_{\alpha, \beta}(X),$$

where the first inequality is an application of (4.12) and the second inequality is due to Lemma 4.3.2 by noting that $X$ is unbounded from below, $Y + Z = X$, and $\alpha + \beta = 1$. Therefore, no optimal allocation exists if none of (A1)-(A4) holds.

Note that the cases (A1)-(A3) are mutually exclusive, but (A4) may overlap with (A3). To obtain mutually exclusive cases, one can replace (A4) by

$$(A4') \alpha + \beta = 1, \beta > 0, X \text{ is unbounded from below, and there exists } i \in \{1, \ldots, n\} \text{ such that } \alpha_i = \alpha \text{ and } \beta_i = \beta.$$ 

With this modification, Theorem 4.3.3 reads as, for $X \in \mathcal{X}$, an optimal allocation exists if and only if precisely one of (A1)-(A3) and (A4') holds.

### 4.4 Characterizing optimal allocations

#### 4.4.1 The route and notation

In this section, we characterize all optimal allocations in a quantile-based risk sharing problem. We first make an intuitive statement. Due to the fact that each risk measure in the RVaR family ignores part of the distribution, one might naturally expect that the class of optimal allocations has a lot of freedom. As we shall see in this section, this is indeed the case.
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We outline the key ideas behind our main results. In order to characterize optimal allocations for RVaR agents, we note the following relationship from Theorem 2 of Embrechts et al. (2018),

\[
\bigotimes_{i=1}^{n} \text{RVaR}_{\alpha, \beta_i} = \text{RVaR}_{\alpha, \beta} = \text{VaR}_{\alpha} \bigotimes_{i=1}^{n} \text{ES}_{\beta_i} = \left( \bigotimes_{i=1}^{n} \text{VaR}_{\alpha_i} \right) \bigotimes_{i=1}^{n} \left( \bigotimes_{i=1}^{n} \text{ES}_{\beta_i} \right).
\] (4.16)

Intuitively, a risk sharing problem for RVaR agents may be decomposed into two steps: first, allocate \(X\) to \((Y, Z) \in A_2(X)\) such that \(\text{RVaR}_{\alpha, \beta}(X) = \text{VaR}_{\alpha}(Y) + \text{ES}_{\beta}(Z)\), and second, allocate \(Y\) and \(Z\) to \((Y_1, \ldots, Y_n) \in A_n(Y)\) and \((Z_1, \ldots, Z_n) \in A_n(Z)\) such that \(\sum_{i=1}^{n} \text{VaR}_{\alpha_i}(Y_i) = \text{VaR}_{\alpha}(Y)\) and \(\sum_{i=1}^{n} \text{ES}_{\beta_i}(Z_i) = \text{ES}_{\beta}(Z)\). If all of the above allocations exist, then by letting \(X_i = Y_i + Z_i\), \(i = 1, \ldots, n\), we obtain an optimal allocation for the RVaR agents. Note that the above allocations are optimal with respect to the corresponding risk sharing problems, namely, the case of one VaR and one ES agent, the case of \(n\) VaR agents, and the case of \(n\) ES agents.

Following the above plan, we analyze the special case \(\alpha = \beta = 0\) in Section 4.4.2, the case of \(n\) VaR agents (\(\beta = 0\)) in Section 4.4.3 and the case of \(n\) ES agents (\(\alpha = 0\)) in Section 4.4.4. In Section 4.4.5, we study the case of one VaR agent and one ES agent. Finally, in Propositions 2 and 3 in Section 4.4.6, we characterize optimal allocations for RVaR agents based on the above two-step decomposition and the results obtained in Sections 4.4.2-4.4.5.

The following notation will be useful in this section. For a set \(A \in F\), let \(\pi_n(A)\) be the set of \(n\)-partitions of \(A\) in \(F^n\), namely,

\[
\pi_n(A) = \left\{ (A_1, \ldots, A_n) \in F^n : \bigcup_{i=1}^{n} A_i = A, \text{ and } A_1, \ldots, A_n \text{ are mutually disjoint} \right\}.
\]

Let \(A_n^+(X)\) (resp. \(A_n^-(X)\)) be the set of non-negative (resp. non-positive) allocations of a random variable \(X\), namely,

\[
A_n^+(X) = \{ (X_1, \ldots, X_n) \in A_n(X) : X_i \geq 0, \; i = 1, \ldots, n \}, \; X \geq 0,
\]

and

\[
A_n^-(X) = \{ (X_1, \ldots, X_n) \in A_n(X) : X_i \leq 0, \; i = 1, \ldots, n \}, \; X \leq 0.
\]

For a constant \(x\), let \(A_n^c(x)\) be the set of constant allocations, namely,

\[
A_n^c(x) = \{ (x_1, \ldots, x_n) \in \mathbb{R}^n : x_1 + \cdots + x_n = x \}, \; x \in \mathbb{R}.
\]
To simplify the notation, for a specified $X$, we always write $y_\alpha = \text{VaR}_\alpha(X)$ and $y^+_\alpha = \text{VaR}^+_\alpha(X)$ for $\alpha \in [0, 1]$. For given $\alpha_1, \ldots, \alpha_n \geq 0$, if $y_\alpha \in \mathbb{R}$, let

$$Z_n = \left\{ (Z_1, \ldots, Z_n) \in X^n : Z_i \geq 0, \ P(Z_i > 0) \leq \alpha_i, \ i = 1, \ldots, n \text{ and } \sum_{i=1}^n Z_i \geq (X - y_\alpha)_+ \right\}.$$ 

We can verify that $Z_n$ is non-empty since $P((X - y_\alpha)_+ > 0) \leq \alpha$.

### 4.4.2 The special case of essential supremum agents

We first consider the special case where $\alpha_1 = \cdots = \alpha_n = \beta_1 = \cdots = \beta_n = 0$, corresponding to Case (A1) in Section 4.3. In this case an optimal allocation exists if and only if $y_0 < \infty$, according to Theorem 4.3.3. This special case is obviously the simplest, and it is treated separately since its solution form is different from any of the later, more complicated, cases.

**Proposition 1.** Suppose that $\alpha = \beta = 0$, $X \in X$, and $y_0 < \infty$. $(X_1, \ldots, X_n) \in X^n$ is an optimal allocation of $X$ if and only if

$$X_i = Y_i + c_i, \ i = 1, \ldots, n$$

for some $(Y_1, \ldots, Y_n) \in \mathcal{A}_n^-(X - y_0)$ and $(c_1, \ldots, c_n) \in \mathcal{A}_n^c(y_0)$.

**Proof.** Recall that by Theorem 4.2.1, $(X_1, \ldots, X_n) \in \mathcal{A}_n(X)$ is optimal if and only if $\sum_{i=1}^n \text{VaR}_0(X_i) = \text{VaR}_0(X) = y_0$. It is easy to see that (4.17) defines an optimal allocation since $\sum_{i=1}^n \text{VaR}_0(X_i) \leq \sum_{i=1}^n \text{VaR}_0(c_i) = y_0$. It remains to show that any optimal allocation $(X_1, \ldots, X_n)$ admits the form (4.17). Note that $\sum_{i=1}^n \text{VaR}_0(X_i) = y_0 < \infty$ implies $\text{VaR}_0(X_i) < \infty$ for each $i = 1, \ldots, n$. Take $c_i = \text{VaR}_0(X_i), \ i = 1, \ldots, n$. It is clear that $\sum_{i=1}^n (X_i - c_i) = X - y_0$ and hence (4.17) holds by taking $Y_i = X_i - c_i, \ i = 1, \ldots, n$. \hfill $\Box$

### 4.4.3 VaR agents

We consider the case where $\beta_1 = \cdots = \beta_n = 0$ and $\alpha \in (0, 1)$, that is, the objective of each agent is a VaR. In this case, by Theorem 4.3.3, an optimal allocation exists if and only if $\alpha = \sum_{i=1}^n \alpha_i$ is less than 1, i.e. (A2) holds. We introduce the following class of allocations. Let $(X_1, \ldots, X_n)$ be given by

$$X_i = Z_i + Y_i + c_i, \ i = 1, \ldots, n,$$

where $(Z_1, \ldots, Z_n) \in Z_n, (Y_1, \ldots, Y_n) \in \mathcal{A}_n^-(X - y_\alpha - \sum_{i=1}^n Z_i)$ and $(c_1, \ldots, c_n) \in \mathcal{A}_n^c(y_\alpha)$.

(4.18)
We assert that (4.18) gives a properly defined allocation of $X$ by verifying a few facts:

1. As we have seen above, $Z_n$ is non-empty.

2. Since $\sum_{i=1}^{n} Z_i \geq (X - y_\alpha)_+$, we have $X - y_\alpha - \sum_{i=1}^{n} Z_i \leq 0$, and hence $\mathbb{A}_n^{-} (X - y_\alpha - \sum_{i=1}^{n} Z_i)$ is non-empty.

3. It is easy to see $\sum_{i=1}^{n} X_i = X$ for all choices of $(Z_1, \ldots, Z_n), (Y_1, \ldots, Y_n)$ and $(c_1, \ldots, c_n)$ in (4.18).

Below we show the optimality of (4.18) and that any optimal allocation of $X$ has the form (4.18).

**Theorem 4.4.1.** Assume $\beta = 0$ and $\alpha \in (0, 1)$. For $X \in \mathcal{X}$, $(X_1, \ldots, X_n) \in \mathcal{X}^n$ is an optimal allocation of $X$ if and only if it has the form (4.18).

**Proof.** We first show the “if” part. For $i = 1, \ldots, n$, we have \[ \text{VaR}_{\alpha_i}(X_i) = \text{VaR}_{\alpha_i}(Z_i + Y_i + c_i) \leq \text{VaR}_{\alpha_i}(Z_i + c_i) \leq c_i. \]

Therefore, \[ \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(X_i) \leq \sum_{i=1}^{n} c_i = y_\alpha = \text{VaR}_\alpha(X). \]

Using Theorem 4.2.1, we have \[ \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(X_i) \leq \text{VaR}_\alpha(X) = \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(X_i). \]

Noting that sum-optimality is equivalent to Pareto-optimality, we conclude that $(X_1, \ldots, X_n)$ is optimal.

Next we show the “only-if” part in two steps.

(i) Let $Y \in \mathcal{X}$ be such that $\text{VaR}_\alpha(Y) = 0$ and $(X_1, \ldots, X_n)$ be an optimal allocation of $Y$ such that $\text{VaR}_{\alpha_i}(X_i) = 0$ for $i = 1, \ldots, n$. Write \[ X_i = 1_{\{X_i > 0\}} X_i + 1_{\{X_i \leq 0\}} X_i, \quad i = 1, \ldots, n. \]
Write $Z_i = X_i1_{\{X_i>0\}}, i = 1, \ldots, n$. Note that $\mathbb{P}(Z_i > 0) = \mathbb{P}(X_i > 0) \leq \alpha_i$ since $\text{VaR}_{\alpha_i}(X_i) = 0, i = 1, \ldots, n$. We have
\[
Y_+ = \left(\sum_{i=1}^n X_i\right)_{+} \leq \left(\sum_{i=1}^n Z_i\right)_{+} = \sum_{i=1}^n Z_i.
\]
and $Y_i = 1_{\{X_i \leq 0\}} X_i, i = 1, \ldots, n$. Since $X_1 + \cdots + X_n = Y$, we have $(Y_1, \ldots, Y_n) \in A_n^-(Y - \sum_{i=1}^n Z_i)$. Therefore, we have
\[
X_i = Z_i + Y_i, \quad i = 1, \ldots, n
\]
for some $Z_1, \ldots, Z_n$ and $Y_1, \ldots, Y_n$ satisfying $\mathbb{P}(Z_i > 0) \leq \alpha_i, i = 1, \ldots, n, \sum_{i=1}^n Z_i \geq Y_+$, and $(Y_1, \ldots, Y_n) \in A_n^-(Y - \sum_{i=1}^n Z_i)$.

(ii) Let $(X_1, \ldots, X_n)$ be an optimal allocation of $X$. Recall the notation $y_\alpha = \text{VaR}_\alpha(X)$ and we further write $x_i = \text{VaR}_{\alpha_i}(X), i = 1, \ldots, n$. Note that by Theorem 4.2.1,
\[
(X_1, \ldots, X_n) \text{ is an optimal allocation of } X
\]
\[
\Rightarrow \sum_{i=1}^n \text{VaR}_{\alpha_i}(X_i) = y_\alpha
\]
\[
\Rightarrow \sum_{i=1}^n \text{VaR}_{\alpha_i}(X_i - x_i) = y_\alpha - \sum_{i=1}^n x_i = \text{VaR}_\alpha(X - y_\alpha)
\]
\[
\Rightarrow (X_1 - x_1, \ldots, X_n - x_n) \text{ is an optimal allocation of } X - y_\alpha.
\]
Therefore, $(X_1 - x_1, \ldots, X_n - x_n)$ is an optimal allocation of $X - y_\alpha$. Observing $\text{VaR}_\alpha(X - y_\alpha) = 0$ and $\text{VaR}_{\alpha_i}(X_i - x_i) = 0, i = 1, \ldots, n$, by letting $Y = X - y_\alpha$ in part (i), we obtain
\[
X_i - x_i = Z_i + Y_i, \quad i = 1, \ldots, n
\]
where $(Z_1, \ldots, Z_n) \in \mathcal{Z}_n$ and $(Y_1, \ldots, Y_n) \in A_n^-(X - y_\alpha - \sum_{i=1}^n Z_i)$. Therefore, $(X_1, \ldots, X_n)$ has the form in (4.18).
\hspace{1cm} \Box

Assuming $\beta_1 = \cdots = \beta_n = 0$, the optimal allocation (4.10)-(4.11) in Embrechts et al. (2018) is a special case of (4.18), by taking $Z_i = (X - m)1_{\{1 - \sum_{k=1}^i \alpha_k < U_X \leq \sum_{k=1}^{i-1} \alpha_k\}}, i = 1, \ldots, n, Y_1 = \cdots = Y_{n-1} = 0, Y_n = (X - m)1_{\{U_X \leq \sum_{k=1}^n \alpha_k\}} + m - y_\alpha, c_1 = \cdots = c_{n-1} = 0$, and $c_n = y_\alpha$.  
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Remark 4.4.1. If \( \mathbb{P}(X > y_\alpha) = \alpha \), which is satisfied by all \( X \) with a continuous distribution function, then for any \((Z_1, \ldots, Z_n) \in \mathbb{Z}_n\), we have

\[
Z_i = Z 1_{A_i} \quad \text{a.s., } \quad i = 1, \ldots, n
\]

for some \( Z \geq (X - y_\alpha)_+ \), \((A_1, \ldots, A_n) \in \pi_n\{X > y_\alpha\}\) with \( \mathbb{P}(A_i) = \alpha_i, \ i = 1, \ldots, n \).

Note that the random vector \((Z_1, \ldots, Z_n)\) is mutually exclusive (or pair-wise countermonotonic; see Section 3.2 of Puccetti and Wang (2015)), showing a strongest form of negative dependence. Theorem 4.4.1 is the first result showing that an optimal allocation for VaR agents has to have a mutually exclusive part, whereas in the literature (Embrechts et al. (2018, 2019)) we only know that some optimal allocations for VaR agents have a mutually exclusive part.

### 4.4.4 ES agents

Next, we consider the case where \( \alpha_1 = \cdots = \alpha_n = 0 \) and \( \beta > 0 \), that is, the objective of each agent is an ES. In this case, by Theorem 4.3.3, an optimal allocation exists for \( \beta \in (0, 1] \) since (A2) holds in case \( \beta \in (0, 1) \) and (A4) holds in case \( \beta = 1 \). We introduce the following class of allocations. Let \( J = \{i \in \{1, \ldots, n\} : \beta_i = \beta\} \), that is, \( J \) is the set of agents with the largest tolerance parameter. If \( 0 < \beta < 1 \), let \((X_1, \ldots, X_n)\) be given by

\[
X_i = Z_i 1_{\{i \in J\}} + Y_i + c_i, \quad i = 1, \ldots, n,
\]

where \( x \in [y_\beta, y_\beta^+] \), \((Z_i)_{i \in J} \in \mathbb{A}^+_n((X - x)_+)\), \((Y_1, \ldots, Y_n) \in \mathbb{A}^-_n(-(x - X)_+)\), and \((c_1, \ldots, c_n) \in \mathbb{A}^c_n(x)\).

If \( \beta = 1 \), let \((X_1, \ldots, X_n)\) be given by

\[
X_i = Z_i 1_{\{i \in J\}} + c_i, \quad i = 1, \ldots, n,
\]

where \((Z_i)_{i \in J} \in \mathbb{A}^c_n(X)\), and \((c_1, \ldots, c_n) \in \mathbb{A}^c_n(0)\).

Below we show the optimality of (4.19)-(4.20) and that any optimal allocation of \( X \) has the forms (4.19)-(4.20).

**Theorem 4.4.2.** Assume \( \alpha = 0 \) and \( \beta \in (0, 1] \). For \( X \in \mathcal{X} \), \((X_1, \ldots, X_n) \in \mathcal{X}^n\) is an optimal allocation of \( X \) if and only if it has the form (4.19)-(4.20).
Proof. We first show the “if” part. Let \((X_1, \ldots, X_n)\) be an optimal allocation of \(X\). If \(\beta < 1\), using the VaR-ES relation (4.4), we have

\[
\sum_{i=1}^{n} ES_{\beta_i}(X_i) = \sum_{i \in J} ES_{\beta_i}(Z_i + Y_i) + \sum_{i \in \{1, \ldots, n\} \setminus J} ES_{\beta_i}(Y_i) + x
\]

\[
\leq \sum_{i \in J} ES_{\beta_i}(Z_i) + x
\]

\[
= \sum_{i \in J} \min_{z_i \in \mathbb{R}} \left\{ 1 - \frac{1}{\beta} \mathbb{E}[(Z_i - z_i)_+] + z_i \right\} + x
\]

\[
= \min_{z_i \in \mathbb{R}, i \in J} \left\{ \frac{1}{\beta} \mathbb{E}[(Z_i)_+] + \frac{1}{\beta} \sum_{i \in J} \mathbb{E}[(Z_i - z_i)_+] + z_i \right\} + x
\]

\[
\leq \frac{1}{\beta} \sum_{i \in J} \mathbb{E}[(Z_i)_+] + x = \frac{1}{\beta} \mathbb{E}[(X - x)_+] + x = ES_{\beta}(X),
\]

where the last equality is because \(x \in [y_{\beta}, y_{\beta}^+]\). If \(\beta = 1\), then

\[
\sum_{i=1}^{n} ES_{\beta_i}(X_i) = \sum_{i \in J} \mathbb{E}[Z_i + Y_i + c_i] + \sum_{i \in \{1, \ldots, n\} \setminus J} ES_{\beta_i}(Y_i + c_i)
\]

\[
\leq \sum_{i \in J} \mathbb{E}[Z_i] + \sum_{i=1}^{n} c_i = \mathbb{E}[(X - x)_+] + x = \mathbb{E}[X] = ES_{\beta}(X).
\]

In both cases, \((X_1, \ldots, X_n)\) is optimal.

Next we show the “only-if” part. Let \((X_1, \ldots, X_n)\) be an optimal allocation of \(X\). By Theorem 4.2.1, this means

\[
\sum_{i=1}^{n} ES_{\beta_i}(X_i) = ES_{\beta}(X). \quad (4.21)
\]

(i) First we assume \(\beta \in (0, 1)\). Using the VaR-ES relation (4.4), there exist \(x_1, \ldots, x_n \in \mathbb{R}\), such that

\[
\sum_{i=1}^{n} ES_{\beta_i}(X_i) = \sum_{i=1}^{n} \left( \frac{1}{\beta_i} \mathbb{E}[(X_i - x_i)_+] + x_i \right).
\]
It follows that
\[
\text{ES}_\beta(X) = \sum_{i=1}^{n} \left( \frac{1}{\beta_i} \mathbb{E}[(X_i - x_i)_+] + x_i \right)
\]
\[
\geq \sum_{i=1}^{n} \left( \frac{1}{\beta_i} \mathbb{E}[(X_i - x_i)_+] + x_i \right)
\]
\[
= \frac{1}{\beta} \mathbb{E} \left[ \sum_{i=1}^{n} (X_i - x_i)_+ \right] + \sum_{i=1}^{n} x_i
\]
\[
\geq \frac{1}{\beta} \mathbb{E} \left[ \left( \sum_{i=1}^{n} (X_i - x_i) \right)_+ \right] + \sum_{i=1}^{n} x_i
\]
\[
= \frac{1}{\beta} \mathbb{E} \left[ \left( X - \sum_{i=1}^{n} x_i \right)_+ \right] + \sum_{i=1}^{n} x_i \geq \min_{x \in \mathbb{R}} \left\{ \frac{1}{\beta} \mathbb{E} \left[ (X - x)_+ \right] + x \right\} = \text{ES}_\beta(X).
\]

Therefore, the three inequalities above are all equalities, namely
\[
\sum_{i=1}^{n} \left( \frac{1}{\beta_i} \mathbb{E}[(X_i - x_i)_+] + x_i \right) = \sum_{i=1}^{n} \left( \frac{1}{\beta_i} \mathbb{E}[(X_i - x_i)_+] + x_i \right), \quad (4.22)
\]
\[
\frac{1}{\beta} \mathbb{E} \left[ \sum_{i=1}^{n} (X_i - x_i)_+ \right] + \sum_{i=1}^{n} x_i \geq \frac{1}{\beta} \mathbb{E} \left[ \left( X - \sum_{i=1}^{n} x_i \right)_+ \right] + \sum_{i=1}^{n} x_i, \quad (4.23)
\]
and
\[
\frac{1}{\beta} \mathbb{E} \left[ \left( X - \sum_{i=1}^{n} x_i \right)_+ \right] + \sum_{i=1}^{n} x_i \geq \min_{x \in \mathbb{R}} \left\{ \frac{1}{\beta} \mathbb{E} \left[ (X - x)_+ \right] + x \right\}. \quad (4.24)
\]

Note that the equalities of expectations in (4.22) and (4.23) are indeed almost surely point-wise equality.

Next, write \( x = \sum_{i=1}^{n} x_i, \) \( Z_i = (X_i - x_i)_+ \) and \( Y_i = -(x_i - X_i)_+ \) for \( i = 1, \ldots, n. \) Recall that we treat almost equal random variables as identical. By (4.22), we have \( Z_i = (X_i - x_i)_+ = 0 \) for each \( i \notin J. \) By (4.23), we have,
\[
\sum_{i \in J} Z_i = \sum_{i \in J} (X_i - x_i)_+ = \sum_{i=1}^{n} (X_i - x_i)_+ = \left( X - \sum_{i=1}^{n} x_i \right)_+ = (X - x)_+.
\]
Consequently, \((Z_i)_{i \in J} \in A_{n \# J}^+((X - x)_+). Since \(\sum_{i=1}^n X_i = X\), we have
\[
\sum_{i=1}^n Y_i = X - \sum_{i=1}^n Z_i - x = \sum_{i=1}^n (X - x - (X - x)_+) = -x,
\]
which gives \((Y_1, \ldots, Y_n) \in A_n^-(-(X - x)_+). By (4.24) and using the VaR-ES relation (4.5), we have \(x \in [y_\beta, y_\beta^+].\) Note that \(X_i = (X_i - x_i)_+ - (x_i - X_i)_+ + x_i = Z_i + Y_i + x_i\) for \(i = 1, \ldots, n\) and \(Z_i = 0\) for \(i \notin J\). Therefore, \((X_1, \ldots, X_n)\) has the form (4.19).

(ii) Assume \(\beta = 1.\) Equation (4.21) reads as
\[
\sum_{i=1}^n \text{ES}_{\beta_i}(X) = \mathbb{E}[X] = \sum_{i=1}^n \mathbb{E}[X_i].
\]
Note that for \(Y \in \mathcal{X}\) and \(\gamma \in [0, 1), \text{ES}_{\gamma}(Y) \geq \mathbb{E}[Y]\) holds, and \(\text{ES}_{\gamma}(Y) = \mathbb{E}[Y]\) if and only if \(Y\) is a constant. Therefore, \(X_i\) is a constant for all \(i \notin J\). This leads to the conclusion that \((X_1, \ldots, X_n)\) has the form (4.20).

Remark 4.4.2. It is trivial to observe that, if there is only one agent whose tolerance parameter is the largest, that is, \(#J = 1\), then \((Z_1, \ldots, Z_n)\) is mutually exclusive. Combined with the observation in Remark 4.4.1, in both the case of ES agents and that of VaR agents, \((X_1, \ldots, X_n)\) is mutually exclusive on an event that \(X\) is large. We will continue discussing this phenomenon in Section 4.5.1.

4.4.5 One VaR agent and one ES agent

We move on to consider the combined case of one VaR agent and one ES agent. For this purpose, assume \(n = 2, \alpha_1 > 0, \beta_1 = \alpha_2 = 0, \) and \(\beta_2 > 0.\) Recall that \(\alpha = \alpha_1\) and \(\beta = \beta_2.\) According to Theorem 4.3.3, for a fixed \(X \in \mathcal{X}\), there are two cases where an optimal allocation exists: either (A2) \(\alpha + \beta < 1\) or (A3) \(\alpha + \beta = 1\) and \(X\) is bounded from below. In both cases, \(y_{\alpha+\beta}^+ > -\infty.\) To characterize all optimal allocations, we define the following set
\[
\mathcal{A}_{\alpha,\beta} = \{A \in \mathcal{F} : \{X > y_\alpha\} \subset A, \mathbb{P}(A) = \alpha; \) moreover, \(A \subset \{X \geq y_\alpha\}\) if \(y_{\alpha+\beta}^+ \neq y_\alpha\}.
\]
In the above notation we omit the reliance on \(X,\) which should be clear throughout this section. It is easy to see that \(\mathcal{A}_{\alpha,\beta}\) is non-empty as \(\mathbb{P}(X > y_\alpha) \leq \alpha \leq \mathbb{P}(X \geq y_\alpha)\).

A set \(A\) in \(\mathcal{A}_{\alpha,\beta}\) represents an event of probability \(\alpha\) on which \(X\) takes the largest values. It is clear that, \(A = \{X > y_\alpha\}\) if \(\mathbb{P}(X > y_\alpha) = \alpha, \) and \(\{X > y_\alpha\} \subset A \subset \{X \geq y_\alpha\}\)
if \( y_{\alpha+\beta}^+ < y_\alpha \). A small complication arises when \( \mathbb{P}(X > y_\alpha) \neq \alpha \) and \( y_{\alpha+\beta}^+ = y_\alpha \), in which case \( A \setminus \{ X > y_\alpha \} \) can be arbitrary as long as \( \mathbb{P}(A) = \alpha \). The reason for this complication can be seen from the proof of Lemma 4.4.3, where an optimization for ES relies on the set \( A_{\alpha,\beta} \). For risk management practice such a special case is irrelevant; it is included in our main results for the completeness of this study.

We first present two lemmas useful in characterizing the optimal allocations, and they may be of independent interest in optimizing ES.

**Lemma 4.4.3.** For any \( X \in \mathcal{X} \), \( \alpha > 0 \) and \( \beta > 0 \) with \( \alpha + \beta \leq 1 \) and \( y_{\alpha+\beta}^+ > -\infty \), \((Y,B) \in \mathcal{X} \times \mathcal{F} \) is a solution to the problem

\[
\text{to minimize } \text{ES}_\beta(X - Y) \text{ subject to } B \in \mathcal{F}, \mathbb{P}(B) = \alpha \text{ and } Y \in \mathcal{X},
\]

if and only if \( B \in A_{\alpha,\beta} \) and \( Y \geq (X - y_{\alpha+\beta}^+)B \). Moreover, the minimum of (4.25) is \( \text{RVaR}_{\alpha,\beta}(X) \).

**Proof.** We first show the “if” part. Note that by Theorem 4.2.1, for any \( B \in \mathcal{F} \), \( \mathbb{P}(B) = \alpha \) and \( Y \in \mathcal{X} \),

\[
\text{RVaR}_{\alpha,\beta}(X) \leq \text{Var}_\alpha(Y) + \text{ES}_\beta(X - Y) \leq \text{ES}_\beta(X - Y).
\]

Suppose \( B \in A_{\alpha,\beta} \) and \( Y \geq (X - y_{\alpha+\beta}^+)B \). We have

\[
\text{ES}_\beta(X - Y) \leq \text{ES}_\beta(X - (X - y_{\alpha+\beta}^+)B) = \frac{1}{\beta} \int_0^\beta \text{Var}_\alpha(X - (X - y_{\alpha+\beta}^+)B) \, d\gamma
\]

\[
= \frac{1}{\beta} \int_{\alpha}^{\alpha+\beta} \text{Var}_{\gamma}(X - (X - y_{\alpha+\beta}^+)B) \, d\gamma.
\]

In both the case \( y_{\alpha+\beta}^+ < y_\alpha \) and the case \( y_{\alpha+\beta}^+ = y_\alpha \), we have \( \text{Var}_{\gamma}(X - (X - y_{\alpha+\beta}^+)B) \leq \text{Var}_{\gamma}(X) \) holds for \( \gamma \in [\alpha, \alpha + \beta) \). Hence, \( \text{ES}_\beta(X - Y) \leq \text{RVaR}_{\alpha,\beta}(X) \). This shows that \((Y,B)\) satisfying \( B \in A_{\alpha,\beta} \) and \( Y \geq (X - y_{\alpha+\beta}^+)B \) minimizes (4.25). Moreover, the corresponding minimum is \( \text{ES}_\beta(X - Y) = \text{RVaR}_{\alpha,\beta}(X) \).

We next show the “only-if” direction. Suppose that \((Y,B)\) is such that \( \text{ES}_\beta(X - Y) = \text{RVaR}_{\alpha,\beta}(X) \), namely,

\[
\int_\alpha^\beta \text{Var}_{\gamma}(X - Y) \, d\gamma = \int_{\alpha}^{\alpha+\beta} \text{Var}_{\gamma}(X) \, d\gamma.
\]
Observe that for $\gamma \in (\alpha, \alpha + \beta)$,

$$\text{VaR}_{\gamma - \alpha}(X - Y 1_B) \geq \text{VaR}_{\gamma - \alpha}(X - Y 1_B) + \text{VaR}_\alpha(Y 1_B) \geq \text{VaR}_{\gamma - \alpha} \square \text{VaR}_\alpha(X) = \text{VaR}_\gamma(X).$$

To make (4.26) hold, we need $\text{VaR}_{\gamma - \alpha}(X - Y 1_B) = \text{VaR}_\gamma(X)$ for $\gamma \in (\alpha, \alpha + \beta)$ a.e. By the right-continuity of the left-quantile (VaR), this requires

$$\text{VaR}_{\gamma - \alpha}(X - Y 1_B) = \text{VaR}_\gamma(X) \quad (4.27)$$

holds for $\gamma \in [\alpha, \alpha + \beta]$.

Suppose for the purpose of contradiction that $\mathbb{P}(Y < X - y_{\alpha + \beta}^+) > 0$. Then,

$$\mathbb{P}(X - Y 1_B > y_{\alpha + \beta}^+) > \mathbb{P}(X - (X - y_{\alpha + \beta}^+) 1_B > y_{\alpha + \beta}^+).$$

As a consequence, there exists some $\gamma \in (\alpha, \alpha + \beta)$ such that $\text{VaR}_{\gamma - \alpha}(X - Y 1_B) > \text{VaR}_{\gamma - \alpha}(X - (X - y_{\alpha + \beta}^+) 1_B)$. It follows that

$$\text{VaR}_{\gamma - \alpha}(X - Y 1_B) > \text{VaR}_{\gamma - \alpha}(X - (X - y_{\alpha + \beta}^+) 1_B) \geq \text{VaR}_{\gamma - \alpha}(X - (X - y_{\alpha + \beta}^+) 1_B) + \text{VaR}_\alpha((X - y_{\alpha + \beta}^+) 1_B) \geq \text{VaR}_\gamma(X),$$

contradicting (4.27). Therefore, we have $\mathbb{P}(Y < X - y_{\alpha + \beta}^+ 1_B) = 0$, namely, $Y 1_B \geq (X - y_{\alpha + \beta}^+) 1_B$.

Next we show $B \in \mathcal{A}_{\alpha, \beta}$. Note that we treat two sets as equal if the difference of the two sets is of measure zero. Equation (4.27) implies $\mathbb{P}(X - Y 1_B \leq \text{VaR}_\gamma(X)) \geq 1 - \gamma + \alpha$. Taking $\gamma = \alpha$, we have $\mathbb{P}(X - Y 1_B \leq \text{VaR}_\alpha(X)) = 1$. This implies $\{X > \text{VaR}_\alpha\} \subset B$.

It remains to show $B \subset \{X \geq \text{VaR}_\alpha(X)\}$ if $y_{\alpha + \beta}^+ \neq y_\alpha$. Take $(Y^*, B^*) \in \mathcal{X} \times \mathcal{F}$ such that $B^* \in \mathcal{A}_{\alpha, \beta}$ and $Y^* 1_{B^*} \geq (X - y_{\alpha + \beta}^+) 1_{B^*}$. From the first part of the proof, we know that $(Y^*, B^*)$ minimizes (4.25). Since $(Y, B)$ also minimizes (4.25), by (4.27), we know

$$\text{VaR}_{\gamma - \alpha}(X - Y 1_B) = \text{VaR}_{\gamma - \alpha}(X - Y^* 1_{B^*}) = \text{VaR}_\gamma(X),$$

for $\gamma \in [\alpha, \alpha + \beta]$. Since $y_{\alpha + \beta}^+ < y_\alpha$, the above equation implies

$$\mathbb{P}(X - Y 1_B \geq y_\alpha) = \mathbb{P}(X - Y^* 1_{B^*} \geq y_\alpha) \quad (4.28)$$

Since $Y 1_B \geq (X - y_{\alpha + \beta}^+) 1_B$ and $Y^* 1_{B^*} \geq (X - y_{\alpha + \beta}^+) 1_{B^*}$, $\mathbb{P}(X - Y \geq y_\alpha, B) = \mathbb{P}(X - Y^* \geq y_\alpha, B^*) = 0$. Using this relation and noting that $B^* \subset \{X \geq y_\alpha\}$, (4.28) implies

$$\mathbb{P}(X \geq y_\alpha, B^*) = \mathbb{P}(X \geq y_\alpha, (B^*)^c) = \mathbb{P}(X \geq y_\alpha) - \mathbb{P}(B^*) = \mathbb{P}(X \geq y_\alpha) - \alpha = \mathbb{P}(X \geq y_\alpha) - \mathbb{P}(B).$$

Therefore, $B \subset \{X \geq y_\alpha\}$. This shows $B \in \mathcal{A}_{\alpha, \beta}$. □
Lemma 4.4.4. For any \( X, Y \in \mathcal{X} \) with \( Y \geq 0 \) and \( \beta \in (0, 1) \), \( \text{ES}_\beta(X + Y) = \text{ES}_\beta(X) \) if and only if \( Y \leq (\text{VaR}_\beta^+(X) - X)_+ \).

Proof. We first show the "if" direction. Note that

\[ X + Y \leq X + (\text{VaR}_\beta^+(X) - X)_+ = X \vee \text{VaR}_\beta^+(X). \]

It is easy to see, for \( \gamma \in (0, \beta) \), that

\[ \text{VaR}_\gamma(X \vee \text{VaR}_\beta^+(X)) = \text{VaR}_\gamma(X). \]

Therefore, \( \text{ES}_\beta(X) = \text{ES}_\beta(X \vee \text{VaR}_\beta^+(X)) \geq \text{ES}_p(X + Y) \), which implies \( \text{ES}_\beta(X) = \text{ES}_\beta(X + Y) \).

Next we show the "only-if" direction. By the fact that

\[ \text{ES}_\beta(X) = \frac{1}{\beta} \int_0^\beta \text{VaR}^+_\gamma(X) \, d\gamma = \frac{1}{\beta} \int_0^\beta \text{VaR}^+_\gamma(X + Y) \, d\gamma = \text{ES}_\beta(X + Y), \]

and \( \text{VaR}^+_\gamma(X) \leq \text{VaR}^+_\gamma(X + Y) \) for all \( \gamma \in (0, \beta) \), we have \( \text{VaR}^+_\gamma(X) = \text{VaR}^+_\gamma(X + Y) \) a.e. on \( (0, \beta) \). Since \( \text{VaR}^+_\gamma(Z) \) is left-continuous in \( \gamma \) for any fixed \( Z \in \mathcal{X} \), \( \text{VaR}^+_\gamma(X) = \text{VaR}^+_\gamma(X + Y) \) holds for all \( \gamma \in (0, \beta) \). Using the VaR-ES relation (4.4), it follows that

\[ \mathbb{E} \left[ (X - \text{VaR}^+_\beta(X))_+ \right] = \mathbb{E} \left[ (X + Y - \text{VaR}^+_\beta(X))_+ \right]. \] \hfill (4.29)

Since \( Y \geq 0 \), (4.29) means

\[ (X - \text{VaR}^+_\beta(X))_+ = (X + Y - \text{VaR}^+_\beta(X))_+, \]

and therefore \( Y \leq (\text{VaR}^+_\beta(X) - X)_+ \).

Now we are ready to characterize the optimal allocations in the setting of this section. Let \( (X_1, X_2) \) be given by

\[ X_1 = Y \mathbf{1}_B - Z + c, \quad X_2 = X - X_1 \]

where \( B \in \mathcal{A}_{\alpha, \beta}, Y \geq X - y^+_{\alpha+\beta}, 0 \leq Z \leq (y^+_{\alpha+\beta} - X + Y \mathbf{1}_B)_+, \) and \( c \in \mathbb{R} \). \hfill (4.30)

Theorem 4.4.5. Assume \( \alpha_1 > 0, \beta_1 = \alpha_2 = 0, \beta_2 > 0, \) and either (A2) or (A3) holds. For \( X \in \mathcal{X} \), \( (X_1, X_2) \in \mathcal{X}^2 \) is an optimal allocation of \( X \) if and only if it has the form (4.30).
Proof. Obviously, the constant $c$ does not matter in terms of the optimality of $(X_1, X_2)$, and we set $c = 0$ for simplicity.

We first show that (4.30) gives an optimal allocation. It is easy to verify that

$$\text{VaR}_\alpha(X_1) = \text{VaR}_\alpha(Y 1_B - Z) \leq \text{VaR}_\alpha(Y 1_B) = 0.$$ 

Using Lemmas 4.4.3 and 4.4.4, and noting that \(\text{VaR}^{+}_{\beta}(X - Y 1_B) = y_{\alpha+\beta}^+\) as implied by (4.27), we have

$$\text{ES}_{\beta}(X_2) = \text{ES}_{\beta}(X - Y 1_B + Z) = \text{ES}_{\beta}(X - Y 1_B) = \text{RVaR}_{\alpha,\beta}(X).$$

Therefore, \((X_1, X_2)\) is an optimal allocation.

Next, suppose that \((X_1, X_2)\) is an optimal allocation. Without loss of generality, assume \(\text{VaR}_\alpha(X_1) = 0\), which implies \(\mathbb{P}(X_1 \geq 0) \geq \alpha \geq \mathbb{P}(X_1 > 0)\). Therefore, there exists \(B \in \mathcal{F}\) such that \(\{X_1 \geq 0\} \subset B \subset \{X_1 > 0\}\) with \(\mathbb{P}(B) = \alpha\). Write \(X_1 = X_1 1_B - Z\) where \(Z = -X_1 1_{Bc}\). Note that \(Z = -X_1 1_{Bc} \geq 0\). Since \((X_1, X_2)\) is an optimal allocation, we know

$$\text{RVaR}_{\alpha,\beta}(X) = \text{VaR}_\alpha(X_1) + \text{ES}_{\beta}(X_2) = \text{ES}_{\beta}(X - X_1 1_B + Z) \geq \text{ES}_{\beta}(X - X_1 1_B).$$

From Lemma 4.4.3, we know that \((X_1, B)\) minimizes (4.25). The results of Lemma 4.4.3 imply \(B \in A_{\alpha,\beta}, X_1 1_B \geq (X - y_{\alpha+\beta}^+) 1_B\), and

$$\text{RVaR}_{\alpha,\beta}(X) = \text{ES}_{\beta}(X - X_1 1_B) = \text{ES}_{\beta}(X - X_1 1_B + Z).$$

Using Lemma 4.4.4, we have \(Z \leq (y_{\alpha+\beta}^+ - X + X_1 1_B)_+\). Let \(Y = X_1 1_B + (X - y_{\alpha+\beta}^+) 1_{Bc}\). It is clear that \(Y 1_B = X_1 1_B, Y \geq X - y_{\alpha+\beta}^+\). Therefore, \(X_1 = X_1 1_B + X_1 1_{Bc} = Y 1_B - Z\), which has the form (4.30).

4.4.6 RVaR agents

Finally, based on the results in Sections 4.4.2-4.4.5, we are able to present some general result for in the case of RVaR agents. The main idea here is that, for each \(i = 1, \ldots, n\), we write \(\text{RVaR}_{\alpha_i,\beta_i} = \text{VaR}_{\alpha_i} \Box \text{ES}_{\beta_i}\), and reduce the risk sharing problem to the above studied cases. We summarize this methodology in the following proposition. Since we need to translate between different cases, below we emphasize the risk measures with respect to which we speak of optimality. The case (A4') requires a special treatment which will be discussed later.
Proposition 2. Assume \((A4')\) does not hold. \((X_1, \ldots, X_n)\) is an optimal allocation of \(X \in \mathcal{X}\) with respect to \((\text{RVaR}_{\alpha_1, \beta_1}, \ldots, \text{RVaR}_{\alpha_n, \beta_n})\) if and only if there exist an optimal allocation \((Y, Z)\) of \(X\) with respect to \((\text{VaR}_{\alpha_1}, \text{ES}_{\beta_1}),\) an optimal allocation \((Y_1, \ldots, Y_n)\) of \(Y\) with respect to \((\text{VaR}_{\alpha_1}, \ldots, \text{VaR}_{\alpha_n}),\) and an optimal allocation \((Z_1, \ldots, Z_n)\) of \(Z\) with respect to \((\text{ES}_{\beta_1}, \ldots, \text{ES}_{\beta_n}),\) such that

\[ X_i = Y_i + Z_i, \quad i = 1, \ldots, n. \]

Proof. We first show the “if” part. From the construction of \(X\), it is easy to calculate

\[
\begin{align*}
\sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i) &= \sum_{i=1}^{n} \text{VaR}_{\alpha_i} \boxdot \text{ES}_{\beta_i}(X_i) \\
&\leq \sum_{i=1}^{n} (\text{VaR}_{\alpha_i}(Y_i) + \text{ES}_{\beta_i}(Z_i)) \\
&= \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(Y_i) + \sum_{i=1}^{n} \text{ES}_{\beta_i}(Z_i) \\
&= \text{VaR}_{\alpha}(Y) + \text{ES}_{\beta}(Z) = \text{RVaR}_{\alpha, \beta}(X).
\end{align*}
\]

Therefore, \((X_1, \ldots, X_n)\) is an optimal allocation of \(X\) with respect to \((\text{RVaR}_{\alpha_1, \beta_1}, \ldots, \text{RVaR}_{\alpha_n, \beta_n}).\) Next we show the “only-if” part. Suppose that \((X_1, \ldots, X_n)\) is an optimal allocation of \(X\) with respect to \((\text{RVaR}_{\alpha_1, \beta_1}, \ldots, \text{RVaR}_{\alpha_n, \beta_n}).\)

Since \((A4')\) does not hold, it is easy to see from the existence of the optimal allocation and Theorem 4.3.3 that for each \(i = 1, \ldots, n,\) \(\alpha_i + \beta_i < 1\) and \(\text{RVaR}_{\alpha_i, \beta_i}(X_i) \neq \infty.\) As a consequence, for each \(i = 1, \ldots, n,\) we can use Theorem 4.3.3 on \(X_i\) to conclude that there exists \((Y_i, Z_i) \in A_2(X_i)\) such that \(\text{VaR}_{\alpha_i}(Y_i) + \text{ES}_{\beta_i}(Z_i) = \text{RVaR}_{\alpha_i, \beta_i}(X_i).\) Write \(Y = \sum_{i=1}^{n} Y_i\) and \(Z = \sum_{i=1}^{n} Z_i.\) Clearly \(Y + Z = X.\) It follows that

\[
\text{RVaR}_{\alpha, \beta}(X) = \sum_{i=1}^{n} \text{RVaR}_{\alpha_i, \beta_i}(X_i)
\]

\[
= \sum_{i=1}^{n} \text{VaR}_{\alpha_i} \boxdot \text{ES}_{\beta_i}(X_i)
\]

\[
= \sum_{i=1}^{n} (\text{VaR}_{\alpha_i}(Y_i) + \text{ES}_{\beta_i}(Z_i))
\]

\[
= \sum_{i=1}^{n} \text{VaR}_{\alpha_i}(Y_i) + \sum_{i=1}^{n} \text{ES}_{\beta_i}(Z_i) \geq \text{VaR}_{\alpha}(Y) + \text{ES}_{\beta}(Z) \geq \text{RVaR}_{\alpha, \beta}(X),
\]
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where the two inequalities are due to Theorem 4.2.1. Noting that
\[ \text{RVaR}_{\alpha,\beta}(X) \geq \text{VaR}_\alpha(Y) + \text{ES}_\beta(Z) \geq \text{RVaR}_{\alpha,\beta}(X), \]
the inequalities herein are equalities. Therefore \( \sum_{i=1}^{n} \text{VaR}_\alpha(Y_i) = \text{VaR}_\alpha(Y) \), \( \sum_{i=1}^{n} \text{ES}_\beta(Z_i) = \text{ES}_\beta(Z) \), and \( \text{VaR}_\alpha(Y) + \text{ES}_\beta(Z) = \text{RVaR}_{\alpha,\beta}(X) \). In other words, \((Y, Z)\) is an optimal allocation of \(Y\) with respect to \((\text{VaR}_\alpha, \text{ES}_\beta)\), \((Y_1, \ldots, Y_n)\) is an optimal allocation of \(Z\) with respect to \((\text{ES}_{\beta_1}, \ldots, \text{ES}_{\beta_n})\), and \(\sum_{i=1}^{n} \text{VaR}_\alpha(Y_i) + \text{ES}_\beta(Z_i) = \text{RVaR}_{\alpha,\beta}(X)\). In other words, \((Y, Z)\) is an optimal allocation of \(X\) with respect to \((\text{VaR}_\alpha, \text{ES}_\beta)\), \((Y_1, \ldots, Y_n)\) is an optimal allocation of \(Y\) with respect to \((\text{VaR}_{\alpha_1}, \ldots, \text{VaR}_{\alpha_n})\), and \((Z_1, \ldots, Z_n)\) is an optimal allocation of \(Z\) with respect to \((\text{ES}_{\beta_1}, \ldots, \text{ES}_{\beta_n})\).

The reason why case (A4’) requires a special treatment can also be seen from the proof. A key step in the proof is to write \(X_i = Y_i + Z_i\) where \((Y_i, Z_i) \in A_2(X_i)\) satisfies \(\text{VaR}_{\alpha_i}(Y_i) + \text{ES}_{\beta_i}(Z_i) = \text{RVaR}_{\alpha_i,\beta_i}(X_i)\). If (A4’) holds, then such \((Y_i, Z_i)\) may not exist, as shown in Lemma 4.3.2. Below we analyze the case of (A4’), which is different from all other cases. Recall that, (A4’) implies that there exists \(j \in \{1, \ldots, n\}\) such that \(\alpha_j = \alpha\) and \(\beta_j = \beta = 1 - \alpha\).

**Proposition 3.** Assume that (A4’) holds, and without loss of generality, \(\alpha_n = \alpha\) and \(\beta_n = \beta\). Then, \((X_1, \ldots, X_n)\) is an optimal allocation of \(X \in X\) with respect to \((\text{RVaR}_{\alpha_1,\beta_1}, \ldots, \text{RVaR}_{\alpha_n,\beta_n})\) if and only if \((X_1, \ldots, X_{n-1}, -X)\) is an optimal allocation of \(-X_n\) with respect to \((\text{ES}_{\beta_1}, \ldots, \text{ES}_{\beta_n})\).

**Proof.** We shall use the fact that, for all \(Y \in X\),
\[ \text{RVaR}_{\alpha,\beta}(Y) = \text{RVaR}_{\alpha,1-\alpha}(Y) = -\text{ES}_{1-\alpha}(-Y) = -\text{ES}_{\beta_n}(-Y), \]
which is immediate from the definition of RVaR. Note that for any \((X_1, \ldots, X_n) \in X^n\),
\[ \sum_{i=1}^{n} \text{RVaR}_{\alpha_i,\beta_i}(X_i) = \sum_{i=1}^{n-1} \text{ES}_{\beta_i}(X_i) + \text{RVaR}_{\alpha_{n-1},\alpha}(X_n) = \sum_{i=1}^{n-1} \text{ES}_{\beta_i}(X_i) - \text{ES}_{\beta_n}(-X_n). \]

By (4.31) and (4.32), the equality
\[ \sum_{i=1}^{n} \text{RVaR}_{\alpha_i,\beta_i}(X_i) = \text{RVaR}_{\alpha,\beta}(X) \]
is equivalent to
\[ \sum_{i=1}^{n-1} \text{ES}_{\beta_i}(X_i) - \text{ES}_{\beta_n}(-X_n) = -\text{ES}_{\beta_n}(-X). \]
Rearranging terms, it is
\[ \sum_{i=1}^{n-1} ES_{\beta_i}(X_i) + ES_{\beta_n}(-X) = ES_{\beta_n}(-X_n). \] (4.34)

As (4.33) is equivalent to (4.34), the proposition holds.

Before ending this section, we remark that, although we are able to translate the general case of RVaR agents to the completely characterized cases in Sections 4.4.2-4.4.5, we were not able to write down an elegant unifying form of the optimal allocations, due to the complications raised in the two-step characterization in Proposition 2.

4.5 Discussions

4.5.1 A representative class of optimal allocations

As is seen from Section 4.4, optimal allocations may take various forms, and this is due to the fact that the RVaR family only uses partial information of the underlying distribution. Among many choices of optimal allocations, the allocation (4.10)-(4.11) obtained by Embrechts et al. (2018) is a rather simple and intuitive choice. One small disadvantage of (4.10)-(4.11) is that it is not symmetric with respect to the order of agents. Below we present a slightly more general class, which is also simple, and generalizes (4.10)-(4.11) to a symmetric form. We consider the most relevant case (A2), that is, $0 < \alpha + \beta < 1$. Define

\[ \mathcal{P}_n = \left\{ (A_1, \ldots, A_n) \in \mathcal{F}^n : \{X > y_\alpha\} \subset \bigcup_{i=1}^n A_i \subset \{X \geq y_\alpha\}, \mathbb{P}(A_i) = \alpha_i, \ A_1, \ldots, A_n \text{ are disjoint} \right\}. \]

Recall that \( J = \{ i \in \{1, \ldots, n\} : \beta_i = \beta \} \). Let \( (X_1, \ldots, X_n) \) be given by

\[ X_i = (X - y_{\alpha+\beta})1_{A_i} + \frac{1}{\# J}(X - y_{\alpha+\beta})1_{\{i \in J\}}1_{(\bigcup_{i=1}^n A_i)^c} + c_i, \quad i = 1, \ldots, n, \] (4.35)

where \( (A_1, \ldots, A_n) \in \mathcal{P}_n \), and \( (c_1, \ldots, c_n) \in \mathcal{A}_n^c(y_{\alpha+\beta}) \).

One can easily verify that (4.35) defines a class of optimal allocations, and it includes (4.10)-(4.11) if \( \# J = 1 \). Comparing with the results in Section 4.4, (4.35) gives one of the the simplest forms of optimal allocations.
The economic intuition behind (4.35) is also simple: the agents first share the most dangerous outcomes, modelled by the event $\bigcup_{i=1}^{n} A_i$ with probability $\alpha$. They divide the event into pieces so that each agent feels safe, because the probability of loss is equal to $\alpha_i$ for agent $i$, thus insensitive to the agent. Then, they share the rest of the risk among agents in $J$, the most tolerant agents (with the biggest $\beta_i$ value). Finally, they make some side-payments $c_1, \ldots, c_n$.

The dependence structure of (4.35) may be worth noting. Assume $\mathbb{P}(X > y_\alpha) = \alpha$, as satisfied by all continuously distributed $X$. In this case, $\bigcup_{i=1}^{n} A_i = \{X > y_\alpha\}$. The optimal allocation $(X_1, \ldots, X_n)$ is mutually exclusive on the event $\{X > y_\alpha\}$, a consistent observation with the ones made in Remarks 4.4.1 and 4.4.2. Mutual exclusivity represents the strongest form of negative dependence (see e.g. Puccetti and Wang (2015)). This is in sharp contrast to the classic risk sharing problems with law-invariant and convex objective functionals, where an optimal allocations is always comonotonic (based on a result of Landsberger and Meilijson (1994); see R"uschendorf (2013)), representing the strongest form of positive dependence. For related discussions on this phenomenon in the context of heterogeneous beliefs, see Embrechts et al. (2019).

We remark that in order to arrive at a specific form of optimal allocations, one may need to involve a second-step optimization. Here, we give the representative allocation (4.35) only for the simplicity in its form, economic intuition and dependence structure.

### 4.5.2 VaR-type risk measures

In this section, we discuss how the techniques developed in this chapter can be applied to other types of risk measures. In particular, we consider the VaR-type risk measures as studied by Weber (2018). To avoid cases of $\infty - \infty$, we choose the underlying space $\mathcal{Y}$ as the set of bounded random variables as in Weber (2018). We first give the necessary definitions.

**Definition 4.5.1.** (i) A distortion function $g$ is a left-continuous and non-decreasing function on $[0,1]$ with $g(0) = 0$ and $g(1) = 1$. We denote by $\mathcal{G}$ the set of distortion functions.

(ii) A distortion risk measure $\rho_g$ on $\mathcal{Y}$ with distortion function $g$ is defined as Choquet integral

$$
\rho_g(X) = \int X \, d(g \circ \mathbb{P}) = \int_{-\infty}^{0} (g \circ \mathbb{P}(X > x) - 1) \, dx + \int_{0}^{\infty} g \circ \mathbb{P}(X > x) \, dx, \quad X \in \mathcal{Y}.
$$

(4.36)
(iii) For a distortion function \( g \), the number \( \alpha = \sup \{ t \in [0, 1] : g(t) = 0 \} \in [0, 1) \) is called the parameter of \( g \).

(iv) A distortion risk measure is said to be VaR-type if the parameter \( \alpha \) of its distortion function is positive.

(v) For a distortion function \( g \) with parameter \( \alpha \), the function \( \hat{g} \), defined by \( \hat{g}(t) = g((t + \alpha) \wedge 1), t \in [0, 1] \), is called the active part of \( g \).

Remark 4.5.1. In the literature, the distortion risk measure \( \rho_\gamma \) defined by (4.36) does not require \( g \) to be left-continuous. Here we consider the case of left-continuous function \( g \) as in Weber (2018). It is well known that if \( g \) is left-continuous, \( \rho_\gamma \) can be written in a Lebesgue-Stieltjes integral form

\[
\rho_\gamma(X) = \int_0^1 \text{VaR}_\gamma(X) \, dg(\gamma).
\] (4.37)

Clearly, (4.37) includes the RVaR family by definition.

Weber (2018) studied the (sum-)optimal risk sharing problem with respect to the distortion risk measures \( \rho_{g_1}, \ldots, \rho_{g_n} \), where the distortion functions have concave active parts. Clearly, for \( \alpha \in (0, 1) \) and \( \beta \in [0, 1 - \alpha) \), the risk measure \( \text{RVaR}_{\alpha, \beta} \) is a VaR-type distortion risk measure with parameter \( \alpha \), and its distortion function has a concave active part. Below, we illustrate how the technique developed in Section 4.4 can be applied to investigate optimal allocations for VaR-type risk measures. In what follows, the set of allocations and the inf-convolution are defined as in (4.6) and (4.7) with \( \mathcal{X} \) replaced by \( \mathcal{Y} \).

Below, we establish a connection between a VaR-type distortion risk measure and a corresponding VaR, generalizing the formula \( \text{RVaR}_{\alpha, \beta} = \text{VaR}_\alpha \Box \text{ES}_\beta \) which we used repeatedly in this chapter. To make the presentation concise, for \( h \in \mathcal{G} \) and \( \alpha \in [0, 1) \), we define \( h_\alpha(t) = h((t - \alpha)_+) \), \( t \in [0, 1] \). Clearly, \( h_0 = h \), and \( h_\alpha \in \mathcal{G} \) if \( h(1 - \alpha) = 1 \). Moreover, for \( g \in \mathcal{G} \) with parameter \( \alpha \), we can easily get \( \hat{g}_\alpha = g \).

Theorem 4.5.1. For any \( h \in \mathcal{G} \) and \( \alpha \in [0, 1) \), we have

\[
\text{VaR}_\alpha \Box \rho_h = \begin{cases} 
\rho_h & \text{if } h(1 - \alpha) = 1, \\
-\infty & \text{if } h(1 - \alpha) < 1.
\end{cases}
\]

In particular, for any \( g \in \mathcal{G} \) with parameter \( \alpha \), we have

\[
\rho_g = \text{VaR}_\alpha \Box \rho_\hat{g}.
\]
Proof. Take any $X \in \mathcal{Y}$. We first consider the case $h(1-\alpha) < 1$. Take $A \in \mathcal{F}$ with $\mathbb{P}(A) = \alpha$ and $m > 0$. Note that $\int_0^\infty h \circ \mathbb{P}(X > x) \, dx < \infty$ because $X$ is bounded. Using (4.36), we have

$$
\rho_h(X{1}_A - m{1}_A) = \int_{-\infty}^0 (h \circ \mathbb{P}(X{1}_A - m{1}_A > x) - 1) \, dx + \int_0^\infty h \circ \mathbb{P}(X{1}_A > x) \, dx
\leq \int_{-m}^0 (h \circ \mathbb{P}(X{1}_A - m{1}_A > x) - 1) \, dx + \int_0^\infty h \circ \mathbb{P}(X > x) \, dx
\leq \int_{-m}^0 (h \circ \mathbb{P}(A^c) - 1) \, dx + \int_0^\infty h \circ \mathbb{P}(X > x) \, dx
= \int_{-m}^0 (h(1-\alpha) - 1) \, dx + \int_0^\infty h \circ \mathbb{P}(X > x) \, dx
= m(h(1-\alpha) - 1) + \int_0^\infty h \circ \mathbb{P}(X > x) \, dx \to -\infty \quad \text{as } m \to \infty.
$$

On the other hand, $\text{VaR}_\alpha((X + m){1}_A) \leq 0$ because $\mathbb{P}((X + m){1}_A > 0) \leq \mathbb{P}(A) = \alpha$. Combining the above observations, we have $\rho_h(X{1}_A - m{1}_A) + \text{VaR}_\alpha((X + m){1}_A) \to -\infty$ as $m \to \infty$, and hence $\text{VaR}_\alpha \Box \rho_h(X) = -\infty$ for all $X \in \mathcal{Y}$.

Next, we consider the case $h(1-\alpha) = 1$. Assume $X \geq 0$; this is without loss of generality since both $\rho_{h,\alpha}$ and $\text{Var}_\alpha \Box \rho_h$ satisfy the property (called cash-additivity) $\rho(X + c) = \rho(X) + c$ for any constant $c \in \mathbb{R}$. The case $\alpha = 0$ follows from the simple fact that, for all $Y \in \mathcal{Y}$,

$$
\text{VaR}_0 \Box \rho_h(X) \leq \text{VaR}_0(0) + \rho_h(X) = \rho_h(X) = \text{VaR}_0(Y) + \rho_h(X - \text{VaR}_0(Y)) \leq \text{VaR}_0(Y) + \rho_h(X - Y),
$$

and thus $\text{VaR}_0 \Box \rho_h(X) = \rho_h(X)$. In the following we assume $\alpha > 0$.

101
(i) We first show \( \rho_h(X) \geq \text{VaR}_\alpha \square \rho_h(X) \). Note that \( \text{VaR}_\alpha(X_{1\{U_X > 1-\alpha\}}) = 0 \). We have

\[
\rho_h \left( X_{1\{U_X \leq 1-\alpha\}} \right) + \text{VaR}_\alpha \left( X_{1\{U_X > 1-\alpha\}} \right) = \rho_h \left( X_{1\{U_X \leq 1-\alpha\}} \right) \\
= \int_0^\infty h \circ \mathbb{P}(X_{1\{U_X \leq 1-\alpha\}} > x) \, dx \\
= \int_0^\infty h \circ \mathbb{P}([X > x] \cup \{U_X \leq 1-\alpha\}) \, dx \\
= \int_0^\infty h((\mathbb{P}(X > x) - \alpha)_+) \, dx \\
= \int_0^\infty h_\alpha((\mathbb{P}(X > x)) \, dx = \rho_h(X).
\]

By the definition of inf-convolution, we have \( \rho_h(X) \geq \text{VaR}_\alpha \square \rho_h(X) \).

(ii) Next we show \( \rho_h(X) \leq \text{VaR}_\alpha \square \rho_h(X) \). For this, it suffices to show \( \rho_h(X) \leq \rho_h(X - Y) \) for all \( Y \in \mathcal{Y} \) with \( \text{VaR}_\alpha(Y) = 0 \), again due to cash-additivity. Since \( \text{VaR}_\alpha(Y) = 0 \) implies \( \mathbb{P}(Y > 0) \leq \alpha \), we have

\[
\mathbb{P}(X - Y > x) \geq (\mathbb{P}(X > x) - \mathbb{P}(Y > 0))_+ \geq (\mathbb{P}(X > x) - \alpha)_+, \quad x \in \mathbb{R}.
\]

As a consequence,

\[
\rho_h(X - Y) = \int_{-\infty}^0 (h \circ \mathbb{P}(X - Y > x) - 1) \, dx + \int_0^\infty h \circ \mathbb{P}(X - Y > x) \, dx \\
\geq \int_{-\infty}^0 (h((\mathbb{P}(X > x) - \alpha)_+) - 1) \, dx + \int_0^\infty h((\mathbb{P}(X > x) - \alpha)_+) \, dx \\
= \int_{-\infty}^0 (h_\alpha \circ \mathbb{P}(X > x) - 1) \, dx + \int_0^\infty h_\alpha \circ \mathbb{P}(X > x) \, dx = \rho_h(X).
\]

Therefore, we know \( \rho_h(X) \leq \text{VaR}_\alpha \square \rho_h(X) \).

As shown in the proof of Theorem 4.5.1, for \( h \in \mathcal{G} \) with \( h(1-\alpha) = 1 \), a sum-optimal allocation \((Y, Z)\) of \( X \geq 0 \) with respect to \((\text{VaR}_\alpha, \rho_h)\) is given by \( Y = X_{1\{U_X > 1-\alpha\}} \) and \( Z = X_{1\{U_X \leq 1-\alpha\}} \).

Theorem 4.5.1 suggests that a VaR-type distortion risk measure is simply the inf-convolution of a VaR and another distortion risk measure. Using Theorem 4.5.1, we can apply the results in Section 4.4 to study forms of optimal allocations for VaR-type distortion risk measures. For \( g_1, \ldots, g_n \in \mathcal{G} \) with parameters \( \alpha_1, \ldots, \alpha_n \), respectively, assume that
\[ \square_{i=1}^{n} \rho_{g_{i}} \text{ is finite on } \mathcal{Y}. \text{ Write } \alpha = \sum_{i=1}^{n} \alpha_{i} \text{ and } \rho^{\star} = \square_{i=1}^{n} \rho_{g_{i}}. \text{ Similarly to (4.16), noting that the inf-convolution is associative,} \]
\[ \square_{i=1}^{n} \rho_{g_{i}} = \bigotimes_{i=1}^{n} (\text{Var}_{\alpha_{i}} \square \rho_{g_{i}}) = \left( \square_{i=1}^{n} \text{Var}_{\alpha_{i}} \right) \square \left( \bigotimes_{i=1}^{n} \rho_{g_{i}} \right) = \text{Var}_{\alpha} \square \rho^{\star}. \quad (4.38) \]

According to (4.38) and following the idea of Proposition 2, the problem of finding optimal allocations for the risk measures \( \rho_{g_{1}}, \ldots, \rho_{g_{n}} \) can be decomposed into two steps: first, allocate \( X \) to \( (Y, Z) \in \mathcal{A}_{2}(X) \) such that \( \text{Var}_{\alpha} \square \rho^{\star}(X) = \text{Var}_{\alpha}(Y) + \rho^{\star}(Z) \), and second, allocate \( Y \) and \( Z \) to \( (Y_{1}, \ldots, Y_{n}) \in \mathcal{A}_{n}(Y) \) and \( (Z_{1}, \ldots, Z_{n}) \in \mathcal{A}_{n}(Z) \) such that \( \sum_{i=1}^{n} \text{Var}_{\alpha_{i}}(Y_{i}) = \text{Var}_{\alpha}(Y) \) and \( \sum_{i=1}^{n} \rho_{g_{i}}(Z_{i}) = \rho^{\star}(Z) \). If all of the above allocations exist, then by letting \( X_{i} = Y_{i} + Z_{i}, i = 1, \ldots, n \), we obtain an optimal allocation for the agents with risk measures \( \rho_{g_{1}}, \ldots, \rho_{g_{n}} \). In the above procedure, there are three optimal allocation problems:

(i) Theorem 4.4.1 gives all forms of optimal allocations \( (Y_{1}, \ldots, Y_{n}) \in \mathcal{A}_{n}(Y) \) with respect to \( (\text{Var}_{\alpha_{1}}, \ldots, \text{Var}_{\alpha_{n}}) \).

(ii) Solution of the optimal allocations \( (Z_{1}, \ldots, Z_{n}) \in \mathcal{A}_{n}(Z) \) with respect to general choices of \( \rho_{g_{1}}, \ldots, \rho_{g_{n}} \) is not available in the literature. In the special case that each of \( g_{1}, \ldots, g_{n} \) has a concave active part, as studied by Weber (2018), \( \rho_{g_{1}}, \ldots, \rho_{g_{n}} \) are coherent distortion risk measures. In this case, there always exist comonotonic optimal allocations, and
\[ \rho^{\star} = \square_{i=1}^{n} \rho_{g_{i}} = \rho_{g^{\star}}, \quad \text{where } g^{\star} = \bigwedge_{i=1}^{n} g_{i}; \quad (4.39) \]
see e.g. Proposition 5 of Embrechts et al. (2018). For coherent distortion risk measures, the forms of optimal allocations \( (Z_{1}, \ldots, Z_{n}) \in \mathcal{A}_{n}(Z) \) are extensively studied in the literature; see Jouini et al. (2008) and Chapter 11 of Rüschendorf (2013).

(iii) The determination of optimal allocations \( (Y, Z) \in \mathcal{A}_{2}(X) \) with respect to \( (\text{Var}_{\alpha}, \rho^{\star}) \) requires a result that is similar to Theorem 4.4.5, which depends highly on the form of \( \rho^{\star} \). The proof of Theorem 4.5.1 gives an optimal allocation when \( \rho^{\star} \) is also a distortion risk measure (which is true if \( g_{1}, \ldots, g_{n} \) have concave active parts).

Although the above arguments do not give explicit forms of all optimal allocations for the VaR-type distortion risk measures, they offer technical tools as well as new interpretation of VaR-type risk measures and their optimal allocations. A full characterization of optimal allocations with respect to VaR-type risk measures requires future research.
Remark 4.5.2. If \( \rho_h \) is chosen as \( ES_\beta \), Theorem 4.5.1 recovers the formula \( RVaR_{\alpha,\beta} = \text{VaR}_\alpha \Box ES_\beta \) by checking the distortion functions of \( RVaR_{\alpha,\beta} \), \( \text{VaR}_\alpha \) and \( ES_\beta \) in (4.37). Hence, Theorem 4.5.1 can be seen as a generalization of Theorem 2 of Embrechts et al. (2018). Theorem 4.5.1 also implies the result on \( \Box^n_{i=1} \rho_{g_i} \) in Theorem 11 of Weber (2018) for \( g_1, \ldots, g_n \) with concave active parts via (4.38) and (4.39).
Chapter 5

Conclusions and Future Work

We make some remarks and briefly discuss possible future work in this chapter.

From the results obtained in Chapter 2, we clearly see that many profound and elegant mathematical results in the theory of risk functionals remain valid for the general class of signed Choquet integrals; they do not rely on the common assumption of monotonicity. Hopefully, our results serve as a building block for future theoretical developments and applications of signed Choquet integrals.

Our discussions are confined to the space of bounded random variables $L^\infty$, in order for signed Choquet integrals to be properly defined, and for all results to be concisely stated. Some results involve norm-continuity on the space or an operation (addition or subtraction) on several signed Choquet integrals, and hence we need to fix a suitable domain upfront. Certainly, many results can be naturally generalized to functional-specific spaces such as $\Lambda$-spaces (Lorentz (1951)) and Orlicz spaces (e.g. Rao and Ren (1991)). We leave this direction of research for future work.

In Chapter 3, we provide various results on the CxLS property of one- and multi-dimensional risk functionals. Two major characterization results are established on signed Choquet integrals $I_h$ with CxLS and on $(I_h, \text{VaR}_p)$ with CxLS. A particularly elegant message is that the only type of signed Choquet integral that gains CxLS when paired with VaR$_p$ is a linear combination of ES$_p$ and $E$. Based on these results, we proceed to show that a convex combination of $E$ and ES$_p$ is the only comonotonic-additive coherent risk measure that is co-elicitable with VaR$_p$.

It however remains an open question to characterize all two-dimensional signed Choquet integrals $(I_h, I_g)$ with CxLS, or, furthermore, a similar problem in higher dimension. Given
the level of technical complexity displayed in the techniques used to show Theorem 3.5.2, it
seems to us that a general conclusion to the above question is far from being reachable with
current methods. Even if one assumes that the signed Choquet integrals are increasing as
in the risk measure literature, general results in multi-dimension are not available.

Closely related to the above issue, the characterization of elicitable (or identifiable)
d-dimensional signed Choquet integrals remains an open problem. As explained in Section
3.6, the issues of elicitability, identifiability and backtestability are highly relevant for risk
management practice, and they all require the CxLS property as a necessary condition.
Hence, our study on CxLS provides a useful tool for future studies on the statistical notions
above, especially in the multi-dimensional setting. In addition to the field of risk manage-
ment, elicitation is an important property in machine learning (Steinwart et al. (2014)).
Many open problems related to elicitation complexity remain in the field of computer
science (Frongillo and Kash (2018)).

Chapter 4 obtained the characterization of the optimal allocations in quantile-based risk
sharing. The competitive equilibria discussed in Embrechts et al. (2018) is left untouched.
In Embrechts et al. (2018), competitive equilibria for RVaR agents were studied under a
“no-short-sell” assumption, thus an incomplete market. It is shown that an equilibrium
allocation is necessarily optimal, but an optimal allocation is not necessarily an equilibrium
allocation; the optimal allocation (4.10)-(4.11) is in a competitive equilibrium under some
non-trivial conditions. Results in Embrechts et al. (2019) show that if the “no-short-sell”
assumption is removed, thus in a complete market, competitive equilibria generally fail
to exist, unless all agents are ES agents. Moreover, in the case of ES agents, optimal
allocations and equilibrium allocations are equivalent. Note that the negative dependence
discussed in Section 4.5.1 already alerts the non-existence of competitive equilibria in
a complete market, where an equilibrium allocation should be comonotonic under mild
conditions (see e.g. Boonen et al. (2018) and Xia and Zhou (2016)).

A lot of questions remain open in the settings of an incomplete market. It would be of
great interest to answer the following questions in an incomplete market setting for RVaR
agents:

1. What trading constraints on the incomplete market allow for a competitive equilib-
rium to exist?

2. Given trading constraints such as the one in Embrechts et al. (2018), what is a
necessary and sufficient condition on the parameters $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n$ and the
total risk $X$ for a competitive equilibrium to exist?
3. When a competitive equilibrium exists, is it possible to identify all possible equilibria, and what conditions give uniqueness of the equilibrium price?

As is already seen from the analysis in Chapter 4, fundamental questions in quantile-based risk sharing seem much more difficult than those in utility-based risk sharing problems, where convexity or concavity is typically assumed. We anticipate great technical challenges in the above questions, and at this moment we leave them for future work.
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