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Abstract 

Fossil fuels are an integral part of the current energy infrastructure and the major 

contributor towards carbon emissions. Energy intensive industries and local 

energy framework, inclusive of the transport sector, can be integrated with 

distributed renewable energy technology (RET), to mitigate this problem. Cases 

exist in literature where the impact of a particular RET on system effectiveness is 

studied. In this work, however, a comprehensive model is developed, based on 

the multi-energy hub approach, to optimally integrate renewable energy into the 

process industry and the energy infrastructure in a systematic manner. MILP 

models are developed to evaluate optimal energy distribution within an upstream oil 

supply chain (USOSC) and a refinery, as well as the transport sector. Case studies 

are carried out on Abu Dhabi, where different scenarios, including varying EROI, 

implementation of EOR+ technology (i.e. carbon capture and re-injection) and 

employment of carbon cap-and-trade program (CC&T), are considered. On the 

other hand, the refinery is simulated using Aspen HYSYS. Various energy 

generation systems, with and without storage, are considered in order to meet 

effective demand. In the last phase, a study is conducted assessing rooftop area 

of structures within Abu Dhabi city, for the deployment of RET, designing an 

electric vehicle (EV) charging infrastructure. MATLAB image segmentation and 

region analyzing tools are employed. The optimal configuration of multi-energy 

systems is determined for both, minimum economic cost and CO2 emissions, 

using CPLEX 11.1.1 solver.  
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𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒
𝑇 Total cost of energy storage  

𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒 Carbon emissions storage cost for a particular CCS technology 

𝐶𝑜𝑠𝑡𝑠𝑡−𝑐𝑎𝑝
𝑇  Total capital cost of energy storage technologies 

𝐶𝑜𝑠𝑡𝑠𝑡−𝑜𝑝
𝑇  Total operating cost of energy storage technologies 

𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒 Carbon emissions transport cost for a particular CCS technology 

𝐶𝑂2𝑡𝑟𝑎𝑑𝑒 Carbon emissions traded under cap-and-trade program 

𝐶𝑆𝑇 Total cost of energy storage  

𝐷 Load energy demand by a particular energy hub (Chapters 3, 4, 5 and 6) 

𝐸 Energy demand by a particular energy hub per unit product 

𝐹𝑃𝑇 Flow of crude oil from pool to terminal 

𝐹𝑙𝑜𝑤 Flow of crude oil 

𝐹𝑃𝑇 Flow of crude oil from pool to terminal 

𝐹𝑆𝑃 Flow of crude oil from source to pool 

𝑔 Amount of carbon emissions produced by a particular source 

𝑔𝐸𝑛𝑒𝑟𝑔𝑦 Amount of carbon emission produced by energy production technologies 

𝑔𝑇 Total amount of carbon emission produced 

𝑔𝑉𝑒ℎ Amount of carbon emissions produced from vehicles 

𝐿 Load demand by a particular energy hub (Chapter 2) 

𝐿𝑎𝑛𝑑 Land area occupied by a particular energy hub for certain technology 

𝑀 Energy stored in technology in a particular time period  
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𝑀̇ Change in energy stored in technology with respect to a particular time 

period 

𝑀𝑠𝑡𝑑𝑏𝑦 Energy losses in the storage technology 

𝑂𝐸 Energy demanded based on the production of crude oil 

𝑃 Input energy carrier 

𝑃𝑟𝑜𝑑 Volume of production at a particular energy hub  

𝑄𝑐ℎ Energy flowing in to a particular storage technology (i.e. charging) 

𝑄𝑑𝑖𝑠 Energy flow out of a particular storage technology (i.e. discharging) 

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 Revenue generated by the selling of crude oil 

𝑇 Energy flowing out of a particular energy hub to all energy hubs 

𝑇𝑟 Energy flowing from a particular energy hub to another 

𝑧1 Total economic cost  

𝑧2 Total amount of carbon dioxide emissions  

 

Integer Variables 

𝑛𝐸𝑉    Number of battery electric vehicles 

𝑛𝐼𝐶𝐸   Number of internal combustion engine vehicles 

𝑛𝑃𝐻𝐸𝑉 Number of plug-in hybrid electric vehicles 

𝑁 Number of units of a particular energy production technology 

𝑛𝐶𝐻 Number of electric chargers 

𝑁𝑒𝑣    Number of electric vehicles charged 
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Binary Variables 

𝛿𝑐ℎ Indicates whether a particular storage technology is being charged (1), 

otherwise (0) 

𝛿𝑑𝑖𝑠 Indicates whether a particular storage technology is being discharged (1), 

otherwise (0) 

𝜀 Indicates whether a particular storage technology is being used (1), 

otherwise (0) 

𝛾 Indicates whether a particular energy production technology is being used 

(1), otherwise (0) 

 

 

 

 

 

 

 

 

 

 

  



xxviii 

 

List of Abbreviations/Acronyms 

AD  Atmospheric Distillation Unit 

AL  Alkylation Unit 

AM  Amine Sweetening Unit 

BESS  Battery Energy Storage System 

BEV  Battery Electric Vehicle 

BOP  Balance of Plant 
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CCS  Carbon Capture and Storage 
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EV  Electric Vehicle 

FCEV  Fuel Cell Electric Vehicle  

GAMS  General Algebraic Modeling System 

GHG  Greenhouse Gas  

HC  Hydrocracker 

HEV  Hybrid Electric Vehicle 



xxix 

 

HP  Hydrogen Production Plant 
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Chapter 1 Introduction 

1.1 Motivation 

Fossil-based fuels are and have been the major source of energy, globally, ever 

since their discovery in the 1950s. Their reliability as an energy source as well as 

the simplicity with which energy can be derived, have made them technically 

feasible. With advancement of technology, the relatively low cost associated with 

their exploration and production, also, made it economical to use these fuels as 

the primary source of energy. Furthermore, most energy systems around the 

world have been designed to work on these non-renewable energy sources. 

However, due to their scarcity and adverse effects on nature, they have been 

regarded as environmentally hostile. This has raised interest amongst scientists, 

since the past few decades, to research on alternate sources of ‘cleaner’ energy.   

On the other hand, renewable energy sources such as biomass (i.e. wood to fuel 

fires) date thousands of years before fossil-fuel discovery. People have been using 

wind energy to maneuver ships on seas for transport, for centuries. Yet, they are 

not perceived as economical or technically feasible choices, as compared to 

fossil-based energy sources. Renewables such as solar or wind are intermittent 

sources of energy and substantial research is being carried out, till this day, to 

address concerns regarding their reliability. Nevertheless, they are cleaner energy 

sources and unanimously agreed as favorable sources of future energy. Fossil-

based fuels, in contrast to ‘cleaner’ options, may not necessarily be completely 

replaceable in the near future due to the relatively low cost and ease-of-use. 

However, energy intensive industries, relying on such resources and emitting 
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enormous volume of carbon emissions, may be integrated with renewable energy, 

in this transition period. Thus, current energy systems can be integrated with 

renewable energy in order to reduce dependence on fossil-based fuels and 

promote sustainability. Moreover, several storage technologies may be employed 

to address reliability concerns. In future, with promising research, systems can be 

enhanced and harmful environmental effects, by conventional energy sources, 

can be further mitigated.  

1.2 Background 

There is no doubt that renewable energy makes significant contribution to global 

energy production. In 2015, about 5454 TWh (24%) of electricity produced was 

generated from renewable energy sources[1]. In addition, these cleaner 

alternatives have been to be more beneficial than conventional sources of energy 

in terms of their social, economic and environmental impacts[2], [3]. However, 

66% of the electricity produced globally was fueled by fossil-based fuel as seen 

in Figure 1.1[1]. Moreover, these sources are known to be depleting over time 

and leading to the worsening of the global warming scenario.  

Renewable energy, as defined by the EIA, is energy derived from regenerate 

sources that commonly include biomass, hydropower, geothermal, wind and 

solar[2], [4], [5]. A number of countries, in North America, South America and 

Europe depend on these means as their primary sources of energy. In 2015, 

Norway reported its share of renewables in electricity production to be as high as 

98%[6]. On the other hand, most oil and gas producing countries show a high 

dependence on the conventional non-renewable sources of energy and with less 
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or almost negligible contribution by the renewables. United Arab Emirates (UAE) 

was the 10th largest producer of global energy, producing about 2.5 GWh in 

2015[6]. However, it had about 0.25% share of renewables in electricity 

production[7]. Nevertheless, Abu Dhabi, the capital of the United Arab Emirates, 

launched a policy, in 2009, to increase the city’s power generation capacity from 

renewable sources by 2020[8]. Since then, considerable research has been carried 

out on this topic, in the region. 

 

 

Figure 1.1 World electricity production from all energy sources in 2015 [1] 

Traditionally, one of the factors affecting decision-making in using renewable 

energy was the cost associated with it. According to OpenEI, the levelized cost 

of energy (LCOE) of using Photovoltaic (PV) systems to generate electricity was 

averaged to $0.62/kWh in 2004[9]. Whereas, the LCOE associated with 

electricity being produced using natural gas was averaged to $0.07/kWh[10]. 

However, in 2014, LCOE of PV systems was reported as low as $0.056/kWh 
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while generation systems using natural gas was reported to be as low as 

$0.049/kWh[11]. Hence, making renewable energy competitive to use as 

compared to other types of energy in this aspect.  

Over the past few years, in addition to competitive cost, renewable energy 

systems have been found to be technically feasible for small domestic 

applications such as solar charging stations and thermal desalination 

processes[12], [13]. Additionally, much research is being carried out on 

integrating renewable energy sources (RES) with existing power grid and 

electricity markets[14], [15]. Another major advantage of using renewables over 

non-renewables is the immense reduction of greenhouse gas emissions (GHG) 

and water pollution observed[2]. Though, it has been argued in a study that 

renewable energy sources, specifically hydropower, are not entirely ‘clean’ and 

emit significant pollutants[16]. Yet, according to statistics reported by 

International Energy Agency (IEA) in 1998, fossil-based power generation 

systems emitted roughly 60-100 times more GHG emissions per kWh than 

renewables[17]. Due to these growing environmental concerns, countries have 

taken interest in promoting use of renewable energy to meet targets set for 

reduced emission collectively (i.e. Paris Agreement) or by extending subsidies. 

This had a positive economic impact as ‘clean’ energy investments have 

increased, creating more jobs. In 2009, a study, outlining the economic benefits 

of investing in clean energy, depicted that an investment of a dollar in clean 

energy could produce more jobs as it would in the oil and gas industry[18]. All 

these benefits, collectively, lead to the social well-being of an individual in terms 
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of health, work opportunities and technological advances[2]. Despite all these 

favorable arguments, conventional sources of energy receive 75 times more 

subsidies than renewables, till this day[3]. In fact, a tremendous amount of energy 

is consumed in the production of fossil fuels resulting in a vast amount of GHG 

emissions and hazardous wastewater[19]. 

A study on Abu Dhabi showed that 63% of its energy was consumed by the 

industry sector in 2010, as seen in Figure 1.2[20]. More than 30% of that grid-

connected energy was expended by Abu Dhabi National Oil Company 

(ADNOC). Furthermore, it has been forecasted to exceed 2000 GWh/year by 

2020[20]. Yet, this does not include energy consumption through off-grid energy 

sources. With declining Energy Return on Energy Investment (EROEI) of oil and 

gas, this demand is difficult to meet without utilization of alternate sources of 

energy[21]. In order to promote sustainability, two major challenges need to be 

overcome: (i) integrating high share of intermittent resources to current energy 

system and (ii) the transportation sector dependence on fossil fuels[22]. Since the 

most abundant and cleanest renewables are intermittent sources of energy (i.e. 

solar, wind), a major challenge that exists in integrating these renewables into the 

electricity grid is maintaining grid reliability[23]. Yet, there exist possibilities of 

integrating renewable energy sources to existing energy-related industries that 

require enormous amounts of energy to generate them (i.e. oil and gas)[19]. On 

the other hand, even though electric vehicles (EV) have overcome several 

technical and economic barriers (i.e. battery size, capacity, cost) in order to be 
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more competitive with combustion engines, the lack of charging infrastructure is 

one of major challenges preventing its mass adoption[24].  

 

Figure 1.2 Energy consumption of Abu Dhabi by sector in 2010[20] 

1.3 Research Objectives and Contributions 

Considering the scenarios mentioned above, the main aim of this research is to 

develop a generic framework to optimally integrate renewable energy within the 

process industry and the current energy infrastructure, using the multi-energy hub 

approach. In line with this research work, the following are the objectives of this 

study: 

- conduct a comprehensive literature review on the proposed energy hub approach 

to identify potential for process industry and energy infrastructure applications, 

- develop a general framework for optimal renewable energy integration within a 

network of energy hubs with storage whilst making economic and environmental 

considerations, 
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- develop a multi-period model, based on the generic framework, for the process 

industry, specifically areas with high energy consumption 

- develop a multi-period model, based on the generic framework, for an energy 

infrastructure application. 

For the process industry application, the study focuses on studying all essential 

processes that take place within the industry and the associated CO2 emissions. 

For the energy infrastructure application, the study focuses on identifying all 

potential energy consumers within the geographical location and the associated 

carbon emissions. For both applications, the general mathematical model is 

modified for the respective problems to meet effective demand while reducing 

GHG emissions at the operational level. 

The main outcome of this study will be a general framework that can be generally 

used for the optimal integration of renewable energy within an energy intensive 

sector. The models developed can be applied to the process industry and to a 

current energy infrastructure, respectively, to optimally integrate renewable 

energy to them. Through the implementation of these models, areas of renewable 

energy integration can be identified, the total profit/cost and total CO2 emissions 

can be calculated, based on various economic and environmental criteria. Within 

them, different possible constraints may be defined on product supply and 

demand, energy supply and demand, and CO2 management constraints, due to 

possible limitations (e.g., upper and lower bounds) on the production limit, 

energy availability and/or technological restrictions. In all, decisions/policy 
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makers will be able to assess the impact of integrating renewable energy to their 

current system and make informed decisions accordingly. 

1.4 Dissertation Outline 

Chapter 2 of this dissertation comprises of a comprehensive literature review on 

energy hubs. It classifies the studies based on different themes and identifies the 

different energy vectors and technologies utilized in each study. The energy hub 

approach is explicitly defined within this section. Moreover, the modeling of 

energy hubs and general optimization strategies are also discussed in this chapter. 

Through this work, potential of using this approach will be realized for the 

optimal integration of renewable energy within the desired sectors. 

Chapter 3 shows the development of the general mathematical model for 

optimally integrating renewable energy within the process industry/energy 

infrastructure. It states the different objective criteria that can be considered and 

the various sets of constraints, incorporated within the model. 

Chapter 4 shows the integration of renewable energy within the Upstream Oil 

Supply Chain (USOSC) of Abu Dhabi. Different nodes along different echelons 

within the USOSC are regarded as energy hubs. The problem is posed as a 

pooling problem. Renewable energy is optimally integrated based on economic 

and environmental objectives whilst maintaining oil production targets. 

Chapter 5 discusses the development of a MILP model where renewable energy 

is integrated within a refinery. Processes within the refinery are simulated using 

Aspen HYSYS to yield energy consumption by each unit. General Algebraic 
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Modeling System (GAMS) software was used to solve the model and yield 

optimal energy allocation schemes whilst integrating renewable energy. 

Chapter 6 discusses the study of integrating renewable energy within the current 

energy infrastructure of Abu Dhabi City. Energy hubs are considered in different 

areas within the city with available renewable energy sources. Primarily, these 

energy hubs are aimed to provide charging to electric vehicles throughout the 

city. Surplus energy, if any, may also be used towards meeting the domestic 

demand by buildings.  

Chapter 7 draws conclusions from this research work; stating the significant 

findings from different studies presented in this work. Additionally, a set of 

recommendations are made for researchers with interest to conduct further work 

in this area. 

  



10 

 

Chapter 2 Literature Review1,2 

In this chapter, literature review has been conducted on energy hubs to understand 

the energy hub approach. Moreover, to identify the potential this approach has to 

model the scenario for optimal integration of clean energy into existing energy 

systems. The proposed energy hub modeling technique is discussed, in detail.  

2.1 Energy Hub 

Synergy in energy systems has been a topic of interest for many decades. Several 

studies have been carried out in the area tackling optimal multi-energy carrier 

problems. The energy hub approach has played a vital role in addressing many 

such problems. Several researchers have utilized this methodology and extended 

this concept in modelling, optimization, and applications. In this chapter, we have 

reviewed and organized different literature on energy hub modelling. 

Furthermore, the need for energy hubs for future energy systems has been 

outlined whilst depicting the advancement to the energy hub approach since its 

inception. 

In 2002, a research project titled, “Vision of Future Energy Networks (VoFEN)”, 

was initiated with the aim of creating an optimal energy infrastructure for the 

                                                 
1 A variant of the literature classification section in this chapter is submitted for publication: A. 

Maroufmashat, S. Taqvi, M. Fowler and A. Elkamel, “Energy Hubs – Modeling and 

Optimization: A Comprehensive Review” 

 

2 A variant of the modeling section in this chapter is published: S. Taqvi, A. Maroufmashat, M. 

Fowler, A. Elkamel and S. Khavas, “Optimal Design, Operation, and Planning of Distributed 

Energy Systems Through the Multi-Energy Hub Network Approach,” in Operation, Planning, 

and Analysis of Energy Storage Systems in Smart Energy Hubs, 1st Edition, B. Mohammadi-

Ivatloo and F. Jabari  (Eds.), Springer, 2018,  pp. 365-389. 
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target year of 2050[25]. Based on a Greenfield approach, the project focused on 

developing a generic model and an analysis framework. In 2005, the research 

team introduced the concepts of Energy Hubs (EH) and Energy Interconnectors 

(EI)[26], [27]. The latter, though not in the scope of this study, was proposed as 

an application in multiple energy carrier transmission[28]. The research work was 

carried out envisioning the difficulty of traditional systems to be economically 

and environmentally sustainable[26]. By considering these bridging elements (i.e. 

energy hubs and interconnectors), Geidl et al.[28] believed that current sub-

optimal systems can be transitioned to an optimal level.  

2.1.1 Significance 

Energy systems, for many centuries, have been successful in extracting energy 

from primary energy sources, transforming chemical and/or mechanical energy 

into electrical energy. However, they have been processing these forms of energy 

in a decentralized manner, Implying, energy generation and conversion taking 

place in different facilities, not administered by the end user. Moreover, emitting 

large volumes of carbon emissions. Also, as recent research interest increases in 

zero-emissions vehicles such as battery electric vehicles (BEV), plug-in hybrid 

electric vehicles (PHEV), and fuel cell vehicle (FCV), there is a drastic increase 

expected in distributed demand for electricity. Whilst, the current energy system 

lacks the ability to accommodate this growing energy demand without countering 

the problem of depleting resources. It does not allow for the integration of 

‘cleaner’ energy sources whilst meeting the increasingly stringent environmental 

regulations[25]. Thus, the need arises for investment in poly-generation energy 
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systems and decentralized technologies, allowing for a more flexible energy 

infrastructure in terms of operation and distribution[29]. Moreover, strategies 

need to be developed considering ecology, economy and functionality. 

The Greenfield approach, as used in other fields of study, advocates a strategy to 

design future power systems that eliminate constraints set by previous energy 

systems, in order to achieve true optima by bridging different forms of energy to 

establish synergism, as a fundamental step towards an optimum state. Hence, the 

linking of multiple energy carriers in centralized units was proposed ( i.e. energy 

hubs)[25], [28]. Moreover, these forms of energy may be transported in proposed 

single transmission devices as energy interconnectors[25]. By devising and 

utilizing such bridging systems, an optimal level of operation for energy systems 

may be attained. 

2.1.2 Definition 

The literature has referred to energy hubs as multi-energy systems, multiple 

energy carrier systems, multi-source multi-product systems, combined/hybrid 

energy systems, hybrid poly-generation energy systems and as distributed multi-

generation systems. These hybrid energy systems can be defined as 

interconnected energy units which include energy generation, conversion, and 

storage systems [30]. In the optimal energy infrastructure of the future, the 

“Vision of Future Energy Networks” defines the energy hub as an interface 

between energy producers and consumers, which incorporates direct connections, 

energy conversion and storage technologies to couple multiple energy carriers to 

meet load demands [25].  An energy hub has inputs of various energy vectors 
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such as electricity, natural gas (NG), heat, hydrogen, biogas, and liquid petroleum 

and alcohol fuels.  Within an energy hub, energy may be generated or transformed 

with technologies such as wind turbines, solar photovoltaics, solar thermal, 

combined heat and power plants (CHP) heat exchangers, furnaces and boilers, 

and electrochemical devices such as fuel cells. Energy can be stored in 

technologies such as: batteries, as hydrogen, flow batteries, flywheels, 

compressed air energy storage (CAES), or thermal devices and arrays[31].  

2.2 Literature classification of Energy hub 

This section of the chapter aims at organizing and classifying literature regarding 

energy hubs, whilst identifying research gaps in this field of study. The areas 

focused in this chapter are (a) planning and operation, (b) economic and 

environmental impacts, and (c) various applications of energy hubs. Each area is 

explored in detail in its respective section.    

Since the discovery of these optimal multiple energy carrier units, numerous 

studies have been carried out. Over the years, the proposed energy hub model has 

been modified and further developed for the purpose of enhancing reliability and 

control [32]–[35]. The principle of the energy hub concept has been applied 

across different regions and fields of study [36]–[38]. Planning of energy hub 

networks and their operation has been the focus of several research projects [39]–

[42];specially, different aspects pertaining to the economics and environment 

have been considered [43]–[45]. In addition, recent studies have looked at the 

concepts of energy internet, smart energy hubs, virtual power plants, and smart 

grids based on the energy hub approach [46]–[52].  
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Figure 2.1 Number of publications in each year relevant to energy hubs. 

As seen from Figure 2.1, the number of published studies relevant to energy hubs 

has significantly increased over the past decade. These publications comprise of 

journal articles, conference proceedings, dissertations and other forms of research 

media. Furthermore, the number of publications per year has almost doubled in 

the past few years. This substantial rise indicates the growing interest of 

researchers in this area of study and the wide application of this approach.  

2.2.1 Planning & Operation 

According to the classification of literature conducted in this study, there are more 

than 150 research papers addressing the issue of the planning and operation of 

energy hubs. When examining such issues for an energy hub or a network of 

energy hubs, there are several factors to consider including: 

 The volume and scale of energy hubs; 
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 The conversion  and storage technologies to implement within 

hubs; and, 

 The control methodology of power flow within energy hubs. 

These characteristics not only govern the overall operational efficiency of the 

energy system, in general, but also, they specifically determine the reliability of 

the system when subjected to the increasing load.  

Energy hubs have the ability to increase the reliability of energy systems, because 

the coupling of multiple energy carriers increases the flexibility of energy systems 

in which the load demands are met. Geidl et al. [25] performed a case study for a 

standard small company and demonstrated that the projected load is supplied by 

the conversion of thermal or chemical energy to electricity via an energy hub 

concept for most of the day, week or season. 

One of the earliest study, on operation planning of synergistic systems using 

energy hubs, is  conducted by Unsihuay et al. [53]. The work aim at minimizing 

operation costs for an integrated hydrothermal and gas system. Another study, 

conduct by Robertson et al. [54], outline an energy infrastructure for the UK as it 

progresses towards a lower-carbon economy. It employs the energy hub approach 

to determine the framework that would allow the most effective conversion and 

transfer of energy. Galus and Andersson [55] carried out research work focusing 

on the planning integration of plug-in hybrids electric vehicles (PHEVs) into 

energy hub networks; driving behavior was simulated and different conditions 

pertaining to vehicle usage were tested for, on the proposed energy hub network.  
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2.2.1.1 Scheduling 

Scheduling of energy hubs plays an important role in integrated energy systems 

in tackling with the energy shortage issues as well as the environmental impacts 

(Fan, Chen, Liu, Li, & Chen, 2016); It is also profitable in reducing operational 

costs [42], [56]. As multiple energy carriers enter an energy hub, deciding what 

type of source of energy used to meet the specific load can be challenging 

problem. If intermittent sources of energy are involved (commonly renewables), 

as in this research work, effective planning can aid in reducing operational costs 

and harmful greenhouse gas (GHG) emissions while ensuring reliability of the 

energy system.  

Pazouki et al. conducted several studies on scheduling of energy hubs, including 

a case study on an urban area in North-West of Iran [42], [56]–[58]. Economic 

scheduling resulted in the reduction of  the operational costs, an improvement in  

reliability, and a decrease in greenhouse gas emissions [42], [56]–[59]. In another 

study, Moghaddaam et al. [60] presented a comprehensive profit-based model 

that allow self-scheduling of energy hubs; the model was capable of adopting 

complex strategies, considering the cost of electricity and natural gas to maximize 

profit with great accuracy and the potential of the exchange of electricity with the 

grid. However, operation-scheduling entails various sources of uncertainties. 

Vaccaro et al. [61] state that these uncertainties arise from, but are not limited to, 

(i) unpredictable dynamics of energy prices, (ii) randomness of energy hub loads, 

and (iii) renewable energy converters. Nevertheless, the results obtain by Zidan 
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et al. [59] showed significant enhancement because of  the addition of renewable 

energy sources.  

2.2.1.2 Control 

Since hybrid energy systems are dynamic and susceptible to uncertainties, the 

need for communication and controllers arises to ensure an effective coordinated 

operation. These controllers are expected to adapt to changes in loads, based on 

the system dynamics and operational constraints [62]. Additionally, they keep 

these uncertainties within acceptable levels by using storage devices [63].  

Intermittent renewable sources of energy are often found as energy vectors in the 

modeling of energy hubs [42], [50]. However, as these sources of energy fail to 

provide a steady amount of energy throughout the year, the energy imbalance is 

either met by purchasing electricity off the grid or by backup generators [63]. 

Thus, energy storage systems within hubs work as an asset that allows better 

control and, by extension, a more reliable cost effective energy system [62], [63].  

2.2.2 Economic and Environmental Considerations 

Economy improvement and greenhouse gas mitigations are significant intended 

outcomes of the future energy systems. The focus of several studies, from the 

literature surveyed, was an evaluation of an energy hub system based on 

economic and environmental aspects. The energy systems is modelled using the 

energy hub approach and the results were then compared to previous case studies. 

2.2.2.1 Economics and Financials 

In the economic assessment of multiple energy carrier systems, the cost of 

available energy resources is the one of the focal points of the study. Feasibility 
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studies can be carried out to determine the viability of using a particular energy 

source, with or without an energy hub framework. Models have been developed 

in order to devise energy systems in an economic way whilst considering changes 

in energy prices and future energy demand.  

Fabrizio et al. [43] carried out research to set economic and environmental 

objectives and investigated the trade-off between them for a hybrid energy 

system. In another study, by Fabrizio[64], the economic feasibility for applying 

the energy hub framework for health-care facilities in Italy was investigated in 

multiple scenarios. Schulze and Del Granado [65] evaluate the impact of 

implementing tariffs to promote renewable energy production; A model was 

developed to optimize the power supply through the energy system. The results 

indicated that feed-in tariffs is an effective methodology to increase overall 

benefits while satisfying energy demand [65]. A study, by Barsali et al. [66], 

investigates the viability of energy storage systems based on energy tariff changes 

over different hours of the day.  

Kienzle [67] developed a model for optimizing a portfolio of energy investments 

by applying the mean variance portfolio theory to multiple energy carrier systems. 

Kienzle [68] also presented a method of valuating energy hubs under uncertainty. 

Instead of utilizing historical price data as the basis for financial analysis, a Monte 

Carlo approach was used to account for policy and technology changes. A 

methodology was proposed in which energy prices were modeled as random 

variables and applied the Monte Carlo approach by simulating a deterministic 

model with thousands of different prices paths. Kienzle et al. [69] extended the 
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Monte Carlo approach to incorporate Demand-Side Management (DSM) on 

loads.  

The Monte Carlo methodology was applied in other energy hub studies. Maniyali 

et al. [70] formulated an energy hub model which incorporates nuclear energy 

and hydrogen storage in addition to wind, solar and biomass energy. The 

formulated model was used to determine the total power generated, the hydrogen 

storage, carbon emissions and revenue based on 200 scenarios of different 

technology combinations. Detailed analysis was conducted on the minimal cost 

scenario, minimal emissions scenario and hydrogen economy scenario. It was 

found that nuclear energy with electricity generation capacity close to the yearly 

average demand was most economical in terms of energy production. In terms of 

energy storage, underground hydrogen storage was deemed most economical for 

all scenarios. 

Sharif et al. [71] adapted the energy hub model to use natural gas as the main 

energy source which is supplemented using wind and solar energy and hydrogen 

energy storage. They simulated the model using a Generic Algebraic Modelling 

Software (GAMS) with three main scenarios: a baseline single energy carrier 

scenario, a multi energy carrier scenario, and a multi energy carrier scenario with 

energy storage; the final scenario produced the lowest cost and emissions.  

2.2.2.2 Emissions  

Energy hubs have the capability of reducing emissions related to energy 

production and transmission due to the capability of integrating multiple 

renewable energy carriers. Orehounig et al. [72] investigated the integration of 
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renewable energies into a small village in Switzerland. The energy carriers and 

transform technologies included are grid electricity, oil, photovoltaic, wind, small 

hydro, and wood chips and was in the scale of MWh. They used the energy hub 

concept to simulate a set of future scenarios with regards to the amount of energy 

available from each energy carrier, and found that the best performing scenario 

could reduce carbon emissions by 38%. Orehounig et al. conducted further 

studies on the implementation of energy systems on the same village, which 

include retrofitting of buildings and neighborhood-level energy management. 

Similar to their previous study, they simulated a set of scenarios and found that 

the best performing scenario had a 86% reduction in carbon emissions [72]. 

Chicco and Mancarella focused on the energy and environmental evaluation of 

polygeneration systems, powered by natural gas [73]. A polygeneration CO2 

emission reduction (PCO2ER) indicator was developed that could be used as a 

tool to assess environmentally the energy systems. Galus et al. [74]  designed a 

framework for plug-in hybrid electric vehicles (PHEVs) using energy hub 

approach to forecast region-wide CO2 emission decrease.  

Del Real et al. [45] conducted  a study on the power dispatch of energy hub 

networks by considering the cost of environmental impacts as a part of an 

objective function. Morvaj et al. investigated the impact on energy systems by 

mitigating carbon emissions from the electricity grid [75]. Several scenarios were 

simulated using the energy hub framework and a Pareto front was constructed for 

each. These Pareto fronts showed a decrease in carbon emissions resulting in an 

increase in the cost associated with the increasing share of renewables in the 
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generation of power. Nevertheless, it was found that only when the grid was 

completely fueled by renewable energy sources, a carbon neutral economy would 

be attainable [75].  

2.2.3 Applications 

The energy hub approach has opened up a wide spectrum of possibilities for 

people and various energy load or demands within in energy hub. Based on the 

literature reviewed, this approach has been perceived as a significant approach 

towards future energy systems. Moreover, the transition to future energy systems 

involves utilizing Distributed Energy Systems (DES), green or zero emission 

vehicles (ZEV) as well as building a hydrogen economy. An ‘hydrogen economy’ 

is where hydrogen is generated via emission free nuclear and renewable 

technologies, and then used as an energy vector to store, distribute energy, and 

most importantly power transportation applications.  As evident from the 

literature surveyed above, the energy hub approach is well-established. Based on 

the theme of this research work, literature based on applications on distributed 

energy systems and electric vehicles has been presented here.   

2.2.3.1 Distributed Energy Systems (DES) 

Distributed Energy Systems commonly refer to decentralized power generation 

systems, usually onsite, as opposed to centralized power plants, often located in 

remote or ‘off grid’ areas, providing energy to a specific region. These include, 

but not limited to, microgrids, diesel generators, solar panels, wind turbines, 

combined heat and power (CHP), micro turbines and energy storage systems [76]. 
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With the Geidl and Andersson proposed methodology, DES can be easily 

modeled using the energy hub approach [30].  

In a study, Hemmes et al. [77] explored the potential of multiple energy carriers 

by demonstrating 5 applications of energy hubs as distributed energy systems; the 

applications involve multiple energy carriers with CHP, production of hydrogen 

and electricity by a fuel cell with and without fluctuating renewable energy and 

the integration of fuel cells in a natural gas network [78]. On another hand, 

Schulze et al. [78] applied the energy hub model with the aim of optimizing 

energy flow, using renewables. Franziska applied the energy hub approach to 

examine optimal power supply for a larger region with increasing renewable 

demand [79]. A multiple-level model was introduced in determining the optimal 

power supply strategy in an area with varying power generation levels and various 

energy carriers. This study considered the impact of renewable energy power 

plants and storage systems from various sizes and costs, deciding which energy 

conversion and storage technologies can employ and where to place them whilst 

minimizing the dependency on centralized power plants [79]. Maroufmashat et 

al. [80] developed an energy hub network, modeling a distributed energy system, 

considering combined heat and power (CHP) systems and solar energy; the study 

demonstrated the cost reduction due to the proposed energy network and potential 

to mitigate carbon emissions.   

Del Real [81] carried an optimization study on a solar-hydrogen energy system, 

conceptualized through the energy hub approach, used for residential purpose. 

The model was able to determine the optimal power flow and hydrogen storage 
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through the year, considering seasonal changes [81]. Anastasiadis et al. [82] 

examined the power losses in low-voltage micro-grids,  using energy hubs. 

Highest annual energy losses were observed in scenarios where no DES were 

considered. Moreover, independently operated DES including wind turbines, 

solar photovoltaic (PV), and combined heat and power (CHP) technologies 

showed about 59% less annual power loss than the former case (i.e. no DES) [81], 

[82].  

In a review study, Chicco and Mancarella described energy hubs as one of the 

emerging approaches towards decentralized and multi-generation systems in 

addition to micro-grids and virtual power plants [83]. On the contrary, Buehler 

studied the integration of renewables into these energy systems and discussed 

how the energy hub approach should be used to enhance virtual power plants and 

micro-grids [50]. In a study conducted by Schule and Crespo Del Granado, three 

storage systems with intermittent renewable energy sources were optimized using 

the energy hub model. Moreover, an optimization tool was developed, based on 

the optimization models, which aided in reducing computation time [84]. 

Robertson et al. developed a simulation tool called Hybrid Energy System 

Analysis (HESA), based on the energy hub model, to investigate the DES impact 

on the existing energy infrastructure. Results showed that the tool was capable of 

simulating DES systems of various levels and sizes [85].    
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2.2.3.2 Plug-in Hybrid Electric Vehicles (PHEVs) and Battery Electric Vehicles 

(BEVs) 

Several studies have been conducted, demonstrating the modeling and 

optimization research on Plug-in Hybrid Electric Vehicles (PHEVs) and battery 

electric vehicle (BEVs), charging infrastructure and integration into current 

system, using energy hubs.  Since BEVs and PHEVs draw electrical power from 

the grid or energy hub and store it on-board the vehicle to provide emission free 

charge, the vehicle can be used in an ‘grid to vehicle’ (G2V), or vehicle to grid 

(V2G) model.  BEVs receive all of their onboard energy from a charging station, 

while a PHEVs has some charge depletion range from rechargeable batteries and 

some from an onboard range extender internal combustion engine (so a PHEV is 

not a zero emissions vehicle, but has some zero emission range)[86]. This is 

considered when conducting the study on energy infrastructure, presented in 

Chapter 6. 

Galus and Andersson applied the methodology to demonstrate the potential of 

this approach for implementation of PHEVs in different applications [55], [87]. 

Different operating states such as driving, charging, refueling, and regulation 

services to the electricity network can be easily modeled using the proposed 

framework [87]. In addition to easily extending the model with various other 

architectures, the energy hub model allows extensive space for optimization. 

Prior to implementing EVs on a large scale, a reliable infrastructure needs to be 

provided for it to be effective. Andrade et al. modeled a parking lot that served as 

a charging stations for electric vehicles [88]. Three different scenarios (i.e. early 
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morning, morning and afternoon) were examined to analyze power flow in the 

electric parking lot, using MATLAB Simulink. It was observed that the electricity 

consumption by the electric vehicles was much higher than the daily 

consumption. Thus, a bigger transformer and an effective energy management 

system was required [88]. Another study, by Damavandi et al., considers the 

parking lot as a storage system [89]. Results denoted that the operation of energy 

hubs was very flexible and allowed changes to meet energy demand [89]. In 

addition to parking lots, Rastegar and Fotuhi-Firuzabad were able to determine 

optimal charge scheduling for PHEVs at home, using the EH model, based on 

time-differentiated pricing of electricity [90].  

Integration of PHEVs with smart grid, modeled by 4 energy hubs, was studied by 

Waraich et al. [88]. Energy demand of PHEVs was simulated using an agent-

based traffic demand model and various charging policies were tested. The 

proposed approach was successful in determining whether a particular energy 

infrastructure was capable of handling a certain penetration of PHEVs [88]. Using 

the EH approach, Morvaj et al. was able to develop a framework successfully to 

minimize carbon emissions while meeting energy demand for electric vehicles 

and buildings in a residential area [91]. Haghifam et al. integrated PHEVs and 

renewable energy sources with the gas and electricity infrastructure, using the 

energy hub approach [92]. Operational costs were observed to decrease as less 

electricity was purchased from the grid [92].   
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2.3 Modeling 

Energy hubs, in addition to being optimal multi-energy carrier systems, have also 

been identified as interfaces between different energy generation and loads, as 

depicted in Figure 2.2[25], [93]. The unit commonly is comprised of three types 

of elements: direct connections, converters and storage. The connections include 

the different energy carriers (i.e., electricity grid, natural gas, etc.) that enter the 

system as well as the outputs to the consumer. Within the energy hub, there exist 

a set of conversion technologies to condition into the desired form. Additionally, 

energy storage systems can be considered in the hub for scheduled dispatch of 

various forms of energy.  

Among the various pros of this methodology, added reliability, load flexibility, 

and enhanced performance of the system are some of the notable ones [30]. Using 

the energy hub approach, a wide spectrum of energy-related problems can be 

addressed throughout the residential, commercial, and industrial areas [94].  

Geidl et al. worked on defining a model for multiple energy carrier systems with 

energy hubs. Initially, they expressed the energy hub model in terms of only 

energy conversion. However, in later works, energy storage was incorporated into 

the model[30]. Geidl et al. emphasized that the proposed formulation of the 

energy hub leaves significant room for optimization since the coupling matrix is 

usually non invertible due to the presence of more energy carriers than users or 

vice versa.  

As illustrated in Figure 2.2, the energy from carrier 1 is split between energy 

conversion technologies A and B. In contrast, energy from carrier 2 is split into 
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two further energy vectors after passing through the conversion technology C. D 

and E are other components for further conversion. For example, in the case 

where C may be a co-generation system, E may represent a chiller cascaded with 

to meet the demand of Load 2, which is cooling load.  

 

Figure 2.2 Illustration of a simple energy hub (Adopted from [94]) 

2.3.1 Generic Framework 

One of the main aims of the future energy system projects [28] was to develop a 

generic modeling and analysis framework in which the economical, ecological 

and technical effects concerning energy systems could be studied. This generic 

structure would allow high flexibility in modeling without posing any constraint 

on the size of the system. Hence, to model the energy conversion of each 

technology, as described in the previous section, Geidl et al. [95] proposed to use 

a coupling matrix C that would transform the input energy to the required energy 

vectors. Maroufmashat et al. [144] modified this formulation as shown in the 
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following equation. Eqn. 2.1 shows a mathematical expression used to define the 

overall energy mapping process.  
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    (2.1) 

L and P, in the above equation, denote the load demand and the input energy 

carrier i j, respectively. b is a vector that converts the units of energy from the 

input to power, being consistent with that of the load. IJ J  is inserted in the 

equation to allow uniformity for matrix multiplication. The entities of the 

coupling matrix C represent the efficiency with which energy is converted. If a 

particular entity within the coupling matrix is zero, it depicts that no conversion 

of energy is taking place. If a single conversion technology is utilized, the 

efficiency of that conversion process is considered as the coupling factor. 

Additionally, if load demand is as the result of one or more energy conversion 

technologies, the product of the efficiencies is considered as the coupling factor. 

On the other hand, the input energy carriers may possess certain operational 

limits, based on their capacity. Thus, their power needs to constrained by lower 

and upper boundaries (i.e. min/max), as expressed by Eqn. 2.2. 

𝑃𝑚𝑖𝑛 ≤ 𝑃(𝑡) ≤ 𝑃𝑚𝑎𝑥   (2.2) 
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Overall, this simple model can either be utilized under the steady state conditions 

or further developed to tackle dynamic systems with control strategies, while 

including energy storage and losses. Moreover, unidirectional as well as 

bidirectional flow of power can be considered based on energy hub configuration 

[78]. For example, an electrical transformer would be able to realize reverse 

power flow whilst a turbine may not [30]. Based on this generic structure, the 

model opens a wide range of possibilities for optimization [77]–[79]. Stochastic 

models can be collated alongside for planning and operation of energy sources 

[81]–[83]. In addition, interactions between the energy carriers can be studied to 

assess reliability and performance [84], [85]. 

2.3.2 Energy Storage Modeling 

Energy storage is one of the key elements of the energy hub considered by Geidl 

et al [25], [28], [30]. More than half of the publications, adhering to multi-energy 

systems, have incorporated energy storage within their models. It is essential to 

account time dependency when energy storage is considered as energy 

accumulates over a certain period. Hence, the conversion technologies are 

perceived as discrete temporal systems [94].   

𝑀̇𝑞 = 𝛼𝑞
𝑐ℎ𝑄𝑞

𝑐ℎ −
1

𝛼𝑞
𝑑𝑖𝑠

𝑄𝑞
𝑑𝑖𝑠 

(2.3) 

Eqn. 2.3 shows energy balance on the storage technology, accounting for energy 

entering the storage system (i.e. charging) and leaving it (i.e. discharging). Qq
ch 

represents the power in-flow through the storage technology q at an efficiency 

αq
ch  ,while Qq

dis represents the power flowing out of it at an efficiency of αq
dis.  
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As mentioned earlier, dynamic modelling is required when considering storage 

systems. Thus, the storage function needs to discretized into separate time 

periods. This has been done using the forward difference formula, as seen in Eqn. 

2.4. 

𝑀̇𝑞 = 𝑀𝑞(𝑡) − 𝑀𝑞(𝑡 − 1) + 𝑀𝑞
𝑠𝑡𝑑𝑏𝑦

  (2.4) 

Mq(t)  and  Mq(t − 1) represent the energy stored time periods (t) and (t-1), 

respectively.  In order to account for losses, the Mq
stdby 

 term is added to the 

expression to express energy loss when the storage system is in its standby state. 

By compiling Eqns. 2.3 and 2.4, the overall equation for the qth storage device at 

time period (t) can be written as illustrated in Eqn. 2.5.  

Mq(t) = Mq(t − 1) + α𝑞
chQ𝑞

ch(t) −
1

α𝑞
dis

Q𝑞
dis(t) − M𝑞

stdby
    ∀q, ∀t (2.5) 

In matrix representation, Eqn. 5 may be expressed as Eqn. 6. 

M(t) = M(t − 1) + AchQch(t) − AdisQdis(t) − Mstdby            ∀t   (2.6) 

As written, Ach and Adis , in Eqn. 2.6, are diagonal matrices representing charging 

and dis-charging efficiencies to allow matrix multiplication. In addition to the 

above model equations, technical constraints need to be structured to define the 

limitations of the storage technology. For instance, simultaneous charging and 

discharging of a storage system is not possible. Hence, Eqn. 2.7 comprises of two 

binary variables   δq
dis(t)  and δq

ch(t) are introduced for each storing technology 

at each time period t to define the situation.  
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𝛿𝑞
𝑑𝑖𝑠(𝑡) + 𝛿𝑞

𝑐ℎ(𝑡) ≤ 1            ∀𝑞. ∀𝑡  (2.7) 

Eqn. 2.8 shows the additional limitations on the capacity and exchange energy of 

each storage system. 

𝑀𝑞
𝑚𝑖𝑛 ≤ 𝑀𝑞(𝑡) ≤ 𝑀𝑞

𝑚𝑎𝑥               ∀𝑞. ∀𝑡 

𝛿𝑞
𝑐ℎ(𝑡). 𝑄𝑞

𝑐ℎ,𝑚𝑖𝑛 ≤ 𝑄𝑞
𝑐ℎ(𝑡) ≤ 𝛿𝑞

𝑐ℎ(𝑡). 𝑄𝑞
𝑐ℎ.𝑚𝑎𝑥 

𝛿𝑞
𝑑𝑖𝑠(𝑡). 𝑄𝑞

𝑑𝑖𝑠,𝑚𝑖𝑛 ≤ 𝑄𝑞
𝑑𝑖𝑠(𝑡) ≤ 𝛿𝑞

𝑑𝑖𝑠(𝑡). 𝑄𝑞
𝑑𝑖𝑠.𝑚𝑎𝑥 

(2.8) 

Mq
min  and Mq

max  represent the minimum and the maximum level of energy stored 

in the qth storage system. Moreover, 𝑄𝑞
𝑐ℎ.𝑚𝑖𝑛, 𝑄𝑞

𝑑𝑖𝑠.𝑚𝑖𝑛, 𝑄𝑞
𝑐ℎ.𝑚𝑎𝑥, and 𝑄𝑞

𝑑𝑖𝑠.𝑚𝑎𝑥
 

represent the minimum and maximum energy that can flow through the qth storage 

technology during the energy charging and discharging process. 

2.3.3 Network Modeling 

In many cases, a single energy hub model suffices to represent the entire energy 

system. Yet, for large-scale planning and operational problems, a network of 

energy hubs is considered [87], [88], [93], [94]. These energy hubs are 

interconnected, facilitating energy transfer between each other.  
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Figure 2.3 Diagram depicting the interconnected energy hubs with energy 

hubs [94]. 

Figure 2.3 shows a network of energy hubs with the focus on energy hub s. Each 

energy hub within the network either receives energy from outside the network 

(i.e. grid, renewable energy sources, etc.) as denoted by Pi or from other energy 

hubs in the network (i.e. Trsk). Likewise, each energy hub produces energy to 

meet energy demand within the energy hub or supply to other interconnected 

energy hubs. As evident in Figure 2.3, three energy carriers have a flow of power 

into energy hub s. The total energy from hub s supplied to other connected energy 

hubs is represented by Ts. This total is the summation of individual energy output, 

Trsk, to each connected energy hub, k, from energy hub s. This relationship can 

be expressed mathematically in the following way: 
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𝑇𝑠 = ∑ 𝑇𝑟𝑠𝑘𝑘∈𝑆−{𝑠}      (2.9) 

Similar to the coupling factors in the coupling matrix as well as energy storage 

efficiencies, a coefficient may be multiplied by 𝑇𝑟𝑠𝑘 to account for the losses due 

to the transmission of energy from energy hubs s to k. All the energy vectors that 

exist between the interconnected energy hubs can be written in the matrix form, 

as shown below. 

[
 
 
 
 
 
 
 
 
𝑇1

𝑇2

∙
∙
∙
𝑇𝑠

∙
∙

𝑇𝑠]
 
 
 
 
 
 
 
 

𝑆×1

=    

[
 
 
 
 
 
 
 
 

0 𝑇𝑟12 𝑇𝑟13 ⋯ 𝑇𝑟1𝑘

𝑇𝑟21 0 𝑇𝑟23 ⋯ 𝑇𝑟2𝑘

∙ ∙ ⋯
∙ ∙ ⋯
∙ ∙ ⋯

𝑇𝑟𝑠1 𝑇𝑟𝑠2 ⋯ 𝑇𝑟𝑠𝑘
∙
∙

𝑇𝑟 ⋯ 0 ]
 
 
 
 
 
 
 
 

𝑆×𝑆

∙     

[
 
 
 
 
 
 
 
 
1
1
∙
∙
∙
1
∙
∙
1]
 
 
 
 
 
 
 
 

𝑆×1

      (2.10)       

The first column vector contains the sum of all energy vectors leaving a particular 

energy hub (i.e. Ts). The Tr matrix contains each vector that leaves a particular 

energy hub s and enter energy hub k. The column vector on the right hand side of 

the expression is a vector with each element equal to 1 to allow matrix 

multiplication.  

In theory, the proposed approach is flexible in levels and sizes. Also, it possesses 

extensive room for optimization. Issues hindering its execution may be matters 

pertaining to problem complexity such as mixed integer non-linear formulations. 

Moreover, strategies that would need to be implemented to combat large-scale 

problems in reasonable execution time.   
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Chapter 3 Model Framework 

This chapter discusses the development of the general framework for optimally 

integrating renewable energy within a process industry/energy infrastructure. 

Furthermore, it defines several different constraints based on technical, economic 

and environmental considerations. 

3.1 Superstructure 

Figure 3.1 shows the general superstructure for integrating renewable energy 

within the process industry and/or energy infrastructure, posed as a network of 

energy hubs. 

 

Figure 3.1 Superstructure depicting the energy consumers and resources 

EHnm represents an energy hub representing the mth unit at the nth level within the 

process/energy network. Each of these energy hubs are interconnected with each 

other in order to facilitate energy transfer. Moreover, as shown in the 
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superstructure, each of the energy hubs have access to energy resources that help 

meet effective demand of each unit. 

 

Figure 3.2 Schematic of proposed energy hub with storage technologies 

Figure 3.2 illustrates the proposed energy hub, considering all possible energy 

vectors and respective technologies. These include all possible sources of energy, 

renewable and non-renewable. Grid represents the grid-connected electricity 

purchased. Two types of solar technologies, Photovoltaic (PV) and Concentrated 

Solar Power (CSP), are considered that can generate electricity and/or heat, based 

on the respective configuration. Wind and hydro energy is harnessed using wind 

and hydro turbines, respectively, to generate electricity. Geothermal energy, 

extracted in the form of steam, may be used for electricity generation or heating 
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purposes. Biomass along with the fossil fuels (i.e. natural gas, oil and coal) may 

be used solely for heating using a boiler to meet heat requirements. On the 

contrary, respective Combined Heat and Power (CHP) systems may be utilized 

to generate electricity and heat, as proven effective in several studies [96]–[101]. 

Finally, nuclear technology may also be considered that may generate heat 

through reactors and/or yield electricity through nuclear based CHP systems. It is 

important to understand that energy hubs may be physical units where all energy 

conversion, storage technologies are housed. On the other hand, they may 

represent system boundaries that include these elements. Nevertheless, the 

approach to modeling would be same in both cases which is the within the scope 

of this study. 

Electricity may either be stored using Battery Energy Storage System (BESS) or 

sent to the Hydrogen plant. The H2 plant comprises of an electrolyzer, a hydrogen 

storage tank, and a fuel cell. The electrolyzer converts water into hydrogen and 

oxygen gases, using the electricity. This hydrogen gas can be converted back to 

electricity using a fuel cell for the consumption by the unit.  Additionally, it may 

be exchanged and consumed as hydrogen wherever necessary. Both electricity 

storage technologies (i.e. BESS and H2 plant) have been included as there are 

various factors and limitations that affect that the technical and economic 

feasibility of each of the two types of storage technology[102]. Moreover, much 

research work is being carried out in the area of hydrogen infrastructure as it is 

considered an integral part of future energy systems[103]. Heat storage systems 

have also been incorporated within the model, as evident from Figure 3.2. 
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3.2 Objective Function 

A multi-objective function was developed that assigned varying weights, 𝜔, to 

the total cost (𝑧1) and carbon dioxide emissions (𝑧2) objective functions, as 

shown in the equations below. The model may be optimized with respect to either 

the multi-objective function or to each of the other single objective functions, 𝑧1 

and 𝑧2, individually, to minimize total economic costs or carbon dioxide 

emissions, respectively. 

𝑧1 = 𝐶𝑜𝑠𝑡𝑒𝑛𝑒𝑟𝑔𝑦
𝑇 + 𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒

𝑇 + 𝐶𝑜𝑠𝑡𝐶𝐶𝑆
𝑇              (3.1) 

𝑧2 = ∑ ∑ (∑ 𝑃𝑠,𝑗,𝑡𝐶𝑂2𝑠,𝑗𝑗 + ∑ 𝐷𝑠,𝑖,𝑡𝐶𝑂2𝑠,𝑖𝑖 )𝑠𝑡     (3.2) 

The total cost objective function (𝑧1) comprises of the cost of energy resources 

utilized by the process/energy infrastructure, the cost of storage technologies 

employed as well as the cost of carbon capture and storage techniques applied. 

On the other hand, carbon dioxide emissions objective function (𝑧2) contains 

emissions generated from utilizing the energy resource and from significant 

emissions sources independent of the type of energy resource employed. For a 

process network, this may be dependent on the volume of production and 

respective energy requirement, as seen in Eqn. 3.2. In an energy infrastructure 

problem, latter part of the second objective function may not be necessary to 

include unless there exists a specific significant source of emissions, independent 

of the energy resource.  
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3.3 Energy Supply 

The total cost of energy, 𝐶𝑜𝑠𝑡𝑒𝑛𝑒𝑟𝑔𝑦
𝑇 , comprises of the total capital costs and total 

operating costs of conversion technologies as well as total fuel costs needed for 

the operation of these energy resources. This is expressed mathematically by Eqn. 

3.3. 

𝐶𝑜𝑠𝑡𝑒𝑛𝑒𝑟𝑔𝑦
𝑇 = 𝐶𝑜𝑠𝑡𝑐𝑎𝑝

𝑇 + 𝐶𝑜𝑠𝑡𝑜𝑝
𝑇 + 𝐶𝑜𝑠𝑡𝑓𝑢𝑒𝑙

𝑇   (3.3) 

The total capital cost,𝐶𝑜𝑠𝑡𝑐𝑎𝑝
𝑇 , is mainly the cost of the energy generation plant 

based on its capacity. For small-scale commercial projects, it may only include 

the cost of all the equipment needed. Moreover, this information may be readily 

available and provided by the retailers and/or manufacturers. For example, the 

capital cost for a residential system may comprise of the cost of the PV modules, 

DC-AC inverter, battery and other equipment costs. For large-scale projects, the 

capital costs may also include the cost of land and/or construction costs. In this 

case, data pertaining to the cost of existing plants may be obtained and scaled 

based on the plant capacity. Such data is often available in literature in the public 

domain. On the other hand, capital cost is also reported in several research studies 

as a unit of power rating[9], [104]–[106]. In this case, capital cost per power 

rating, 𝐶𝑗
𝑐𝑎𝑝

, (e.g. $/kW) can be multiplied by the maximum plant capacity, 𝑃𝑠,𝑗
𝑚𝑎𝑥, 

as seen in Eqn. 3.4.  

𝐶𝑜𝑠𝑡𝑐𝑎𝑝
𝑇 = ∑ ∑ 𝑃𝑠,𝑗

𝑚𝑎𝑥𝐶𝑗
𝑐𝑎𝑝

𝑗𝑠     (3.4) 

For large-scale energy generation plants, this cost tends to be high and payments 

are made in installments over a period of time rather than upfront at the beginning 
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of the project. The total capital cost may be multiplied with the Capital Recovery 

Factor (CRF) to calculate these cash flows, based on the number of payments, 

Np, and the discount rate, D (aka interest rate). Commonly, the number of 

payments is linked and made equal to the lifetime of the project. The CRF can be 

calculated using Eqn. 3.5. In addition to that, the tax rate paid on these payments 

as well as depreciation of capital are other factors that may also considered. 

𝐶𝑅𝐹 =
𝐷 (1+𝐷)𝑁𝑝

 (1+𝐷)𝑁𝑝−1
    (3.5) 

Similar to capital cost, fixed capital costs are also reported as $ per unit of power 

whereas variable costs are reported as $ per unit of energy produced. The total 

operating costs may be calculated using Eqn. 3.6. For each energy resource j, as 

the name suggests, the variable costs may change over a time period, t. However, 

it is also a common practice to consider an average value for these variable costs 

for simplicity. 

𝐶𝑜𝑠𝑡𝑜𝑝
𝑇 = ∑ ∑ ∑ (𝑃𝑠,𝑗,𝑡𝐶𝑗,𝑡

𝑣𝑎𝑟 +𝑗𝑠 𝑃𝑠,𝑗
𝑐𝑎𝑝𝐶𝑗

𝑓𝑖𝑥𝑒𝑑
) 𝑡   (3.6) 

Lastly, the total cost of the fuel utilized by the particular energy generation 

technology, 𝐶𝑜𝑠𝑡𝑓𝑢𝑒𝑙
𝑇 , is calculated using Eqn. 3.7. 

∑ ∑ ∑ 𝑃𝑠,𝑗,𝑡𝐶𝑗,𝑡
𝑓𝑢𝑒𝑙

𝑗𝑠𝑡     (3.7) 

∑ ∑ ∑ 𝑚𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

𝐶𝑗,𝑡
𝑓𝑢𝑒𝑙

𝑗𝑠𝑡     (3.8) 

∑ ∑ ∑ 𝑉𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

𝐶𝑗,𝑡
𝑓𝑢𝑒𝑙

𝑗𝑠𝑡                  (3.9) 
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The cost of fuel, 𝐶𝑗,𝑡
𝑓𝑢𝑒𝑙

, as expressed in the above equations, may be  expressed 

as cost per unit energy, per unit volume, or per unit mass, based on availability of 

data. Thus, it is multiplied with either the amount of energy, mass (𝑚𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

) or 

volume (𝑉𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

) of fuel needed to generate desired energy from energy vector j 

from energy hub s at time t. Referring back to Eqn. 3.7, for grid, it refers to the 

price of electricity available for purchase from the grid. This price may be 

different at different times of the day (i.e. on-peak, mid-peak, off-peak); hence, 

giving additional flexibility to the model when alternate sources of energy and/or 

storage are considered. For non-renewable energies, nuclear and biomass/biogas, 

prices of respective fuels per unit of energy need to be known. Similar to grid-

connected electricity, prices of these commodities may or may not change with 

time. Depending on the scope of a particular study, changes in these fuel prices 

may be considered.  For renewable energies such as wind and solar, there is no 

evident fuel required and no associated cost is reported. However, there is 

significant operational water consumption per unit of energy reported for almost 

all energy generation technologies (i.e. renewable, non-renewable)[107]. This 

detail may also be included as fuel cost depending on the scope of the study. 

Another methodology for calculating cost of energy is by using the Levelized 

Cost of Energy (LCOE) aka Levelized Energy Cost (LEC), as seen in the 

following equation: 

𝐶𝑜𝑠𝑡𝑒𝑛𝑒𝑟𝑔𝑦
𝑇 = ∑ ∑ ∑ 𝑃𝑠,𝑗,𝑡𝐿𝐸𝐶𝑗𝑗𝑠𝑡    (3.10) 
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LEC is the cost of energy generated from a particular source of energy over the 

lifetime of the system. It is calculated by dividing the total cost (i.e. sum of all 

costs incurred during the lifetime of the system) by the lifetime expected power 

output [108], [109]. LEC has been widely used by researchers in their respective 

studies to estimate power generation costs[109]. It generally includes all of the 

cost elements discussed above. The general simplified LEC formulation for each 

type of energy resource can be seen in Eqn. 3.11. 

𝐿𝐸𝐶𝑗 =
𝐶𝑗

𝑐𝑎𝑝
 𝐶𝑅𝐹𝑗(1−𝐷𝑃𝑉)

ℎ×𝐶𝐹𝑗(1−𝑇)
+

𝐶𝑗
𝑓𝑖𝑥𝑒𝑑 𝑂&𝑀

ℎ×𝐶𝐹𝑗
+ 𝐶𝑗

𝑣𝑎𝑟 𝑂&𝑀 + 𝐶𝑗,𝑡
𝑓𝑢𝑒𝑙

      (3.11) 

In addition to the cost elements discussed previously, depreciation (𝐷𝑃𝑉), tax rate 

(𝑇) and capacity factor of energy technology j (𝐶𝐹𝑗) are included in Eqn. 3.11. 

Several other studies have been developed with similar formulations of the 

LCOE, varying on the level of detail or specific to a particular energy 

source[106], [108]–[110]. 

3.4 Energy Demand 

The total energy required by the proposed energy hub network is calculated using 

the following equation. 

𝐷𝑇 = ∑ ∑ ∑ 𝐷𝑠,𝑖,𝑡𝑖𝑠𝑡                 (3.12) 

where 𝐷𝑠,𝑖,𝑡 refers to the energy demanded by hub s as energy vector i at time 

period t in MJ. For the process industry, volume of production, 𝑃𝑟𝑜𝑑𝑡,  and 

energy requirement of the process energy hub per product, 𝐸𝑠,𝑖,𝑡, may prove to be 
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crucial in determining the energy demand, 𝐷𝑠,𝑖,𝑡. This can be calculated using 

Eqn. 3.13. 

𝐷𝑠,𝑖,𝑡 = 𝐸𝑠,𝑖,𝑡𝑃𝑟𝑜𝑑𝑡    (3.13) 

Moreover, a constraint may be placed on the volume of production, based on the 

process capacity, as seen in the following equation. 

𝑃𝑟𝑜𝑑𝑡
𝑚𝑖𝑛 ≤ 𝑃𝑟𝑜𝑑𝑡 ≤ 𝑃𝑟𝑜𝑑𝑡

𝑚𝑎𝑥       (3.14) 

3.5 Storage 

The total cost of storage, in Eqn. 3.1, comprises of similar components (i.e. capital 

and operating costs of relevant technologies) as the cost of energy does, in Eqn. 

3.3, as seen in the equation below. In addition, the cost of replacement, 𝐶𝑜𝑠𝑡𝑅𝑒𝑝
𝑇 , 

of replaceable energy storage systems (e.g. batteries) need to be considered in 

order to accommodate storage technology for the lifetime of the energy 

generation plant. 

𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒
𝑇 = 𝐶𝑜𝑠𝑡𝑠𝑡−𝑐𝑎𝑝

𝑇 + 𝐶𝑜𝑠𝑡𝑠𝑡−𝑜𝑝
𝑇 + 𝐶𝑜𝑠𝑡𝑅𝑒𝑝

𝑇   (3.15) 

Costs associated with recycle and disposal of storage technology elements are 

often neglected in studies. However, it is another item that can be included within 

the total cost of storage[111]. The capital and operating costs for storage 

technologies can be calculated using Eqn. 3.16 and 3.17. 

𝐶𝑜𝑠𝑡𝑠𝑡−𝑐𝑎𝑝
𝑇 = ∑ ∑ ∑ 𝑀𝑠,𝑞,𝑖

𝑚𝑎𝑥
𝑖 𝐶𝑞

𝑠𝑡−𝑐𝑎𝑝
𝑞𝑠   (3.16) 

𝐶𝑜𝑠𝑡𝑠𝑡−𝑜𝑝
𝑇 = ∑ ∑ ∑ (𝑀𝑠,𝑞,𝑖,𝑡𝐶𝑞,𝑡

𝑠𝑡−𝑣𝑎𝑟 +𝑗𝑠 𝑀𝑠,𝑞,𝑖
𝑚𝑎𝑥𝐶𝑞

𝑠𝑡−𝑓𝑖𝑥𝑒𝑑
) 𝑡             (3.17) 
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The capital cost for storage technologies are reported per unit energy and needs 

to be multiplied with the maximum storage capacity (𝑀𝑠,𝑞,𝑖
𝑚𝑎𝑥) in order to determine 

the total storage capital costs. This capital cost may include costs associated with 

Power Conversion Systems (PCS), storage section and Balance of Plant (BOP). 

PCS may be necessary in cases where input energy form may be different than 

that it is being stored in (e.g. electricity to hydrogen). The storage section costs 

may comprise of containment vessel costs, construction and excavation costs and 

other related costs. BOP costs include all other costs related to utilities, protective 

devices, monitoring and control systems. For the calculation variable operating 

costs, knowledge of the energy level within a storage technology (𝑀𝑠,𝑞,𝑖,𝑡) at each 

time period, t, is required. 

On the contrary, the total cost of energy storage, in Eqn. 3.1, may also be 

calculated using Eqn. 3.18. 

𝐶𝑜𝑠𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒
𝑇 = ∑ ∑ ∑ ∑ 𝑀𝑠,𝑞,𝑖,𝑡𝐿𝐶𝑂𝑆𝑞𝑖𝑞𝑠𝑡      (3.18) 

The Levelized Cost of Storage, 𝐿𝐶𝑂𝑆𝑞, was calculated using the methodology 

developed by Zakeri and Syri[111], as seen in the following equations. All cost 

elements were annualized so that energy storage costs may be calculated for the 

lifetime of the energy generation plant. Additionally, all of these costs were 

reported as cost per unit of energy. 

𝐿𝐶𝑂𝑆𝑞 =
𝐶𝑞

𝐿𝐶𝐶,𝑎

𝑛∙ℎ
−

𝐿𝐸𝐶𝑗

𝜂𝑞
   (3.19) 
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Annual life-cycle costs, 𝐶𝑞
𝐿𝐶𝐶,𝑎

, was divided by yearly operating hours (ℎ) of the 

storage technology and the number of discharge cycles (n) the storage technology 

undergoes in a year, as seen in Eqn. 3.19. The cost of energy used to charge the 

storage technology was subtracted from this ratio as well as overall storage 

technology efficiency (𝜂𝑞) was considered.  

In the study [111], the life-cycle cost of the storage technologies comprised of the 

capital cost, operating costs, replacement costs and, disposal and recycling costs, 

as shown in Eqn. 3.20. 

𝐶𝑞
𝐿𝐶𝐶,𝑎 = 𝐶𝑞

𝑠𝑡−𝑐𝑎𝑝,𝑎 + (𝐶𝑞
𝑓𝑖𝑥𝑒𝑑,𝑎

+ (𝐶𝑞,𝑡
𝑣𝑎𝑟,𝑎 𝑛ℎ𝑦𝑟)) + 𝐶𝑞

𝑅𝑒𝑝,𝑎 + 𝐶𝑞
𝐷𝑅,𝑎

 (3.20) 

The annual replacement cost (𝐶𝑞
𝑅𝑒𝑝,𝑎

), in addition to previously discussed factors, 

considered number of replacements (r) and the replacement period (𝑡𝑟𝑒𝑝). 

𝐶𝑞
𝑅𝑒𝑝,𝑎 = 𝐶𝑅𝐹 ∑ (1 + 𝐷)−𝑘𝑡𝑟𝑒𝑝𝑟

𝑘=1 (
𝐶𝑞

𝑅𝑒𝑝
ℎ

𝜂𝑞
)     (3.21) 

Finally, the disposal and recycling costs of the storage technology was annualized 

using Eqn. 3.22.  

𝐶𝑞
𝐷𝑅,𝑎  = 𝐶𝑞

𝐷𝑅  (
𝐷

(1+𝐷)𝑁
− 1)      (3.22) 

3.6 Carbon Capture and Storage (CCS) 

The total cost of carbon capture and storage (CCS) is calculated by the difference 

between the sum of CCS costs (𝐶𝑜𝑠𝑡𝑠,𝑡
𝐶𝐶𝑆) for each energy hub over all periods of 

time and revenue generated from carbon emissions trade (𝐶𝑡𝑟𝑎𝑑𝑒), as evident from 

using Eqn. 3.23. 



45 

 

𝐶𝑜𝑠𝑡𝐶𝐶𝑆
𝑇 = (∑ ∑ 𝐶𝑜𝑠𝑡𝑠,𝑡

𝐶𝐶𝑆
𝑠𝑡 ) − 𝐶𝑡𝑟𝑎𝑑𝑒             (3.23) 

The CCS cost for each energy hub arises from the cost of capturing CO2 emissions 

(𝐶𝑜𝑠𝑡𝑠,𝑡
𝑐𝑎𝑝𝑡𝑢𝑟𝑒

) from it, cost of storing them (𝐶𝑜𝑠𝑡𝑠,𝑡
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

) and cost of transporting 

(𝐶𝑜𝑠𝑡𝑠,𝑡
𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡

) them from the energy hub to the storage site, as seen in Eqn. 3.24. 

𝐶𝑜𝑠𝑡𝑠,𝑡
𝐶𝐶𝑆 = 𝐶𝑜𝑠𝑡𝑠,𝑡

𝑐𝑎𝑝𝑡𝑢𝑟𝑒 + 𝐶𝑜𝑠𝑡𝑠,𝑡
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

+ 𝐶𝑜𝑠𝑡𝑠,𝑡
𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡

    (3.24) 

The cost of each of these stages in CCS is calculated by multiplying the carbon 

dioxide emissions, in gCO2, undergoing the technology and cost of respective 

technology employed per gCO2, as expressed by the following equations. The 

cost of employing different CCS technologies at each stage has been reported in 

literature[112]. 

𝐶𝑜𝑠𝑡𝑠,𝑡
𝑐𝑎𝑝𝑡𝑢𝑟𝑒 = ∑ 𝐶𝑎𝑟𝑥

𝑐𝑎𝑝𝐶𝑥
𝑐𝑎𝑝

𝑥             (3.25) 

𝐶𝑜𝑠𝑡𝑠,𝑡
𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 = ∑ 𝐶𝑎𝑟𝑦

𝑡𝑟𝑎𝑛𝑠𝐶𝑦
𝑡𝑟𝑎𝑛𝑠

𝑦       (3.26) 

𝐶𝑜𝑠𝑡𝑠,𝑡
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

= ∑ 𝐶𝑎𝑟𝑧
𝑠𝑡𝑜𝑟𝐶𝑧

𝑠𝑡𝑜𝑟
𝑧        (3.27) 

All carbon emissions from the energy hub network are subjected to a particular 

technology at each stage within the CCS process, as demonstrated in Eqn. 3.28. 

∑ 𝐶𝑎𝑟𝑥
𝑐𝑎𝑝

𝑥 = ∑ 𝐶𝑎𝑟𝑦
𝑡𝑟𝑎𝑛𝑠

𝑦 = ∑ 𝐶𝑎𝑟𝑧
𝑠𝑡𝑜𝑟

𝑧   (3.28) 

= ∑ 𝑃𝑠,𝑗,𝑡𝐶𝑂2𝑠,𝑗𝑗 + ∑ 𝐷𝑠,𝑖,𝑡𝐶𝑂2𝑠,𝑖𝑖      

Revenue generated from carbon emissions trade can be calculated by multiplying 

the amount of carbon emissions traded (𝐶𝑂2𝑡𝑟𝑎𝑑𝑒) with the price at which these 
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emissions may be traded (𝐶𝑂2𝑐𝑟𝑒𝑑𝑖𝑡), as shown in Eqn. 3.29. 𝐶𝑂2𝑡𝑟𝑎𝑑𝑒may be 

positive or negative depending on whether carbon emissions were below or above 

the defined limit, respectively, set by the governing authorities. 

 𝐶𝑡𝑟𝑎𝑑𝑒 = 𝐶𝑂2𝑡𝑟𝑎𝑑𝑒𝐶𝑂2𝑐𝑟𝑒𝑑𝑖𝑡          (3.29) 

3.7 Energy Hub 

Energy hubs, as illustrated by Geidl et al.[30], can be modeled using the following 

equation. 

𝐿𝑠,𝑖,𝑡 = 𝐶𝑖,𝑗𝑃𝑠,𝑗,𝑡         (3.30) 

It is possible that the output load (𝐿𝑠,𝑖,𝑡) and input energy carriers (𝑃𝑠,𝑗,𝑡) are 

expressed in different units and may require multiplication with conversion units. 

However, as seen in the later section, conversion is carried out while calculating 

𝑃𝑠,𝑗,𝑡 for each energy carrier, 𝑗. 𝐶𝑖,𝑗 is known as the coupling matrix that contains 

the efficiencies of conversion from energy input 𝑗 to energy output 𝑖.  

3.7.1 Energy Storage 

The proposed energy hub, seen in Figure 3.2, shows different storage 

technologies. Thus, the governing energy hub model can be modified to Eqn. 3.31 

that includes the amount of energy flowing in (i.e. charging,𝑄𝑠,𝑞,𝑖,𝑡
𝑐ℎ ) and out (i.e. 

discharging,𝑄𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠 ) of the storage technology. 

𝐿𝑠,𝑖,𝑡 = (𝐶𝑖,𝑗𝑃𝑠,𝑗,𝑡) + ∑ 𝑄𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠 − 𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ
𝑞         (3.31) 

Moreover, an energy balance on the storage technology would yield the 

following equation[94]. 𝛼𝑞
𝑐ℎ and 𝛼𝑞

𝑑𝑖𝑠 is the charging and discharging efficiency 
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of the storage technology q whereas 𝑀𝑠,𝑞,𝑖,𝑡
𝑙𝑜𝑠𝑠  accounts for any energy loss within 

the storage system. 

𝑀𝑠,𝑞,𝑖,𝑡 = 𝑀𝑠,𝑞,𝑖,𝑡−1 + 𝛼𝑞
𝑐ℎ𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ − 𝛼𝑞
𝑑𝑖𝑠𝑄𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠 − 𝑀𝑠,𝑞,𝑖,𝑡
𝑙𝑜𝑠𝑠      (3.32) 

Limitations on the amount energy stored by each technology q need to be defined, 

as illustrated in Eqn. 3.33. 𝜀𝑠,𝑞,𝑖,𝑡 is a binary variable which is 1 when the 

particular storage system is being used. 

𝜀𝑠,𝑞,𝑖,𝑡𝑀𝑠,𝑞,𝑖,𝑡
𝑚𝑖𝑛 ≤ 𝑀𝑠,𝑞,𝑖,𝑡 ≤ 𝜀𝑠,𝑞,𝑖,𝑡𝑀𝑠,𝑞,𝑖,𝑡

𝑚𝑎𝑥        (3.33) 

Also, the charging and discharging limits of each storage technology need to be 

incorporated. These are expressed in the following equations. 𝛿𝑠,𝑞,𝑖,𝑡
𝑐ℎ  and 𝛿𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠  

are binary variables which equal to 1 when the storage system is being charged 

or discharged, respectively. 

𝛿𝑠,𝑞,𝑖,𝑡
𝑐ℎ 𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ

𝑚𝑖𝑛
≤ 𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ ≤ 𝛿𝑠,𝑞,𝑖,𝑡
𝑐ℎ 𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ

𝑚𝑎𝑥
   (3.34) 

𝛿𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠 𝑄𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠

𝑚𝑖𝑛
≤ 𝑄𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠 ≤ 𝛿𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠 𝑄𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠

𝑚𝑎𝑥
   (3.35) 

𝛿𝑠,𝑞,𝑖,𝑡
𝑐ℎ + 𝛿𝑠,𝑞,𝑖,𝑡

𝑑𝑖𝑠 ≤ 1            (3.36) 

The total number of storage technologies may also be restricted, as shown in Eqn. 

3.37. 

𝑁𝑠𝑡𝑜𝑟𝑎𝑔𝑒
𝑚𝑖𝑛 ≤ ∑ 𝜀𝑠,𝑞,𝑖,𝑡𝑞 ≤ 𝑁𝑠𝑡𝑜𝑟𝑎𝑔𝑒

𝑚𝑎𝑥    (3.37) 
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3.7.2 Network 

In the superstructure, shown in Figure 3.1, a network of energy hubs is depicted. 

This can be modeled using Eqn. 3.38 to allow exchange of energy between energy 

hubs. 𝑇𝑠,𝑏,𝑖,𝑡 is energy transferred from energy hub s to b if a connection, 𝛽𝑠,𝑏, 

exists between them.   

𝐿𝑠,𝑖,𝑡 = 𝐷𝑠,𝑖,𝑡 + ∑ 𝑇𝑠,𝑏,𝑖,𝑡𝛽𝑠,𝑏𝑏∈𝑆−𝑠    (3.38) 

Using Eqn. 3.39, simultaneous bi-directional flow between energy hubs may be 

restricted. Hence, the amount received by one energy hub is equivalent to the 

amount sent by the other energy hub at particular time period t. 

𝑇𝑠,𝑏,𝑖,𝑡 = −𝑇𝑏,𝑠,𝑖,𝑡    (3.39) 

Eqn. 3.40 defines the limits of energy that can be transferred from one energy hub 

to another. 

𝑇𝑠,𝑏,𝑖,𝑡
𝑚𝑖𝑛 ≤ 𝑇𝑠,𝑏,𝑖,𝑡 ≤ 𝑇𝑠,𝑏,𝑖,𝑡

𝑚𝑎𝑥          (3.40) 

Power losses in network may also be incorporated into the model. These mainly 

arise from power transmission over distances between energy hubs and can be 

accounted by multiplying with a coefficient of energy loss as a function of 

distance between the two energy hubs, as illustrated by Maroufmashat et al.[94].  

3.8 Constraints 

Different constraints have been imposed onto the model based on the limitations 

of energy resources, storage technologies as well as energy transfer between 
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energy hubs. The underlying principle constraint for capacity of energy 

generation by each resource can be expressed as follows: 

𝛾𝑠,𝑗,𝑡𝑃𝑠,𝑗,𝑡
𝑚𝑖𝑛 ≤ 𝑃𝑠,𝑗,𝑡 ≤ 𝛾𝑠,𝑗,𝑡𝑃𝑠,𝑗,𝑡

𝑚𝑎𝑥        (3.41) 

𝑁𝑡𝑒𝑐ℎ
𝑚𝑖𝑛 ≤ ∑ 𝛾𝑠,𝑗,𝑡𝑗 ≤ 𝑁𝑡𝑒𝑐ℎ

𝑚𝑎𝑥             (3.42) 

The minimum (𝑃𝑠,𝑗,𝑡
𝑚𝑖𝑛) and maximum (𝑃𝑠,𝑗,𝑡

𝑚𝑎𝑥) capacities are multiplied by a binary 

variable 𝛾𝑗 that can be used to limit the technologies available within each energy 

hub. This may be beneficial when assessing the impact of integrating a particular 

energy source or a number of energy sources within the energy hub and/or 

network. Almost all formulations of energy potential, presented in this work, are 

multiplied with an efficiency factor that is incorporated within the coupling 

matrix (𝐶𝑖,𝑗), present in Eqn. 3.30. These conversion efficiencies also differ based 

on the type of energy vector they are converted in (i.e. heat, electricity). 

3.8.1 Grid 

Electricity purchased from the grid is also subject to limits, based on quantity 

made available by grid-connected energy supplier(s) for the particular application 

and whether power grid connection exists in that energy hub s. This is expressed 

as follows: 

𝛾𝑠,𝑔𝑟𝑖𝑑,𝑡𝑃𝑠,𝑗,𝑡
𝑚𝑖𝑛 ≤ 𝑃𝑠,𝑔𝑟𝑖𝑑,𝑡 ≤ 𝛾𝑠,𝑔𝑟𝑖𝑑,𝑡𝑃𝑠,𝑔𝑟𝑖𝑑,𝑡

𝑚𝑎𝑥        (3.43) 

3.8.2 Solar  

In this framework, two types of solar technologies are considered: (i) solar 

photovoltaic (PV) and Concentrated Solar Power (CSP) parabolic trough 
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technologies. Eqn. 3.44 and Eqn. 3.45 can be used to determine the energy 

generated from solar PV technology, based on available solar energy within the 

region and technical limitations. Eqn. 3.46 defines the areas occupied by the solar 

PV technology. 

𝑃𝑠,𝑃𝑉,𝑡 ≤ 𝐿𝑎𝑛𝑑𝑠,𝑃𝑉𝐺𝐻𝐼𝑡𝑃𝑅𝑃𝑉        (3.44) 

∑ 𝑃𝑠,𝑃𝑉,𝑡𝑡 = 𝑁𝑠,𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝐶𝐹𝑃𝑉𝑃𝑜𝑤𝑒𝑟𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝑃𝑅𝑃𝑉ℎ𝑃𝑉  (3.45) 

𝐿𝑎𝑛𝑑𝑠,𝑃𝑉 = 1.5𝐴𝑟𝑒𝑎𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝑁𝑠,𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒              (3.46) 

Similarly, Eqn. 3.46 and Eqn. 3.47 can be used to determine the energy generated 

from solar CSP parabolic trough technology, based on its limitations.   

𝑃𝑠,𝐶𝑆𝑃,𝑡 ≤ 𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃𝐷𝑁𝐼𝑡𝑃𝑅𝐶𝑆𝑃   (3.47) 

∑ 𝑃𝑠,𝐶𝑆𝑃,𝑡𝑡 = 𝑁𝑠,𝐶𝑆𝑃−𝑆𝐶𝐴𝐶𝐹𝐶𝑆𝑃𝑃𝑜𝑤𝑒𝑟𝐶𝑆𝑃−𝑆𝐶𝐴𝑃𝑅𝐶𝑆𝑃ℎ𝐶𝑆𝑃  (3.48) 

𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃 = 4 × 𝐴𝑝𝑒𝑟𝑡𝑢𝑟𝑒𝑆𝐶𝐴𝑙𝑒𝑛𝑔𝑡ℎ𝑆𝐶𝐴𝑁𝑠,𝐶𝑆𝑃−𝑆𝐶𝐴     (3.49) 

In studies assessing PV and CSP potential, the energy potential calculation from 

these solar technologies includes a conversion efficiency term (often denoted by 

η)[113]–[117]. In this framework, as stated earlier, all conversion efficiencies are 

incorporated within the coupling matrix (𝐶𝑖,𝑗), presented in Eqn. 3.30. For 

Photovoltaic (PV) systems, 𝐿𝑎𝑛𝑑𝑠,𝑃𝑉 denotes the total area covered by PV 

modules (i.e. area of each module multiplied with the number of modules 

installed) in a particular energy hub s. 𝐺𝐻𝐼𝑃𝑉,𝑡, refers to the Global Horizontal 

Irradiance amount falling per horizontal surface area in time period t, often 

expressed in kWh/m2. Lastly, the Performance Ratio of PV system (𝑃𝑅𝑃𝑉), as 



51 

 

defined by Mahtta, Joshi and Jindal[114], is the ratio of field performance of the 

system to its performance in standard test conditions (i.e. 1000 W/m2 solar 

radiation, 25oC module temperature, and 1.5 air mass). Hence, accounting for 

losses due to temperature, inverter, AC and DC cables, weak radiation, dust, and 

all other types of losses.  

In the case of Concentrated Solar Power (CSP) parabolic trough systems, 

𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃 denotes the total solar field aperture area (i.e. the number of solar 

collector assemblies (SCA) multiplied by aperture area of each SCA) that may 

either include the reflective area and gaps, or the reflective area only[118]. 𝐷𝑁𝐼𝑡 

refers to the Direct Normal Irradiation (DNI) the CSP system is exposed to over 

a period of time t.  

3.8.3 Wind 

The electrical energy generated from 𝑛 wind turbines (WT) in a year, in Wh, 

either onshore or offshore, can be determined using Eqn. 3.50 – 3.52[71], [119]: 

𝑃𝑠,𝑊𝑇,𝑡 ≤ 𝑁𝑠,𝑊𝑇0.5𝜌𝑎𝑖𝑟𝐴𝑠𝑤𝑒𝑝𝑡𝑤𝑠𝑠,𝑡
3 ℎ       (3.50) 

∑ 𝑃𝑠,𝑊𝑇,𝑡𝑡 = 𝑁𝑠,𝑊𝑇𝐶𝐹𝑊𝑇𝑃𝑜𝑤𝑒𝑟𝑊𝑇ℎ𝑊𝑇            (3.51) 

𝐿𝑎𝑛𝑑𝑠,𝑊𝑇 = 5𝑁𝑠,𝑊𝑇𝑟𝑜𝑡𝑜𝑟𝑊𝑇
2              (3.52) 

Onshore and offshore wind farms may differ in the wind speed (𝑤𝑠𝑠,𝑡
3 ), in m/s, 

turbines are exposed to and the area swept (𝐴𝑠𝑤𝑒𝑝𝑡) by these installed turbines. 

This area, expressed in m2, depends on the blade length of the turbine. In addition 

to that, the power coefficient that accounts for the maximum  power captured by 
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these wind turbines (𝐶𝐹𝑊𝑇), all affect the wind energy potential [71], [120]. 𝜌𝑎𝑖𝑟 

represents the density of air, in kg/m3, and ℎ𝑊𝑇 represents the number of 

operating hours by the wind turbine in a time period t. The total amount of 

electrical energy generated from the wind turbines can be determined using the 

number of wind turbines installed, power rating of each wind turbines and its 

operating hours, as seen shown in Eqn. 3.51. 𝐿𝑎𝑛𝑑𝑠,𝑊𝑇 represents the land 

occupied by the wind turbines, signifying each wind turbine needs to be placed 

approximately 5 rotor diameter apart, in order to avoid the wake effect. 

The total land area occupied by the renewable energy technologies can be 

constrained based on the available area at the energy hub s, using the following 

equation.  

∑ 𝐿𝑎𝑛𝑑𝑠,𝑃𝑉 + 𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃 + 𝐿𝑎𝑛𝑑𝑠,𝑊𝑇𝑠 ≤ 𝐴𝑟𝑒𝑎𝑠
𝑚𝑎𝑥    (3.53) 

3.8.4 Hydro 

Electrical energy generated from large or small hydro plants, in Joules, may be 

calculated using Eqn. 3.54[121]. 

𝑃𝑠,ℎ𝑦𝑑𝑟𝑜,𝑡 = 𝜌𝑤𝑎𝑡𝑒𝑟𝑔ℎ𝑒𝑎𝑑ℎ𝑦𝑑𝑟𝑜,𝑡𝑣ℎ𝑦𝑑𝑟𝑜,𝑡ℎ      (3.54) 

𝜌𝑤𝑎𝑡𝑒𝑟 represents the density of water, in kg/m3, while 𝑔 is the acceleration due 

to gravity, in m/s2. ℎ𝑒𝑎𝑑ℎ𝑦𝑑𝑟𝑜,𝑡 and 𝑣ℎ𝑦𝑑𝑟𝑜,𝑡 refers to the pressure head, in m, (i.e. 

distance the water will fall on its way to the turbine-generator) and flow of water 

stream, in m3, respectively. 
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3.8.5 Geothermal 

Geothermal power plants are relatively less efficient compared to other fossil 

fuel-based and nuclear power stations[122]. However, fluctuating oil prices and 

increasing carbon emissions has increased significantly in the last decade[123]. 

Generally, there are two basic approaches in using geothermal: (i) hydro-

geothermal and (ii) hot dry rock[124]. In the former approach, hot water is present 

within reservoirs and heat is extracted from it. In the latter case, water is pumped 

into hot plutonic rocks under high pressure which is heated underground[124]. It 

is, then, returned through a second bore for the energy transfer process. 

Geothermal maps are available that contain data regarding geothermal power 

potential, in W/m2. It may be multiplied by the area of the geothermal field from 

which energy is extracted. Eqn. 3.55 serves as a basic equation in order to 

estimate the geothermal energy flow, in kWh, from a particular field[122], [123], 

[125]. Other complex methods exist in literature that use data pertaining to rock 

properties (e.g. porosity, permeability, etc.) in order to calculate the geothermal 

energy flow[126]. 

𝑃𝑠,𝑔𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙,𝑡 = 𝑚𝑡̇ Δ𝐻𝑡ℎ             (3.55) 

𝑚𝑡 is the mass flow rate of the heat transfer fluid, in kg/s, and Δ𝐻𝑡 is the change 

in enthalpy, in kJ/kg, during time period t. The generated power may be 

subtracted with any parasitic load within the process (e.g. pump) to calculate the 

net energy. For calculation of heat and/or electricity generation potential via 

geothermal energy, the change in enthalpies across a condenser and/or turbine 

need to be considered, respectively.    
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3.8.6 Biomass/fuel, fossil fuel and nuclear energy 

For different biomass and fossil fuel based energy generation plants, the available 

energy in period t from energy hub s may be calculated using the heating value 

of the fuel for energy source j, usually the lowest heating value (LHV𝑗), and the 

quantity of fuel available, mass or volume, as seen in Eqn. 3.56 and Eqn. 3.57, 

respectively[94]. 

𝑃𝑠,𝑗,𝑡 = 𝑚𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

LHV𝑗    ∀𝑗 = 𝐵𝑖𝑜𝑚𝑎𝑠𝑠, 𝐶𝑜𝑎𝑙, 𝑁𝑢𝑐𝑙𝑒𝑎𝑟(3.56) 

𝑃𝑠,𝑗,𝑡 = 𝑉𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

LHV𝑗        ∀𝑗 = 𝑁𝑎𝑡𝑢𝑟𝑎𝑙 𝑔𝑎𝑠, 𝑂𝑖𝑙         (3.57) 

These fuels are consumed by either CHP to produce electricity and heat or by the 

boiler(s) for heat production only for consumption by processes within energy 

hub s. The coupling matrix (𝐶𝑖,𝑗) includes efficiencies based on the type of 

technology involved. On the other hand, the amount of the fuel consumed may 

be limited based on its supply to an energy hub s at time period t. Hence, Eqn. 

3.58 and Eqn. 3.59 may be used to define these limits.  

𝛾𝑠,𝑗.𝑡𝑚𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

𝑚𝑖𝑛
≤ 𝑚𝑠,𝑗,𝑡

𝑓𝑢𝑒𝑙
≤ 𝛾𝑠,𝑗.𝑡𝑚𝑠,𝑗,𝑡

𝑓𝑢𝑒𝑙

𝑚𝑎𝑥
  ∀𝑗 = 𝐵𝑖𝑜𝑚𝑎𝑠𝑠, 𝐶𝑜𝑎𝑙, 𝑁𝑢𝑐𝑙𝑒𝑎𝑟(3.58) 

𝛾𝑠,𝑗.𝑡𝑉𝑠,𝑗,𝑡
𝑓𝑢𝑒𝑙

𝑚𝑖𝑛
≤ 𝑉𝑠,𝑗,𝑡

𝑓𝑢𝑒𝑙
≤ 𝛾𝑠,𝑗.𝑡𝑉𝑠,𝑗,𝑡

𝑓𝑢𝑒𝑙

𝑚𝑎𝑥
  ∀𝑗 = 𝑁𝑎𝑡𝑢𝑟𝑎𝑙 𝑔𝑎𝑠, 𝑂𝑖𝑙(3.59) 

It is possible that both technologies (i.e. CHP and boiler) are considered for 

optimization purposes; thus, Eqn. 3.60 may be used to constraint the total amount 

of energy available.  

𝑃𝑠,𝑗,𝑡
𝐶𝐻𝑃 + 𝑃𝑠,𝑗,𝑡

𝑏𝑜𝑖𝑙𝑒𝑟 ≤ 𝑃𝑠,𝑗,𝑡
𝑚𝑎𝑥 ∀𝑗 = 𝑏𝑖𝑜𝑚𝑎𝑠𝑠, 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑔𝑎𝑠, 𝑐𝑜𝑎𝑙, 𝑜𝑖𝑙, 𝑛𝑢𝑐𝑙𝑒𝑎𝑟 (3.60) 
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Chapter 4 Optimal Renewable Energy Integration within the Upstream Oil 

Supply Chain (USOSC) Network3 

4.1 Introduction  

Crude oil has been contributing to about 40% of global energy since 1980 [127]. 

Despite the advancement in technology, a persistent decline has been observed in 

the energy return on energy invested (EROEI) for crude oil and other fossil based 

fuels [21]. Consequently, resulting in increasing emissions of greenhouse gases 

(GHG) that have adverse effects on human health and the environment [2].  

A study on Abu Dhabi, one of the world’s largest energy producer through fossil 

fuels, showed that more than 55% of its energy was consumed by the industry 

sector in 2010[20], [128]. More than 30% of that grid-connected energy was 

expended by Abu Dhabi National Oil Company (ADNOC). Furthermore, it has 

been forecasted to exceed 2000 GWh/year by 2020 [20]. Yet, this does not 

include energy consumption through off-grid energy sources. Since the most 

abundant and ‘cleanest’ renewables are intermittent sources of energy (i.e. solar, 

wind), a major challenge that exists in integrating these renewables into the 

electricity grid is maintaining grid reliability [129]. Yet, there exist possibilities 

of integrating renewable energy sources to existing energy-related industries that 

require enormous amounts of energy to generate them (i.e. oil and gas) [8]. 

                                                 
3 A variant of this chapter is submitted for publication: S. Taqvi, A. Elkamel, A. Almansoori, 

“Optimal Renewable Energy Integration within the Upstream Oil Supply Chain (USOSC) 

Network: A Case Study on Abu Dhabi, UAE”. 
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Therefore, a need arises for developing a model for optimally integrating potential 

renewable energy sources into the upstream oil supply chain (USOSC).  

Different comprehensive review studies have been conducted on multi-energy 

systems (MES), outlining various strategies for modelling MES including Virtual 

Power Plants (VPP), micro-grids, integrated energy systems, energy hubs (EH), 

intelligent power grids and various others [50], [83], [130]–[132]. Among the 

above mentioned strategies, the energy hub approach, introduced by Geidl and 

Andersson[30], was regarded as “the most elegant way to describe energy flows 

in a synthetic way”[130]. Mancarella[130] also stated its ability to model other 

aggregation concepts such as VPP and micro-grids through it. Buehler studied the 

integration of renewables into these energy systems and discussed how the energy 

hub approach should be used to enhance virtual power plants and micro-grids[50].  

From the literature surveyed, a study was found, presenting different renewable 

energy systems that have been installed in the oil and gas industry in various parts 

of the world[133]. However, a research gap was identified in the area of 

modelling and optimization for renewable energy integration within the oil or gas 

supply chain. Thus, this paper aims at developing a generic framework for the 

optimal integration of renewable energy within the upstream oil supply chain 

(USOSC) whilst considering economic and environmental gains, using the multi-

energy hub approach. In addition, a case study on Abu Dhabi is carried out to 

demonstrate the application of the developed model.  
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4.2 Upstream Oil Supply Chain (USOSC) 

Oil sector deals with exploration and production of petroleum, refining of 

petroleum, and distribution of petroleum products. Upstream operations involve 

crude petroleum extraction through oil wells, oilfield processing and pipeline 

transportation of crude oil to refineries and/or shipping terminals. All the 

previously mentioned operations exhaust remarkable amount of energy and 

contribute significantly to GHG emissions through different mechanisms[19], 

[134]. Information related to each oilfield is often classified as confidential and 

is challenging to acquire. However, several studies have been carried out in order 

to assess the energy expended in each sector in the USOSC. These studies have 

reported the Energy Return on Energy Investment (EROEI or EROI) which, as 

the name implies, is a ratio of the total energy input to the total energy output, for 

a particular process/industry. According to Gagon et al., the global EROEI 

reported in 2006 for crude oil was 18 [21]. However, EROEI of oil producing 

countries has been reported to be much greater. For example, the EROEI value 

reported for Saudi crude was 40[135], [136]. In addition, it was found that 68% 

of the expended energy was used in the crude oil extraction whilst the remaining 

was used for oilfield processing [21]. In all, energy consumption within the 

USOSC can be classified by sectors: extraction, processing and transport. 

4.2.1 Crude Petroleum Extraction 

According to statistics, global onshore petroleum production was 1.7 times 

greater than offshore production in 2010[137]. Onshore and offshore facilities act 

similarly as onshore gathering stations exist where crude petroleum is collected 
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from each of these platforms and processed before transporting it to an onshore 

processing facility[138]. However, offshore production is much more challenging 

than onshore due to its remote nature and relatively harsh environment[138]. A 

platform needs to be installed above sea level with adequate utilities (i.e. 

electricity, water) to support operations as well as meeting staff requirements. In 

addition, due to the limited space available and in cases of no direct pipeline 

connection, crude oil is often stored in the base and tankers are employed for the 

transportation of crude oil[138]. The entire offshore structure is also exposed to 

a more corrosive environment. On the other hand, onshore sites often have access 

to utilities, ample storage space and/or pipelines that can transport extracted 

petroleum to a central processing facility via collection platforms (CP).   

The design and types of operations that occur on the wellhead are dictated by the 

geographical location of the well and the production flow rate[139]. If there are 

several wells together in the same field, production may be beneficial through a 

gathering system to a central processing facility. Otherwise, each well may have 

its own wellhead processing facility[139]. For offshore platforms, it is favorable 

to do as little processing onsite due to the limited platform facilities as well as 

high cost associated with it[139]. However, minimal processing needs to be 

carried out, separating water and solids from petroleum crude, to prevent fouling 

in process equipment and/or pipeline[138]. There are, though, presence of large 

ships with processing facilities on board, known as floating production system 

(FPS), being used since 1970s[138]. They are capable of separating crude oil from 

water and solids, for transportation and further processing. Innovative 
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technologies, over time, have improved the economics of these offshore 

operations[138]. High power electric submersible pumps (ESPs), effective heat 

management systems and compact separation systems have contributed 

positively towards economic oil production[138].  

4.2.2 Oilfield processing 

There are several processes that take place after oil has been extracted from the 

petroleum reservoirs. Figure 4.1 outlines all the major processes that take place 

in the USOSC. As stated earlier, these processes may take place at the wellhead 

or may be carried out at a central processing facility, depending on the nature of 

the process and the availability of resources at the wellhead. Yet, crude needs to 

undergo sufficient treatment, after extraction from the well, for effective 

transportation. 
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Figure 4.1 Typical oilfield processing scheme in the upstream supply chain 

(Adopted from Manning and Thompson[139]) 

4.2.3 Transportation  

Transportation of crude oil, after processing, is mainly done through pipelines. 

Tankers (offshore) and/or diesel trucks (onshore) are used in the case where no 

pipeline connection exists, as stated earlier. Crude oil is either transported to the 

local refinery for domestic use and/or to shipping terminals to be exported to other 

countries. For transportation via pipelines, pumping stations are strategically built 

at specific locations between the crude oil processing facility and the 

refinery/shipping terminal.  

4.2.4 CO2 emissions in USOSC 

According to a study, CO2 emissions generated in Upstream Oil Supply Chain 

(USOSC) processes account up to 20-30% of total emissions[140]. There are 
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mainly two sources of GHG emissions in the upstream operations of the oil 

industry. These include combustion and non-combustion sources along the 

operation chain. Fossil fuels such as diesel and fuel oil in combustion engines 

represent the first category as major emitters of CO2. They are used extensively 

to operate internal combustion engines, process heaters, and to produce steam. 

Additionally, diesel fuel is used for off-road transportation. Flaring, as a 

continuous operation or as an emergency measure to control the pressure within 

equipment, is another source of CO2 emissions. 

A study conducted on Arab Medium crude oil found that processes in the drilling 

sector, such as water re-injection, lifting, gas re-injection, and flaring, emit 2.19 

g of CO2 per MJ of energy[141]. The processing (also referred to as production) 

sector emits 1.04 gCO2/MJ while the emission from the transport sector is about 

0.475 gCO2/MJ[141].  Moreover, the emissions due to losses in the USOSC are 

0.14 g CO2/MJ[141]. The overall emissions due to drilling, processing, 

transportation and losses within the USOSC are 57%, 27%, 12.5% and 3.5% 

respectively[140]. It needs be emphasized that the multi-pollutants emissions 

generated from oil operation demands a comprehensive engineering approach 

since estimating these emissions is very challenging. The challenges include 

limited availability of data and high uncertainty associated with the 

methodologies used in calculations[19].  

Even though the oil industry is one of major emitters of carbon dioxide, it is also 

the major consumer of it. More than 62% of CO2 captured from large point 

sources is consumed for Enhanced Oil Recovery (EOR) purposes [142]. There 
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are several different on-going and completed projects that aim to employ Carbon 

Capture and Storage (CCS) technologies and pump captured carbon dioxide into 

oil reservoirs to increase produced oil[143]. Other modern approaches exist that 

suggest to increase storage of CO2 within these oil reservoirs to yield positive 

economic and environmental outcomes, increasing profit and mitigating carbon 

emissions, respectively[144].  

4.3 Model Framework 

The proposed model framework, for integrating renewable energy within the 

upstream oil supply chain, is based on the general superstructure, as seen in 

Figure 3.1. The oil supply chain is modeled as a standard pooling problem to 

allow changes in flowrate, based on the optimization criteria. All nodes within 

the supply chain network are modelled as energy hubs. EHnm represents an energy 

hub representing the mth unit at the nth level within a supply chain. In the USOSC 

problem, level 1 energy hubs (sources) represent the crude oil production 

platforms, onshore and offshore. Energy hubs within level 2 (pools) represent 

collection platforms that gather crude oil coming from different production 

platforms. Level 3 energy hubs represent onshore treatment facilities (terminal) 

where crude oil processing takes place. Further levels may be defined that include 

pumping stations, refineries and/or shipping terminals. Energy hubs may be 

interconnected with each other in order to facilitate energy transfer. Moreover, as 

shown in the superstructure, each of the energy hubs have access to energy 

resources that help meet effective demand of each unit. 
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4.3.1 Objective Function 

The optimization criteria considered in this study is the economic profit and the 

carbon dioxide emissions. Thus, the objective functions are formulated based on 

these standards, maximizing profit and minimizing emissions. The total economic 

profit (𝑧) is defined as: 

𝑧 =  𝑅𝑒𝑣𝑒𝑛𝑢𝑒 − (𝐶𝐸𝑇 + 𝐶𝑆𝑇 + 𝐶𝐶𝐶𝑆
𝑇 + 𝐶𝐶𝐶&𝑇

𝑇 )  (4,1) 

The total economic profit is the difference between the revenue generated from 

the sale of crude oil and total costs incurred. Since the price of crude oil (𝑃𝑟𝑖𝑐𝑒𝑡) 

fluctuates with time, the revenue generated is calculated by the summation of the 

product of price of crude oil and flowrate (𝐹𝑙𝑜𝑤𝑡) across all time intervals, as 

expressed by Eqn. 4.2.  

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 =  ∑ 𝐹𝑙𝑜𝑤𝑡𝑃𝑟𝑖𝑐𝑒𝑡𝑡            (4.2) 

The costs, in the profit objective function include the total cost of energy (𝐶𝐸𝑇), 

the total cost of energy storage (𝐶𝑆𝑇), the total cost of carbon capture and 

injection to the oil reservoir (𝐶𝐶𝐶𝑆
𝑇 ) and the total cost of carbon trade (𝐶𝐶𝐶&𝑇

𝑇 ). 𝐶𝐸𝑇 

may either be formulated as the sum of capital costs, operating costs and fuel 

costs, or in terms of levelized cost of energy (LCOE), aka levelized energy cost 

(LEC) which encompasses all these factors. Data pertaining to these factors are 

often reported in literature as a unit of energy or power [9], [104]–[106]. Different 

formulation for LCOE, varying on the level of detail or specific to a particular 

energy source, can also be found in literature [106], [108]–[110]. 𝐶𝑆𝑇can be 
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calculated in a similar manner, either using individual cost elements or using a 

levelized formulation[111].  

The total CCS cost (𝐶𝐶𝐶𝑆
𝑇 ) comprises of costs related to the capture, transport and 

injection of carbon emissions into the reservoir. Different carbon capture 

technologies exist that vary in terms of the amount of carbon emissions they 

capture and their costs [112]. Moreover, transport costs depend on the volume of 

CO2 and the distance over which it is transported. In this study, captured 

emissions are injected into the reservoir for EOR; thus, there are associated 

injection costs and no storage costs. It is possible though, CO2 is temporarily 

stored on-site before injection. Therefore, that cost may also be considered. 

The total cost of carbon trade (𝐶𝐶𝐶&𝑇
𝑇 ) is the profit realized or the cost incurred by 

selling or buying carbon dioxide emissions, respectively. It can be expressed 

using Eqn. 4.3. 

𝐶𝐶𝐶&𝑇
𝑇 = ∑ 𝐶𝑡𝑟𝑎𝑑𝑒𝑡𝑃𝑟𝑖𝑐𝑒𝑡

𝑐𝑎𝑟𝑏𝑜𝑛
𝑡    (4.3) 

The amount of carbon emissions traded (𝐶𝑡𝑟𝑎𝑑𝑒𝑡) can be determined, using Eqn. 

4.4, by the difference between the carbon emissions and the limit set by regulating 

authorities, at time t. 𝐶𝑡𝑟𝑎𝑑𝑒𝑡 may either be positive or negative depending on 

whether carbon emissions were below or above the defined limit , respectively, 

set by the governing authorities 

𝐶𝑡𝑟𝑎𝑑𝑒𝑡 = 𝐿𝑖𝑚𝑡
𝑐𝑎𝑟𝑏𝑜𝑛 − 𝑔𝑡           (4.4) 
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On the other hand, the total amount of carbon dioxide emissions, expressed by 

Eqn.4.5, accounts for emissions from energy generation sources (i.e. 𝐶𝑂2𝑠,𝑗), in 

the form of energy vector j, as well as emissions from processes within the 

USOSC (i.e. 𝐶𝑂2𝑠,𝑖). 

𝑔𝑇 = ∑ 𝑔𝑡 =𝑡 ∑ ∑ (∑ 𝑃𝑠,𝑗,𝑡𝐶𝑂2𝑠,𝑗𝑗 + ∑ 𝑂𝐸𝑠,𝑖,𝑡𝐶𝑂2𝑠,𝑖𝑖 )𝑠𝑡    (4.5) 

In different scenarios involving carbon cap-and-trade (CC&T) and carbon capture 

and injection, multi-objective analysis is conducted using modified epsilon 

constraint method; where economic profit is posed as the governing objective 

function and CO2 emissions, as the constraint.  

4.3.2 Constraints 

The proposed objective function is subjected to several constraints pertaining to 

the standard pooling problem and the energy hub formulation. Constraints related 

to energy generation technologies, energy hub storage and networking, CC&T 

and CCS, discussed earlier, are also included in this model.  

4.3.2.1 Pooling 

In this study, the upstream oil supply chain (USOSC) is posed as a standard 

pooling problem where no flow between pools is considered. Complexity of the 

pooling problem may be increased when considering pool-pool flows; converting 

the MILP to an MINLP problem.  

The mass balance between the sources (i.e. production platforms) and the pools 

(i.e. collection platforms) can be expressed in the following manner: 
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𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡 = ∑ (1 + 𝐸𝑂𝑅𝑠𝑜𝑢𝑟𝑐𝑒,𝑡)𝐹𝑆𝑃𝑠𝑜𝑢𝑟𝑐𝑒,𝑝𝑜𝑜𝑙,𝑡𝑉𝑆𝑠𝑜𝑢𝑟𝑐𝑒,𝑐𝑜𝑚𝑝

𝑠𝑜𝑢𝑟𝑐𝑒

 

(4.6) 

𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡, in Eqn.4.6, represents the flow from the collection 

platforms to the treatment facility with a particular composition,𝑐𝑜𝑚𝑝, in a 

particular time period, t. Whereas, 𝐹𝑆𝑃𝑠𝑜𝑢𝑟𝑐𝑒,𝑝𝑜𝑜𝑙,𝑡 represents the flow from the 

production platforms to the collections platforms in a particular time period t. 

𝑉𝑆𝑠𝑜𝑢𝑟𝑐𝑒,𝑐𝑜𝑚𝑝 represents the quality or composition of the crude oil at the 

production platform while 𝐸𝑂𝑅 is the ratio of incremental oil produced to the 

total flow, as a result of CO2 injection, for each source at time, t.  

The supply of crude oil from production platforms, onshore or offshore, can be 

constrained by the limitations of their reserves. This can be expressed by Eqn. 

4.7. 

𝑆𝑜𝑢𝑟𝑐𝑒𝑚𝑖𝑛  ≤ (1 + 𝐸𝑂𝑅𝑠𝑜𝑢𝑟𝑐𝑒,𝑡)𝐹𝑆𝑃𝑠𝑜𝑢𝑟𝑐𝑒,𝑝𝑜𝑜𝑙,𝑡  ≤  𝑆𝑜𝑢𝑟𝑐𝑒𝑚𝑎𝑥 (4.7) 

Additionally, the flow between the sources and pools is also subjected to the 

limitations of the existing infrastructure (i.e. pipeline capacity), as seen in Eqn. 

4.8. 

𝐹𝑆𝑃𝑚𝑖𝑛  ≤ (1 + 𝐸𝑂𝑅𝑠𝑜𝑢𝑟𝑐𝑒,𝑡)𝐹𝑆𝑃𝑠𝑜𝑢𝑟𝑐𝑒,𝑝𝑜𝑜𝑙,𝑡  ≤  𝐹𝑆𝑃𝑚𝑎𝑥      (4.8) 

In order to ensure that crude oil, reaching the terminal, meets the terminals’ 

requirements, Eqn.4.9 presents the respective constraint. The terminal may be a 

treatment facility which can handle crude oil of a certain composition, dictated 
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by its technological limitation. On the other hand, if adequate oil processing is 

considered at each individual production platform, the terminal may represent 

client requirements (i.e. refinery, export oil quality). In either case, the following 

constraint will suffice. 

∑ ∑ 𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡𝑉𝑇𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝

𝑐𝑜𝑚𝑝𝑝𝑜𝑜𝑙

≥ ∑ 𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡

𝑝𝑜𝑜𝑙

  

(4.9) 

Furthermore, the total crude oil production is subjected to the minimum and 

maximum demand, as expressed in Eqn. 4.10. 

𝐷𝑒𝑚𝑎𝑛𝑑𝑡
𝑀𝑖𝑛 ≤ ∑ ∑ ∑ 𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡𝑐𝑜𝑚𝑝𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑝𝑜𝑜𝑙 ≤ 𝐷𝑒𝑚𝑎𝑛𝑑𝑡

𝑀𝑎𝑥

 (4.10) 

4.3.2.2 Energy Hub 

Energy hubs, in this study, can be modeled using the following equation. 

𝐿𝑠,𝑖,𝑡 = (𝐶𝑖,𝑗𝑃𝑠,𝑗,𝑡) + ∑ 𝑄𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠 − 𝑄𝑠,𝑞,𝑖,𝑡

𝑐ℎ
𝑞    (4.11) 

𝐿𝑠,𝑖,𝑡 represents the output load (i.e. energy demand) at the energy hub site, 𝑃𝑠,𝑗,𝑡 

represents the energy generated by different conversion technologies and 𝑄𝑠,𝑞,𝑖,𝑡
𝑐ℎ  

and 𝑄𝑠,𝑞,𝑖,𝑡
𝑑𝑖𝑠  represent the energy stored and utilized from the storage technologies, 

within the energy hub.  

In order to satisfy the required energy demand and allow energy transfer within 

energy hubs, the following constraint is formulated. The ‘=’ sign may be replaced 

with ‘≥’ sign to allow for the production of excess energy. This may prove to be 
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useful in cases where a particular technology may generate more than one i 

energy vectors (i.e. CHP) and producing excess energy may be found to be 

optimal, based on the optimization criteria. 

𝐿𝑠,𝑖,𝑡 = 𝑂𝐸𝑠,𝑖,𝑡 + ∑ 𝑇𝑠,𝑏,𝑖,𝑡𝛼𝑠,𝑏𝑏∈𝑆−𝑠     (4.12) 

𝑂𝐸𝑠,𝑖,𝑡 represents the energy demand by energy hub s in the form of energy vector 

i at time t. This energy demand is expressed for energy hubs for sources, pools 

and terminals by Eqns. 4.13, 4.14 and 4.15, respectively.  

𝑂𝐸𝑠𝑜𝑢𝑟𝑐𝑒,𝑖,𝑡 =
𝐷𝑒𝑚𝑠𝑜𝑢𝑟𝑐𝑒,𝑖,𝑡𝐹𝑆𝑃𝑠𝑜𝑢𝑟𝑐𝑒,𝑝𝑜𝑜𝑙,𝑡𝐶𝑉

𝐸𝑅𝑂𝐼
     (4.13) 

𝑂𝐸𝑝𝑜𝑜𝑙,𝑖,𝑡 =
𝐷𝑒𝑚𝑝𝑜𝑜𝑙,𝑖,𝑡 ∑ 𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡𝑐𝑜𝑚𝑝 𝐶𝑉

𝐸𝑅𝑂𝐼
  (4.14) 

𝑂𝐸𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑖,𝑡 =
𝐷𝑒𝑚𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑖,𝑡 ∑ 𝐹𝑃𝑇𝑝𝑜𝑜𝑙,𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙,𝑐𝑜𝑚𝑝,𝑡𝑐𝑜𝑚𝑝 𝐶𝑉

𝐸𝑅𝑂𝐼
       (4.15) 

𝐷𝑒𝑚𝑠,𝑖,𝑡 represents the energy demand by each site (i.e. source, pool, terminal) in 

the form of energy vector i at time t. 𝐶𝑉, the energy content within a barrel of 

crude oil, is used for conversion purposes.  

𝑇𝑠,𝑏,𝑖,𝑡 is energy transferred from energy hub s to b if a connection, 𝛼𝑠,𝑏, exists 

between them. Eqn. 4.16 may be used to define limits of energy that can be 

transferred from one energy hub to another. 

𝑇𝑠,𝑏,𝑖,𝑡
𝑚𝑖𝑛 ≤ 𝑇𝑠,𝑏,𝑖,𝑡 ≤ 𝑇𝑠,𝑏,𝑖,𝑡

𝑚𝑎𝑥    (4.16) 

 4.4 Abu Dhabi Case Study 

In order to assess the applicability of the proposed multi-energy hub model, it is 

applied to a case study on a USOSC problem in Abu Dhabi. 10 production 
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platforms (P: 8 onshore/ 2 offshore), 4 collection platforms (CP), 1 central 

treatment facility (F), and two pumping stations (PS) were considered. These 

nodes and assumed existing connections between them are depicted in Figure 4.2.  

 

Figure 4.2 USOSC network considered for Abu Dhabi Case Study 

Figure 4.3 shows the superstructure for the renewable energy integration 

application to this Upstream Oil Supply Chain (USOSC) problem. Solar and wind 

are the only renewable sources considered in this case study. For this case study, 

300W Suntech Hypro monocrystalline 60-cell modules were considered for solar 

PV technology whereas Abengoa Solar Astro collectors with Flabeg RP3 

parabolic trough mirror were considered for solar CSP technology. These models 

were selected since they have already been employed in PV and CSP plants in 

Abu Dhabi[145], [146]. For generating electricity from wind energy, Honeywell 

WT6500 small wind turbines were considered due to low wind speed in the 
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region. On the other hand, the available land for the installation of renewable 

energy technology was assumed to be 5% of each site area.  

 

Figure 4.3 General superstructure depicting the energy consumers within 

the USOSC and potential energy resources 

P represents the production platforms that extract crude oil from the reservoirs. 

These platforms could be onshore or offshore, depending on the oil field. CP 

represents a collection platform where crude oil is gathered and transported to the 

treatment facility, F. After crude oil has been treated (i.e. separation, 

dehydration/desalting, sweetening/stabilization), it is sent to pumping stations, 

PS. These pumping stations transport the treated crude oil to shipping terminals 

(T) and refineries (R). Crude oil transported to the shipping terminals are stored 

on-site until exported to other countries. On the other hand, crude oil sent to 

refineries for further processing for local consumption. However, this falls under 
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the downstream oil sector and not within the scope of this study. Hence, there are 

no connections of energy transfer between T and R, and energy producers.  

Each unit (i.e. P, CP, UN, PS, R, T) requires energy in order to carry out the 

particular processes and pose as energy consumers. The energy suppliers are the 

represented by the shaded shapes in Figure 4.3. These include all possible sources 

of energy, renewable and non-renewable, which can be analyzed in this study. 

Solar PV and Solar CSP represent electricity generated through solar energy, 

collected using photovoltaic and concentrated solar power technologies, 

respectively. Wind includes energy provided from onshore and offshore wind 

fields. Grid is the electricity provided to the energy consumers through the power 

stations or through on-site generators. These grid connected energy generation 

sources are commonly fueled by fossil fuels, namely natural gas and diesel, as 

assumed in this study. 

Figure 4.4 shows the proposed energy hub to represent the nodes (i.e. P, CP, F, 

PS), as outlined in the superstructure. 
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Figure 4.4 Proposed energy hub to represent energy nodes within the 

Upstream Oil Supply Chain problem 

As seen in Figure 4.4, multiple renewable and non-renewable energy vectors 

enter the energy hub and are converted to electricity and/or heat using respective 

conversion technologies. Photovoltaic (PV) and Concentrated Solar Power (CSP) 

are considered for generation of electricity using solar energy. In addition, 

Combined Heat and Power (CHP) technology, exists within the proposed energy 

hub, to produce electricity and heat from natural gas. In this study, no energy 

storage technologies are considered. 

4.5 Results and Discussion 

Different scenarios were considered in this case study. The following sections 

discusses of each of these scenarios and presents the major findings from them. 

4.5.1 Energy generation 

In this scenario, different energy technologies were considered, based on 

availability within the region, for maximizing profit and minimizing carbon 
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dioxide emissions. These results, along with the required number of equipment 

for each case, are shown in Figure 4.5 and Table 4.1, respectively. Figure 4.6 

presents the profit and carbon emissions seen for different crude oil production. 

Additionally, Table 4.2 shows the total land utilized by RE technologies for each 

case. 

 

Figure 4.5 Profit and CO2 emissions observed annually for each of the 

energy generation technology configurations 

Table 4.1 Energy distribution for each of the different energy generation 

technologies configuration shown in Figure 4.5 

Case 
PV CSP Wind 

CHP 

El. 

CHP 

Heat 
Grid Boiler PV 

Mod 
SCA WT 

Natural 

Gas 

TWh bcf 

Minimum Flow Rate = 1.5 MMbbl/d 

Max 

Profit 
0.00 0.00 0.00 5.78 8.25 18.47 0.00 0 0 0 144.33 

Min CO2 5.19 ~0 13.28 5.78 8.25 0.00 0.00 113825200 1 7487928 144.33 

PV 10.68 0.00 0.00 0.00 0.00 13.57 8.25 234076200 0 0 102.56 

CSP 0.00 2.65 0.00 0.00 0.00 21.60 8.25 0 163850 0 102.56 

Wind 

(Onshore) 
0.00 0.00 23.89 0.00 0.00 0.36 8.25 0 0 13468430 102.56 

Wind 

(Offshore) 
0.00 0.00 7.07 0.00 0.00 17.18 8.25 0 0 3985025 102.56 
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Wind 

(Total) 
0.00 0.00 24.25 0.00 0.00 ~0 8.25 0 0 13670580 102.56 

CHP 0.00 0.00 0.00 5.78 8.25 18.47 0.00 0 0 0 144.33 

Maximum Flow Rate = 2.7 MMbbl/d 

Max 

Profit 
0.00 0.00 0.00 10.60 15.15 33.88 0.00 0 0 0 265.00 

Min CO2 4.70 0.00 29.18 10.60 15.15 ~0 0.00 103069400 0 16448140 265.00 

PV 10.68 0.00 0.00 0.00 0.00 33.80 15.15 234076200 0 0 188.26 

CSP 0.00 2.65 0.00 0.00 0.00 41.83 15.15 0 163850 0 188.26 

Wind 

(Onshore) 
0.00 0.00 37.31 0.00 0.00 7.17 15.15 0 0 21031820 188.26 

Wind 

(Offshore) 
0.00 0.00 7.07 0.00 0.00 37.41 15.15 0 0 3985025 188.26 

Wind 

(Total) 
0.00 0.00 44.38 0.00 0.00 0.10 15.15 0 0 25016740 188.26 

CHP 0.00 0.00 0.00 10.60 15.15 33.88 0.00 0 0 0 265.00 

 

The least amount of CO2 was emitted, in the presence of all technologies, when 

g (i.e. CO2 emissions objective function) is minimized. The model does this by 

increasing the use of renewables and reducing the crude oil flow rate. As less 

crude oil is produced, less energy is required by the industrial processes and less 

energy demand needs to be met by the energy sources. Thus, for this case, no 

grid-connected electricity was consumed. The renewable energy share observed 

was about 76%, of which 21% was contributed by solar PV technology and the 

remainder by onshore (53%) and offshore (2%) wind farms. In addition, the 

annual profit accumulated was about $39.8 billion, as evident from Table 4.1, for 

an average daily production of about 1.5 million barrels of crude oil. For this level 

of production, about 65% of available sites area was occupied by RE 

technologies. The utilized of land increased to about 88% when the daily 

production of crude oil increased to 2.73 MMbbl, yielding a profit of $71.3 

billion. The increase in the amount of CO2, due to this increase in production, was 

3.27 Mt. 
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On the contrary, for the maximum profit case, all energy consumption resulted 

from fossil-based sources, namely grid and CHP, yielding the highest amount of 

CO2 emissions. CHP was found to meet the entire heat requirement by the 

upstream oil supply chain, as evident from Table 4.1. Since the production of 

excess energy was restricted in this study, CHP partially fulfills electricity 

demand by the USOSC. The annual profit was observed to be $40.63 billion for 

an average daily production of 1.50 MMbbl. As the daily production increases to 

2.73 MMbbl, the annual profit increased by about $33 billion. Furthermore, the 

additional volume of natural gas consumed, in order to meet this change in energy 

demand, is 121 bcf. The increase in CO2 emissions, due to this increase in 

production, was 41.14 Mt, as evident from Figure 4.6.  
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Figure 4.6 Annual profit and CO2 emissions observed for different crude 

oil production 
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For the renewable energy (RE) cases within this scenario, the CO2 emissions 

objective function was minimized while isolating each particular RE technology. 

The least carbon emissions were observed when small wind turbine technology 

was utilized. In this case, about 99% of electricity was met by onshore wind 

farms. As seen from Table 4.2, about 40% of available land (i.e. reserved for 

installation of RE technology) was utilized by 13.5 million onshore small wind 

turbines. The profit realized for this configuration was recorded to be about $39 

billion for an average crude oil production of 1.5 MMbbl/d. In contrast, for an 

average daily production of 2.73 million barrels of crude oil, whilst utilizing 

onshore farms, the profit is found to be $71.8 billion while emitting about 26 Mt 

of CO2. Moreover, about 62.5% of available land is occupied by 21 million small 

wind turbines. Observing the change in profit and emissions of onshore wind farm 

in Figure 4.6, it can be seen that there is a steady increase in profit with an increase 

in crude oil production. However, carbon emissions experience a sudden rise once 

crude oil production goes beyond 1.90 MMbbl/d. This increase results from the 

increase in the contribution of electricity by grid-connected energy, resulting in a 

higher volume of carbon emissions, also seen in Table 4.1.  

For the remaining renewable technologies (i.e. solar PV, CSP and offshore wind), 

there is no additional occupancy land observed with an increase in crude oil 

production. This is because these technologies had reached their maximum 

potential, given the limitations that have been defined. For example, in the case 

of solar PV and CSP, it must be understood that these installations are sufficient 

to meet the hourly demand of the USOSC only when solar energy is available. In 
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order to maximize their utilization, energy storage technologies need to be 

considered. As evident from Table 4.1, the electricity generated by these sources 

has been the same, at minimum and maximum crude oil production. The 

remainder electricity demand is met by grid-connected energy. For all these 

remaining technologies, the increase in profit and emissions is about $33 billion 

and about 53 Mt, respectively, when crude oil production increases from 1.5 

MMbbl/d to 2.73 MMbbl/d.   

Table 4.2 Land occupied by renewable energy technology configurations 

Case 
Min Flow Rate Max Flow Rate 

Area (km2) % Used Area (km2) % Used 

PV 491.56 88.16 491.56 88.16 

CSP 491.55 88.16 491.56 88.16 

Wind (Onshore) 223.06 40.01 348.33 62.47 

Wind (Offshore) 66.00 11.84 66.00 11.84 

Wind (Total) 226.41 40.61 414.33 74.31 

Min CO2 (g) 363.05 65.11 488.86 87.67 

 

Table 4.2 shows the land utilized when employing renewable energy technology 

configurations to meet refinery energy requirements. As stated earlier, the 

available land onsite for installation of renewable technology was 6 km2. 

However, we see that a maximum of about 12% was utilized; implying additional 

land is available to meet increased demand.  

4.5.2 Carbon Capture and Storage 

The CCS scenario was considered to investigate the impact of employing a carbon 

capture and storage (CCS) technology on annual profit and emissions. As 

discussed in the earlier sections, captured CO2 emission were injected into the oil 
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reservoir for EOR. Figure 4.7 presents the annual profit and carbon emissions that 

result from carbon capture and injection.  

 

Figure 4.7 Profit and carbon dioxide emissions resulting annually from 

different amounts of CCS 

For the maximum profit cases, also the maximum crude oil production (i.e 2.73 

MMbbl/d), the highest profit was realized when no CCS technology is employed. 

As more carbon emissions are captured and injected into the reservoir, a higher 

cost is observed, resulting to a decrease in profit by about $281 million whilst 

capturing and injecting 5.93 Mt of CO2. For these cases, the total cost of carbon 

capture, transport and injection are higher than the profit gained due to the 

incremental production of EOR. However, for the minimum CO2 cases (i.e. 1.5 

mmbbl/d crude oil production), the lowest profit was observed for the case where 

no CCS technology was employed. In contrast, the highest profit was observed 

when 10% of carbon emissions were captured and injected into the oil reservoir. 

Comparing both cases, 10% CCS mitigated 0.25 Mt of CO2 whilst increasing the 

profit by $0.44 billion. Comparing 95% CCS with the case where no CCS is 
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employed, the former captured and injected 3.58 Mt of CO2 whilst increasing the 

profit by $0.34 billion. These results indicate that employing CCS technology 

with the integration of renewable energy can lead to further gains.  

4.5.3 Carbon Cap & Trade  

Carbon cap and trade systems and carbon tax programs are policies introduced 

by economies to mitigate greenhouse gas emissions. In contrast to direct 

regulations, such as mandated technologies or performance standards, “carbon 

cap and trade” and carbon tax approaches have the potential to achieve emissions 

reduction at lower costs[147]. However, carbon tax, in comparison to the cap and 

trade program, does not guarantee that emissions will be kept within the given 

limit. Thus, the impact of carbon cap and trade policy on refinery energy 

generation configurations was investigated in this scenario. Outcomes of such an 

analysis can aid in decision making whether to invest in ‘clean’ energy generation 

or comply with the carbon cap-and-trade program. For this analysis, the annual 

carbon emissions cap for the USOSC was set to 68.3 Mt of CO2 (i.e. 75% of the 

maximum). Moreover, the impact of different carbon credit values on annual 

profit and emissions was studied. 
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Figure 4.8 Results of carbon cap-and-trade for different carbon credit 

values 

As seen in Figure 4.8, as carbon credit value increases, the value of annual profit 

increases. However, it can be seen annual carbon emissions are significantly 

higher for Mexico and New Zealand. As carbon credit value increases to that of 

Alberta (i.e. $24/tCO2), it falls significantly from 91 Mt CO2 to 7 Mt CO2. This 

is because the carbon credit values of Mexico and New Zealand are considerably 

low that it is profitable to buy emissions allowance from other countries rather 

than investing in RE technologies, as evident from Table 4.3. The maximum 

profit of $78 billion is observed for carbon credit value of Switzerland and higher. 

Beyond this carbon credit value (i.e. $87), carbon emissions are observed to 

increase whilst experiencing no change in the annual profit. Thus, in this scenario, 

the carbon credit value of Switzerland can be regarded as optimal, resulting in the 

least carbon emissions and highest profit, annually.   
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Table 4.3 Energy distribution for each for different energy generation 

technologies configuration shown in Figure 4.8. 

Case 
PV CSP Wind 

CHP 

El. 

CHP 

heat 
Grid Boiler PV 

Mod 
SCA WT 

Natural 

Gas 
Ctrade 

TWh bcf Mt 

Mexico 0.00 0.00 0.00 10.60 15.15 33.88 0.00 0 0 0 265.00 -22.77 

New 

Zealand 
0.00 0.00 0.00 10.60 15.15 33.88 0.00 0 0 0 

265.00 
-22.77 

Alberta 0.00 0.00 33.88 10.60 15.15 ~0 0.00 0 0 19098400 265.00 61.07 

France 0.00 0.00 33.88 10.60 15.15 ~0 0.00 0 0 19098400 265.00 61.07 

Finland 0.00 0.00 33.88 10.60 15.15 ~0 0.00 0 0 19098400 265.00 61.07 

Switzerland 0.00 0.00 33.88 10.60 15.15 0.00 0.00 0 0 19098400 265.00 61.07 

Case 1 0.00 0.00 32.03 10.60 15.15 1.85 0.00 0 0 18056480 265.00 56.50 

Case 2 0.00 ~0 27.64 10.60 15.15 6.24 0.00 0 5 15579020 265.00 45.62 

Sweden 0.00 ~0 24.66 10.60 15.15 9.22 0.00 0 4 13901460 265.00 38.25 

 

4.5.4 Multi-objective 

Multi-objective optimization was carried out using the epsilon constraint method, 

employing CPLEX 11.1.1 solver in the GAMS 22.8.1 environment. A plot of 

annual profit versus annual CO2 emissions was constructed to observe the impact 

of different annual cost and resulting carbon dioxide emissions, as shown in 

Figure 4.9. 
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Figure 4.9 Annual profit vs annual carbon emissions results generated 

using epsilon constraint method 

As stated earlier, multi-objective optimization can be performed, using the 

modified epsilon constraint method, where the annual profit is the governing 

objective function and the carbon emissions expression is posed as a constraint. 

It can be seen from Figure 4.9, as more carbon emissions are allowed (i.e. utilizing 

non-renewable technologies), a higher profit is attained. Also, a higher increase 

(i.e. slope) in profit is observed at lower emissions than at higher emissions. This 

is due to the fact that RE can significantly reduce carbon footprint; but at a 

relatively high cost. Referring to Table 4.4, for the case where emissions are 

minimized, solar PV technology is utilized. However, once the weight index goes 

to 0.2, solar PV technology is no longer pursued; rather grid-connected energy is 

used to meet the electricity demand. The RE share decreases as the weight as 

higher indices are studied.  
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Table 4.4 Energy distribution for each for different energy generation 

technologies configuration shown in Figure 4.9 

Case 
PV CSP Wind 

CHP 

El. 

CHP 

Heat 
Grid Boiler PV 

Mod 
SCA WT 

Natural 

Gas 

TWh bcf 

Min CO2 4.70 0.00 29.18 10.60 15.15 ~0 0.00 103069400 0 16448140 265.00 

0.2 0.00 0.00 29.42 10.60 15.15 4.46 0.00 0 0 16587250 265.00 

0.4 0.00 0.00 22.07 10.60 15.15 11.81 0.00 0 3 12440440 265.00 

0.6 0.00 2.33 13.50 10.60 15.15 18.05 0.00 0 143850 7607775 265.00 

0.8 0.00 0.00 7.36 10.60 15.15 26.52 0.00 0 0 4146810 265.00 

Max Profit 0.00 0.00 0.00 10.60 15.15 33.88 0.00 0 0 0 265.00 

4.5.5 EROEI 

In this scenario, the effect of EROEI on annual profit and annual carbon emissions 

is studied and the results are presented in Figure 4.10. 

 

Figure 4.10Annual profit and CO2 emissions observed for varying EROI 

values 

As stated earlier, the oil and gas study have been experiencing a continual overall 

decline in the EROI value. Certain short periods were observed where a rise was 

observed whenever innovative technology was implemented in order to recover 
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more crude oil from the reservoirs. However, in all, the ratio of energy input per 

output is generally decreasing. Thus, it is more reasonable to analyze these results 

with decreasing EROI values. Thus, as observed from Figure 4.10, a decrease in 

EROI value decreases the annual profit and increases annual CO2 emissions. In a 

study by Brandt et al.[136] in 2015, the EROI value for a field in Abu Dhabi was 

reported to be about 30 (also considered in this study). Considering it as the 

current value and the declining trend, soon a very steep decrease is expected with 

a steep increase in emissions, once the EROI value falls below 10.   

4.5.6 Overall 

In this section, all obtained results from the different scenarios are presented and 

are discussed in comparison to each other. The graphical representation, seen in 

Figure 4.11, shows how different techniques and technologies influence the 

annual profit and carbon emissions as compared to other techniques. For example, 

the results obtained from the carbon cap-and-trade scenario yielded the highest 

annual profit values. Carbon capture and injection, with minimum flow rate and 

RE technologies, yielded the lowest carbon emissions.  
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Figure 4.11 Results from all scenarios considered in this study 

4.6 Conclusion and Future Work 

In this study, a generic framework was developed to optimally integrate 

renewable energy technologies into the upstream oil supply chain (USOSC) with 

economic and environmental considerations. A case study on Abu Dhabi was 

conducted in order to examine the applicability of the proposed model. Different 

scenarios considering various energy generation and capture technologies as well 

as impact of policies were studied. Options exist that allow the optimal integration 

of various renewable energy technologies within the USOSC with significant 

economic and environmental gains. Based on the EROI discussion, there is a 

strong need in order to invest in renewable energy to optimally integrate these 

technologies within the current infrastructure. Moreover, with the advancement 
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of technology, less dependence on fossil fuels can be experienced; resulting in 

less carbon footprint and sustainable energy.  

Storage systems and hydrogen vector was not considered in this study. However, 

they are known to have an impact on the economic and environmental aspects. 

For example, with the utilization of storage systems, excess energy can be stored 

for future utilization. Moreover, the CHP excess case (i.e. allowing the CHP to 

produce excess energy) was not studied. If excess heat is obtained and 

thermoelectric systems are considered, further economic gains can be realized. 

The USOSC network was posed as a standard pooling problem. Interaction 

between pools can be considered to observe its impact on future energy planning. 

Various stochastic parameters such as crude oil prices may be introduced to this 

model to investigate its impact on the performance of the model. In all, the 

proposed model is flexible and can be further developed and/or used for 

applications, in greater detail. 
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Chapter 5 Refinery-wide optimal renewable energy integration using Solar and 

Wind technologies 

5.1 Introduction 

Refining of crude oil is one of the most complex stages within the oil industry. 

Tremendous amounts of energy is consumed by refineries to produce desired 

petroleum products. According to Hall et al., up to 27% of total energy invested 

in the oil industry, from extraction to transport, is expended on refining of crude 

oil[148]. This energy comprises of direct heat (i.e. furnace), indirect heat (i.e. 

steam) and electricity from co-generation plants[149]. Additionally, a substantial 

amount of carbon dioxide (CO2) emissions is associated with this invested 

energy[149]. These emissions arise from the refinery processes as well as from 

energy generation sources responsible for meeting the energy demand of these 

processes. Several measures have been taken globally to mitigate carbon 

emissions in almost all industries. Integration of renewable energy within energy 

intensive industries is one of such measures that may considerably reduce CO2 

emissions. 

Crude oil undergoes several different processes in a petroleum refinery before it 

is distributed to the end user. These processes mainly comprise of distillation, 

conversion (i.e. decomposition, unification, reforming), treatment and blending. 

Since no two crude oils are the same, each refinery is unique and its configuration 

evolves with time[150]. Nevertheless, Figure 5.1 shows the layout of a refinery. 



89 

 

 

Figure 5.1 Schematic diagram depicting process units within a refinery 

5.1.1 Distillation 

Crude oil enters an atmospheric distillation column where it is separated into 

different crude oil fractions such as hydrocarbon gases, naphtha, kerosene, diesel, 

gas oil and topped crude (i.e. residue)[150]. This separation occurs based on the 

different boiling points of the components. Typical furnace temperatures for the 

distillation process range from 315oC to 370oC[150].  Lighter fractions of oil (i.e. 

hydrocarbon gases and naphtha) emerge from the top of the column and are sent 

to a stabilizer column which separates gases from liquid naphtha[151]. Other 

petroleum products, such as kerosene and diesel, are withdrawn from different 

stages of the atmospheric distillation column. All these products undergo 

treatment processes before they may be sent to storage. Vacuum distillation 
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columns are commonly used in refineries which are fed with a part of the residue 

from the atmospheric distillation column, to extract further petroleum products 

out of this heavier fraction of crude oil.   

5.1.2 Conversion 

Several conversion processes occur within the refinery to enhance product 

properties, adding value to these petroleum products. Alkylation is one such 

process that converts isobutene and low molecular weight alkenes to alkylate, 

commonly using hydrofluoric acid (HF) or sulfuric acid (H2SO4). Isomerization 

is another conversion process that converts linear molecules into branched 

molecules. N-butane molecules may be isomerized and may be sent to the 

alkylation unit. Reforming units are employed, in refineries, to convert naphtha 

into branched alkanes and napthenes. Products recovered from all these processes 

are high-octane petroleum products, usually treated as stocks in blending 

processes. 

Cracking processes such as hydrocracking, catalytic cracking, thermal cracking, 

are examples of other conversion processes that break down long chain 

hydrocarbon molecules into smaller ones. As their names suggest, they may use 

hydrogen, a particular catalyst or simply heat to decompose these molecules.  

5.1.3 Treatment 

Petroleum products, distilled from the atmospheric distillation column, such as 

naphtha, kerosene, diesel, are sent to their respective hydrotreaters to have 

impurities removed (i.e. nitrogen, sulfur, aromatics) from them whilst enhancing 

their properties. Other treatment processes within the refinery include desalting, 
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hydrodesulfurization, solvent refining, sweetening, solvent extraction and 

dewaxing.   

5.1.4 Blending 

Blending is the process of combining hydrocarbon fractions and additives to 

produce end-user petroleum products. Through blending, product demands and 

specifications may be met. For example, different grade of gasoline products with 

varying octane level may be produced based on market forces.  

5.1.5 Other processes 

Refineries may include other processes based on economic and environmental 

requirements. These include, but are not limited to, sulfur recovery, acid gas 

treatment, wastewater treatment and hydrogen production[150].  

5.2 Methodology 

5.2.1 Superstructure 

For this study, Figure 5.2 shows the superstructure for the renewable energy 

integration application to the refinery units. The acronyms used in this 

superstructure are defined in Table 5.1.  Since this study focuses on a refinery in 

the Middle East, the energy sources listed in the superstructure are considered 

due to their availability.  
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Figure 5.2 Superstructure depicting the refinery process units and potential 

energy resources 

Table 5.1 List of acronyms used in refinery superstructure 

Refinery Unit Acronym 

Hydrogen Production Plant HP 

Sulfur Recovery Unit SR 

Amine Sweetening Unit AM 

Saturated Gas Plant SG 

Naphtha Hydrotreater NH 

Reformer RE 

Kerosene Hydrotreating Unit KH 

Diesel Hydrotreating Unit DH 

Hydrocracker HC 

Delayed Coker DC 

Catalytic Cracking Unit CC 

Alkylation Unit AL 

Isomerization Unit IS 

Unsaturated Gas Plant UG 

Atmospheric Distillation Column AD 

Vacuum Distillation Column VD 
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5.2.2 Simulation 

In order to determine the energy requirements of the refinery units, Aspen 

HYSYS V8.4 was used to simulate the refinery operations. Figure 5.3 shows the 

Process Flow Diagram (PFD) of the simulated refinery. As shown, two streams 

of crude oil, sweet and sour, were considered with flow rates of 160,000 and 

240,000 barrels per day, respectively. The power and heat requirements of this 

refinery are initially assumed to be met through grid-distributed electricity and 

natural gas boilers, respectively. Additionally, a 6 km2 land area is assumed to be 

available on-site that can be utilized towards renewable energy generation 

technology installation.  
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5.3 Results and Discussion 

After obtained the required energy demand from the simulation, the CPLEX 

11.1.1 was used to solve the model in GAMS environment to obtain optimal 

solution. Different scenarios were considered in this case study. This section 

presents the results generated from each of these scenarios and discusses each of 

them in detail.  

5.3.1 Energy generation without storage 

In this scenario, different energy technologies were considered, based on 

availability within the region, for minimizing cost and carbon dioxide emissions, 

in the absence of storage technologies. These results along with the required 

number of equipment for each configuration are shown in Figure 5.4 and Table 

5.2, respectively.  

 

Figure 5.4 Cost incurred and CO2 emissions annually for each of the energy 

generation technology configurations 



96 

 

Table 5.2 Energy distribution for each of the different energy generation 

technologies configuration shown in Figure 4.5 

Configuration 
PV CSP Wind 

CHP 

El. 

CHP 

Heat 
Grid Boiler PV 

Mod 
SCA WT 

Natural 

Gas 

GWh mmscf 

Grid 0.00 0.00 0.00 0.00 0.00 3.11 7.59 0 0 0 94.4 

CHP (excess) 0.00 0.00 0.00 5.31 7.59 0.00 0.00 0 0 0 133 

CHP with Boiler 0.00 0.00 0.00 3.11 4.44 0.00 3.15 0 0 0 117 

Grid with CSP(heat) 0.00 3.46 0.00 0.00 0.00 3.11 4.13 0 214 0 51.3 

CSP (electricity) 0.00 3.11 0.00 0.00 0.00 0.001 7.59 0 192 0 94.4 

PV 0.00 0.00 0.00 0.00 0.00 1.69 7.59 31136 0 0 94.4 

Wind 0.00 0.00 3.11 0.00 0.00 0.002 7.59 0 0 1752 94.4 

PV with CSP(heat) 0.22 3.46 0.00 2.89 4.12 0.00 0.00 4921 214 0 77.7 

Wind with CSP(heat) 0.00 3.46 0.22 2.89 4.13 0.00 0.00 0 214 125 77.7 

CHP with CSP(heat) 0.00 3.46 0.00 3.11 4.44 0.00 0.00 0 214 0 77.7 

PV, Wind, 

CSP(Electricity) 
0.38 0.94 1.79 0.00 0.00 0.00 7.59 8398 58 1008 94.4 

PV, Wind, CSP(Heat) 1.42 3.46 1.69 0.00 0.00 0.00 4.13 31136 214 953 51.3 

PV, CHP, CSP(Heat) 1.32 3.46 0.00 2.89 4.13 0.00 0.00 28950 214 0 72.2 

Wind, CHP, 

CSP(Heat), Boiler 
0.00 3.46 0.23 2.89 4.12 0.00 0.004 0 214 127 72.2 

 

As evident from Figure 4.5, the lowest carbon emissions are obtained when wind 

turbines or solar PV technology are coupled with CSP parabolic trough SCA for 

electricity and heat generation, respectively. However, the lowest cost observed 

among these relatively low CO2 emitting configurations was that of the Wind, 

CHP, CSP(Heat), Boiler scheme. Even though a small amount of thermal energy 

is produced by the boiler, as seen in Table 4.1, the cost decreases by US$ 11,680 

annually for a difference of 251 kg in CO2 emissions, as compared to the 

configuration without the boiler. Moreover, wind coupled with CSP without 

boiler, in comparison to PV with CSP(heat), results in being about US$ 32,936 

cheaper whilst reducing 172 kg of more CO2 emissions, annually. In all, the total 
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reduction in annual CO2 emissions by these configurations, as compared to the 

assumed case (i.e. grid), is recorded to be about 9.8 ktonnes at an annual cost of 

about $88,000.  

The option of utilizing CSP to generate electricity was also explored when 

considering employment of these renewable technologies individually and 

collectively. In individual scenarios, wind and solar CSP were able to meet most 

of power demand; thus, reducing 4.18 ktonnes more CO2 emissions than solar 

PV. Comparing the annual cost, wind technology was found to be the cheapest 

while solar CSP was found to be the most expensive option for electricity 

generation. In the collective scenario, annual carbon emissions were similar to 

those of CSP and PV when considered individually. In addition, the annual cost 

incurred was about $854,149. In the collective scenario, solar CSP technology 

was also considered as a source of heat generation. The carbon dioxide emissions 

were 1.86 ktonnes lower but at a higher cost of about $558,924.  

The lowest cost incurred, amongst all configurations, when a Combined Heat and 

Power (CHP) system was employed. Two cases were studied with this 

configuration; with and without allowing excess electricity generation. In the 

latter case, boiler was used to make up for shortfall in heat generation, as evident 

from Table 4.1. In the case where excess electricity was allowed, the annual cost 

and carbon dioxide emission were observed to lower by $60,156 and 209 tonnes 

of CO2, respectively. However, options for selling this electricity to the grid or 

surrounding dwellings was not explored. This may help generate revenue for the 

refinery and help lower its costs.  
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Table 5.3 Land occupied by renewable energy technology configurations 

 Area 

(km2) 
% Used 

Grid with CSP(heat) 0.642 10.70 

CSP (electricity) 0.576 9.60 

PV 0.065 1.09 

Wind 0.029 0.48 

PV with CSP(heat) 0.652 10.87 

Wind with CSP(heat) 0.644 10.73 

CHP with CSP(heat) 0.642 10.7 

PV, Wind, 

CSP(Electricity) 
0.208 3.47 

PV, Wind, CSP(Heat) 0.723 12.05 

Wind, CHP, CSP(Heat), 

Boiler 
0.644 10.74 

 

Table 4.2 shows the land utilized when employing renewable energy technology 

configurations to meet refinery energy requirements. As stated earlier, the 

available land onsite for installation of renewable technology was 6 km2. 

However, we see that a maximum of about 12% was utilized; implying additional 

land is available to meet increased demand. For the case of solar PV and CSP, it 

appears that land was not utilized even though these technologies individually are 

not able to meet demand. It must be understood that these installations are 

sufficient to meet the hourly demand of the refinery only when solar energy is 

available. In order to maximize their utilization, energy storage technologies need 

to be considered. 

5.3.2 Energy generation with storage 

In this scenario, sodium-sulfur (NaS) and hot water systems were considered for 

electrical and thermal energy storage, respectively. NaS batteries are one of the 

most established storage technologies in MW scale with a relatively high overall 
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efficiency[111], [152]. Similarly, hot water storage systems can be up to 90% 

efficient in MW scale applications at a relatively low cost[153]. The impact of 

different energy storage capacity constraints on annual cost and carbon dioxide 

emissions was studied, while minimizing the latter. This ‘allowed’ energy storage 

capacity does not refer to an addition of energy storage technology, rather poses 

as a constraint to limit maximum energy storage. The results generated for this 

case are presented in Figure 5.5. The solid lines represent the annual cost whereas 

the dashed lines with identical markers represent the corresponding annual carbon 

dioxide emissions.   

 

Figure 5.5 Annual cost and carbon dioxide emissions for different electrical 

and thermal energy storage capacities 
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Table 5.4 shows the energy generated by each technology for each scenario 

presented in Figure 5.5. Moreover, it shows the number of modules/SCA/turbines 

that need to be installed and volume of natural gas consumed, in order to provide 

the required energy. 

Table 5.4 Energy distribution for each for different energy generation 

technologies configuration shown in Figure 5.5 

Configuration 

Allowed 

Heat 

Capacity 

Optimal 

Heat/El 

Capacity 

PV CSP Wind 
CHP 

El. 

CHP 

Heat 
Grid Boiler PV 

Mod 
SCA WT 

MWh GWh 

PV with CSP 

(only BESS) 
0+ 0/0 0.22 3.46 0.00 2.89 4.12 0.00 0.00 4921 214 0 

PV with CSP 

(only TES) 

0 0/0 0.22 3.46 0.00 2.89 4.12 0.00 0.00 4921 214 0 

2 2/0 0.81 4.31 0.00 2.30 3.28 0.00 0.00 17850 266 0 

4 4/0 1.40 5.15 0.00 1.71 2.44 0.00 0.00 30779 318 0 

6+ 4.41/0 1.42 5.33 0.00 1.69 2.41 0.00 0.00 31136 329 0 

PV with CSP 

(BESS+ TES) 

0 0/0 0.22 3.46 0.00 2.89 4.12 0.00 0.00 4921 214 0 

2 2/0 0.81 4.31 0.00 2.30 3.28 0.00 0.00 17850 266 0 

4 4/0 1.40 5.15 0.00 1.71 2.44 0.00 0.00 30779 318 0 

6 6/0.558 1.99 5.99 0.00 1.12 1.60 0.00 0.00 43708 370 0 

8 8/1.13 2.58 6.83 0.00 0.53 0.75 0.00 0.00 56636 422 0 

10 9.79/1.64 3.11 7.61 0.00 0.00 0.00 0.00 0.00 68171 470 0 

12+ 10.18/1.64 3.11 7.75 0.00 0.00 0.00 0.00 0.00 68172 479 0 

Wind with 

CSP 

(only BESS) 

0+ 0/0 0.00 3.46 0.23 2.89 4.12 0.00 0.00 0 214 127 

Wind with 

CSP (only 

TES) 

+ 

Wind with 

CSP 

(BESS+TES) 

0 0/0 0.00 3.46 0.23 2.89 4.12 0.00 0.00 0 214 127 

2 2/0 0.00 4.31 0.81 2.30 3.28 0.00 0.00 0 266 459 

4 4/0 0.00 5.15 1.40 1.71 2.44 0.00 0.00 0 318 791 

6 6/0 0.00 5.99 1.99 1.12 1.60 0.00 0.00 0 370 1124 

8 8/0 0.00 6.83 2.58 0.53 0.75 0.00 0.00 0 422 1457 

10+ 9.8/0 0.00 7.61 3.11 0.00 0.00 0.00 0.00 0 470 1753 

Grid with 

CSP (only 

TES) 

0 0/0 0.00 3.46 0.00 0.00 0.00 3.11 4.13 0 214 0 

2 2/0 0.00 4.31 0.00 0.00 0.00 3.11 3.28 0 266 0 

4 4/0 0.00 5.15 0.00 0.00 0.00 3.11 2.44 0 318 0 

6 6/0 0.00 5.99 0.00 0.00 0.00 3.11 1.60 0 370 0 

8 8/0 0.00 6.83 0.00 0.00 0.00 3.11 0.76 0 422 0 

10+ 9.9/0 0.00 7.61 0.00 0.00 0.00 3.11 0.00 0 470 0 
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CHP with 

CSP(only 

TES) 

0+ 0/0 0.00 3.19 0.00 3.10 4.42 0.01 0.00 0 197 0 

 

PV with CSP (only BESS) denotes the case where only electrical storage was 

considered. As observed, adding Battery Energy Storage System (BESS) of 

different capacities does not affect the annual carbon emissions. This occurs 

because CSP technology, without energy storage, is unable to meet heat demand 

by the refinery. Thus, heat demand is supplemented with thermal energy 

produced from CHP technology through natural gas consumption. As a result, 

electricity is also generated that is utilized to meet the electricity demand of the 

refinery, as evident from Table 5.4.  

On the contrary, when only thermal storage is considered for CSP technology (i.e. 

no BESS for PV), the annual carbon dioxide emissions further reduces from 1.95 

ktonnes to 1.14 ktonnes of CO2 when 4.41 MWh TES is considered. Additional 

TES does not lead to further emission reduction. This reduction in emissions 

occurs at an additional annual cost of about $ 1.06 million. Since no BESS is 

employed, electricity demand is met by utilizing PV and CHP technologies, as 

seen in Table 5.4. In comparison to the former configuration (i.e. only BESS), it 

can be seen that TES allows for more electricity and heat generation by PV and 

CSP technologies, respectively.  

When considering both storage technologies (i.e. BESS and TES) for PV coupled 

with CSP, a maximum reduction in annual carbon dioxide emissions of about 

1.94 ktonnes is observed. The optimal BESS and TES capacities in this 



102 

 

configuration are 10.18 and 1.64, respectively, as shown in Table 5.4. In this 

configuration, annual cost increases steadily with decreasing carbon emissions 

until a TES capacity of 9.79 MWh is employed. Up till this point, energy (i.e. 

electricity and heat) is generated from renewable and non-renewable sources. 

However, at BESS and TES capacities of 1.64 MWh and 10.18 MWh, 

respectively, energy is generated completely from renewable energy sources.  

For this case study, wind energy generates sufficient electricity to meet the 

electricity demand, without the need of any BESS. Thus, both configurations, 

‘Wind with CSP (only TES)’ and ‘Wind with CSP (BESS +TES)’, yields similar 

results. This is due to sufficient hourly wind speed that allows continuous 

electricity generation through small wind turbines. Furthermore, it reduces a 

similar volume of carbon emissions as PV with CSP(heat), but at a significantly 

lower cost. On the other hand, due to the intermittent nature of solar energy, CSP 

technology requires TES to meet heat demand via renewables. The optimal TES 

capacity needed, in order to meet this demand, is 9.8 MWh. Moreover, 470 solar 

PV modules and 1753 solar collector assemblies need to be installed. The annual 

carbon emission reduction observed for this configuration is 1.94 ktonnes against 

an annual cost of $275,000.  

5.3.3 Carbon Cap & Trade  

As stated earlier, carbon cap and trade systems and carbon tax programs are 

policies introduced by economies to mitigate greenhouse gas emissions. In 

contrast to direct regulations, such as mandated technologies or performance 

standards, “carbon cap and trade” and carbon tax approaches have the potential 
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to achieve emissions reduction at lower costs[147]. However, carbon tax, in 

comparison to the cap and trade program, does not guarantee emissions will be 

kept within the given limit. Thus, the impact of carbon cap and trade policy on 

refinery energy generation configurations was investigated in this scenario. 

Outcomes of such an analysis can aid in decision making whether to invest in 

‘clean’ energy generation or comply with the carbon cap-and-trade program. For 

this analysis, the carbon emissions cap for the refinery was set to 2 ktonnes of 

CO2 annually. Moreover, the impact of a low, mid and high carbon credit was 

investigated. These were carbon values of $0.000002 gCO2
-1, $0.000024 gCO2

-1, 

and $0.00014 gCO2
-1, imposed in Estonia, Alberta and Sweden, respectively. 

Different cases with these carbon credit values were solved for minimizing annual 

costs (z) and carbon emissions (g), as seen in Figure 5.6. 

 

Figure 5.6 Results of carbon cap-and-trade analysis for different carbon 

credit values 
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Table 5.5 Energy distribution for each for different energy generation 

technologies configuration shown in Figure 5.6 

Case 
PV CSP Wind 

CHP 

El. 

CHP 

heat 
Boiler PV 

Mod 
SCA WT 

Natural 

Gas 

GWh mmscf 

Estonia 

min z 
0.00 0.00 0.00 3.11 4.44 3.15 0.00 0.00 0.00 117 

Estonia 

min g 
0.00 3.46 0.23 2.89 4.12 0.00 0.00 214.00 127.00 72.2 

Alberta 

min z 
0.00 0.00 0.00 3.11 4.44 3.15 0.00 0.00 0.00 117 

Alberta 

min g 
0.00 3.46 0.23 2.89 4.12 0.00 0.00 214.00 127.00 72.2 

Sweden 

min z 
0.00 0.00 0.00 3.11 4.44 3.15 0.00 0.00 0.00 117 

Sweden 

min g 
0.00 3.46 0.23 2.89 4.12 0.00 0.00 214.00 127.00 72.2 

 

As seen from Figure 5.6, when minimizing annual CO2 emissions, the lowest 

annual cost resulted from the high carbon credit value case of $ 1.4x10-4 gCO2
-1, 

imposed in Sweden. The amount of CO2 emissions allowance ‘traded’ was 1.05 

ktonnes, generating a revenue of about $147,000. The Wind, CHP, CSP(Heat), 

Boiler configuration yielded these results, employing 214 SCA and 127 wind 

turbines along with the total consumption of 72.2 mmscf of natural gas. This 

result is in agreement with observations recorded in Figure 4.5 and Table 4.1.  

On the other hand, the minimum annual cost was observed for the credit value 

imposed in Estonia. 0.79 ktonnes of CO2 emissions allowance was bought at a 

credit value of $ 2.0x10-6 gCO2
-1. The CHP coupled with boiler was observed to 

be the configuration yielding this low annual cost. In contrast to results of CHP 

(excess) in Figure 4.5, the formerly mentioned configuration yielded a lower 

annual cost, consuming 117 mmscf of natural gas. The above analysis was 
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repeated for a lower carbon emissions limit of 1 metric ktonnes of CO2. A similar 

trend in results was observed with higher trading of emissions. Yet, regarding the 

same configuration as optimal.  

5.3.4 Carbon Capture and Storage 

Another scenario was considered to investigate the impact of employing a carbon 

capture and storage (CCS) technology. As the name suggests, CCS commonly 

refers to the process of capturing greenhouse gas emissions from point source 

and/or ambient air and transporting to a storage facility. Moreover, it covers a 

broad range of technologies; thus, a wide range of cost is associated with such a 

technology[112]. This captured CO2 can also be sold to industries that need in 

their processes, such as CO2 injection for Enhanced Oil Recovery (EOR). In this 

study, CCS cost along with carbon selling price was considered and the model 

was solved to minimize overall annual costs.  

 

Figure 5.7 Annual cost and carbon dioxide emissions resulting from 

different amounts of CCS 



106 

 

As expected, annual cost increases as more carbon emissions are captured and 

stored. Even though excess CHP was observed to meet power and heat 

requirements at the lowest annual cost, as seen in Figure 4.5, CHP coupled with 

boiler results in the lowest costs. Moreover, this configuration was the optimal at 

each percentage of CCS. Thus, implying that investing in ‘clean’ energy is a less 

economical option at the assumed carbon price (i.e.$35/ton CO2) and CCS cost 

(i.e. $54/ton CO2). Further analysis on varying carbon price and CCS cost can be 

carried out to investigate the limit beyond which refinery would be economically 

forced to invest in renewable energy technologies. With advancement of 

technology, the assumed cost of CCS may be expected to decrease whereas CO2 

selling price may increase, based on market demand. For example, in the case of 

CO2 injection for EOR, demand for CO2 would increase as more oil is being 

recovered from the reservoirs. Nevertheless, CCS involves storage and transport 

costs which may increase or decrease with time as opposed to capture costs. 

Moreover, it can be understood that the values themselves may not affect the 

suggested configuration but rather the difference between these values. Hence, 

analysis is carried out by fixing the same carbon price and varying the CCS cost 

at 70% CCS, as shown in Figure 5.8. 
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Figure 5.8 Annual carbon emissions and cost with varying CCS cost 

 

As observed from the figure above, the preferred configuration switches from 

CHP with boiler to CHP with CSP(heat) between the CCS cost of $350/ton CO2 

and $450/ton CO2, employing about 195 CSP-SCA. At this point, the amount of 

carbon emissions to be captured falls significantly from 2.65 ktonnes of CO2 to 

1.47 ktonnes of CO2. Moreover, the cost increases less steadily as compared to 

lower CCS cost cases. The second shift in preferred configuration occurs between 

$600/ton CO2 and $650/ton CO2. In this case, 214 SCA and 126 wind turbines 

are employed, reducing carbon emissions captured to 1.37 ktonnes. In all, a 

tremendous difference between CCS cost and carbon selling price of at least 

$450/ton CO2 would be required in order to economically motivate decision 

makers at the refinery to invest in clean energy, at the current technology 

advancement. 
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5.3.5 Pareto Front  

A Pareto front was constructed to observe the impact of different annual cost and 

resulting carbon dioxide emissions, as shown in Figure 4.9. 

 

Figure 5.9 Pareto front constructed using the multi-objective function and 

storage technologies 

As observed from earlier observations and Figure 4.9, annual carbon emissions 

have an inverse relationship with annual cost. As more investment in renewable 

energy and/or storage technologies is made, a higher carbon emissions reduction 

is observed.  

5.4 Conclusion  

In this study, the generic framework was applied to optimally integrate renewable 

energy technologies into the process industry with economic and environmental 
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considerations. To investigate the applicability of the model, a refinery-wide case 

study was successfully examined. With the help of the developed model, the 

annual costs and carbon emissions resulting from different types of 

configurations of energy generation technologies were determined. Moreover, the 

developed model was able to calculate the number of 

modules/assemblies/turbines and/or volume of natural gas required to meet the 

power and heat requirement of a process industry. In addition, the model was able 

to determine the area of land occupied when utilizing the renewable energy 

generation technologies. Energy generation with and without electrochemical and 

thermal storage technologies were studied. It was found that further reduction in 

carbon emissions can be observed when utilizing storage systems. Other 

scenarios studied included the implementation of a carbon cap-and-trade program 

and employment of carbon capture and storage (CCS) technology. Though not 

demonstrated in the application, but evident from the model development, energy 

distribution to specific units within the refinery can also be optimally selected. 
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Chapter 6 Assessing Rooftop Renewable Energy in Abu Dhabi City for Electric 

Vehicle Charging and Energy Infrastructure 

In this chapter, the last phase of the research work is presented where renewable 

energy is integrated into the energy infrastructure, focusing on reducing 

emissions generated from the transport sector by designing an electric vehicle 

charging infrastructure. 

6.1 Introduction  

One of the major challenges the electric vehicle industry faces, as opposed to 

internal combustion engine (ICE) vehicles, is the lack of infrastructure across 

many countries[24]. Historically speaking, the first ICE vehicle was driven by 

Karl Benz in 1886[154]. It was not until 1913 when the first filling station was 

built for such automobiles[155]. In contrast, the first electric vehicle was invented 

in the 1800s. Yet, it was not until December 2013 when an electric vehicle 

charging infrastructure was completed by Estonia with nationwide 

coverage[156]. Nevertheless, the first mass production of hybrid vehicles 

occurred in 1997[157]. 

On the other hand, Abu Dhabi, the capital of United Arab Emirates, is one of the 

largest producers of global energy. However, more than 99% of its electricity is 

generated from fossil-based fuels[1]. The government aims to increase its 

dependence on renewables up to 7% by 2020 as a step to mitigate carbon 

emissions[8]. The country has also promoted the use of electric vehicles (EV) by 

offering financial incentives in order to mitigate emissions from the transport 
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sector[158], [159]. Coupled with rise in fuel prices, there exists potential for a 

significant shift to electric vehicles.  

Within the past decade, several renewable energy projects have been initiated or 

completed, outside the Abu Dhabi (AD) city, such as Shams CSP, Masdar PV 

and Bani Yas Wind farm, to aid in meeting the AD 2020 target. Also, Abu Dhabi 

has been exploring rooftop RET deployment schemes since 2008[160]. Yet, these 

have been limited to policy-making stages and the idea of utilizing rooftop area 

of major structures within the metropolitan region towards renewable energy 

generation has not yet been studied. Thus, this study aims to assess the rooftop 

area of major structures within the Abu Dhabi city for electricity generation 

through RE technologies. This produced energy is used in planning of electric 

vehicle charging infrastructure as well towards meeting the Abu Dhabi electricity 

demand. Economic and environmental considerations are made in addition to 

technical limitations. Different scenarios have been analyzed to investigate the 

impact of various parameters on the total cost and overall carbon emission 

reduction. 

6.2 Electric Vehicles (EVs) 

There are mainly four types of electric vehicles: Battery Electric Vehicle (BEV), 

Plug-in Hybrid Electric Vehicle (PHEV), Hybrid Electric Vehicle (HEV) and 

Fuel-cell electric vehicle (FCEV) [24], [161]. BEVs, also referred to as EVs in 

this study, are completely powered by the battery and can be charged using an 

external source of electricity[161]. PHEVs and HEVs, in contrast, are equipped 

with both driving systems: internal combustion as well as electric drivetrain. 
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PHEVs rely highly on the battery and can be recharged using on-grid electricity 

whereas HEV battery is charged entirely by consuming gasoline. Fuel-cell 

electric vehicles generate power to operate its electric motor, using stored 

hydrogen and oxygen from the air. Since HEVs and FCEVs do not benefit from 

an EV charging infrastructure, these vehicles are not considered in this study.  

6.2.1 Specifications 

Several automobile manufacturers have invested in the EV industry and have 

produced vehicles that are already commercially available. Apart from the cost 

of the vehicle, another important factor in determining what EV to purchase is its 

range. Table 6.1 shows the range and prices of the some electric vehicles that are 

commercially available. It is observed that even the cheapest BEVs listed have a 

range of more than 100 km. FCEVs and HEVs have not been included as they 

cannot be charged with electricity. Hence, the scope of this study does not cater 

to their infrastructure. 

Table 6.1 Specifications of some electric vehicles (EV) available on the 

market[162]–[165] 

Model Manufacturer 
Range 

(km) 

Price 

(USD) 

Battery Size 

(kWh) 
Type 

A3 Sportback Audi 25 39,500 8.8 (Li-ion) PHEV 

Model S Tesla 435 69,500 85(Li-ion) BEV 

Leaf Nissan 170 29,860 80 ( Li-ion) BEV 

i-MiEV Mitsubishi 100 23,485 16 (Li-ion) BEV 

Soul EV Kia 150 32,800 30 (Li-ion) BEV 

Optima PHEV Kia 47 35,000 9.8 (Li-ion) PHEV 

500e Fiat 140 32,780 24 (Li-ion) BEV 

B250e Mercedes Benz 140 42,375 36 (Li-ion) BEV 

GLE550e Mercedes Benz 29 66,300 8.7 (Li-ion) PHEV 

e-Golf Volkswagen 134 29,815 36 (Li-ion) BEV 

Spark EV Chevrolet 132 25,995 19 (Li-ion) BEV 

Volt Chevrolet 85 33,220 14 (Li-ion) PHEV 
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Bolt Chevrolet 383 37,496 60 (Li-ion) BEV 

Pacifica PHEV Chrysler 52 43,090 16 (Li-ion) PHEV 

i3 BMW 181 42,275 33 (Li-ion) BEV 

i8 BMW 24 150,000 7.1 (Li-on) PHEV 

Focus Electric Ford 122 29,995 23 (Li-ion) BEV 

Fusion Energi Ford 34 31,995 7.6 (Li-ion) PHEV 

Electric Drive  Smart 110 25,750 16.5 (Li-ion) BEV 

Cayenne S E  Porsche 23 87,700 10.8 (Li-ion) PHEV 

Nexo Hyundai 595 55,000 - FCEV 

Clarity Fuel Cell Honda 589 60,000 - FCEV 

 

6.2.2 Chargers 

There are generally three levels of chargers commercially available for electric 

vehicles (BEV and PHEV) [166]. Each charger is subjected to different 

technical limitations that affects the time it takes to charge EVs. For example, a 

level 1 (110V) charger may take up to 10 hours to fully charge a 20-kWh EV 

battery. Whereas, level 2 home chargers may fully charge a similar battery in 

about 5 hours. On the other hand, level 3 AC chargers may charge about 80% of 

20-kWh battery in less than half an hour[167], [168].  

Table 6.2 shows the specifications of the electric chargers commercially 

available. One significant element of information is the number of 20kWh 

charging cycles each charger can provide in a day. Super-fast DC public 

chargers have up to 288 cycles while level 2 AC public chargers have a 

maximum of 4 cycles. In contrast to charging, options exist where batteries may 

be swapped with fully charged ones to save time (i.e. 3 mins)[163]. However, 

this alternative requires stocking of batteries which may differ from one EV to 

the other[167]. Moreover, not all EVs are equipped with easily replaceable 

energy storage systems.  
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Table 6.2 EV chargers specifications [168] 

 

Level 3 Level 2 

‘Super-

fast 

DC’ 

public 

DC 

public 

AC 

public 

AC 

public  

3ϕ 

AC 

public 

AC 

home 

Lifetime (years) 10 10-15 10-15 10-15 10-15 10-15 

Load limit (V) 2000 500 400 230 230 230 

Power limit (kW) 250 62.5 50 7.3 3.6 3.6 

Duration of 20 

kWh charge cycle 

(min) 

5 19 24 164 333 333 

Maximum 

number of 

20kWh charging 

EV/day 

288 75 60 8 4 1 

Cost incl. 

installation 

(US$/kW) 

585 1780 2100 1600 1624 325 

 

6.2.3 Greenhouse Gas (GHG) emissions 

Electric vehicles, in the past, faced several economic and technical challenges 

such as high cost and limited mileage. Due to these factors, they failed to compete 

with ICE vehicles and were not able to penetrate the market[157]. However, as 

evident from Table 6.1, these factors have now become relatively competitive to 

those of ICE vehicles. Moreover, the rise in environmental concerns, due to high 

CO2 emissions, has driven governments to battle these issues by promoting 

‘cleaner’ alternatives.  

Electric cars may emit GHGs ranging from 0 g/km to 155 g/km, depending on 

the fuel type in use[169]. As mentioned earlier, BEVs run entirely on batteries; 

hence, do not emit any significant level of direct GHG emissions. However, a 

comprehensive life-cycle analysis may dictate significant emissions associated 
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with these energy storage systems at the manufacturing stage. Measures may be 

taken during that process to mitigate or reduce harmful pollutants. A scenario 

within this study considers life-cycle emissions and depicts results based on these 

emissions. PHEVs and HEVs, on the contrary, are equipped with internal 

combustion engines that could emit about 50 to 130 g/km of direct CO2 emissions, 

assuming various ratios of electricity and petrol consumption [169].    

6.2.4 Rooftop Assessment 

A study was conducted that identified strategies to aid in effective 

implementation of rooftop solar PV in the United Arab Emirates[160]. However, 

no research work had been conducted, to date, with regard to those strategies. 

6.3 Methodology 

6.3.1 Superstructure 

Figure 6.1 shows the superstructure that outlines the renewable energy sources 

considered in this study as well as the energy hubs and electric vehicle chargers.  
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Figure 6.1 Superstructure of Electric Vehicle (EV) charging and energy 

infrastructure 

Electric vehicle (EV) charging stations, powered by energy hubs, will be located 

in different areas in the city. These location may include residential sites, work 

locations, schools, hospitals and other notable places where vehicles may be 

parked for a significant amount of time. Even though superchargers exist for 

electric vehicles that could charge the battery for 30 minutes resulting in 270 kms 

of mileage, most vehicles get about an additional 18 km per hour charge with 

standard chargers[170]. Therefore, charging stations would be considered 

primarily for these locations.  

The infrastructure would consist of several charging points across the city in areas 

where vehicles will be parked for a significant amount of time. These charging 
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points would be powered by energy hubs that will facilitate the integration of 

renewables. In the superstructure, presented in Figure 6.1, E represents an energy 

hub at a particular site (i.e. rooftop) whilst Cij, within the green rectangle, 

represents each charger, connected to this energy hub. In addition to charging 

electric vehicles, energy generated by these hubs may be used to partially meet 

the energy demand of Abu Dhabi city. For electricity generation from solar 

energy, both, solar PV and Micro-CSP technologies have been considered in this 

study. In addition, small wind turbines are used to generate electricity from wind 

energy.  

6.3.2 Rooftop Area Estimation 

MATLAB Image Segmenter and Image Region Analyzer tools were used to 

detect and analyze the rooftop area from map images. These satellite images of 

the studied area were captured using Google maps. In this section, the application 

of these tools is demonstrated. 
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Figure 6.2 Map image showing the aerial view of structures within the 

sample region considered in Abu Dhabi city 

Abu Dhabi is the largest emirate that accounts for about 87% (67,640 km2) of the 

United Arab Emirates, by land. However, Abu Dhabi city comprises of 972 km2 

with a population of about 1.5 million, as of 2013[171]. Moreover, the city is 

designed in blocks of localities. Satellite image of each block of structures is 

captured, as seen in Figure 6.2, as long as adequate details of each building can 

be observed. The image is then segmented where a threshold is applied to it. 

Based on the detail of the image, an appropriate level of threshold is applied, 

resulting in an image where the rooftop is made distinct from other noises (i.e. 

non-rooftop area), as evident from the last image in Figure 6.3.  
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Figure 6.3 (a)Pre-processing, (b)threshold adaptation,  and (c)post-

processing images depicting the rooftop area of buildings in the sample 

region 

Post-threshold adaptation, the image is transformed such that the identified areas 

within it can be analysed quantitatively. An area, based on the scale of the 

transformed image and its pixels, is calculated, as shown in Figure 6.4. The actual 

area of the rooftop is, then, obtained, using the scale at which the image was 

captured. 
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Figure 6.4 Rooftop area calculation for the sample region within Abu 

Dhabi city 

6.3.3 Model formulation 

6.3.3.1 Objective function 

An objective function, g, is mainly developed based on the amount of CO2 

emissions produced from energy consumption (𝑔𝐸𝑛𝑒𝑟𝑔𝑦) and utilization of 

electric/ICE vehicles (𝑔𝐸𝑛𝑒𝑟𝑔𝑦), as seen from Equation 1. 𝑔𝐸𝑛𝑒𝑟𝑔𝑦, as seen in 

Eqn.2, is calculated by multiplying the amount of electricity production from each 

energy source with the associated CO2 emissions per unit of electricity.  𝑔𝑉𝑒ℎ, 

expressed using Eqn. 3, considers the number of different types of vehicles, the 

emissions generated from them per km and the average mileage these vehicles 

have over the considered timeframe. For example, if the annual emissions 

reduction is studied, the average mileage over a year may be considered.  

𝑔𝑇 = 𝑔𝐸𝑛𝑒𝑟𝑔𝑦 + 𝑔𝑉𝑒ℎ             (1) 
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𝑔𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ ∑ 𝑃𝑠,𝑗,𝑡𝐶𝑂2𝑠,𝑗𝑗𝑠𝑡              (2) 

𝑔𝑉𝑒ℎ = 𝑛𝐼𝐶𝐸𝑔𝐼𝐶𝐸𝑘𝑚𝐼𝐶𝐸 + 𝑛𝐸𝑉𝑔𝐸𝑉𝑘𝑚𝐸𝑉 + 𝑛𝑃𝐻𝐸𝑉𝑔𝑃𝐻𝐸𝑉𝑘𝑚𝑃𝐻𝐸𝑉 (3) 

The total economic cost (𝑧), of employing respective renewable energy and 

electric vehicle charging technologies, is evaluated using Eqn. 4. This cost 

comprises of energy generation cost (𝐶𝐸𝑇) as well as cost of electric vehicle 

charging infrastructure (𝐶𝐼𝑇). 

𝑧 =  𝐶𝐸𝑇 + 𝐶𝐼𝑇    (4) 

The cost of energy includes the capital and operating cost as well as fuel costs if 

required by the energy generation plant. The cost of EV charging infrastructure 

comprises of capital costs and, operating and maintenance costs of charging 

infrastructure, as seen in Eqn. 5. The capital cost incurred at energy hub s at time 

t is represented using Eqn. 6. In this study, the total cost of chargers (𝐶𝐶𝐻𝑠
𝑇) 

installed at energy hub s is amortized considering a constant discount rate (𝐷) and 

a similar lifetime for all chargers (𝑁𝐶𝐻). Moreover, 𝐶𝐶𝐻𝑠
𝑇is equal to the total 

number of each type of charger (𝑛𝐶𝐻𝑠) installed at energy hub s multiplied by the 

cost (𝐶𝐶𝐻) of these chargers, respectively. The cost of each charger includes the 

cost of equipment, parts for installation and labor costs.   

𝐶𝐼𝑇 = ∑ ∑ (𝐶𝐶𝐼𝑠,𝑡
𝑐𝑎𝑝 + 𝐶𝐶𝐼𝑠,𝑡

𝑂&𝑀)𝑡𝑠       (5) 

𝐶𝐶𝐼𝑠,𝑡
𝑐𝑎𝑝 = 

𝐶𝐶𝐻𝑠
𝑇

(1+𝐷)𝑁𝐶𝐻−1

𝐷(1+𝐷)𝑁𝐶𝐻

       (6) 

𝐶𝐶𝐻𝑠
𝑇 = (

𝑛𝐶𝐻𝑠
21𝐶𝐶𝐻21 + 𝑛𝐶𝐻𝑠

22𝐶𝐶𝐻22 + 𝑛𝐶𝐻𝑠
23𝐶𝐶𝐻23

+𝑛𝐶𝐻𝑠
31𝐶𝐶𝐻31 + 𝑛𝐶𝐻𝑠

32𝐶𝐶𝐻32 + 𝑛𝐶𝐻𝑠
33𝐶𝐶𝐻33) (7) 
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6.3.3.2 Energy Hub 

The energy hub, in this study, is modeled without a storage technology, using the 

following equation. Multiple input energy vectors and a single output energy 

vector (i.e. electricity) were considered.  

𝐿𝑠,𝑡 = ∑ 𝐶𝑗𝑃𝑠,𝑗,𝑡𝑗     (8) 

The load (𝐿𝑠,𝑡) by each energy hub s at time t is met using electric power 𝑃𝑠,𝑗,𝑡, 

converted from energy vector j, and storage technology, q. In order to allow 

networking of energy hubs, this load is defined by the demand of the energy 

(𝐷𝑒𝑚𝑠,𝑡) and the energy transferred (𝑇𝑠,𝑏,𝑡) from/to other energy hubs, provided 

a connection exists between them (𝛼𝑠,𝑏). 𝐷𝑒𝑚𝑠,𝑡 mainly constitutes of the electric 

chargers connected to this energy hub. Since this information is readily available, 

this demand can be simulated based on the number of electric vehicles that have 

penetrated the transport industry, as a percentage of total cars. In one the observed 

scenarios, this is extended to the region’s electricity demand. 

𝐿𝑠,𝑖,𝑡 = 𝐷𝑒𝑚𝑠,𝑡 + ∑ 𝑇𝑠,𝑏,𝑡𝑏∈𝑆−𝑠 𝛼𝑠,𝑏            (9) 

6.3.3.3 Renewable energy technology 

Yield of electric power from each RET is subjected to technical limitations. 

Electricity generated from solar PV technology is defined by Equations 10 and 

11 whereas electricity produced from solar CSP technologies is defined by 

Equations 12 and 13. Power derived from wind turbines are expressed using 

equations 14 and 15. Several other formulations exist in literature that consider 

additional parameters for added accuracy. 
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𝑃𝑠,𝑃𝑉,𝑡 ≤ 𝐿𝑎𝑛𝑑𝑠,𝑃𝑉𝐺𝐻𝐼𝑡𝑃𝑅𝑃𝑉        (10) 

∑ 𝑃𝑠,𝑃𝑉,𝑡𝑡 = 𝑁𝑠,𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝐶𝐹𝑃𝑉𝑃𝑜𝑤𝑒𝑟𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝑃𝑅𝑃𝑉ℎ𝑃𝑉       (11) 

𝑃𝑠,𝐶𝑆𝑃,𝑡 ≤ 𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃𝐷𝑁𝐼𝑡𝑃𝑅𝐶𝑆𝑃          (12) 

∑ 𝑃𝑠,𝐶𝑆𝑃,𝑡𝑡 = 𝑁𝑠,𝐶𝑆𝑃−𝑆𝐶𝐴𝐶𝐹𝐶𝑆𝑃𝑃𝑜𝑤𝑒𝑟𝐶𝑆𝑃−𝑆𝐶𝐴𝑃𝑅𝐶𝑆𝑃ℎ𝐶𝑆𝑃       (13) 

𝑃𝑠,𝑊𝑇,𝑡 ≤ 𝐿𝑎𝑛𝑑𝑠,𝑊𝑇0.5𝜌𝑎𝑖𝑟𝐴𝑠𝑤𝑒𝑝𝑡𝑤𝑠𝑠,𝑡
3 ℎ        (14) 

∑ 𝑃𝑠,𝑊𝑇,𝑡𝑡 = 𝑁𝑠,𝑊𝑇𝐶𝐹𝑊𝑇𝑃𝑜𝑤𝑒𝑟𝑊𝑇ℎ𝑊𝑇      (15) 

The area needed for each type of RE technology is defined by Equations 16, 17 

and 18. 

𝐿𝑎𝑛𝑑𝑠,𝑃𝑉 = 1.5 × 𝐴𝑟𝑒𝑎𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒𝑁𝑠,𝑃𝑉−𝑚𝑜𝑑𝑢𝑙𝑒       (16) 

𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃 = 4 × 𝐴𝑝𝑒𝑟𝑡𝑢𝑟𝑒𝑆𝐶𝐴𝑙𝑒𝑛𝑔𝑡ℎ𝑆𝐶𝐴𝑁𝑠,𝐶𝑆𝑃−𝑆𝐶𝐴          (17) 

𝐿𝑎𝑛𝑑𝑠,𝑊𝑇 = 5 × 𝑟𝑜𝑡𝑜𝑟𝑊𝑇
2         (18) 

Moreover, the sum of these required spaces is constrained by the maximum roof 

area available at energy hub site, s.  

∑ 𝐿𝑎𝑛𝑑𝑠,𝑃𝑉 + 𝐿𝑎𝑛𝑑𝑠,𝐶𝑆𝑃 + 𝐿𝑎𝑛𝑑𝑠,𝑊𝑇𝑠 ≤ 𝐴𝑟𝑒𝑎𝑠
𝑚𝑎𝑥   (19) 

6.3.3.4 EV Charging   

As part of the EV charging infrastructure, parking spaces need to be designated 

for electric vehicles where chargers are installed. Thus, each charger occupies a 

parking space. Parking ratio, ratio of parking spaces to building area, can be used 

to constraint the available EV parking spaces. Equations 20 and 21 can be used 

to define the minimum and maximum parking spaces available at each energy 
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hub site. These conditions are necessary for the promotion of EVs whilst 

accommodating ICE vehicles in the transition period. Level 31 chargers (‘Super-

fast DC’ public), in this study, are mainly perceived as chargers at dedicated EV 

charging stations. Therefore, the number of level 31 chargers at these stations are 

subjected to the constraint presented in Eqn. 22. At these stations, EVs would 

stopover and recharge in a similar manner as ICE vehicles would refuel at gas 

stations. 

𝑛𝑐ℎ𝑠
21 + 𝑛𝑐ℎ𝑠

22 + 𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

32 + 𝑛𝑐ℎ𝑠
33  ≥ 𝑃𝑎𝑟𝑘𝑚𝑖𝑛 × 𝐴𝑟𝑒𝑎𝑚𝑎𝑥(𝑠) (20) 

𝑛𝑐ℎ𝑠
21 + 𝑛𝑐ℎ𝑠

22 + 𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

32 + 𝑛𝑐ℎ𝑠
33  ≤ 𝑃𝑎𝑟𝑘𝑚𝑎𝑥 × 𝐴𝑟𝑒𝑎𝑚𝑎𝑥(𝑠) (21) 

𝑛𝑐ℎ𝑚𝑖𝑛
31  ≤  𝑛𝑐ℎ𝑠

31 ≤ 𝑛𝑐ℎ𝑚𝑎𝑥
31     (22) 

In this study, rooftops of structures involving hospitals, high-rise buildings, 

schools and malls have been considered where vehicles are parked for a 

considerable amount of time. Not all chargers may be appropriate for each type 

of site. Thus, the types of chargers not suitable for a particular site need to be 

eliminated, as shown below. 

𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

31 + 𝑛𝑐ℎ𝑠
32 + 𝑛𝑐ℎ𝑠

33 = 0        ∀𝑠 ∈ 𝑠𝑐ℎ𝑜𝑜𝑙 (23) 

𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

31 = 0                    ∀𝑠 ∈ 𝑚𝑎𝑙𝑙   

𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

31 + 𝑛𝑐ℎ𝑠
32 = 0                ∀𝑠 ∈ ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙  

𝑛𝑐ℎ𝑠
31 + 𝑛𝑐ℎ𝑠

32 = 0                    ∀𝑠 ∈ 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔  

𝑛𝑐ℎ𝑠
21 + 𝑛𝑐ℎ𝑠

22 + 𝑛𝑐ℎ𝑠
23 + 𝑛𝑐ℎ𝑠

32 + 𝑛𝑐ℎ𝑠
33 = 0   ∀𝑠 ∈ 𝑠𝑡𝑎𝑡𝑖𝑜𝑛  
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The number of electric vehicles that can be charged by each type of charger needs 

to be constrained by values that are dictated by feasibility and technical 

limitations of the type of charger. For example, as seen from Table 6.2, the 

maximum number of 20kWh EVs that can be charged by level-21 charger (AC 

public 3ϕ) is 8 in 24 hours. They may not be feasible to use at sites where parking 

time is restricted to a couple of hours. On the other hand, if charging stations with 

level-31 chargers are studied, a minimum number of vehicles need to be 

considered that will be serviced by these stations. Thus, the following constraints 

are imposed. 

𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
21  ≤  𝑁𝑒𝑣𝑠,𝑡

21 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
21    (24) 

     𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
22  ≤  𝑁𝑒𝑣𝑠,𝑡

22 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
22      

     𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
23  ≤  𝑁𝑒𝑣𝑠,𝑡

23 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
23      

     𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
31  ≤  𝑁𝑒𝑣𝑠,𝑡

31 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
31      

     𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
32  ≤  𝑁𝑒𝑣𝑠,𝑡

32 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
32      

     𝑁𝑒𝑣𝑠,𝑚𝑖𝑛
33  ≤  𝑁𝑒𝑣𝑠,𝑡

33 ≤ 𝑁𝑒𝑣𝑠,𝑚𝑎𝑥
33      

 

6.4 Results and Discussion 

In this section, the results from the rooftop area estimation analysis are presented. 

Additionally, various scenarios, involving EV demand, Abu Dhabi electricity 

demand and lifecycle emissions of RET and EVs, are studied. Impact of different 
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EV penetration within the transport sector on annual costs and carbon emissions 

is reported and discussed.  

6.4.1 Rooftop Area  

In this study, rooftop area of major structures within Abu Dhabi city was 

determined using the tools, discussed in the earlier sections. Area yielded from 

this method was compared to the actual rooftop area of the structures. Figure 6.5 

shows the structures used with their respective unscaled areas, used for 

comparison. 

After scaling the areas, the average percentage difference between the actual and 

calculated areas, based on MATLAB image segmentation and region analyzing 

tools, was found to be 18.55%. This area accounts for the entire rooftop, including 

rooftop area covered with installations such as HVAC equipment. In a study 

conducted by Koo et al.[172], the average rooftop area available for RET 

installation was found to be 61.2% of building area. Thus, this value is considered 

in this study, as well, when considering RET technologies. 
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Figure 6.5 Example of unscaled areas of two structures used to calculate 

the percentage difference between the actual and detected rooftop area 

6.4.2 EV Demand 

In this scenario, rooftop renewable energy technologies are exclusively utilized 

to meet EV charging demand. The annual cost and CO2 emissions realized for 

10% EV penetration, for different energy generation configurations, have been 



128 

 

recorded in Figure 6.6. The electricity produced by each of the technologies as 

well as the RET equipment installed is noted in Table 6.3. 

  

Figure 6.6 Annual cost and carbon emissions realized when utilizing 

different energy generation configurations for 10% EV charging demand 

 

Table 6.3 Electricity produced by each energy generation technology and 

the number of RET equipment installed for results shown in Figure 6.6 

Case 
PV CSP Wind Grid PV 

Mod 
SCA WT 

GWh 

Min Cost 0.00 0.00 0.00 277.81 0 0 0 

Min CO2 0.00 44.31 233.41 0.09 0 79489 131578 

PV only 126.88 0.00 0.00 150.93 2781672 0 0 

CSP only 0.00 126.88 0.00 150.93 0 227607 0 

Wind only 0.00 0.00 233.41 44.40 0 0 131578 
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As evident from Figure 6.6, the least amount of emissions annually are observed 

for the ‘Min CO2’ case where almost all electricity demand is met via renewable 

energy technologies, mainly through wind energy (84%). In this case, 131,578 

small wind turbines and 79,849 micro-CSP solar collector assemblies are 

installed. In contrast, the least annual cost for energy generation and EV charging 

infrastructure yields when all electricity is purchased from the local electrical 

grid. The difference in annual costs, as evident from Figure 6.6, for the two 

scenarios (i.e. min cost and min CO2) is $8.59 million. In addition, the reduction 

in emissions observed, by employing RET, is about 187 ktonnes CO2, annually. 

This cost roughly translates to $46 per ton of CO2 mitigated. In comparison to the 

average carbon capture and storage (CCS) cost from point source, as reported by 

Rubin et al.[112], the cost appears to be $8 cheaper per ton CO2. The reported 

cost for utilizing RET also includes mitigating emissions that would, otherwise, 

be emitted to ambient air. Capturing these emissions, from ambient air, would be 

more difficult and result in higher costs.   

If opting for a single RET, investing in wind energy would be more economically 

and environmentally beneficial, as indicated by the results in Figure 6.6. 

Generating electricity from wind is cheaper than generation through solar energy. 

Furthermore, solar PV and CSP, without energy storage systems, are only able to 

meet about 46% of given EV demand. Installation of storage system will allow 

these technologies to meet further demand; however, resulting in higher costs. 
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6.4.3 EV + Abu Dhabi city demand 

In this scenario, rooftop RET installations were utilized in order to meet electric 

vehicle energy demand as well Abu Dhabi city electricity consumption. The 

hourly electricity demand for each month is shown in Figure 6.7. At least 80% of 

total energy demand of buildings is attributed towards cooling systems[173]. The 

average afternoon temperature in Abu Dhabi ranges from 24OC to 42 OC, 

throughout the year. Thus, cooling systems are utilized all year around. As 

observed in Figure 6.7, the highest hourly electricity consumption in a day occurs 

at about 4 PM whereas the highest monthly electricity consumption takes place 

in July, reflecting increased usage of cooling systems in warm weather.  

 

Figure 6.7 Hourly electricity demand of Abu Dhabi city for each month 

[174] 
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Figure 6.8 Annual cost and CO2 emissions observed for meeting 10% EV 

and Abu Dhabi city electricity demand using different energy 

configurations 

Figure 6.8 shows the cost incurred and the carbon emissions generated for the 

entire year when using different energy configuration. With the minimum carbon 

emissions scenario, about 730 ktonnes of CO2 are mitigated, at an additional cost 

of $24 million, as compared to the minimum cost scenario where all electricity is 

purchased from the electrical grid, as evident from Table 6.4. Unlike the previous 

case (i.e. EV demand only), most of the electricity consumed is purchased from 

the electrical power grid. About 3.12% of electricity is generated via small wind 

turbines. A small contribution of about 23.3 MWh of electricity is made via 511 

solar PV modules installed. In this study, the considered micro-CSP technology 

was found to be effective for sites with at least 2700 m2 available area. Moreover, 
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dedicated charging stations with level-31 chargers were only allowed solar PV 

technology. This restriction was placed as these stations are mainly surrounded 

with high-rise structures where small wind turbines may not prove to be efficient. 

Therefore, despite solar micro-CSP is a more economic option, the model 

suggests installation of PV modules. For the cases of PV only and CSP only, the 

latter was observed to produce 16 GWh more electricity than the former.   

Another observation is made when comparing the two cases, meeting EV demand 

only and meeting EV + Abu Dhabi city demand. It is observed that in this case, 

more energy is generated via renewable energy technologies even though the 

same rooftop area is available. This is because excess energy is not allowed by 

the model since no energy storage systems are considered. Therefore, in the 

previous case, electricity generated via wind turbines is restricted by the demand 

of electric vehicles. Even if more wind speed was observed during a particular 

hour, an amount of electricity that suffices the hourly EV demand, is only 

generated. In this case, on the contrary, energy generated by wind turbines is used 

to meet Abu Dhabi (AD) demand as well. This demand is considerably much 

higher than the required EV demand. Consequently, the electricity generated is 

mainly dictated by the available wind speed rather the electricity demand. The 

same situation occurs for solar energy technologies. Electric power generated 

during sunlight hours is contributed towards meeting overall demand. Therefore, 

a much higher contribution of solar energy generated electricity is observed. Also, 

the optimality region, lying between min CO2 and min cost, appears to be a 
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straight line since the demand is very high as compared to RET produced 

electricity. Thus, it is highly dependent on grid connected electricity. 

Table 6.4 Electricity produced by each energy generation technology and 

the number of RET equipment installed for results shown in Figure 6.8 

Case 
PV CSP Wind Grid PV 

Mod 
SCA WT 

TWh 

Min Cost 0.00 0.00 0.00 34.90 0 0 0 

Min CO2 ~0 0.00 1.09 33.81 511 0 611984 

PV 0.22 0.00 0.00 34.68 4824427 0 0 

CSP 0.00 0.24 0.00 34.66 0 424890 0 

Wind 0.00 0.00 1.09 33.81 0 0 611984 

 

6.4.4 Lifecycle emissions 

The United Arab Emirates takes pride in having the largest industrial battery plant 

in the Gulf. Moreover, it has already invested significantly in renewable energy 

and plans to increase the share of renewable energy. In addition, UAE plans to 

explore several manufacturing industries in the future[175]. It is possible that the 

UAE may consider manufacturing of RET equipment and electric vehicles parts, 

locally, as it currently does for some ICE vehicles. Hence, lifecycle emissions of 

RET and EVs are accounted for, in this scenario. The results obtained are depicted 

in Figure 6.9. 
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Figure 6.9 Annual cost and CO2 emissions observed for meeting 10% EV 

demand whilst considering lifecycle emissions using different energy 

configurations 

The general outlook appears to be very similar to the scenario where EV demand 

is only studied. However, comparing the minimum carbon emissions scenario 

with that of minimum cost, about 183 ktonnes of CO2 is mitigated annually at a 

cost of $8.59 million. Implying, about 3 ktonnes less of CO2 emissions will be 

reduced when considering lifecycle emissions. In this particular case study, 

lifecycle emissions of both, ICEs and EVs were considered. Since % EV 

penetration is considered, the resulting emissions will be offset. Nevertheless, to 

investigate the true impact, a detailed study on this aspect alone, needs to be 

conducted. 
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6.4.5 EV penetration 

In the previous scenarios, the impact of 10% EV penetration on annual costs and 

emissions was studied. In this case, different share of EV penetration is studied 

when meeting EV demand only and coupled EV-AD demand. Figure 6.10 and 

Figure 6.11 show the results obtained for each of these cases, respectively.  

 

Figure 6.10 Annual cost and carbon emissions when considering different 

EV penetration ratios when meeting EV electricity demand only 
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Figure 6.11 Annual cost and carbon emissions when considering different 

EV penetration ratios when meeting EV and AD electricity demand  

 As observed in Figure 6.10, as the EV penetration increases, the annual carbon 

emissions mitigated increases for both, BEVs and PHEVs. Moreover, the annual 

cost appears to increase as a result of more RET and EV charging infrastructure 

installed. On the other hand, in the case of EV+AD demand, the emissions 

generated by BEV decreases as more battery electric vehicles penetrate the 

transport sector. However, the annual emissions when considering PHEVs 

increases with increasing EV penetration. This is because, in the second case, EV 

charging demand is mainly met through electricity purchased from the grid. 

PHEVs do reduce ambient air emissions, but, conversely, increase the point 

sources emissions. However, due to increasing EV charging demand, amount of 

electricity consumed from the grid, eventually produced through fossil fuels, 

increases. This leads to an increase in point source emissions from power plants. 
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For PHEVs option, construction of further renewable energy projects may be 

planned to increase RE share to the grid or CCS technology may be utilized to 

mitigate these point source emissions.   

 

Figure 6.12 Number of each type of EV chargers installed for each ratio of 

EV penetration 

As evident from Figure 6.12, as EV penetration ratio increases, the required 

number of chargers increase. However, the number of chargers does not exceed 

a maximum of 108,810, for this case study. Since all chargers occupy a parking 

space, each charger represents an available EV parking space. These parking 

spaces are restricted by a minimum and maximum, as indicated in Equations 20 

and 21. Therefore, a different type of charger is selected rather than adding a 

parking space. Initially, at low EV penetration ratio, the results suggests operation 

of dedicated charging stations where level-31 chargers (‘Super-fast DC’ public) 

are installed, as evident from Table 6.5. Once the maximum is reached for these 

dedicated stations (i.e. 10 chargers per station), level-23 (AC home) chargers are 
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installed. Once 20% of the transport sector comprises of EVs, level-32 (DC 

public) and level-22 (AC public) are utilized. However, at 25%, the maximum 

parking spaces allocated for EVs is reached. Thus, level-23 (AC home) chargers 

are compromised with level-21 (AC public 3ϕ) chargers. This trend continues 

until no more EV penetration can occur with the same designated parking ratio, 

stated in Equation 21. At that stage, since EVs would have penetrated most of the 

transport industry, the parking ratio can be increased in order to facilitate more 

chargers. 

Table 6.5 Number of chargers shown in Figure 6.12 

EV 

Penetration 

Level 3 Level 2 

‘Super-

fast 

DC’ 

public 

DC 

public 

AC 

public 

AC 

public  

3ϕ 

AC 

public 

AC 

home 

2% 49 0 0 0 0 0 

5% 50 0 0 0 0 20600 

10% 50 0 0 0 0 55600 

15% 50 0 0 0  90600 

20% 50 465 0 0 116 107725 

25% 50 912 0 6032 0 101816 

30% 50 715 184 20194 0 87654 

35% 50 912 0 29365 3 78478 

40% 50 912 0 41032 0 66816 

50% 50 911 0 64378 0 43470 

60% 50 912 0 87699 0 20149 

 

6.5 Conclusion  

In this study, optimal integration of renewable energy within the energy 

infrastructure was examined. Rooftop area of Abu Dhabi city was determined 

through the image segmentation technique. An electric vehicle charging 
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infrastructure, based on these resources, was designed. Different scenarios were 

investigated where renewable energy, utilizing this rooftop area, was utilized to 

meet energy demand for the electric vehicle charging infrastructure as well the 

electricity demand of the city. Micro-CSP and small wind turbine technologies 

were found to be effective in attaining the greatest reduction in CO2 emissions. 

However, the least cost was still observed when electricity demand was met 

completely by the grid. The study incorporated a scenario where life cycle 

emissions were also considered. A similar trend was observed; yet, signifying the 

magnitude of increase that may be increased when producing these technologies, 

domestically. In addition, the impact of varying EV penetration ratios on cost and 

emissions was also investigated. A decrease in carbon emissions as well as 

increase in cost was observed with increasing EV penetration.  
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Chapter 7 Conclusions & Future Work 

All research objectives of the proposed work were successfully met. This 

dissertation presented the global problem of carbon emissions and the strong 

dependency of energy intensive industries and the existing energy infrastructure 

that heavily add to the problem. The area of renewable energies was explored 

along the path of integrating them to these carbon concentrated centers. A generic 

framework was developed based on superstructure optimization, outlining the 

various energy producers and consumers, along different echelons of the energy 

hub network, as discussed in Chapter 3. The constraints defining the technical 

limitations of various energy sources were shown. In addition, conditions 

pertaining to certain carbon mitigation measures were included in the framework 

modeling.  

In the first study, a multi-period MILP model was successfully developed and a 

case study was conducted to investigate the applicability of the developed model. 

The results mainly showed the reduction of carbon emissions that may be 

obtained with the implementation of RET and the associated economic profit 

realized. Combined Heat and Power (CHP) systems were employed to realize the 

lowest economic costs. On the other hand, lowest carbon emissions were 

experienced when solar PV, CSP and wind technologies were utilized. Scenarios 

were considered through which the effect of EROI, crude oil flow, carbon pricing 

and CCS were studied. With decreasing EROI values, higher economic and 

environmental costs were observed. For varying crude oil flow, higher annual 

profit was realized alongside an increase annual carbon emissions. Under the 
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C&T program, a carbon credit value of $87/tCO2 (i.e. Switzerland) was found to 

be optimal as it resulted in the highest profit with least carbon dioxide emissions. 

Multi-objective optimization was carried out; resulting in a Pareto front that 

depicted the decrease in carbon emissions with decreasing profit.  

In Chapter 5, the study of incorporating ‘clean’ energy within a refinery was 

presented. Different units and their significance that exist in a refinery were 

discussed, in detail. These units were successfully simulated using Aspen 

HYSYS V8.4 to determine the energy demand by each of these process units. 

Results showed that PV coupled with CSP(heat) as well as Wind coupled with 

CSP(heat) technologies resulted in lowest carbon dioxide emissions. On the 

contrary, CHP under excess conditions, resulted in the lowest economic-cost 

scenario. When storage technology was considered, Wind coupled with 

CSP(heat) resulted in further reduction of carbon emissions. Whilst studying the 

effect of carbon cap-and-trade program, three different carbon prices, which are 

already in effect in different economies, were investigated. In addition, the impact 

of different CCS costs on economic costs and CO2 emissions was studied. When 

considering 70% CCS, as the cost of CCS increased, preference of using only 

CHP transitioned to CSP and later, coupled with wind technology. 

Finally, research work on integrating renewable energy to existing energy 

infrastructure while utilizing rooftop area of structures within a region was 

successfully carried out. Using MATLAB segmentation and region analyzing 

tools, the average percentage difference between the actual and calculated areas 

was found to be 18.55%. An electric vehicle charging infrastructure was designed 
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which is powered through rooftop RET systems. Cases were presented where 

produced energy was used to meet EV demand only, and EV and AD city 

demand, collectively. In the former case, deployment of wind turbines and CSP 

technology for electricity generation resulted in least emissions. Minimum 

economic cost was realized when electricity was purchased completely from grid. 

In the former scenario, due to the high demand of Abu Dhabi city, grid majorly 

contributed in meeting electricity demand whilst wind technology was considered 

to meet a part of this demand. The lifecycle emissions were also considered if the 

need arises for local production of technologies. Wind technology still resulted in 

least LCA carbon emissions. Further analysis was carried out that showed BEV 

reduced environmental impact with increased EV penetration. The number and 

type of chargers to be utilized under each scenario was also determined with 

increasing EV penetration. 

There are other avenues that may be investigated when conducting further 

research in this area. Though a general framework was introduced in this work, 

specific studies may be carried out, incorporating stochasticity, such as varying 

demand, that would allow to observe the robustness of the proposed framework 

with respect to uncertainty. Complex situations may be analyzed, such as adding 

pool to pool flow in the pooling problem that would aid in the planning stages of 

the supply chain. Cases with MINLP formulations may be presented and different 

optimization techniques may be employed that would focus on finding the 

optimal solution in reduced computation time. Finally, studies can be carried out, 
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incorporating the hydrogen vector as research interest is growing that focuses on 

constructing a hydrogen economy. 
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