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Abstract

Dexterous manipulation problem concerns control of a robot hand to manipulate an object in a desired manner. While classical dexterous manipulation strategies are based on stable grasping (or force closure), many human-like manipulation tasks do not maintain grasp stability, and often utilize the intrinsic dynamics of the object rather than the closed form of kinematic relation between the object and the robotic fingers. Such manipulation strategies are referred as nonprehensile or dynamic dexterous manipulation in the literature.

Nonprehensile manipulation typically involves fast and agile movements such as throwing and flipping. Due to the complexity of such motions (which may involve impulsive dynamics) and uncertainties associated with them, it has been challenging to realize nonprehensile manipulation tasks in a reliable way. In this paper, we propose a new control strategy to realize practical nonprehensile manipulation tasks using a robot hand. The main idea of our control strategy are two-folds. Firstly, we make explicit use of multiple modalities of sensory data for the design of control law. Specifically, force data is employed for feedforward control while the position data is used for feedback (i.e. reactive) control. Secondly, control signals (both feedback and feedforward) are obtained by the multisensory learning from demonstration (LfD) experiments which are designed and performed for specific nonprehensile manipulation tasks in concern. We utilize various LfD frameworks such as Gaussian mixture model and Gaussian mixture regression (GMM/GMR) and hidden Markov model and GMR (HMM/GMR) to reproduce generalized motion profiles from the human expert’s demonstrations. The proposed control strategy has been verified by experimental results on dynamic spinning task using a sensory-rich two-finger robotic hand. The control performance (i.e. the speed and accuracy of the spinning task) has also been compared with that of the classical dexterous manipulation based on finger gating.
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Chapter 1

Introduction

Everyday tasks such as ball throwing, finger flickering and coin flipping with human hands all require to adjust the object’s position or orientation by manipulating fingers in desired manner. Producing such tasks with robots refers to dexterous manipulation problem in robotics. Human-like dexterous manipulation of robotic hands has long been recognized as a critical challenge to the next generation of robots [71, 28]. Much effort has been made to realize some manipulations such as regrasping, in-grasp manipulation, finger gating, finger pivoting/tracking, rolling and sliding [64]. Historically, grasp stability has usually been considered as a basic requirement of dexterous manipulation with multifingered robotic hands [15].

Instead of relying on grasp stability, an alternative approach is to manipulate objects without maintaining a stable grasp; such manipulation is referred as nonprehensile (or dynamic dexterous) manipulation [66]. Nonprehensile manipulation offers several potential benefits over conventional approach such as increased dexterity and increased workspace [62]. This enables robots to perform more human-like manipulations such as pushing, throwing and flipping [78]. The key idea of nonprehensile manipulation is the utilization of the intrinsic dynamics of the target object even when it is disengaged with the robotic hand.

There have been some notable attempts to realize nonprehensile manipulation with robotic hands [10, 36], most of which have relied on mathematical modeling of the hand and the object as well as the dynamics between them. Despite some successes, the complexity of dynamic models and uncertainties associated with them have been a major technical hurdle to take the dexterous manipulation to the next level. Besides, the control design can become a bit inefficient with such model-based approaches due to difficulty in handling
variabilities arising from changing environment (e.g. variability in objects and/or task goals).

1.1 Motivation

In order to perform human-like nonprehensile manipulation on robot hands, we have initially studied off from currently established methods including model-based method and iterative learning method. Model-based manipulation method requires to find the mathematical model of the robot, the object, and the interaction between them (i.e. friction and contact model). This method is heavily studied over the past two decades and still remains as a difficult problem to tackle [59, 92, 47]. Such modeling methods are well described in the following textbooks [30, 68]. Even though the modeling of robots itself is precise and well-established, modeling of the interaction between the object and robots still remain as a big challenge because they heavily relay on the friction and contact states (material, surface roughness, contact type, contact position, etc.). Also, the states of models have various uncertainties often with a stochastic nature, which frequently limit our capability to estimate them [91]. Through tactile and haptic sensors, these issues can somehow be mitigated and thus significantly improving manipulation performances. Nevertheless, success was limited to certain configurations.

Another popular method is to use iterative learning methods, in particular iterative learning control (IRC) [16] and reinforcement learning (RL) [85]. These methods allow to
improve the control performance without understanding the precise model of the system. Main idea of both methods is performing repetitive runs to improve the control strategy through each iteration. The fundamental concept is adapted from how human learns to perform a task much better after repetitively performing the same task. IRC develops from a simple control law that calculates the new control input based on the current error signal from the previous run. Hence, it requires the knowledge of the desired trajectory. In contrast to IRC, RL does not require the desired trajectory. Instead, it requires to form a reward (or cost) function to measure the performance of the current run. Defining a good reward function is essential to allow RL to converge to its optimal control law. It seems that both approaches work reasonably well for learning and performing the nonprehensile manipulation tasks. However, both methods require hundreds of iterations which can easily damage the physical robot. Furthermore, it is often very computationally heavy due to the nature of the system (i.e. continuous system, many state variables).

Motivated by recent advances in machine learning techniques, this thesis presents a new control strategy for the nonprehensile dexterous manipulation. More specifically, we put forward two main ideas in this thesis to overcome the previously mentioned difficulties. Firstly, we employ recent techniques of learning from demonstration (LfD) for dexterous manipulation. To the best of authors’ knowledge, LfD has not yet been implemented for the type of nonprehensile manipulation tasks that we consider in this paper. Secondly, in doing so, we make the explicit use of multiple modalities of sensory data in formulating the control law for the LfD. In fact, these two ideas parallel our own intuition of how human dexterity develops [49, 52];

1. Human can easily learn new skills by observing demonstrations from an expert and reproducing them.

2. Human dexterity is highly dependent on rich sensing (proprioceptive, vision, tactile, etc.).

As one of the most active areas of research in robotics in these days, LfD has seen a significant progress in recent years [17]. The LfD has also been called in the literature as imitation learning (IL), programming by demonstration (PbD), or apprenticeship learning (AL) [23]. The LfD is an autonomous learning strategy through which a human can configure a robot to perform a complex task by providing a good set of demonstrations of the desired task. This technique has been shown to hold a great potential for controlling the robot hand without direct programming or configuring it; hence people who are not expert at robot programming can easily configure the robot to perform desired behaviour by simply demonstrating to it.
Thanks to rapid advances in sensing technologies, modern robotic systems are, more and more, being equipped with various sensors such as motor encoders, strain gauges, tactile sensors, high-speed vision camera or combination of these. The concept of sensory-rich control (or motion control using multimodal sensory data) has been implemented in some classical control applications [46, 63], but its practical use for dexterous manipulation is yet to come. In the later section, we review the up-to-date work on in-hand manipulation, LfD, and perception systems.

1.2 Related Works

1.2.1 In-hand Manipulation

In-hand manipulation has long been studied in literature, one of earlier works of which includes the work by Salisbury [80]. A good review on the topic can be found in [71] and [14]. Despite such a long history, the problem of manipulating position and orientation of objects with human-like dexterity still remains as a big challenge [13, 68, 28]. The representative types of dexterous manipulation tasks that have been achieved so far using an anthropomorphic robot hand include: re-grasping/finger gating [84] and sliding/rolling [64]. Re-grasping/finger gating involves the sequence of steps of grasping and releasing the object. The main drawback of this manipulation is that the additional support plane is required for holding the object when it is detached from the robot. Also, it takes more time to manipulate the object due to the large number of sequences of actions required to achieve the desired task. Sliding/rolling has been pursued as an alternative strategy to perform in-hand manipulation. It may enable faster and more agile manipulations in some cases by allowing the object to slide or roll against the fingers (often without grasp stability) during the manipulation [29]. Many in-hand manipulation approaches pursue the model-based planning perspective, i.e. the grasp planning and the motion planning. Almost all the methods presume that the analytical descriptions of both hand and the object are known, not to mention the force-closure condition [15]. In contrast, we attempt, in this paper, to come up with a general control strategy that can achieve highly dexterous manipulation tasks without precise description of the models of the hand and the object.

1.2.2 Learning from Demonstration (LfD)

Learning from Demonstration (LfD) gained attention in the field of manufacturing robotics at the beginning of 1980s [17]. The first approach to this problem was simply recording the
demonstrated data through the joint encoder and torque sensors while a human demonstrates through a teleoperation, and playing back to perform the same task on a robot itself. After many work was done in the field of LfD, the following pipeline was established to be a generalized scheme for the LfD [26].

![Learning by Demonstration pipeline.](image)

From human demonstrations using vision, data gloves, virtual reality, kinesthetic teaching, and many more, the data is processed such that it can be generalized to find the trajectory that is general and noise-free from the data through high-level task learning or low-level skill learning. In other context, these are also referred as learning in symbolic level and trajectory level, respectively. High-level (or symbolic level) learning allows robot to learn hierarchy, rules and loops based on the pre-defined motion elements, which enables robot to learn new skills based on the primitive skill sets that it knows. In contrast, the low-level (or trajectory level) learning allows robot to learn the direct mapping from the action desired to required input signal. Through this learning scheme, robot can learn the generic representation of motion through encoding various sensor inputs. However, reproducing such complex action is difficult.

Incorporating demonstration data from human experts into robot task control has been extensively investigated in recent years. There exist many different approaches, but one view is that they fall under one of two main approaches; reinforcement learning (RL) method or LfD method. RL requires pre-defined reward or cost function information. Coming up with well-defined function is crucial since this governs the performance of the learning. LfD is a more common approach to allow robot to perform human task from demonstration data. Many use the probabilistic approach that is encoding task variables using probability density function (pdf) and reproducing through a regression technique.

**Symbolic Learning (High-level Task Learning)**

Many earlier work in LfD dealt with symbolic learning. The task at a symbolic level is described by the sequential or hierarchical organization of a discrete set of primitives that
are pre-determined or extracted from pre-defined rules [23]. Examples of such works can be found in [35, 70, 72, 37]. The basic structure of the symbolic learning approach is outlined as follows: demonstration, task representation, task generation and execution. From the expert’s demonstration through kinesthetic learning or teleoperation, the task is segmented with known pre-defined actions and formed to a hierarchical tree. From the tree, the generalized task sequence is achieved then the robot executes the task. To refine the robot’s task, two main methods are used: providing more demonstration or expert’s feedback. By combining multiple demonstration into a single hierarchical tree, the robot can generalize the task more and is able to compensate any variability during the task execution. From the expert’s feedback, robot can incorporate any constraints during the task generalization/reproduction.

Although this symbolic learning process require iteration and multiple demonstrations to teach a robot a desired task, the learning speed was much faster against brutal-force trial-error approach. The main disadvantage of the above approach is that it largely rely on the prior knowledge to pre-defined symbolic representations.

**Trajectory Learning (Low-level Skill Learning)**

Low-level learning refers to learning a specific task or action from demonstration data acquired from various sensors. Terms such as motor skill learning and primitive action learning are used interchangeably. All the learning methods can be viewed as a supervised learning as the main goal is to find the mapping that will reproduce the desired motion from the demonstration data (training set). Hence, some of the early works include the use of Neural Network and Inductive Logic. However, finding a direct mapping from the sensor inputs to the desired motor input failed to acquire the trajectory that is free from any other source of errors or disturbances. These includes human demonstration error, sensor noises, and environmental disturbances. Therefore, modern approaches focus more on finding a generalized trajectory from multiple demonstrations. Modern approaches are based on probabilistic modeling (such as Gaussian Mixture Regression (GMR) and Hidden Markov Models (HMM)), Dynamic Movement Primitives (DMPs) or combination of them.

**Probabilistic Approach**  Gaussian mixture model and Gaussian mixture regression (GMM/GMR) technique is the most widely used probabilistic approach in the field [22]. There also exist some extensions of GMM/GMR such as task parameterized version of GMM (TP-GMM) [20]. Most of the problems for LfD involves learning the position trajectory of the robot to perform the desired task; however, some researchers expanded the
idea to force-based manipulation tasks [33, 60, 56, 76]. In this paper, we try to combine the advantages of both the position-based and the force-based GMM/GMR.

HMM is another popular probabilistic tool in LfD framework. HMMs have been widely used in recognizing human generated information data such as speech recognition [73], handwriting recognition [38], and sign language recognition [83]. Due to its capability of capturing both spatial and temporal variations, many LfD frameworks were developed.

Encoding of the robot motion trajectory with HMM can be found in [40, 57, 88]. Many researchers utilized HMM to perform LfD due to the fact that the human demonstration is time-varying, not perfect, and sensory processes are noisy. Tso and Liu [88] utilized HMM to select the best robot trajectory amongst a number of demonstration cycles of the peg-in-the-hole assembly task. Yang et al. [90] used HMM to encode the trajectory that human demonstrates on a teleoperation-controlled space robot. Human gesture was leaned using HMM and newly created data was classified using the trained model for verification. By using HMM, a Mimesis theory was developed for the primitive skill of imitative learning on humanoid robot [44]. For reproducing the generalized motion, key point spline fitting, Gaussian Mixture Regression, HMM trajectory were studied.

**Dynamic Systems Models** Another common approach of trajectory learning is to apply the theory of dynamical systems. Various approaches are studied including sequenced Linear Dynamical Systems (LDS) [34], Stable Estimator of Dynamical Systems (SEDS) [50], Implicit Dynamical Systems [53] and Dynamic Movement Primitives (DMP) [43, 42]. Among these methods, DMP has proven to be very effective when the learning is done by observing the expert’s demonstration. This method uses nonlinear differential equations to form control policies in trajectory formation, which allows the learned dynamical system to represent the whole flow field rather than a single trajectory. The main idea behind the DMP is to use a set of first order systems and transform them into nonlinear dynamic system by adding nonlinear forcing terms. As the first order system works as a spring-damper system, the system guarantees convergence to a goal state. DMP has been used in imitating reaching movements [43, 81], manipulation tasks [51], and obstacle avoiding [42]. However, the DMP still has a few drawbacks: it is hard to fully control the generated motion profile and it cannot impose constraints on the motion.

Extending the idea of DMP, reinforcement learning methods are used to optimize the learned DMP trajectories. It utilizes Policy Improvement through Path Integration (PI²) algorithm to track the immediate cost of the trajectory throughout the movement and calculates the cost-to-go at each point to find the optimal trajectory of the given task [86]. This method has been efficiently applied to various areas including manipulation task [48] and robot dog walking [86].
1.2.3 Perception Systems

Multisensory Integration in Dexterous Manipulation

Control laws for dexterous manipulation have largely relied on the precise knowledge of the position of the manipulating fingers and/or the target object. Other types of sensory data adopted in recent years include the tactile and vision [74, 93]. Closing a feedback loop with such sensors may allow the control law to be able to adapt to unknown object properties [9]. In particular, the tactile sensory information can play an important role in the process of manipulation by detecting both the direction and the magnitude of the contact force between the object and the robot fingers. Examples of the utility of tactile information in in-hand manipulation tasks can be found in [89, 58, 65]. As is the case for humans, the visual sense can form another important sensory feedback in dexterous manipulation. Visual servoing, or vision-based robot control, is well-established in the literature and can enable precise manipulation with both fully-actuated hands [4, 25] and underactuated hands [24].

Perception Systems in LfD

Sensors play an essential role to observe the teacher’s demonstration in LfD framework. Based on the method of skill transfer from human to robot, the right perception system is used [5]. The most widely used hardware is based on vision system, which includes camera and optical tracking systems [8]. This reflects how human eye sees the demonstration and understands the task. However, such vision-based system has limitations due to the limited resolution of the vision system and it is difficult to solve the correspondence problem of mapping the task from human demonstration to robot. Proprioceptive sensors provide information about internal state of the robot (e.g. motor encoders), and this is useful for demonstration approaches such as kinesthetic teaching and teleoperated demonstration [17]. For tasks that involves interaction with the surrounding utilizes force-based perception (e.g. manipulation tasks). Through force/torque sensors, the robot can learn about the reference force/torque profile and tactile data about its contact. This ensures robot not only to understand the surroundings, but also to safely interact with the environment.

1.2.4 Reinforcement Learning in Dexterous Manipulation

As artificial intelligence is getting popular in recent research works, specific learning technique called reinforcement learning (RL) [85] is applied to solve various dexterous manipula-
lation tasks. RL problem is modeled using Markov decision process (MDP), which provides generic mathematical model abstraction to a sequential decision making problem of known states. The goal of RL is to find a control policy to maximize the user-defined reward function through iterations. Various method of RL is applied to dexterous manipulation tasks. These methods includes model-free deep RL [94], model-based deep RL [55, 39] and behavioural cloning [67]. Many works were done in a simulation environment as they are easy to setup and perform many iterations. However, these simulated model does not reflect the real system, hence some works were also done to transfer the policy learned from the simulated environment to actual experimental setups [79, 45]. Although many works were done to enable dexterous manipulations through RL, the work on nonprehensile manipulation is rare as most of the work was done for prehensile tasks.

1.3 Objective

In this work, we examine the performance of nonprehensile manipulation based on the LfD approach using a custom-built robot hand. The robot hand is equipped with various sensors including tactile (or finger tip force) and vision as well as position encoders. The proposed LfD framework can be divided into three sub-tasks:

1. Motion profile learning
2. Task reproduction
3. Control parameter learning

During the motion profile learning, the expert’s demonstration data is collected using the finger tip force sensor and the position encoder. Using two probabilistic modeling techniques including Gaussian mixture model (GMM) and hidden Markov model (HMM), demonstration data is generalized with multiple Gaussian distributions. Using the Gaussian mixture regression (GMR), the position and the finger tip force data have been processed to realize the generalized position and the force signals, which are then inserted to the controller as reference signals. The task reproduction allows the robot to reproduce the motion profile obtained from LfD framework. The generated desired position signal is used for the feedback control while the desired contact force signal is injected as a feedforward command. After successfully performing the desired motion, any additional control parameter will be learned through the control parameter learning process. The control parameter can be optimized through iteration steps.
As an exemplary task, we realized a nonprehensile task of spinning and stopping a circular disk with two fingers, the goal of which is to make the disk rotate as fast and closely to the desired angle as possible. The detailed experimental setup and the task description is described in the next section.

1.4 Experiment: Nonprehensile Spinning Task

1.4.1 Experimental Setup

The hardware platform for this research is the custom-built planar robot hand, which is depicted in Figures 1.3 and 1.4. This robot has two fingers each of which has two degrees of freedom (2 DOF) consisting of two joints and two links. In order to mimic the sensory-rich behavior of human, the robot is equipped with multiple sensors; each joint is equipped with the encoder, each arm is a force sensor (strain gauge) and the finger tip has a 3D tactile sensor attached at the end-effector. The vision camera at the top of the system (see Figure 1.4) captures the manipulation scene and measures the configuration of the object in realtime. All the hardware is connected to LabVIEW Real-Time target (manufactured by National Instruments Inc.) that is running at 1 kHz except for the vision loop which is running at 12.5 Hz ($T_v = 80$ ms). The detailed hardware specification is shown in Table 1.1.

![Figure 1.3: 3D schematic of the robot hand](image)

As shown in Figure 1.4, the object is mounted to a table bearing to reduce the friction against the ground as much as possible. An image identifier tag is attached on top of the object to allow vision camera to track the orientation of the object. The cylindrical
Table 1.1: Hardware Specifications

<table>
<thead>
<tr>
<th>Component</th>
<th>Manufacturer / Model</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geared Motor Set</td>
<td>Maxon Motor (222053, 201937, 201937)</td>
<td>Max speed: 9270 rpm, Rated torque: 11.6 mNm, Gear ratio: 84:1, Encoder resolution: 512 ppr</td>
</tr>
<tr>
<td>Strain Gauge</td>
<td>Strain Measurement Device (S220)</td>
<td>Max load: 6 lbs</td>
</tr>
<tr>
<td>3 Axis Force Sensor</td>
<td>OnRobot (OMD-30-SE-100N)</td>
<td>Nominal capacity: 100 N ($F_z$ compression), $\pm 25$ N ($F_{xy}$)</td>
</tr>
<tr>
<td>Vision Sensor</td>
<td>Basler (cA2000-340km)</td>
<td>Resolution: 2048px×1088px</td>
</tr>
</tbody>
</table>

Figure 1.4: Overall configuration of experimental setup
object is made of aluminum with its rotational inertia of around 0.057 $kg \cdot m^2$. Using our experimental setup, the maximum rotation to be achieved by a single step force closure manipulation is $\sim \pm 25^\circ$.

### 1.4.2 Nonprehensile Task: Nonprehensile Spinning

The nonprehensile task that we are considering in this thesis is nonprehensile spinning task. Through a single stage force closure manipulation, where the robot is in contact with the object all the time during the manipulation, the maximum rotation angle is $\sim \pm 25^\circ$ in our current experimental setup. Hence, in order to achieve object rotation greater than $\pm 25^\circ$, the robot is required to re-grasp and perform the manipulation repeatedly until the desired manipulation is reached. Through the proposed control system in Section 1.3, we would learn to perform nonprehensile spinning task to achieve greater angle object rotation in precise and faster manner. The nonprehensile manipulation for spinning proceeds in three steps as shown in Figure 1.5; impulsive spinning, free rotation and catching. The spinning move is the main task to generate the fast rotational motion in a nonprehensile way. Thus, we utilizes the LfD framework to learn the impulsive spinning motion. The catching motion completes the nonprehensile manipulation task, and it is critical to find the right time to catch the object. We employ iterative learning method to find the proper time to re-grasp the object to stop at a desired angle.

![Figure 1.5: Control procedure for nonprehensile spinning.](image)

### 1.5 Organizations

The rest of this thesis is organized as follows. In Chapter 2, mathematical background in probabilistic LfD frameworks and robot kinematics is presented. Based on the available
LfD tools, we extend its application to nonprehensile motion profile learning with sensory-rich robot in Chapter 3. Then, the reproduced generalized trajectory is then evaluated on the real robot through combination of feedback and feedforward controller in Chapter 4. Finally, learning unknown controller parameters are studied in Chapter 5 to complete the nonprehensile manipulation system via multi-sensory learning from demonstration.
Chapter 2

Mathematical Background

In this section we overview the mathematical tools for learning from demonstration (LfD) framework and robot manipulator model. Specifically, the most popular probabilistic modeling tool of Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM) is outlined. Gaussian mixture regression (GMR) technique is also reviewed as a popular method to retrieve the generalized trajectory from the encoded model. Finally, modeling of the 2-link robot manipulator is discussed, which we utilize in controller design.

2.1 Notation

Let us first introduce some common notations used in later sections.

K : number of Gaussians in the model, indexed with \( k \in \{1, \ldots, K\} \)

M : number of demonstrations, indexed with \( m \in \{1, \ldots, M\} \)

T : number of datapoints in a single motion profile, indexed with \( t \in \{1, \ldots, T\} \)

N : \( M \times T \) = total number of datapoints in entire demonstrated motion profile, indexed with \( n \in \{1, \ldots, N\} \)

D : number of state variables in a single datapoint

\( \xi_t \in \mathbb{R}^D \) : single datapoint with \( D \) state variables

\( \xi_{1:T} : \{\xi_1, \ldots, \xi_T\} \) = single observed motion profile

\( \xi : \{\xi_{1:T}, \ldots, \xi_{1:M}\} \) = entire demonstration motion profile set
\[ \Theta^\text{GMM} : \text{Gaussian Mixture Model (GMM)} \]
\[ \Theta^\text{HMM} : \text{Hidden Markov Model (HMM)} \]

2.2 GMM/GMR Framework

2.2.1 Gaussian Mixture Model (GMM)

A Gaussian mixture model (GMM) is a probabilistic model that assumes that all of the datapoints are generated from a mixture of a finite number of Gaussian distributions [23]. Such modeling technique is useful when trying to find a trend from multiple data sets. This can be seen as a generalized version of the k-means clustering technique [41], but may be considered more general in terms of flexibility in choosing the covariance between the Gaussian distributions. Some widely used application of GMM includes speech recognition [12] and multiple object tracking [31].

Model Definition

GMM can estimate the probability density distribution of the samples, where the estimated model is the weighted sum of several Gaussian models. Denoting by \( K \) the number of component Gaussian distributions, the probability that the \( D \)-dimensional \( t \)-th datapoint \( \xi_t \in \mathbb{R}^D \) belongs to the GMM can be written as

\[
p(\xi_t) = \sum_{k=1}^{K} p(k)p(\xi_t|k) \tag{2.1}
\]

where \( p(k) = w_k \in [0, 1] \) is the mixing coefficients (or prior probability of the \( k \)-th Gaussian), and \( p(\xi_t|k) \) is the conditional probability density function (pdf). More specifically,

\[
p(\xi_t|k) = \mathcal{N}(\xi_t|\mu_k, \Sigma_k) = \frac{1}{\sqrt{(2\pi)^D|\Sigma_k|}} e^{-\frac{1}{2}(\xi_t-\mu_k)^T \Sigma_k^{-1}(\xi_t-\mu_k)} \tag{2.2}
\]

where \( \mu_k \in \mathbb{R}^D \) and \( \Sigma_k \in \mathbb{R}^{D \times D} \) denote the center and the covariance matrix for the \( k \)-th Gaussian, respectively. Thus, the GMM can be characterized by the set of parameters \( \Theta^\text{GMM} = \{w_k, \mu_k, \Sigma_k\}_{k=1}^{K} \). The prior probability \( w_k \) acts as a weighting factor for each Gaussian model and it must satisfy \( \sum_{k=1}^{K} w_k = 1 \).
2.2.2 Parameter Learning: Expectation-Maximization (EM) Algorithm

These set of unknown parameters can be found using the standard expectation-maximization (EM) algorithm, which is basically the maximum likelihood estimation (MLE) of the mixture parameters that is performed iteratively [32].

Let us first define a posterior probability (called responsibility, $\gamma_k(\xi)$) for a given data-point value $\xi$. Using the Baye’s rule,

$$
\gamma_k(\xi) = p(k|\xi) = \frac{p(k)p(\xi|k)}{p(\xi)} = \frac{w_k N(\xi|\mu_k, \Sigma_k)}{\sum_{j=1}^{K} w_j N(\xi|\mu_j, \Sigma_j)}
$$

As the name of the algorithm suggests, the EM algorithm iterates over two steps: E-step and M-step. At each cycle, E-step evaluates the responsibilities using the current parameter values, and then M-step re-estimates the parameters by maximizing the joint distribution of the data and the hidden variable. In other words, new data points are drawn from the given GMM and the GMM parameters are newly calculated through MLE step. The initial parameters are usually approximated using k-means clustering algorithm [41].

E-step:

$$
\forall k, n, \text{ calculate } \gamma_k(\xi_n) \text{ with the current parameters.}
$$

M-step:

$$
\begin{align*}
    w_k^{\text{new}} &= \frac{\sum_{n=1}^{N} \gamma_k(\xi_n)}{N}, \\
    \mu_k^{\text{new}} &= \frac{\sum_{n=1}^{N} \gamma_k(\xi_n)\xi_n}{\sum_{n=1}^{N} \gamma_k(\xi_n)}, \\
    \Sigma_k^{\text{new}} &= \frac{\sum_{n=1}^{N} \gamma_k(\xi_n)(\xi_n - \mu_k^{\text{new}})(\xi_n - \mu_k^{\text{new}})^\top}{\sum_{n=1}^{N} \gamma_k(\xi_n)}
\end{align*}
$$
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After calculating the new parameters, the log-likelihood value, $L(\xi|\Theta^{GMM})$, is calculated to compare against the previous log-likelihood value, such that if the increase in the log-likelihood is small, then the iteration stops.

$$L(\xi|\Theta^{GMM}) = \sum_{n=1}^{N} \ln \left\{ \sum_{k=1}^{K} w_k \mathcal{N}(\xi_n|\mu_k, \Sigma_k) \right\}$$  \hspace{1cm} (2.4)$$

Therefore, the criteria of stopping the iteration is represented as $\frac{L^{new}}{L} < C$ where $C$ is the threshold.

### 2.2.3 Gaussian Mixture Regression (GMR)

From the learned GMM, we can reproduce a generalized trajectory through the Gaussian mixture regression (GMR) process [23].

Let us assume that the $t$-th data point $\xi_t$ consists of the input $\xi^I_t$ and the output $\xi^O_t$, i.e. $\xi_t = \text{col}\left(\xi^I_t, \xi^O_t\right)$. From Equations (2.1) and (2.2), the probability for $\xi_t$ to belong to the learned GMM is

$$p(\xi_t) = \sum_{k=1}^{K} \pi_k \mathcal{N}(\xi_t|\mu_k, \Sigma_k)$$

where the mean vector $\mu_k$ and the covariance matrix $\Sigma_k$ can be partitioned as

$$\mu_k = \begin{bmatrix} \mu^I_k \\ \mu^O_k \end{bmatrix}, \Sigma_k = \begin{bmatrix} \Sigma^I_k & \Sigma^{IO}_k \\ \Sigma^{OI}_k & \Sigma^O_k \end{bmatrix}$$  \hspace{1cm} (2.5)$$

The superscripts $I$ and $O$ represent the input and the output variables, respectively. Then, the GMR process involves the prediction of the distribution of the output data $\xi^O_t$ for the $k$-th Gaussian when the input data $\xi^I_t$ is given. Specifically, using the conditional probability distribution, we have

$$p\left(\xi^O_t|\xi^I_t, k\right) = \mathcal{N}\left(\hat{\xi}_{k,t}, \hat{\Sigma}_{k,t}\right)$$  \hspace{1cm} (2.6)$$

where $\hat{\xi}_{k,t}$ and $\hat{\Sigma}_{k,t}$ are the predicted mean and the predicted covariance of $\xi^O_t$ for the $k$-th Gaussian given the input $\xi^I_t$. Using the conditional probability, they are given by

$$\hat{\xi}_{k,t} = \mu^O_k + \Sigma^O_k \Sigma_k^{-1} \left(\xi^I_t - \mu^I_k\right),$$

$$\hat{\Sigma}_{k,t} = \Sigma^O_k - \Sigma^{OI}_k \Sigma_k^{-1} \Sigma^{IO}_k$$
Then, the complete GMM can be obtained by summing up Equation (2.6) over $k$ as

$$p \left( \xi_t^O | \xi_t^T \right) = \sum_{k=1}^{K} h_{k,t} N \left( \hat{\xi}_{k,t}, \hat{\Sigma}_{k,t} \right)$$  \hspace{1cm} (2.7)

where $h_{k,t} = p \left( k | \xi_t^T \right)$ is the probability that the $k$-th Gaussian distribution is responsible for $\xi_t^T$;

$$h_{k,t} = \frac{p(k)p \left( \xi_t^I | k \right)}{\sum_{i=1}^{K} p(i)p \left( \xi_t^I | i \right)} = \frac{\pi_k N \left( \xi_t^I; \mu_{I,k}, \Sigma_{I,k} \right)}{\sum_{i=1}^{K} \pi_i N \left( \xi_t^I; \mu_{I,i}, \Sigma_{I,i} \right)}$$  \hspace{1cm} (2.8)

By using the linear transformation property of Gaussian distributions, the conditional expectation $p \left( \xi_t^O | \xi_t^T \right)$ can be approximated by a single Gaussian distribution $N \left( \hat{\xi}_t, \hat{\Sigma}_t \right)$ where $\hat{\xi}_t$ and $\hat{\Sigma}_t$ are the weighted sums, respectively, of $\hat{\xi}_{k,j}$ and $\hat{\Sigma}_k$ through $h_{k,j}$ over $k$ [22]. In the end, the sequence of $\hat{\xi}_t$ represents the desired trajectory from the GMR with its uncertainty (or variability) encoded by $\hat{\Sigma}_t$ for each data point $j$.

### 2.2.4 Dynamic Time Warping (DTW)

The GMM/GMR approach explained above is capable of capturing spatial variability. However, it does not encapsulate well the temporal variation within the data set. The dynamic time warping (DTW) algorithm is a method proposed to measure the similarity between two temporal sequences and to align them in a more consistent way [27]. Pre-processing datapoints with DTW is known to estimate the GMM parameters more precisely so that more concrete GMR trajectory can be reproduced. Hence, the DTW is widely applied in the fields where temporal sequences are used, such as video, audio, and graphics data.

A basic idea of DTW is as follows [23]. Given two trajectories, $\xi$ and $\bar{\xi}$, of length $T$, consider the distance between two datapoints of temporal index $k_1$ and $k_2$, i.e. $h(k_1, k_2) = \| \xi_{k_1} - \bar{\xi}_{k_2} \|$. Then, the DTW determines the warping path, $S = \{s_l\}_{l=1}^{L}$ for $L$ elements of $s_t = \{k_1, k_2\}$ such that its cumulative distance $\gamma(k_1, k_2)$ is successively minimized by the induction process;

$$\gamma(k_1, k_2) = h(k_1, k_2)$$
+ $$\min \left[ \gamma(k_1 - 1, k_2 - 1), \gamma(k_1 - 1, k_2), \gamma(k_1, k_2 - 1) \right]$$
with the initial value $\gamma(1,1) = 0$. As will be discussed later, time alignment through the DTW step is particularly important in implementing GMR for nonprehensile manipulation tasks because the contact force is often impactive (i.e. a large force is applied within a short duration of time).

### 2.3 HMM/GMRa Framework

#### 2.3.1 Hidden Markov Model (HMM)

The hidden Markov model (HMM) is another popular statistical model that describes the evolution of observable events that depend on the internal factors, which are not directly observable. Such modeling is widely used in the field of LfD as it is capable of modeling both the spatial and the temporal variations in data [23]. One can simply think of it as an extension of GMM with the transition characteristic between the Gaussian states.

**Model Definition**

An HMM with $K$ number of states is characterized as $\Theta^{\text{HMM}} = \{\{a_{ij}\}_{j=1}^{K}, \Pi, \mu, \Sigma\}_{i=1}^{K}$ [73]:

- $\{a_{i,j}\}$, the state transition probability, with $1 \leq i, j \leq K$
- $\Pi_i$, the initial state probability vector, with $1 \leq i \leq K$
- $\mu_i, \Sigma_i$, the distribution of the observations of each state is represented with multivariate Gaussian, which is shown with $\mathcal{N}(\xi_t|\mu_i, \Sigma_i)$

To put it simply, the HMM represents how the observation datapoints are mapped from the hidden Gaussian states.

#### 2.3.2 Forward Variable

Forward variable is the probability to be in state $i$ at time step $t$ and the partial observation $\xi_{1:t} = \{\xi_1, \xi_2, \ldots, \xi_t\}$, and it is defined as

$$\alpha^\text{HMM}_{t,i} = p(s_t = i, \xi_{1:t})$$

(2.9)
where $s_t$ indicates the hidden state at time step $t$. This variable can be easily calculated through induction.

$$\alpha_{t,i}^{\text{HMM}} = \left( \sum_{j=1}^{K} a_{t-1,j} \alpha_{t-1,j} \right) N(\xi_t|\mu_i, \Sigma_i) \quad (2.10)$$

starting from:

$$\alpha_{1,i}^{\text{HMM}} = \Pi_i N(\xi_1|\mu_i, \Sigma_i) \quad (2.11)$$

### 2.3.3 Backward Variable

In a similar manner, we can define the probability of the partial observation $\{\xi_{t+1}, \ldots, \xi_{T-1}, \xi_T\}$ knowing that we are in state $i$ at time step $t$. This is called the backward variable which is defined as

$$\beta_{t,i}^{\text{HMM}} = p(\xi_{t+1:T}|s_t = i) \quad (2.12)$$

and it can also be calculated by induction:

$$\beta_{T,i}^{\text{HMM}} = 1 \quad (2.13)$$

$$\beta_{t,i}^{\text{HMM}} = \sum_{j=1}^{K} a_{ij} N(\xi_{t+1}|\mu_j, \Sigma_j) \beta_{t+1,j}^{\text{HMM}} \quad (2.14)$$

### 2.3.4 Parameter Learning: Baum-Welch Algorithm

The parameter estimation of HMM can be done through a modified version of Expectation-Maximization algorithm, or the Baum-Welch algorithm [11]. Similar to Section 2.2.2, the algorithm iterates over two steps: E-step and M-step. At each cycle, E-step infers the hidden states given the HMM parameters and the re-estimated the parameters given the data in M-step.

The $K$ hidden state HMM’s parameters ($\Theta^{\text{HMM}}$) can be estimated with the observation information of length $T$, $\xi_{1:T} = \{\xi_1, \ldots, \xi_T\}$. In order to simplify the calculation we define the following variables:

$$\gamma_{t,i}^{\text{HMM}} = p(s_t = i|\xi_{1:T})$$

$$= \frac{\alpha_{t,i}^{\text{HMM}} \beta_{t,i}^{\text{HMM}}}{\sum_{k=1}^{K} \alpha_{t,k}^{\text{HMM}} \beta_{t,k}^{\text{HMM}}} \quad (2.15)$$
The HMM is given by
\[
\zeta_{t,i,j}^{\text{HMM}} = p(s_t = i, s_{t+1} = j | \xi_{1:T})
\]
\[
= \frac{\alpha_{t,i}^{\text{HMM}} a_{ij} N(\xi_{t+1} | \mu_j, \Sigma_j) \beta_{t+1,j}^{\text{HMM}}}{\sum_{k=1}^{K} \sum_{l=1}^{K} \alpha_{t,k}^{\text{HMM}} a_{kl} N(\xi_{t+1} | \mu_l, \Sigma_l) \beta_{t+1,l}^{\text{HMM}}}
\] (2.16)

where \(\alpha\) and \(\beta\) are the forward and backward variables described in previous sections. Using Equations (2.15) and (2.16), the parameters of the HMM model \(\Theta^{\text{HMM}} = \{a_{ij}\}_{j=1}^{K}, \Pi_i, \mu_i, \Sigma_i\}_{i=1}^{K}\) can be calculated iteratively. For the hidden state \(i\) (we will drop HMM superscript here),

\[
\Pi_i^{\text{new}} = \gamma_{1,i}
\] (2.17)

\[
a_{ij}^{\text{new}} = \frac{\sum_{t=1}^{T-1} \zeta_{t,i,j}}{\sum_{t=1}^{T-1} \gamma_{t,i}}
\] (2.18)

\[
\mu_i^{\text{new}} = \frac{\sum_{t=1}^{T} \gamma_{t,i} \xi_t}{\sum_{t=1}^{T} \gamma_{t,i}}
\] (2.19)

\[
\Sigma_i^{\text{new}} = \frac{\sum_{t=1}^{T} \gamma_{t,i} (\xi_t - \mu_i^{\text{new}})(\xi_t - \mu_i^{\text{new}})^\top}{\sum_{t=1}^{T} \gamma_{t,i}}
\] (2.20)

### 2.3.5 GMR for HMM

From the definition of the HMM, applying classical GMR approach as mentioned before is possible, yet the temporal information is not utilized in the classical GMR method. In order to utilize the temporal information that we characterized in HMM, we use a modified version of GMR called GMRa [21, 77]. The classical formulation is similar to Equation (2.7). Instead of using the weighting factor \(h\), we use \(\alpha\), the forward variable in HMM. Hence the new equation becomes

\[
p(\xi_t^O | \xi_t^T) = \sum_{k=1}^{K} \alpha_{k,t} N(\hat{\xi}_{k,t}, \hat{\Sigma}_k)
\] (2.21)

### 2.4 Modeling of Robot Manipulators

In this section, we outline the mathematical model of general 2-link manipulator. The schematic diagram can be found in Figure 2.1.
2.4.1 Forward Kinematics

The end-effector position \((x, y)\) relative to the global coordinate axis \((X, Y)\) can be written as

\[
x = x_0 + l_1 \cos(\theta_1) + l_2 \cos(\theta_1 + \theta_2)
\]
\[
y = y_0 + l_1 \sin(\theta_1) + l_2 \sin(\theta_1 + \theta_2)
\]

(2.22)

2.4.2 Inverse Kinematics

Unlike forward kinematics, the inverse kinematics problem may have multiple solutions, a unique solution, or no solution in general. It can be easily solved in the planar two link robot by utilizing the polar coordinates.

\[
r = \sqrt{x^2 + y^2}
\]
\[
\alpha = \cos^{-1}\left(\frac{l_1^2 + l_2^2 - r^2}{2l_1 l_2}\right)
\]
\[
\beta = \cos^{-1}\left(\frac{r^2 + l_1^2 - l_2^2}{2l_1 r}\right)
\]

(2.23)

\[
\theta_1 = \tan^{-1}\left(\frac{y}{x}\right) \pm \beta
\]
\[
\theta_2 = \pi \pm \alpha
\]
where the sign used to calculate $\theta_1$ and $\theta_2$ must be the same.

### 2.4.3 Jacobian

Jacobian describes the relationship between two different coordinate systems. The Jacobian is given by a set of partial differential equations. From Equation (2.22),

$$
J = \frac{\partial p_e}{\partial \theta} = \begin{bmatrix}
\frac{\partial x}{\partial \theta_1} & \frac{\partial x}{\partial \theta_2} \\
\frac{\partial y}{\partial \theta_1} & \frac{\partial y}{\partial \theta_2}
\end{bmatrix} = \begin{bmatrix}
-l_1 \sin(\theta_1) - l_2 \sin(\theta_1 + \theta_2) & -l_2 \sin(\theta_1 + \theta_2) \\
l_1 \cos(\theta_1) + l_2 \cos(\theta_1 + \theta_2) & l_2 \cos(\theta_1 + \theta_2)
\end{bmatrix}
$$

(2.24)

In this case, the Jacobian describes the relationship between the end-effector position (which we will denote $p_e = [x, y]^T$) and the set of joint angles (which we will denote $\theta = [\theta_1, \theta_2]^T$). Using Jacobian, the velocities of the end-effect are related to those of joint angles by

$$
\dot{p}_e = J \dot{\theta}
$$

In addition to velocity relationship, using the energy-force definition, the joint torque can be related to the end-effector force through the same Jacobian.

$$
F_e = J^T \tau
$$

(2.25)

where $F_e$ is the end-effector force.
Chapter 3

Motion Profile Learning from Demonstration

In this chapter, we outline different methods to allow robot to learn nonprehensile manipulation task from the expert’s demonstrations while utilizing robot’s rich sensing ability. Demonstrations are provided to the robot through kinesthetic teaching and various sensors record the demonstrated information. Then through probabilistic modeling described in Section 2, these motion profiles are encoded to reproduce a generalized motion profile. The overall flow of this learning system is shown in Figure 3.1. We perform three different LfD approaches including GMM/GMR, GMM+DTW/GMR and HMM/GMRa. In the next section we outline demonstration collection, various LfD framework implementations and experimental results for nonprehensile spinning task described in Section 1.4.2.
3.1 Demonstration Collection

Human expert’s demonstration data may be collected through different ways. Examples include visual motion tracking system [54], physically guided by humans through kinesthetic teaching [77] or teleoperation by human through remote controller [69]. In this work, we focus on kinesthetic teaching, in which a human teacher guides the robot in performing the skill by physically holding it [3]. Kinesthetic teaching has been chosen for its advantage over other demonstration techniques such as direct compensation of the kinematic constraints at the first hand, and no correspondence problem due to a direct relationship from the demonstration to the sensor readings on the robot. Also, due to the limited degrees of freedom of the robot (limited to planar motion), there was no external force (ie. gravity) compensation required when performing the kinesthetic teaching. Figure 3.2 shows how the kinesthetic teaching was performed by the expert for our research. As mentioned in Section 1.4.2, the LfD framework is employed to allow robot to learn the joint angle and the end-effector force motion profiles for the impulsive spinning motion. Hence, the expert’s demonstration only focused on the impulsive spinning.

Total of $M$ demonstrations are performed to the robot and the collection of datapoints is represented with $\xi = \{\xi_{1:T}^m\}_{m=1}^M$ where $\xi_{1:T}^m = \{\xi_1^m, \xi_2^m, \ldots, \xi_T^m\}$ is the collection of data-
points in a single demonstration \((m)\) and \(T\) represents the total number of datapoints in a single demonstration. Each datapoint \(\xi^m_t \in \mathbb{R}^8\) is a vector constructed by collecting time index, position and force profiles that are gathered from the robot’s equipped sensors.

\[
\xi^m_t = \text{col} \left( (\xi_i)^m_t, (\xi_\theta)^m_t, (\xi_f)^m_t \right)
\]

where \(\xi_i \in \mathbb{R}\) denotes a time index, \(\xi_\theta \in \mathbb{R}^4\) denotes a vector of joint angles and \(\xi_f \in \mathbb{R}^4\) denotes a vector of end-effector forces. Figure 3.3 illustrates these data variables on the schematic diagram. In the following sections, we show how we utilize collected demonstration information to learn the motion profile for nonprehensile manipulation task through GMM/GMR and HMM/GMRa framework.
3.2 GMM/GMR

Among many approaches to solving LfD problem, GMM/GMR approach offers an advantage of resulting smooth generalized trajectory and not requiring many training samples. Another noticeable advantage of using probabilistic approach is that any outliers can be removed from the demonstration [23].

3.2.1 Training with GMM

The recorded data from the demonstration is then modeled with a GMM. As mentioned in Section 2.2.1, we select $K$ number of Gaussians to represent the entire motion profile parameterized by $\Theta^{\text{GMM}} = \{w_k, \mu_k, \Sigma_k\}_{k=1}^K$. To learn the parameters, we follow the EM-algorithm mentioned in Section 2.2.2 with concatenated demonstration dataset shown as $\xi = \{\xi_{1:T}^m\}_{m=1}^M$.

Selecting Number of Gaussians

The choice of $K$, the number of Gaussians, is critical when finding a probabilistic model of the given datapoints. Selecting small number of Gaussians results in a model that does not represent the motion profile correctly, and a large number of Gaussians may cause the model to over-fit the data, which may result in losing robustness in the generalized motion profile. Popular methods of selecting a proper number of Gaussians include Akaike
information criterion (AIC) [2], Bayesian information criterion (BIC) [82] and the consistent AIC (CAIC) [18]. These selection methods are described as the following equations.

\begin{align*}
\text{AIC} &= -2 \log L + 2\nu \\
\text{BIC} &= -2 \log L + \nu \log(N) \\
\text{CAIC} &= -2 \log L + \nu (\log(N) + 1)
\end{align*}

(3.1)

where $L$ is the log-likelihood of the model against the training set, $\nu$ is the free parameters in the model selection and $N$ is the total number of the training datapoint. From the equations we can observe that all the expression on the right side have two terms, the first term for measuring the goodness-of-fit and the second term for penalizing model complexity. All the listed methods showed consistent performance over small number of free parameters ($\nu$), however as the model complexity grows the performance fails [18]. Hence, for our purpose we use a slightly modified version of BIC method by introducing a scaling factor ($\lambda$) to the second term, which can be shown as:

\begin{equation}
\text{BIC}_\lambda = -2 \log L + \lambda \nu \log(N)
\end{equation}

(3.2)

where $\nu = (K(D^2 - D)/2 + 2D + 1) - 1$, which is the number of free parameters in the selected number of Gaussian mixtures. The $\lambda$ value was chosen to be 0.01 in our work.

**Temporal Alignment via DTW**

The time alignment of both position and force can play a crucial role when performing nonprehensile manipulation. This is because the end-effector force must be applied to the object at the right position of the robot fingers to maximize the effectiveness of the nonprehensile manipulation. Hence, it is very important to align the demonstrated trajectories in time through the DTW algorithm as shown in Section 2.2.4. Since a single DTW algorithm cannot align more than two time series at the same time, we set a single reference trajectory and perform DTW multiple times with the rest of the trajectories. We evaluate the effectiveness of DTW by performing GMM/GMR with and without DTW on the same demonstrated datapoints.

**3.2.2 Motion Profile Reproduction with GMR**

After the demonstration data are modeled, smooth motion and force profiles are found using GMR. As explained in Section 2.2.3, given a joint probability distribution of training
data, $p(\xi, \xi_\theta, \xi_f)$, the GMR estimates the conditional probabilities for the position ($p(\xi_\theta|\xi_i)$) and the force ($p(\xi_f|\xi_i)$). Then, taking the expectation of the conditional probability results in smooth motion and force profiles along the time space.

### 3.3 HMM/GMRa

Another popular method of solving LfD system is modeling the demonstration data with HMM. In this section we show how the same demonstrated datapoints can be modeled without time index which results in a probabilistic model that compensated both temporal and spatial variations. Then we show how HMM can also be used for reproducing the generalized motion profile through modified version of GMR referred as GMRa.

#### 3.3.1 Training with HMM

Similar to GMM we select $K$ number of Gaussians to parameterize the motion profile represented with $\Theta_{\text{HMM}} = \{\{a_{ij}\}_{j=1}^K, \Pi_i, \mu_i, \Sigma_i\}_{i=1}^K$ as described in Section 2.3.1. Since HMM is capable of handling temporal variations, we do not need the time index term $\xi_i$ so our datapoint vector reduces to $\xi_{m} = [(\xi_\theta)_{m}^T, (\xi_f)_{m}^T]$. When training for HMM, we’ve divided the dataset into two, where one dataset corresponds to the left finger of the robot (finger 1) and the other dataset is for the right finger of the robot (finger 2) as labeled on Figure 3.3. This is based on our assumption that the correlation is small between the left finger dataset and the right finger dataset.

In the absence of time index, we can use the position information as the input and the force information as the output. Therefore, we end up with two HMM models $\Theta_{\text{HMM}}^{\text{left}}$ and $\Theta_{\text{HMM}}^{\text{right}}$ which are trained with datasets $\xi_{m, \text{left}}$ and $\xi_{m, \text{right}}$, respectively. For selecting the number of Gaussians, we use the similar criterion mentioned in Section 3.2.1. For calculating the likelihood, we sum up Equation (2.15) for all $K$ Gaussian states.

#### 3.3.2 Trajectory Reproduction with GMRa

The HMM has largely been used for recognizing the human demonstrated motion due to its capability of handling temporal and spatial variation. There have also been many attempts to reproduce trajectory from the HMM data. Specific examples include averaging approach [23], keypoint encoding [7], and spline fitting approach [19]. In our work, we
simply extended the GMR for motion profile reproduction from HMM. With the trained HMM, the generalized motion profile is generated using GMRa algorithm shown in Equation (2.21). From the pre-defined motion profile as input variables, the corresponding end-effector forces are calculated.

3.4 Experimental Result

For nonprehensile spinning task mentioned in Section 1.4.2, we have collected total of 4 demonstration datasets (\(M = 4\)) with each having a trajectory length of \(T = 3000\). Hence, the total datapoints of \(N = M \times T = 12000\) are used for the training purpose. As we control the robot position by position tracking, we use the encoder readings directly to our position trajectory. However, the tactile sensor measures the contact forces at a fixed coordinate on the sensor, which is different from the contact force measured at the contact point. So, the original force readings are converted to normal and tangential components at the contact point. We utilized the geometrical relationship to find the contact points, but this may also be solved through vision camera. In learning the force profile, we only used the tangential force. There are several reasons for this: the task is limited to only rotation, hence the normal direction force does not play much role in spinning. Furthermore, since the object center is fixed, the normal force does not reflect the actual object force.

3.4.1 Gaussian Number Selection

To select the proper number of Gaussians, we conducted EM-calculation on the same demonstration dataset with varying the number of Gaussian models (\(K\)). We utilize the modified BIC calculation as described in Equation (3.2) and the change of BIC number respect to the varying number of Gaussians is shown in Figure 3.4. As we aim to select the number of Gaussians that well represents the training data with the minimum number of free parameters, we select \(K\) that corresponds to the lowest BIC number. Therefore, we have selected \(K = 5\) as the modified BIC number. This tells that 5 Gaussian models are suitable to fit the given training data with a reasonable number of the free parameters. The selected number of Gaussians is used throughout all the experiments.
3.4.2 GMM for Nonprehensile Spinning Task

The following figures show how Gaussian mixture models are encoding the demonstrated motion profiles. Figure 3.5 shows the result of GMM with the raw demonstrated input and Figure 3.6 shows the result of GMM with the time-warped inputs (i.e. pre-processed with DTW). The demonstrated motion profiles are represented with dashed lines and the corresponding GMM is represented with the ellipses. By looking at both figures, one can see that the selected number of Gaussians ($K = 5$) successfully encode all the trajectory data. We can also see that pre-processing the data with DTW allows GMM to have smaller variances when encoding the same motion profile.
Figure 3.5: GMM
Figure 3.6: GMM+DTW
3.4.3 HMM for Nonprehensile Spinning Task

As described in Section 3.3.1, two HMM models $\Theta_{\text{left}}^{\text{HMM}}$ and $\Theta_{\text{right}}^{\text{HMM}}$ were trained with given demonstration data. Figures 3.7 and 3.8 show the HMM models for left and right finger, respectively. For each figure, it shows the Gaussian states between the joint angles and end-effector force on the left side of the figure. Instead of using the time index as we did in the previous section with GMM, we represented the same motion profile only with joint angles and the end-effector forces. Specifically, the joint angles are used as the input datapoints and end-effector forces are treated as the output datapoints. Hence in the plots below, we have joint angles as the x-axis and end-effector forces as the y-axis. Also, the right side of Figures 3.7 and 3.8 shows the HMM state transition between the states that are color matched with the figures shown in the left. The opacity of the arrow shows the transition probability of between the states (i.e. darker arrow corresponds to the higher probability of transition). To simplify the convergence, we have forced the transition probability model to be left-to-right topology.
Figure 3.7: HMM for left finger
Figure 3.8: HMM for right finger
3.4.4 Generalized Motion Profile for Nonprehensile Spinning Task

From the encoded models ($\Theta_{GMM}^{GMM}$, $\Theta_{GMM+DTW}^{GMM+DTW}$, $\Theta_{left}^{HMM}$, $\Theta_{left}^{HMM}$) calculated in the previous sections, generalized motion profiles are reproduced as described in Section 3.2.2 and 3.3.2. For GMMs the input to the regression model was the time sequence ($t_{0:3s}$). For the HMM models we had to use joint angles as an input to the model to retrieve the corresponding finger-tip force output; hence, we have used generalized joint angles generated by GMM for the regression calculation. Results are summarized in Figure 3.9.
Figure 3.9: Reproduced generalized trajectories
3.4.5 Discussion

In this section, we were able to collect \( M = 4 \) demonstrations to calculate multiple generalized motion profiles for nonprehensile spinning task through different LfD methods. The length of the motion profile is \( T = 3,000 \) time steps, which is equivalent to 3s as each time step is 0.001s. For the model training, the iteration count for convergence of GMM, GMM+DTW and each HMM models (left and right) took 77, 75, 22 and 13, respectively. By comparing the two figures Figure 3.5 and 3.6, one can see that the covariance of the GMM gets smaller with time-warped input, which implies that the temporal variation has been compensated by utilizing DTW process. As we can see from the results in Figure 3.9, the generalized trajectories all share the similar behaviour for both angle and force profiles. One key point to note is that using HMM, the impulsive behaviour of the spinning is well-established through the reproduction stage. The narrow peak on \( F_1 \) profile illustrates this, which is compared to GMM/GMR methods. The performance of each motion profile will be compared in the next section when we use them for experiment with the same controller.
Chapter 4

Reproduction of Nonprehensile Spinning Task

In this section, we develop the controller to implement the generalized motion profiles that were generated in the previous chapter. As nonprehensile manipulation task utilizes both position and force profiles, we have selected to use combination to two controllers to control the entire system. Specifically, we have implemented the feedback control for the position profile and the feedforward control for the force profile.

4.1 Controller Design

After successful reproduction of generalized motion profiles in Chapter 3, these motion profiles are applied to a robot hand as control inputs, which are denoted by $\theta_d$ and $F_d$. Since the motion is represented with the joint angles, a simple PD feedback controller is capable of generating the desired finger motion. To perform nonprehensile manipulation, additional end-effector forces are often needed. Hence, we perform hybrid control by adding feedforward term to the PD position controller. To provide the desired end-effector force during the manipulation, we use the Jacobian transpose control to calculate the required feedforward portion of the joint torque. Thus, the control input ($\tau_{input}$) to the robot hand is given as

$$\tau_{input} = \tau_{ff} + \tau_{fb}$$
where $\tau_{ff}$ and $\tau_{fb}$ are the feedforward and the feedback control terms, respectively, which are given by

\begin{align*}
\tau_{ff} &= J^T(\theta) F_d \\
\tau_{fb} &= K_P(\theta_d - \theta) + K_D(\dot{\theta}_d - \dot{\theta})
\end{align*}

(4.1)

where $J \in \mathbb{R}^{4 \times 4}$ denotes the Jacobian matrix, and $K_P \in \mathbb{R}^{4 \times 4}$ and $K_D \in \mathbb{R}^{4 \times 4}$ are diagonal matrices that contain the proportional and derivative gains for each joint. The control input $\tau_{input} \in \mathbb{R}^4$ is a vector that is fed into the motor of each joints. The block diagram of the controller for the nonprehensile manipulation is depicted in Figure 4.1.

![Figure 4.1: Controller for the nonprehensile manipulation](image)

\section{4.2 Experimental Result}

We performed several experiments to validate the performance of the proposed controller design to the custom-built two finger robot introduced in Section 1.4.1. After the controller design verification, the generated motion profiles for the nonprehensile spinning task from different LfD framework are fed into the robot to compare the performance of each generation methods. We first evaluate the performance of feedback and feedforward controller separately. This seemed to be a valid approach for evaluating the controller as the control input to the robot hand is the superposition of the two. Once the performance of each controller design is verified, the reference control signals established in Section 3.4.4 are used as the controller input signals and performance of each nonprehensile manipulation task will be compared.

\subsection{4.2.1 Valication of Feedback Controller for Position Tracking}

The position feedback controller is a simple PD controller that utilizes the error between the desired and reference angles and their derivatives. The selected controller gains are
\( K_P = \text{diag}(20, 20, 20, 20) \) and \( K_D = \text{diag}(1500, 1500, 1500, 1500) \). The chosen reference signal is a smooth spline profile that allows robot to pre-shape the grasp position from its zero position. The experimental results are shown in Figure 4.2. It includes the plots of desired and actual joint angle response plotted together and a single plot to show the errors between them. We can see that the position tracking is well performed as the error is in the range of 2 to 3 degrees. By adding the integration term, the steady state error can be reduced, but the further controller design was not implemented as the performance was suitable for our use.

\[ \begin{align*}
\text{Joint Angle (θ_1)} \\
\text{Joint Angle (θ_2)} \\
\text{Joint Angle (θ_3)} \\
\text{Error (θ_2 - θ)}
\end{align*} \]

Figure 4.2: Position controller performance

### 4.2.2 Validation of Feedforward Controller for End-Effector Force

Similar approach was used to verify the performance of the feedforward controller. The robot’s finger tip was placed against the stationary object and the normal directional force was applied towards the object in a stepwise command (i.e. a series of step signals that increase every 1s by 0.5N). The experimental results are shown in Figure 4.3. The top figures show the system responses against the desired command signal and the bottom
figures illustrate the error responses. The average error magnitude sits around 0.2N, the performance of which is adequate for our purpose.

![Figure 4.3: Stairway force step for feedforward controller verification](image)

### 4.2.3 Evaluating Reproduced Generalized Motion Profiles

The reference control signals established in Section 3.4.4 are used as the controller input signals in this section to compare the performance of each motion profile. To describe the performance of the proposed controller in nonprehensile manipulation task, the reproduced generalized motion profiles and the actual experimental output are shown in Figure 4.5 (force) and Figure 4.4 (position). For the demonstration purpose, we are only showing the results from GMM+DTW/GMR on these figures as the other methods result a similar behaviour. Figures 4.5a, 4.4a and 4.4c correspond to Finger 1 while Figures 4.5b, 4.4b and 4.4d correspond to Finger 2. (See Figure 3.3). The thin dotted lines represent the demonstration data from kinesthetic teaching (4 of them in each plot). The thick dash-dot line is the generalized trajectory obtained through GMM+DTW/GMR. The generalized trajectories in Figures 4.5 and 4.4 are implemented to the controller in Figure 4.1, and
the resulting signals are depicted as thick solid lines in Figures 4.5 and 4.4. Note that the

Figure 4.4: GMR trajectories for position variables.

Figure 4.5: GMR trajectories for tangential forces.
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fingers are in contact with the object from around 0.8s until around 2.7s.

The performance of the reference input tracking for position and force is not as good as that shown in Figure 4.2 and Figure 4.3 although the desired nonprehensile spinning motion has been achieved by the robot. The main source of error for position tracking may be attributed to ignoring any kinematic constraints during the learning process and a possible source of error for the force tracking is postulated to come from subtracting out the tangential force created by the motion of the robot. Although the robot was not able to reproduce expert level of nonprehensile manipulation task, the robot showed a significant improvement over classical manipulation approach based on regrasping.

We have collected 10 trials for each motion profiles and recorded the total rotated angle from the starting position. We used the total rotated angle as the performance measure to compare how closely the generated profiles follow the expert’s demonstration. The collected data are summarized in Table 4.1 and Figure 4.6.

<table>
<thead>
<tr>
<th>Motion Profile Generation Method</th>
<th>Median Angle</th>
<th>Maximum Angle</th>
<th>Minimum Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM/GMR</td>
<td>170°</td>
<td>183°</td>
<td>157°</td>
</tr>
<tr>
<td>GMM+DTW/GMR</td>
<td>206°</td>
<td>221°</td>
<td>196°</td>
</tr>
<tr>
<td>HMM/GMRa</td>
<td>235°</td>
<td>256°</td>
<td>216° (outlier)</td>
</tr>
</tbody>
</table>

Table 4.1: Performance of nonprehensile spinning task without catching
Discussion

Through the experiment, we have clearly verified that the proposed motion profile generation methods and the controller design allow robot to perform an object spinning task much better than the classical spinning method that utilizes grasp-stability. More specifically, through the new approach, robot can spin the object much faster and at greater angles than the traditional method of spinning which keeps the contact between object and robot’s fingertips (approximately $\sim 25^\circ$).

Although the human expert’s demonstration resulted object spinning of about full 2 rotations, none of the experimental results was performing the nonprehensile spinning task at the human-level. Hence, the criteria for comparison between the experimental results was simply which motion turned the greater angle. From the experiment, it was shown that the each LfD framework provided different results for the desired task. The result shows that compensating not only the spatical variation but also the temporal variation provides much better performance for the desired task. HMM/GMRa showed the best performance as this framework is independent of the time index.
Chapter 5

Dynamic Catching through Parameter Learning

Since we can spin the object at a much greater angle in a short amount of time, we also need
to catch the object at a right time to complete the manipulation goal of object spinning at
a desired angle. Finding the right timing will be discussed in this section. We utilize the
theory from the iterative learning control (IRC) to iteratively find the optimal timing to
trigger the stopping command to the robot in order to stop the spinning object at a desired
angle.

5.1 Main Control Parameter

After the robot makes an impulsive spin, the visual feedback is used to stop the spinning
object at a desired angle $\phi_d$. Stoping action is made by dynamic catching (or an impulsive
grasping action) by sending a simple closing command for both fingers. Denoting by $\bar{\phi}_t$ the
rotation angle of the object measured by the vision at the time step $t$, the time to trigger
the regrasping action, denoted by $t_{tr}$, can be determined by the following equation;

$$t_{tr} = t \text{ such that } \bar{\phi}_t = \phi_d - \omega (T_v + T_a)$$

where $\omega$ is the angular velocity of the object, $T_v$ is the sample time of vision sensor, $T_a$ is the
time duration of both fingers completing their closing action. Here, we made an assumption
that the object is rotating quasi-statically, i.e. at a relatively constant angular speed (which
holds true for the experiments that will be shown in the next section). However, it may
also be computed online by the numerical differentiation of successive vision data for the orientation of the object.

5.2 Iterative Learning Control

From Equation (5.1), $T_a$ is the only unknown parameter. We plan to adapt the idea of iterative learning control (ILC) method to learn the parameter from repetitive experiments. As the name suggests the key idea of ILC is learning through a predetermined hardware repetition [1]. Among various ILC methods, we are using the iterative learning scheme of ”Arimoto-type”[6], given by

$$u_{k+1} = u_k + \Gamma e_k$$  \hspace{1cm} (5.2)

where index $k$ is the iteration number, $u$ is the control signal, $\Gamma$ is the learning gain and $e_k$ is the error between the desired trajectory and the actual value (i.e. $e_k = x_d - x$). For our purpose, we do not seek for the control signal directly, but we prefer to learn the unknown parameter $T_a$. Therefore, we modify the Equation (5.2) to fit our purpose.

$$T_{a,k+1} = T_{a,k} + \Gamma (\phi_d - \phi_{t,k})$$  \hspace{1cm} (5.3)

5.2.1 Experimental Result

To learn the parameter, we have selected nonprehensile spinning manipulation with desired angle of 90° to repetitively perform. By utilizing Equations (5.1) and (5.2), the unknown parameter $T_a$ was learned. We first fixed the unchanging parameters such as $\omega = 209^\circ/sec$, $T_v = 0.08s$ and $\Gamma = 0.001$. The angular speed of the object is set to a fixed point because the object’s angle changes almost linearly right after the spinning action is made, and this remains linearly until the object spun about 200°. Hence, the angular speed can be kept fixed if the nonprehensile spinning task is done within 200°. The red line in Figure 5.1 shows the linear region of the object angle change. The slope of this line is 209°/sec.

Through the iteration algorithm described in Equation (5.2), $T_a$ was found to be 0.129s in 12 iteration steps. The change in the parameter value and the error indicating the control performance is shown in Figure 5.2. The parameter learning was stopped when there was no longer significant changes to the learned parameter. In order to verify whether the parameter was learned correctly, the nonprehensile spinning tasks were performed at various desired angles and the results are displayed in the next section.
Figure 5.1: Object angles after free spinning
The experiments are conducted to realize fast rotation of the object beyond the range achievable by the single step stable grasping manipulation through nonprehensile spinning method. Specifically, we chose three different desired rotation angles, $\phi_d = 90^\circ, 120^\circ$ and $180^\circ$. Note that the same impulsive spinning move can be used for any $\phi_d$ because the particular values of $\phi_d$ can be achieved by different values of $t_r$ in Equation (5.1) (i.e. the time to engage in the stopping action). Thus, we obtained only one set of generalized trajectories of position and force for the spinning move. Among several generalized trajectory from the previous section, we’ve selected the fastest one which is from the HMM/GMRa framework.

To illustrate the whole procedure of the nonprehensile spinning manipulation, the snapshots for $\phi_d = 180^\circ$ is shown in Figure 5.3, which are taken by the vision camera. The five snapshots in Figure 5.3 delineate different stages of motion that constitute the complete nonprehensile spinning manipulation. As shown in Figure 5.3a, at first, both fingers are moved to the object so that they grasp it, symmetrically, at the rightmost and the leftmost contact points located along the horizontal line passing through the object center. Then,
Figure 5.3: Snapshots of the manipulation for $\phi_d = 180^\circ$. 

(a) Initial position
(b) Pre-motion
(c) Impulsive action
(d) Free rotation
(e) Catching
both fingers are engaged in the wind-up motion (called the pre-motion) as shown in Figure 5.3b, by which the object is slowly rotated counterclockwise through a finger tip rolling to its maximum range ($\sim -29^\circ$ in this case) to be ready for the impulsive spinning move. Then, both fingers quickly fling the object to the opposite (i.e. clockwise) direction through the impulsive spinning as shown in Figure 5.3c which depicts the snapshot of the moment when both fingers have just spun the object with a quick motion. After that, a period of free motion follows as shown in Figure 5.3d. During this period, the object undergoes a constant speed rotation while the fingers remain detached from the object. Finally, as shown in Figure 5.3e, when the object is getting close to his desired rotation $\phi_d$ (which is $180^\circ$ in this case), the fingers are engaged in the fast catching action to stop the rotation according to Equation (5.1).

The same task can be done with the classical re-grasping method. The task’s objective was to rotate the object about $180^\circ$ in counterclockwise direction. Due to the kinematic constraints, the robot is only capable of rotating the object about $25^\circ$ while maintaining the grasp stability. Hence, to perform the $180^\circ$ rotating task, robot is required to perform six regrasping motion. The resulting dynamic dexterous manipulation shows that it has a great advantage over regrasping when considering the manipulation time. The nonprehensile manipulation only requires less than 2.5s whereas, the regrasping takes about 12s. The accuracy of the catching while the object is spinning is another concern to achieve the task objective. However, this can be easily dealt by performing the nonprehensile manipulation then performing the fine adjustment of the object while maintaining the stable grasping.

We conducted 10 repeated trials for each $\phi_d$ to evaluate the performance of the robotic hand. The performance of the nonprehensile spinning manipulation is compared with that of finger regrasping method in Tables 5.1 and 5.2. For all three values of $\phi_d$, the nonprehensile manipulation completed the rotation task within 2.5 seconds as shown in Table 5.1. On the hand, it takes significantly longer time if we use the classical finger gating. Specifically, it takes about 7.5 seconds to rotate the object by 90 degrees as shown in Table 5.2. This is because the robotic fingers need to go through 4 rounds of regrasping before completing the desired rotation. Of course, the time of completion increases in portion to $\phi_d$, e.g. it requires 11.78 seconds to complete $180^\circ$ of rotation. Although the angle errors appear smaller for finger gating, the error values in Table 5.1 are insignificant because we can easily compensate for all these errors by incorporating a small rolling manipulation followed by the catching motion (which will take only a fraction of a second).
Table 5.1: Performance of nonprehensile manipulation to generate the desired angle $\phi_d$

<table>
<thead>
<tr>
<th>Desired Angle</th>
<th>Average final angle</th>
<th>Average time of completion</th>
<th>Mean of angle error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$90^\circ$</td>
<td>91.63°</td>
<td>2.007s</td>
<td>1.63°</td>
</tr>
<tr>
<td>$120^\circ$</td>
<td>119.4°</td>
<td>2.1739s</td>
<td>0.6°</td>
</tr>
<tr>
<td>$180^\circ$</td>
<td>182.1°</td>
<td>2.4612s</td>
<td>2.1°</td>
</tr>
</tbody>
</table>

Table 5.2: Performance of finger gating to generate the desired angle $\phi_d$

<table>
<thead>
<tr>
<th>Desired Angle</th>
<th>Average final angle</th>
<th>Average time of completion</th>
<th>Mean of angle error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$90^\circ$</td>
<td>91.03°</td>
<td>7.520s</td>
<td>1.03°</td>
</tr>
<tr>
<td>$120^\circ$</td>
<td>120.8°</td>
<td>10.608s</td>
<td>0.8°</td>
</tr>
<tr>
<td>$180^\circ$</td>
<td>180.4°</td>
<td>11.782s</td>
<td>0.4°</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion

6.1 Conclusion

In this thesis, we proposed the use of multisensory learning from demonstration (LfD) framework to enable nonprehensile (or dynamic dexterous) manipulation tasks with a multifingered robotic hand. The main idea is to produce generalized trajectories for both position and force using probabilistic LfD technique. Among various probabilistic LfD techniques, we have used GMM/GMR, GMM+DTW/GMR and HMM/GMRa. From the same demonstration data, we have trained different probabilistic models and retrieved the generalized motion profile through regression step. We demonstrated the performance of each LfD technique and it was shown that the HMM/GMRa performs most closely to the expert’s demonstration among others. This is due to the capability of compensating for both spatial and temporal variations in the training data. Then, we have completed the task goal of spinning object at desired angle by incorporating dynamic catching action. The control parameter required for dynamic catching was learned through iterative method.

The proposed overall manipulation technique was verified through experimental tests with two-finger planar robotic hand which is controlled to spin the circular object fast and accurately. The proposed technique is also compared with the classical regrasping method based on force closure and finger gating, which showed the superiority of our approach in terms of speed and agility. We believe that the proposed framework can be generalized to other nonprehensile manipulation tasks that involve more complex dynamics between the object and the manipulating bodies.
6.2 Recommendation

As a future work, a simulation environment can be established for the robot using dynamic simulation tool such as V-REP [75] or MuJoCo [87]. Through the simulation environment more complex nonprehensile manipulation tasks can be learned and tested without the need of creating a different testing environment. Creation of such simulation environment can be extended to performing reinforcement learning (RL) to the system. The simulation environment solves the issue of physical robot getting damaged by performing repeated experiments. Through RL, robot can learn to perform the nonprehensile manipulation at a human-like level through learning from its own experience. The converging time (or learning time) of the RL can be reduced by starting from a good initial motion profile. This is where the current research can be useful for; the learned motion profile from LfD framework can be used as a good initial motion profile of RL framework.

This work can be also extended to learn prehensile manipulation tasks by utilizing both position and force sensor observations. Through this, robot can learn new tasks without the need to mathematical modeling for the task. Also, after learning several low-level manipulation skills, high-level task learning can be applied to learn more complex manipulation task from the expert’s demonstration. Future tasks involves task such as pushing or ball throwing that have more than one degree of freedom as we demonstrated in our research. We believe, that our LfD framework is capable of generalizing various well-demonstrated expert information that is provided to robot.
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