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Abstract

A Content Delivery Network (CDN) employs edge-servers caching content close to end-users to provide high Quality of Service (QoS) in serving digital content. Attacks against edge-servers are known to cause QoS degradation and disruption in serving end-users. Attacks are becoming more sophisticated, and new attacks are being introduced. Protecting edge-servers in the face of these attacks is vital but represents a complex task. Not only must the attack mitigation be immediately effective, but the corresponding overhead should also not negatively affect the QoS of legitimate users.

We propose a software-based security system for CDN edge-servers to detect and mitigate various attacks. The approach is to detect threats and automatically react by deploying and managing security services. The desired system behavior is governed by high-level security policies dictated by a network operator. Leveraging advanced machine learning techniques, our system can detect new and sophisticated attacks and generate alerts that trigger policies. Policy enforcement can result in the deployment of mitigation services realized using virtualized security function chains created, configured, and removed dynamically. We demonstrate how our system can be programmed using these policies to automatically handle real-world attacks. Our evaluation shows that our system not only detects known sophisticated attacks accurately but is capable of detecting new attacks. Moreover, the results show that our system is low-overhead, immediately responds to threats, and quickly recovers legitimate traffic throughput.
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Chapter 1

Introduction

Delivering digital content (e.g., video, images, and Web-pages) accounts for most of today’s Internet traffic [82, 92, 63]. CDNs play a critical role in delivering digital content to end-users. Open-Connect [15] carries part of Netflix’s content accounting for 35.2% of all the traffic across North America, and daily Akamai CDN delivers more than 30 Tbps of traffic [35]. A CDN contains several servers known as edge-servers distributed in various locations to cache content close to end-users resulting in high Quality of Service (QoS).

Attacks against edge-servers can cause disruption and QoS degradation in serving end-users, and loss in revenue for, and reputation of, a CDN provider. The main attacks against CDN edge-servers include Distributed Denial of Service (DDoS) and application-layer attacks [65, 105, 2]. DDoS attacks exhaust the resources of an edge-server. They range from network flooding (e.g., UDP fragment, SYN flood) [30] to amplification/reflection [94], and HTTP/S flooding [8]. Most CDNs host Web services [3] and are therefore prone to application-layer attacks. Common application-layer attacks include SQL injection, cross site scripting (XSS), file inclusion, and remote command execution. These attacks evolve quickly and are becoming more sophisticated (e.g., by targeting multiple layers of the protocol stack [65]). Moreover, new attacks are being introduced every day (e.g., forwarding-loop attacks [53]).

Securing edge-servers against these main attack vectors is a complex task. Security services must be immediate in responding to attacks to lessen possible damages (e.g., the later the response to a denial of service attack, the more the end-users churn). Security services affect QoS due to their processing overhead. Further, they may consume resources that are shared with CDN services.
1.1 Challenges and Opportunities

To reduce the impact of security services on legitimate end-users while responding to attacks quickly, these services must be deployed automatically and dynamically in response to threats. When a threat is detected, the relevant mitigation services must be instantiated, and these services should be removed when the threat is gone. Security services should process only relevant subsets of traffic (e.g., suspicious traffic flows). Moreover, to mitigate sophisticated and new attacks, the protection system should allow security services to evolve (e.g., be extended with new detection or mitigation mechanisms) and novel ones to be introduced and employed.

Traditional security mechanisms do not completely meet the above requirements. Defense using hardware, e.g., traditional firewalls or IDSs, is expensive in terms of capital expenditure (CAPEX) and operational expenditure (OPEX). Security attacks evolve rapidly [107], while hardware-based security capabilities do not change as quickly. These mechanisms are constrained to the resources and embedded functionality in hardware. Further, security capabilities are constrained to the limited number of available products. Protection using scrubbing-centers is not always applicable. Scrubbing-centers are over-provisioned cloud data-centers well-equipped with security mechanisms to filter illegitimate traffic. Redirecting to scrubbing-centers adds latency and may impact QoS. Moreover, scrubbing-centers mostly employ proprietary mechanisms that limit the ability of CDN providers to enforce their custom security policies.

The growing movement towards network softwarization is promising. Leveraging software defined networks (SDN), Network Function Virtualization (NFV), and service function chaining, we can instantiate, modify, scale, and release virtualized security functions on-demand. Such flexibility in security orchestration provides the means to achieve the desired protection. However, current software-defined security solutions are insufficient. They are not tailored to the CDN environment and its security requirements. Recent work [60, 70, 44] focuses on DDoS attacks. Moreover, these solutions mainly provide static DDoS mitigation mechanisms that rely on a network operator to manually configure and provision. Finally, some of these solutions require deep and complex modifications to existing infrastructures.

This thesis presents a security system to secure CDN edge-servers. Our system protects an edge-server where the security and content-delivery services share the same computational and networking resources. The overhead of security services is dynamically modulated to offset their negative impact on CDN services. Our system is governed by reactive high-level security policies translated into executable security orchestration actions.
Security services are implemented using service function chaining. Orchestration actions dynamically create, modify, manage, and remove security services. To realize security chains, we employ general-purpose mechanisms and tools that are widely accepted in the industry.

1.2 Contributions

Our main contributions in this thesis are summarized below:

- We design and implement a dynamic and automatic security orchestration system for protecting CDN edge-servers. We demonstrate how our system can be flexibly programmed using high-level policies to handle real world use-cases (Chapter 3). We demonstrate that the orchestration system has a low overhead, and can immediately respond to threats and quickly recover the throughput of legitimate traffic. In addition, using our system, we can prioritize end-users and inspect only relevant subsets of traffic (Chapter 4).

- We propose a Hybrid Classification Clustering (HCC) method that not only detects known sophisticated attacks accurately but is capable of detecting new attacks. Further, to improve the detection rate of new attacks and anomalies, we propose an Autoencoder-based Network Anomaly Detection (ANAD) method using a fully-connected autoencoder model (Chapter 3). Performance evaluation results show that our system using HCC method is accurate in detecting known attacks (with 99.9% detection recall) and is capable of detecting new attacks (with 56.4% detection recall). Using ANAD method, the system can achieve 76.7% recall in detecting anomalies (Chapter 4).

1.3 Thesis Organization

The remainder of this thesis is organized as follows. We provide a background of content delivery networks and we discuss the related work trying to secure them in Chapter 2. In Chapter 3, we present the design and implementation of our security orchestration system. An extensive evaluation of our system is presented in Chapter 4. We conclude in Chapter 5 by summarizing the thesis and outlining some possible future work to improve the system.
Chapter 2

Background

2.1 Content Delivery Networks

A CDN aims at enhancing the quality of experience in delivering digital content to end-users while utilizing network resources more efficiently. A CDN caches content in multiple locations nearby end-users, routes a content request to a location in which the requested content is cached, and transfers this content to end-users [51, 75, 89].

Fig. 2.1 shows the main parties involved in the content delivery procedure [89]. A CDN provider manages and operates the CDN infrastructure. The CDN provider supports services, such as the delivery of static content (e.g., videos and images) and dynamic content (e.g., dynamic web pages), and streaming (e.g., real-time video streaming). A content owner owns digital content. Content owners establish agreements with CDN providers and delegate the delivery of their content to CDNs. An end-user consumes digital content by requesting such content through their digital devices: such as TVs, tablets, and smartphones.

![Content Delivery Diagram](image)

Figure 2.1: Main entities involved in content delivery
2.1.1 Content Delivery Procedure

A CDN is an infrastructure consisting of numerous servers (e.g., hundreds to thousands of servers [88]) which are distributed across the Internet to provide high-capacity storage capability to cache content close to end-users. Fig. 2.2 depicts content delivery through a CDN. A content owner places digital content in origin servers. The CDN provider distributes and replicates the content from origin servers into edge servers in the vicinity of end-users [88]. Fig. 2.2 illustrates how content delivery is performed, as follows. When an end-user requests a content, a CDN on behalf of a distant content owner serves this request (Step 1). Note that the CDN infrastructure is generally transparent to end-users. Using a request routing mechanism, the CDN selects and redirects a legitimate request to one of its edge servers (Step 2). The selected server performs an admission control, and if the request is accepted, the server delivers the content from its cache (Step 3) [55]. On cache misses, an edge server retrieves and forwards the content from either another edge server or origin server (Step 4).

![Figure 2.2: Content delivery through a CDN](image)
2.1.2 Attacks against CDN Edge-Servers

In this section, we review security attacks on edge-servers and countermeasures. We start by common application layer attacks, and then we focus on DDoS attacks.

Application Layer

Common Application Layer Security Challenges. Most CDNs serve Web traffic, and cache the Web content at edge servers. Serving Web applications can cause edge servers to be prone to Web and application layer attacks. Common attacks include SQL injection (SQLi), cross-site scripting (XSS), file inclusion, remote command execution, and illegal resource access. Focusing on the damages caused to the victim organizations, the authors of [28] classify threats into three categories: i) hacking by SQLi and XSS, causing data breaches; ii) business abuse via screen scrapping, spamming; and fake accounts, with a wide range of negative impacts from business malfunction and links to malware to fraud; and iii) denial of service, via DoS and DDoS attacks on applications, potentially interrupting business. The authors of CoDeen [106], an academic CDN testbed, list several threats inherent to Web deployments including spamming and bandwidth abuse.

Countermeasures. Static and dynamic analyses on the source code of Web applications can reveal some vulnerabilities and security flaws [104, 9]; however, not all possible threats can be prevented. CoDeen [106] employs rate limiting and blacklisting. Furthermore, Web Application Firewalls (WAFs), which are installed in or at the front of edge servers, protect edge servers and origin-servers against common Web application attacks. A WAF performs a deep inspection of every Web request and response in order to detect and block common Web application layer attacks [93]. Some commercial WAFs from CDNs protect Web applications against the Open Web Application Security Project (OWASP) top 10 security attacks [26], for instance the Alibaba WAF [54]. Other WAFs, for example the Incapsula WAF [29], are designed to be compliant with Payment Card Industry Data Security Standard or Health Insurance Portability and Accountability Act standards.

Denial of Service

In a Denial of Service (DoS) attack, “an attacker attempts to prevent legitimate users from accessing information or services” [85]. For example, an attacker can flood a network to consume key resources and make them unavailable to legitimate users. An attacker can also send a number of malicious packets to a victim machine to confuse a protocol or
application and cause the machine to reboot or freeze. A Distributed Denial of Service (DDoS) attack employs multiple attacking entities to achieve the goal. DDoS attacks cause widespread congestion, jam crucial infrastructure, and cost target businesses loss of considerable revenue from disrupted services.

**Recent DDoS Trends.** Historically, flooding attacks (e.g., UDP fragment, SYN flood) have been the most common DDoS attacks; however, these attacks recently became less popular [30], while amplification and reflection are becoming more popular. Using amplification/reflection techniques, attackers launch massive DDoS attacks on the scale of hundreds of Gbps [94, 1, 5, 95]. Application layer DDoS attacks are rising in popularity and complexity [8, 30, 31]. Moreover, botnets such as Mirai leveraging the increasing deployment of IoT devices are becoming the major sources of DDoS attacks [5]. Multi-vector DDoS attacks employ different attack strategies to assault different layers. These attacks can last for days or weeks, resembling *advanced persistent threats* [103]. The aim of these DDoS attacks is to take down the security applications (e.g., WAFs) or cover other malicious activities, such as stealing data [11].

**Countermeasures.** Common defense mechanisms include traffic-blocking and rate-limiting. CDNs block traffic based on geographical location, black-listing, white-listing, source of traffic, or traffic behavior, while rate limiting restricts the rate of traffic to a configurable threshold per IP, request type, or other metrics. In this way, the traffic volume that a bot can generate is limited. CDNs usually provide *always-on* and *on-demand* DDoS defenses [30, 4]. Always-on solutions use inline *scrubbers* that constantly monitor traffic and stop suspicious traffic at edge servers. For instance, at edge servers, identifiable malicious DNS amplification or SYN flood packets are filtered [10]. Some CDNs only allow a whitelist of traffic types (for instance, DNS, HTTP/HTTPS, media streaming) and block other traffics [13]. Moreover, the defense distinguishes between the traffic generated by humans and good and bad bots. Doing so is a key factor in identifying application layer DDoS attacks [10]. Another way of filtering the traffic generated by a bad bot is to use the *IP reputation* mechanism, which generates a signature for the bot, and if the signature is matched, the traffic is blocked. On-demand solutions redirect traffic using dynamic BGP changes and DNS redirection to scrubbing centers. BGP changes route the traffic belonging to *routable* addresses (e.g., the IP addresses controlled by a CDN) to scrubbing centers. BGP changes require a sufficient range of IP addresses (e.g., more than 256 addresses) to be eligible for being *routable*. Doing so can shut down even very large-scale layer 3 and 4 DDoS attacks [12]; however, it might slow down legitimate requests. The effectiveness of such mechanisms depends on how long it takes for a DDoS attack to be detected and for the operator to react. Therefore, CDN providers also use monitoring service for detecting network anomalies. On-demand defenses are effective against SNMP-
based and SlowLoris attacks; however, they are not aware of layer-7 information and can miss application layer attacks.

**DDoS against known edge servers.** By knowing the IP-addresses of edge servers, attackers can launch denial of service attacks against these servers [91]. Attackers employ a set of bots to target an edge server and exhaust the server’s resources. To hide the identities of bots, their IP-addresses are generally spoofed.

**Countermeasures.** Lee et al. [77] proposed deterring such flooding attacks at the request routing and edge servers. The basic idea is to serve requests that are redirected by request routing components with a higher priority in order to save the resources of edge servers. Edge servers and the request routing components use the same cryptographic hash function. The inputs to this hash-function are the IP-address of the end-user and a secret key. The request routing component assigns a request to an edge server using the hash function. The edge server also uses the hash-function to validate whether the request is actually assigned by the routing mechanism by checking that the hash matches the edge server itself. If the hash does not match with the edge server, it can be concluded that the request is sent directly without the intervention of a request routing component. Periodically changing the key can improve the robustness of this strategy. Moreover, in a Cloud environment using a shuffling mechanism [74], new replicas are instantiated for edge servers that are under attack, and end-users are shuffled among these replicas (i.e., the assignment of end-users to edge servers is changed) in order to isolate attackers.

### 2.2 Defence Mechanisms

#### 2.2.1 Traditional Security Mechanisms

Scrubbing-centers are over-provisioned cloud data-centers that provide security mechanisms for high traffic loads. Using DNS or BGP mechanisms [6], traffic is redirected to scrubbing-centers to be inspected. Illegitimate traffic will be *scrubbed* and the remaining traffic will be forwarded to the original destination. The primary motivation for delivering content by CDNs is enhancing QoS by serving requests in the proximity of end-users. Although scrubbing-centers can provide protection, redirecting traffic to these fixed and potentially remote locations negatively impacts latency and throughput which results in QoS degradation. In addition, security services are constrained to proprietary security mechanisms offered by scrubbing-centers. In general, it is more desirable that custom security mechanisms can be deployed. Also, it is important that traffic is processed locally to avoid potential latency and throughput degradation.
2.2.2 Software Based Security Mechanisms

*DrawBridge* [78] employs end-hosts information to improve DDoS attack mitigation in an SDN-operated ISP network. End-hosts can subscribe and express their preferred traffic engineering rules. A DrawBridge controller (an SDN controller) then installs these rules in its SDN switches, or sends these rules to DrawBridge controllers of upstream ISPs. *Software Defined Security Service* (SENSS) [111] provides interfaces from ISPs that enable victims to detect and mitigate attacks across multiple SDN-operated ISP networks. These studies suggest that some or all the network switches should be replaced with OpenFlow compatible switches. None of these proposals have seen any major deployment in real ISPs where significant changes have proven to be difficult or even impossible. In general it is more desirable to use standard mechanisms that can be deployed in practice without the need for major infrastructure changes. *VFence* [70] proposes a platform which performs SYN flood mitigation in a scalable manner by using dynamic allocation of virtual functions. To mitigate DDoS attacks, *Bohatei* [60] deploys a protection chain based on the attack types. The protection workflow is as follows: i) *flag* a suspicious flow, ii) *estimate* the attack volume, iii) *place* defense functions across multiple data-centers, and iv) *steer* traffic through the chain. To mitigate SYN Flood attacks, Alharbi et al. [44] present an NFV based platform consisting of *screening* and *resource allocation* modules. The former classifies and redirects traffic to corresponding security chains, and the latter allocates resources to chain functions. The application of these systems is limited to DDoS attacks.
Chapter 3

Security Orchestration System for CDN Edge Servers

This thesis presents a system that orchestrates security services in an edge-server environment. The edge-server can be a set of physical servers, a collection of virtual machines, or a combination of these. We refer to this environment as a virtual edge-server. Our goal is to design a security orchestration system that automatically and dynamically deploys and modifies security services under various environment and attack conditions. To do so, our system reacts to the dynamicity of the environment and attacks by instantiating and re-configuring customized security services. To minimize overhead on legitimate traffic, only relevant traffic subsets (e.g., suspicious traffic) can be processed by the security services. The security services are realized by security chains composed of one or multiple virtual security functions. The behavior of the system is regulated by security policies that an operator (e.g., a content provider or a CDN provider) specifies to achieve the desired security. In the following, we first introduce the system architecture, then describe in detail each component of the system.

3.1 Architecture

European Telecommunications Standards Institute (ETSI) developed monitoring and management use-cases in the context of NFV security [37]. Our system architecture adapts some of the definitions from the ETSI use cases. As depicted in Fig. 3.1, it consists of three components as follows.
3.1.1 Orchestrator

Interacting with other components, the orchestrator reacts to various environment states and attack scenarios. This reactive behavior is governed by security policies specified by the network security administrator. The orchestrator translates these high-level policies into executable operations, including deploying, modifying, and removing security chains as needed. We require policies to be simple enough for the network security administrator to specify, as well as to be independent of the underlying infrastructure and technology (e.g., independent from whether the security function is deployed in a container or a virtual machine).

3.1.2 Virtual Infrastructure Manager

According to NFV-MANO [36], the Virtual Infrastructure Manager (VIM) manages and controls infrastructure resources. In our design, this module controls the resources of a virtual edge-server and manages security chains. More specifically, it is responsible for creating, updating, querying, and deleting security chains. VIM provides a north-bound API, used by the other system components, to manage and query information about security chains. We require this north-bound API to be independent from underlying implementation mechanisms.
3.1.3 Security Monitoring Analytic System

The Security Monitoring Analytic System (SMAS) monitors and analyzes data collected across the system. This module queries VIM regarding deployed security services, monitors host’s resources and incoming traffic. Analyzing the collected data, SMAS feeds the orchestrator with alerts that may trigger security actions. We require SMAS to have a small footprint in terms of resources utilization.

3.2 Orchestrator

We express security policies in a language articulated around the notion of events that can be associated to security alerts (e.g., high-CPU load). The occurrence of an event is then associated to performing a set of actions (e.g., the deployment of specific security services). Further, the current state of the environment must be considered to decide whether an action should be performed. This almost naturally leads us to adapt the Event-Condition-Action (ECA) paradigm [58]. Accordingly, if a certain event happens, provided that particular conditions hold, a specific sequence of actions is executed. Compared to the Condition-Action (CA) paradigm in which events are implicit and limited in scope [68, 87], in ECA, events are separated from actions and conditions. This explicit separation enables us to define custom events to capture various attacks and environment states.

We adapt $L_{active}$ [46], an ECA language, for the specification of our security policies. Here, first we list useful types of ECA rules, then we define the components of these rules.

3.2.1 ECA Rules

The following propositions are defined.

Active-rule.

The occurrence of event $e$ triggers the execution of action $a$ if conditions $c_1, \ldots, c_n$ ($n \geq 1$) hold:

$$e \text{ initiates } a \text{ if } c_1, \ldots, c_n$$
Causality.

If conditions $c_1, \ldots, c_n$ ($n \geq 1$) hold, the complete execution of action $a$ makes $p_1, \ldots, p_m$ ($m \geq 1$) to be true:

$$a \text{ causes } p_1, \ldots, p_m \text{ if } c_1, \ldots, c_n$$

$p_i$ is either a condition (the same as a $c_j$) or a predefined procedure. In the latter case, the predefined procedure is run (e.g., $\text{timer}(t)$ that starts a timer counting $t$ units of time).

Event.

Event $e$ occurs after the execution of action $a$ if conditions $c_1, \ldots, c_n$ ($n \geq 1$) hold:

$$e \text{ after } a \text{ if } c_1, \ldots, c_n$$

3.2.2 Rule Components

The event in an ECA rule specifies the signal that invokes this rule. An event may carry parameters providing more information regarding the event occurrence. We consider two types of events: i) security alerts generated by SMAS, and ii) internal events that happen as a result of executing an action. An example of a security alert is $\text{cpu\_high}$ denoting that CPU utilization is higher than a given threshold. An example of internal events is $\text{timeout}$ meaning that a certain timer has expired. The orchestrator listens on a selected TCP port to receive external events. Running an action, the orchestrator may fire internal events.

The conditions of an ECA rule are predicates evaluated and if satisfied, the rule actions are performed. Examples include time-related conditions, such as $\text{date}(d)$ holding if the current date is $d$; service related ones, e.g. $\text{chain}(x)$ and $\text{function}(y)$ holding if a chain $x$ and function $y$ are deployed, respectively; traffic-related, for instance $\text{steered}(t, x)$ indicating if traffic flow $t$, identified by a 5-tuple, is being processed by chain $x$.

The actions of an ECA rule constitute the security service logic performed if the conditions are satisfied. An action is a sequence of operations applied to security services. Actions must be defined carefully to avoid redundancy and ease policy consistency verification. As security services in our system are implemented using virtualized security function chains, we define the following elementary actions:
create\_chain(x : t, \{y_1:k_1, \ldots, y_n:k_n\}) deploys a chain named x to process traffic flow t with the ordered sequence of functions. y_i:k_i denotes a function named y_i of type k_i (n ≥ 0 where n = 0 means the empty sequence of functions).

- delete\_chain(x) deletes deployed chain named x.
- insert(x, y;k) inserts a function named y of type k into existing chain named x.
- run(y, c) runs command c in function named y.
- delete(x, y) deletes function named y from chain named x.

Traffic flow t in action create\_chain(.) is defined by tuple <f, i, j>. In this tuple, f is a Berkeley packet filter expression \[83\] (e.g., “ip” to filter IP traffic). A chain and traffic traversing through this chain create a virtual network. i and j are the symbolic ingress and egress of traffic in this network. We will discuss this further in Section 3.3.3.

3.2.3 ECA Rule Examples

Fig. 3.2 shows security policies that automatically deploy and remove a security chain. Rule 3.1 instructs that upon receiving the event high\_cpu meaning high CPU usage, the orchestrator deploys the chain named x, containing an IDS function named y, and steers all traffic coming from symbolic ingress 1 through this chain, then forwards traffic to symbolic egress 2. Rule 3.2 fires event conf after create\_chain(.) action if condition function(y) is valid showing that y has been installed. Rule 3.3 runs command “conf.sh” to configure function y. Rule 3.4 instructs that after the chain is created, a timer named tx is set for 10 time units. Rule 3.5 deletes the chain upon a timeout event for a timer tx, if condition chain(x) is true, meaning that chain x exists.
high_cpu initiates create_chain(x: ,1, 2, {y:IDS})
    if not chain(x)

conf after create_chain(x)
    if function(y)

conf initiates run(y,"conf.sh")
    if true

create_chain(x) causes timer(tx,10)
    if true

timeout(tx) initiates delete_chain(x)
    if chain(x)

Figure 3.2: ECA Security Policy Examples

3.2.4 Rule Execution

The run-time behavior of the system depends on how ECA rules are executed. More specifically, (i) how conditions are monitored and evaluated; (ii) what is the relative timing of executing the components of an ECA rule; and (iii) how rules are scheduled when an event triggers multiple rules, multiple events occur simultaneously, or a rule triggers other events that invoke other rules. For (i), a process checks the validity of a defined condition. Coupling modes [84] describe different timing strategies to deal with (ii). For (iii), the orchestrator maintains the list of fired events ordered based on their priorities and occurrence time. For more details, we refer the reader to existing work on active databases [84, 50, 46]. Finally, to execute actions introduced in Section 3.2.2, the orchestrator translates these declarations to actual VIM API calls discussed in Section 3.3.5.

3.3 Virtual Infrastructure Manager

Virtual Infrastructure Manager (VIM) is responsible for managing host resources and deploying and managing security function chains. VIM provides an API for creating/deleting a chain, inserting/deleting a function to/from a chain, and for querying information about
deployed chains. This API is used by the orchestrator to manage security services, and by SMAS to query deployed functions.

### 3.3.1 Service Function Chaining Requirements

Service function chaining involves (i) defining and instantiating the service functions and (ii) steering traffic through a *service path*, the ordered sequence of service functions, and (iii) the ability to carry metadata. Thus, an appropriate solution has to manage service functions running on compute-resources and manage network-resources to route traffic and carry metadata through service paths. To implement requirements (ii) and (iii), we need a flexible protocol to steer traffic and carry metadata, and a network controller that supports this protocol. Implementing requirement (i) is simple. The hard part in realizing service function chaining is to implement requirement (ii) and (iii) and integrates this implementation with a compute-resource manager that realizes requirement (i). In summary, to realize service function chaining, we require a platform that provides the following features:

- orchestrating compute-resources to deploy and manage service functions,
- enabling a flexible protocol to carry metadata and steer traffic through service functions,
- providing a software switch fabric supporting the protocol mentioned above, and
- integrating the switch with a network controller that programs the switch fabrics mentioned above.

### Existing Platforms

Service functions are usually packaged in *virtual machines* or *containers* (*LXC* and *Docker containers*), for which there are several stable platforms. Popular solutions to orchestrate compute-resources and deploy VMs and containers are *OpenStack Nova* [23], *OpenStack Zun* [32], *Docker* [86], and *Linux containers* [14].

Routing based on Ethernet and IP is not flexible for service function chaining. At each hop in a service path, an entity (e.g., a service function) has to be aware of the next service function address and modify IP and Ethernet addresses accordingly. Moreover, IP and Ethernet do not support metadata natively, and we need to hack them to carry metadata to inside their headers. Encapsulation protocols, such as *VLAN* [69], *VXLAN* [81], *MPLS* [16]...
Table 3.1: Available Solutions. SF and SP stand for Service Function and Service Path, respectively.

<table>
<thead>
<tr>
<th>Platform</th>
<th>SF Management</th>
<th>NSH Support</th>
<th>SP using NSH</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPNFV</td>
<td>VM and Container</td>
<td>Yes</td>
<td>Yes</td>
<td>Complex deployment and performance</td>
</tr>
<tr>
<td>OpenStack</td>
<td>VM and container</td>
<td>Yes</td>
<td>Yes</td>
<td>The lack of documentation, deprecated branches, unstableness</td>
</tr>
<tr>
<td>OpenStack Nova</td>
<td>VM</td>
<td>N/A</td>
<td>N/A</td>
<td>-</td>
</tr>
<tr>
<td>Kubernetes</td>
<td>Container</td>
<td>No</td>
<td>No</td>
<td>Not realizing service-paths</td>
</tr>
<tr>
<td>ODL SFC</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No support for VM or container</td>
</tr>
</tbody>
</table>

[99], NVGRE [62], and STT [57] provide flexible routing using tags. In terms of carrying metadata, VLAN supports 12-bit; VXLAN, MPLS, and NVGRE provide 24-bit; and STT supports 64-bit length metadata fields. Less than 64-bit size is not sufficient to carry metadata. To overcome the limitation of metadata size, Geneve [66] provides variable-length metadata; however, switch fabrics strip this header before forwarding traffic to a service function, meaning that the service function does not receive carried metadata.

Network Service Header (NSH) [96] is the protocol that overcomes all limitations mentioned, and we have selected this protocol as our routing protocol. NSH is imposed to realize routing through service paths independent of physical addresses and is able to carry metadata. There are two versions of NSH. NSH metadata type 1 supports 128-bit metadata, and NSH metadata type 2 provides variable-length metadata. Although the second version is not yet well-supported, there are significant attempts in the industry to support variable length metadata, and we expect that this version will be widely supported in the near future. Currently, OVS NSH patch [25] provides the support of matching NSH rules and taking NSH actions. OpenDaylight (ODL) [21] and Open Network Operating System (ONOS) [19] are NSH-aware network controllers.

Kubernetes [27], ODL service function chaining [18], and OpenStack [22] are platforms that meet the above requirements to some extent as summarized in Table 3.1. Kubernetes automates the deployment, scaling, and management of Docker containers across a network; however, this system does not support NSH. OPNV is the integration of OpenStack with several other services. ODL service function chaining integrates OVS, OVS NSH patch, and SFC agents to realize service function chaining. However, SFC agents in this initiative are simple service functions developed for demo purposes. For these reasons, we first focused on OpenStack to realize service function chaining. However, we encountered several issues as discussed next, and we decided to implement our own service function chaining system.
OpenStack Issues: OpenStack includes several services orchestrated for creating public and private clouds. Devstack is a set of scripts used to quickly configure and deploy an OpenStack development environment. Service function chaining is not natively supported by OpenStack. We need to manually configure and orchestrate several services to realize service function chaining. These services are Docker, Nova Docker, and Nova service to deploy service functions, and NSH supported OVS, an NSH-aware Openflow controller (ODL or ONOS), and Neutron service [24] to steer traffic through service chains. Nova Docker was deprecated a few weeks after the beginning of the project. The replacement service is Zun [32]. There is no official documentation or tutorial to explain the integration of services mentioned with the basic services that a bare OpenStack deployment requires. There are a few blog posts [45, 49] on how to integrate a subset of these services. Unfortunately, all these blog posts use Mitaka, a deprecated branch of OpenStack. Therefore, we resorted to other OpenStack branches called Newton [16] and Ocata [17]. After numerous unsuccessful attempts to deploy our desired configuration with these branches, we decided to omit some of the services, including Zun. However, even with a subset of the services enabled, these branches are unstable due to failure of one of the services (either a bare service or the services for service function chaining).

Facing the limitations and issues of existing solutions, we decided to develop our own service function chaining platform using general purpose mechanisms and tools, as part of VIM.

3.3.2 VIM Building Blocks

Docker: Containers have a low resource overhead and are fast to create and destroy. VIM utilizes Docker [86] to manage container-based functions.

Network Service Header (NSH): NSH is a modern service plane protocol for dynamic service function chaining [97]. NSH specifies a sequence of functions through which packets are steered before reaching the destination address. NSH is independent of the underlying transport protocol. Further, it can carry metadata that can be exploited for more sophisticated chain operations. Using NSH, service functions can exchange information [67]. NSH is a widely accepted industry standard.

Open Virtual Switch: VIM implements the networking aspect of service function chaining using Open Virtual Switch (OVS) [20]. OVS operates at the kernel level and achieves fast, and constant-time traffic forwarding with very low overhead. We use NSH rules to forward traffic between functions.
3.3.3 Specifications

The following are used in calling the VIM’s API.

Chain Specification

VIM uses the specification depicted in Fig. 3.3 where chain_name specifies ch to be the unique name of this chain. As mentioned in Section 3.2.2, traffic traverses a virtual network connecting functions. ingress and egress respectively denote from which point in this network traffic enters the chain and to which point the traffic is forwarded after the chain process completes. A point in the network can be the Network Interface Cards (NICs) of a virtual edge-server, an explicit OVS port, or a deployed function’s ingress or egress NICs. In Section 3.5, we use this powerful notation to compose chains. classification_rules serves as a traffic filter applied on the ingress. This field specifies which traffic subset from ingress is forwarded to the chain. Two chains cannot have the same ingress and classification_rules. Field functions denote the sequence of functions in the chain.

Function Specification

VIM instantiates a function based on three fields as follows. function_image specifies the Docker image. function_name is a unique name for the function. Each function in a chain or across chains must have a unique function_name. Referring to this field, a function can be shared among multiple chains. Finally, field nsh_aware is used for compatibility with legacy functions and states whether the function can parse NSH header.

3.3.4 Service Function Chaining

Functions are deployed based on the function specification using Docker. VIM creates and configures an OVS bridge which acts as the networking medium between functions. VIM connects each function to the OVS bridge by creating a veth-pair. One side of this veth-pair is attached to the OVS bridge, and the other side is connected to the container. Fig. 3.4a illustrates the deployment of the chain defined in Fig. 3.3.

Three sets of rules are inserted to steer traffic through the chain. i) Classification rules filter incoming packets from ingress based on classification_rules and attach NSH header to these packets. ii) Forwarding rules are NSH-based match/action rules that forward packets between functions. In packet forwarding based on NSH, functions
```
{
    "chain_name": "ch",
    "ingress": "1",
    "egress": "2",
    "classification_rules": "ip",
    "functions": [
        {
            "function_image": "Firewall",
            "function_name": "firewall",
            "nsh_aware": false
        },
        {
            "function_image": "IDS",
            "function_name": "ids",
            "nsh_aware": false
        }
    ]
}
```

Figure 3.3: The Specification of a Chain and its Functions
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(a) A Deployed Chain
(b) Function-Proxy

Figure 3.4: Service Function Chaining

have to participate in forwarding by modifying the NSH header. In the case of NSH-unaware functions, a function-proxy parses and performs NSH-based forwarding actions. VIM implements this proxying using a third set of rules as shown in Fig. 3.4b iii) Proxy
rules match and remove the NSH header before forwarding packets to an NSH-unaware function. After receiving from the NSH-unaware function, the appropriate NSH header will be reattached to packets by proxy rules.

### 3.3.5 Northbound API

VIM provides the API shown in Fig. 3.5. Arguments chain_sp and func_sp are respectively the specifications of a chain and a function and must follow the specifications presented in Section 3.3.3. The first five methods correspond to actions defined in Section 3.2.2. The others are query methods about chains, functions, and traffic used by SMAS and the orchestrator.

### 3.4 Security Monitoring Analytics System

The Security Monitoring Analytics System (SMAS) is responsible for monitoring the resources of the edge-server and the incoming traffic to the edge-server, collecting and analyzing important metrics, and generating security alerts towards the orchestrator. The first part of this section presents how SMAS monitors the usage of resources, analyzes them, and fires alerts. Next, we explain monitoring and analyzing incoming traffic to the edge-server. SMAS uses two proposed machine learning methods to detect known and new attacks.
### Table 3.2: Resource Statistics

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>CPU</th>
<th>Memory</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-NIC util.</td>
<td>Total util.</td>
<td>Pages-ins/outs</td>
<td>Free space</td>
</tr>
<tr>
<td>Bytes rec./sent</td>
<td>Per-core util.</td>
<td>Swap-ins/outs</td>
<td>Transfer per sec.</td>
</tr>
<tr>
<td>Packets rec./sent</td>
<td>Sys./user modes util.</td>
<td></td>
<td>Read/write per sec.</td>
</tr>
<tr>
<td>Packet drops</td>
<td>Context switches</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interrupts and IOs</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 3.4.1 Resource Monitoring Analytics

The focus here is on handling misuse attacks through monitoring and analyzing the resources of the virtual edge-server. SMAS periodically monitors and collects statistics on network-bandwidth, CPU, memory, and storage resources. Our implementation relies on Linux standard tools, such as the `/proc/stat` file, `free` command, and `iostat` command for data collection. Typically, when the value of a relevant metric passes some predefined threshold, SMAS generates an alert indicating that this value is either over or under the threshold. For instance, if the CPU utilization is above a predefined threshold or is under another predefined threshold, SMAS generates `high_cpu` or `low_cpu`, respectively.

The statistics collected for each resource are listed in Table 3.2. To decide which statistic to collect, we carefully select the metrics that do not require high monitoring overhead. We also select metrics that provide immediate and rewarding information. For instance, SMAS does not monitor the average file size, since it is an expensive process; in contrast SMAS monitors `page-ins` and `page-outs` whose high rates mean that the memory is short, or the system is spending more resources moving pages than running actual applications.

#### 3.4.2 Traffic Monitoring Analytics

This section focuses on monitoring and analyzing the incoming traffic of the virtual edge-server to generate alerts. Traditionally, *attack signatures* are used to detect intrusions. Human experts manually craft these signatures based on their knowledge of the intrusions, which requires substantial delay to recognize new attacks and identify their signatures. This limitation motivates the application of machine learning and data mining methods that automatically devise models replacing manually crafted attack signatures. In the literature, misuse and anomaly detection have been extensively used for intrusion detection.
Misuse detection is commonly done using supervised machine learning, which requires training over a labeled dataset’s records [98]. Although accurate in detecting known attack types, supervised learning methods are weak in detecting new attacks not seen in their training dataset. Unsupervised anomaly detection methods model the normal behavior of a system and detect deviations from it; they are capable of detecting new attacks. A number of anomaly detection algorithms have been proposed before. However, they often suffer from low accuracy rate and higher false alarms compared to supervised methods [76].

To tackle the aforementioned limitation of supervised machine learning, we propose a Hybrid Classification Clustering (HCC) method that not only achieves high accuracy in the detection of known attacks, but it can recognize new attacks. To address the limitations of traditional anomaly detection methods, we propose Autoencoder-based Network Anomaly Detection method (ANAD). This method improves the accuracy of HCC on detecting new attacks.

SMAS monitors the incoming traffic to the edge-server, analyzes it using our proposed ML methods, and fires attack alerts, such as app_ddos, port_scan, and anomaly. Based on these alerts, appropriate security policies are triggered to mitigate attacks. To do So, SMAS periodically monitors the incoming traffic of the edge-server and extracts features of traffic flows identified using the five tuple (Source and Destination IP addresses, Source and Destination ports, and protocol). Then, SMAS runs our proposed ML algorithms to analyze these features for attack and anomaly detection. In the following, we describe our proposed ML methods, namely HCC and ANAD.

Hybrid Classification Clustering (HCC)

Table 3.3 compares HCC with classification and clustering methods. As shown, HCC provides the benefits of both classification and clustering. Similar to a classification method, HCC detects the type of a known attack. Similar to a clustering method, HCC identifies whether a flow is a new attack (though the type of a new attack is not determined). HCC trains a classifier using labeled training dataset to detect existing attacks in the dataset, which we refer to as known attacks. HCC uses a clustering method to discover clusters that contain new attacks, i.e., previously unseen attacks in the classifier’s training dataset.

Let $X = (x_1, \ldots, x_n)$ be a set of $n$ data points where $x_i \in \mathcal{X}$ for all $i \in \{1, \ldots, n\}$. The goal of supervised learning is to find a mapping from data points to labels from a training set of pairs $(x_i, y_i)$, where $y_i \in \mathcal{Y}$ is the label of a data point $x_i$. An unsupervised learning method aims to infer interesting structures in data points $X$. For instance, a clustering
Table 3.3: A Comparison Between Machine Learning Methods

<table>
<thead>
<tr>
<th></th>
<th>Classification</th>
<th>Clustering</th>
<th>HCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known Attack Type</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>New Attack</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>New Attack Type</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Labeled Training Dataset</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

The algorithm categorizes $X$ into clusters, each of which contains data points that are believed to have similar structures.

**Overview:** As shown in Algorithm 1, HCC receives as incoming traffic features $f$ and the number of clusters $C$ (line 1). Note that $C$ is always greater than the number of classes. For each class there is a corresponding cluster. Additional clusters correspond to new attacks. In addition to known class labels, the algorithm predicts the `new_attack` label. First, the algorithm runs a pre-trained classifier and a clustering method (lines 2 and 3). Next, HCC recognizes the clusters that most probably contain the data points of a class and returns the rest of the clusters as new attacks (line 4). Combining all results, HCC predicts new labels for the data points (line 5). Still to clarify is how to find new attack clusters and how to find a new prediction.

**Algorithm 1** Hybrid Classification Clustering

1: procedure HCC($f, C$)  
2:   $y_1 \leftarrow$ classification($f$)  
3:   $y_2 \leftarrow$ clustering($f, C$)  
4:   $N \leftarrow$ NOVELS($y_1, y_2$)  
5:   $y_3 \leftarrow$ PREDICT($y_1, y_2, N$)  
6:   return $y_3$  
7: end procedure

**Finding New Attack Clusters:** Algorithm 2 receives the predictions and finds clusters that contain new attacks. To do so, it compares the classification and clustering predictions and relates clusters to classes. A cluster is considered known, if its intersection with at least one class is larger than other clusters’. The algorithm finds known clusters and considers the remaining clusters as new attacks.

The algorithm receives the results of the classifier and clustering methods in the form of two lists with indices showing the data points and values showing the predictions. Next,
it creates two dictionaries $d_1$ and $d_2$ (line 2). The former is a mapping of the classes to their corresponding data points, and the latter is a dictionary from the clusters to their corresponding data points. The algorithm initializes a list $K$ that is iteratively extended with known clusters (lines 3-11). For each class $l_1$, the algorithm finds the size of the intersection of the members of $l_1$ with all the clusters’ members (lines 6-9). The clusters with the biggest intersection with each class are identified and added to $K$ (line 10). Each class can be mapped to one or multiple clusters. The algorithm returns the clusters that are not in $K$ (line 12).

**Algorithm 2 Finding New Attack Clusters**

1: procedure NOVELS($y_1, y_2$)  
2: $d_1, d_2 \leftarrow$ map($y_1$), map($y_2$)  
3: $K \leftarrow \emptyset$  
4: for $l_1$ in $d_1$ do  
5:  
6:  
7:    $s \leftarrow |values(d_1,l_1) \cap values(d_2,l_2)|$  
8:  
9: end for  
10: $K \leftarrow K \cup \text{argmaxes}(c)$  
11: end for  
12: return keys($d_2$) $-$ $K$  
13: end procedure

**Finding A New Prediction:** Dictionary $d_2$ maps clusters to their corresponding data points (line 2). List $L$ is initialized and iteratively updated by the data points in the new attack clusters (line 4-6). List $y_3$ that stores the final results is first initialized by the classification results, then updated by changing the values of data points in $L$ to new_attack (lines 7-9).
Algorithm 3 Finding a New Prediction

1: procedure PREDICT(y_1, y_2, N)
2:    d_2 ← map(y_2)
3:    L ← ∅
4:    for c in N do
5:        L ← L ∪ values(d_2, c)
6:    end for
7:    y_3 ← y_1
8:    set values of y_3 at L to new_attack
9:    return y_3
10: end procedure

3.4.3 Autoencoder-based Network Anomaly Detection (ANAD):

Anomaly detection approaches are able to discover new intrusions by modeling the normal behavior of the system and detecting any deviation from it [52, 61, 100]. Several factors, such as the difficulty of having a boundary around the normal behavior, intelligent adversaries who adapt themselves to new detection methods, and insufficient training/testing data make anomaly detection a complex task. Anomaly detection methods are categorized as supervised, semi-supervised, and unsupervised. The first category is classifies traffic into two classes, normal and anomalous. As discussed before, the supervised methods are not adequate in detecting new attacks. Semi-supervised approaches are trained based on normal traffic only. Providing real traffic traces which only contain normal data is a complex task. Unsupervised learning approaches detect the anomalies without any labeled training data with the assumption that normal traffic instances are much more frequent than anomaly instances [52, 47]. However, most unsupervised anomaly detection methods suffer from low accuracy.

Deep Learning based anomaly detection recently received significant attention in different fields, such as fraud detection, medical diagnosis, and network intrusion detection [109, 90, 73]. In [101], a generative adversarial network simultaneously trains a generator to produce anomalous data which are close to healthy data and trains a discriminator to detect the anomalies. Unsupervised deep learning models are also employed for learning a representation of the data in a lower dimension than the input’s. Later, this representation is used for supervised anomaly detection [109, 59, 73]. In [59], a one-class SVM uses features extracted by a deep belief network for classification. A stacked non-symmetric deep autoencoder has been used in [73] to extract features for random forest classifier.
Unlike other methods, we use autoencoders to design an unsupervised network anomaly detection method. Our unsupervised method is not only capable of detecting new attacks, but achieves higher accuracy in comparison with commonly used unsupervised anomaly detection methods.

**Autoencoder:** Autoencoders are deep neural networks trained to learn efficient data coding. A sample autoencoder is represented in Fig. 3.6. An autoencoder contains an input layer, one or more hidden layers, and an output layer. The input and output layers of an autoencoder have the same dimension, while the number of neurons may vary in hidden layers. The first part of this model, the *encoder*, transforms the high dimensional input $x$ into a lower dimensional representation $z$. Equation (3.6) presents the encoder function of a single encoder layer, where $\sigma$ is the activation function, $W$ is the weight matrix, and $b$ is the bias vector of the hidden layer. The autoencoder decodes data in what is called the *latent space* and learns to extract the most important features in the decoding phase. The second part, *decoder*, uses this lower representation to rebuild the input in $x'$. Equation (3.7) presents the decoder function; $W'$ is the weight matrix, and $b'$ is the bias vector of the hidden layer. The loss function of an autoencoder is based on the *reconstruction error*, the difference between the input $x$ and prediction $x'$.

$$z = \sigma(Wx + b) \quad (3.6)$$

$$x' = \sigma(W'z + b') \quad (3.7)$$

**ANAD:** Our method trains a fully-connected autoencoder with unlabeled training
dataset. Note that the training dataset consists of mostly normal data points. The reconstruction errors of anomalies are higher than those of the normal data points, because the autoencoder tries to learn the encoding and decoding of the normal data points which constitute most of the data. To compute the reconstruction error of a data point, we use its Residual Sum of Square (RSS) as presented in Equation (3.8), where $x$ is the input, $x'$ is the prediction, and $n$ is the number of input features.

$$\sum_{i=1}^{n} (x_i - x'_i)^2$$  \hspace{1cm} (3.8)

ANAD analyzes incoming flows as shown in Algorithm 4. This method receives the input data points $x$ and contamination parameter $c$ stating the proportion of anomalies in the given data points (line 1). ANAD runs the autoencoder and stores the predictions in $x'$ (line 2). For each data point, this method computes and stores its reconstruction error using RSS (lines 3-6). The algorithm sorts the data points descendingly based on their reconstruction errors and returns the top $c$ percent as anomalies (lines 7-8). For a constant number of alerts, a network operator can set the contamination parameter $c$ based on the flow incoming rate.

Algorithm 4 Autoencoder-based Network Anomaly Detection

1: procedure ANAD($x, c$) 
2: \hspace{1cm} $x' \leftarrow$ autoencoder($x$) 
3: \hspace{1cm} $e \leftarrow \emptyset$ 
4: \hspace{1cm} for $x_1, x_2$ in $x, x'$ do 
5: \hspace{1cm} \hspace{1cm} $e \leftarrow e \cup$ RSS($x_1, x_2$) 
6: \hspace{1cm} end for 
7: \hspace{1cm} sort $x$ based on $e$ descendingly 
8: \hspace{1cm} return top $c\%$ of $x$ 
9: end procedure
3.5 Use-case Scenarios

3.5.1 Rate Limiting Use-case

*Rate limiting* is a common practice [38, 43, 40] that CDNs use against threats ranging from network layer attacks, e.g. DDoS, to application layer attacks, e.g. brute-force login attempts. Various rate-limiting mechanisms exist, such as limiting traffic-rate per user, geography, or server. In this use-case, traffic is rate-limited per-user. Fig. 3.7 illustrates this scenario, and Fig. 3.11 lists the applicable security policies.

**Monitoring Stage.** Fig. 3.7a shows the initial system deployment. At the beginning, SMAS performs light resource monitoring of the virtual edge-server. Large traffic volume causes high bandwidth and CPU consumption. SMAS identifies this suspicious behavior as bandwidth and CPU are consumed beyond certain thresholds. SMAS raises an alert, high `_rate`, to notify the orchestrator regarding this suspicious traffic.

**Rate Limiting Stage.** Based on Rules 3.23-3.25, upon receiving the alert `high_rate`, if no rate-limiting service exists, the system deploys chain $r$ containing a `Rate-limit` function to limit the traffic-rate per IP (representing per end-user traffic). A white-list of IP addresses are exempted from rate-limiting. Fig. 3.7b shows this chain. To enforce Rule 3.12, a timer starts after the installation of the chain for the predefined period of time $d$. Upon the expiry of this timer, a timeout event is generated with a parameter $tr$. Finally, upon receiving the timeout event carrying $tr$ parameter, Rules 3.13 and 3.14 are matched. First, executing Rule 3.13, chain $n$ with no function is deployed. As chain $n$ connects ports 1 and 2, traffic is forwarded to the Web-server. Then, Rule 3.14 is matched, and chain $r$ is removed.

3.5.2 Mitigating HTTPS DDoS Use-case

HTTPS DDoS attacks exploit HTTP and HTTPS and target Web applications running on a server [56, 108]. Such attacks usually generate less traffic and use seemingly legitimate requests, and are, therefore, harder to detect. CDNs commonly utilize *Web Application Firewalls* (WAFs) to mitigate these attacks [39, 42]. Inspection at the application layer is a heavy process that can affect the application response time [34]. In this use-case, our system deploys a security service to mitigate HTTPS DDoS attacks. This service inspects the content of suspicious traffic to mitigate the attack, while legitimate traffic is served directly without inspection. Fig. 3.9 depicts this use-case scenario, and Fig. 3.10 lists ECA policies enforced.
L3 Mitigation Stage. An HTTPS DDoS attack exhausts the CPU power of the virtual edge-server. SMAS generates cpu_high alert to notify the orchestrator that CPU is consumed beyond a predefined threshold. Upon reception of this alert to enforce Rule 3.15, the system instantiates chain $u$ composed of a Firewall named $f$, as shown in Fig. 3.9a. Chain $u$ processes IP traffic coming from port 1, going to 2 (the ingress of the Web-server). This chain starts to filter non-HTTPS traffic (Rules 3.16 and 3.17); however, since the attack targets the application layer, CPU load is still high.

L4 Mitigation Stage. Upon creating chain $u$, a timer starts to count (Rule 3.18). When this timer expires, another chain $l$ comprising a TLS-Term (a TLS termination) and a WAF is instantiated to perform mitigation at the application layer (Rule 3.19). Fig. 3.9b depicts this deployment. Chain $l$ processes a subset of traffic coming out of function $f$, going to the Web-server. Note that legitimate traffic, i.e. originating from a white-list of source IP-addresses in range 99.231.0.0/16, is still directly steered to the Web-server, while the rest of the traffic, i.e. suspicious traffic, is steered through chain $l$. TLS-Term decrypts suspicious traffic, and WAF inspects plain-text traffic to mitigate application layer attacks including HTTPS DDoS. If the CPU utilization drops under a predefined threshold, the traffic is directly forwarded to the Web-server, and both chains $u$ and $l$ are deleted (Rules
high_rate initiates create_chain(r):
  "not src net 129.97.124.0/24", 1, 2>,
  \{f:Rate-limit\}
  if not chain(r)
lim after create_chain(r)
  if true
lim initiates run(f, "rate_limit.sh")
  if true
create_chain(r) causes timer(tr,d)
  if true
timeout(tr) initiates create_chain(n:<_,1,2>,{})
  if true
timeout(tr) initiates delete_chain(r)
  if chain(r)

Figure 3.8: Rate Limiting Policies

Figure 3.9: Mitigating HTTPS DDoS Scenario
\textit{cpu\_high initiates} \texttt{create\_chain}(u:<“ip”,1,2>,
\{f:Firewall\})
\begin{equation}
\text{if not } \text{chain}(u) \tag{3.15}
\end{equation}
\text{block after} \texttt{create\_chain}(u)
\begin{equation}
\text{if true} \tag{3.16}
\end{equation}
\textit{block initiates} \texttt{run}(f,“block.sh”)
\begin{equation}
\text{if true} \tag{3.17}
\end{equation}
\textit{create\_chain}(u) \text{ causes} \texttt{timer}(td,d)
\begin{equation}
\text{if true} \tag{3.18}
\end{equation}
\textit{timeout}(td) \text{ initiates} \texttt{create\_chain}(l):
\begin{equation}
\text{“not src net 99.231.0.0/16”,f,2,}
\{t : TLS-Term, w : WAF\}
\text{if not } \text{chain}(l) \text{ and } \text{chain}(u) \tag{3.19}
\end{equation}
\textit{cpu\_low initiates} \texttt{create\_chain}(n:<_,1,2>,{}))
\begin{equation}
\text{if true} \tag{3.20}
\end{equation}
\textit{cpu\_low initiates} \texttt{delete\_chain}(u)
\begin{equation}
\text{if } \text{chain}(u) \tag{3.21}
\end{equation}
\textit{cpu\_low initiates} \texttt{delete\_chain}(l)
\begin{equation}
\text{if } \text{chain}(l) \tag{3.22}
\end{equation}

Figure 3.10: HTTPS DDoS Mitigation Policies
anomaly initiates create_chain(r):
  <"", 1, 2>, {r: Rate-limit}
    if not chain(r), not date("Christmas")

rate_limit after create_chain(r)
  if true

rate_limit initiates run(r,
  "rate_limit.sh anomaly.suspicious_ips 1Gbps")
    if true

Figure 3.11: Rate Limiting Policy

Rate-limit New Attacks: A flash-crowd happens when websites suddenly become popular due to a big event taking place. Flash-crowds can be easily mistaken for a DDoS attack, when a resource misuse alert is generated. It is important for network operators to over-provision resources for handling the requests of legitimate users during peak workload periods (e.g., during Black Friday). However, during regular workload periods, the protection system must deploy a mitigation service, such as rate-limiting when anomalies are detected. Several Rate-limiting mechanisms exist, e.g., limiting traffic-rate per user or server [110, 38, 40].

In the use-case of Fig. 3.11 SMAS using ANAD algorithm detects anomalies and generates corresponding alerts. First, receiving anomaly alert, the policy deploys a per user rate-limiting service. The security chain contains a Rate-limit function, if it does not already exist, and if the date is not in the Christmas week (Rule 3.23). Second, a limit of 1 Gbps is forced for the accumulated traffic of suspicious IPs detected by ANAD (Rule 3.24 and Rule 3.25).
Chapter 4

Evaluation

4.1 Detection Performance

4.1.1 Experimental Platform

We use a cluster of machines (256 GB RAM, 32-cores 2.00 GHz Xeon CPUs), equipped with NVIDIA Tesla K10 GPU (320 GBps memory bandwidth, 3072 CUDA cores 745 MHz). The server runs Ubuntu 16.04 with Linux kernel version 4.4.0.

4.1.2 Dataset

We leverage a labeled dataset CIC-2017 [64] to train and test our models. This dataset consists of normal and multiple types of attack traffic. In addition to packet capture (pcap) files, network flows and their corresponding features have been extracted using CICFlowMeter [7]. To simulate an edge-server traffic, we use flows towards a victim server.

4.1.3 Training and Testing

We use 70% and 30% of the labeled data points as the training dataset and testing dataset, respectively. These data points are labeled either normal or an attack (e.g., DDoS and port scan). There are 81 features for each flow from which we extract 76 features. IP addresses and port numbers are 32-bit and 16-bit numerical values, respectively. These
Table 4.1: Experimental Dataset of the Attack Detection Performance

<table>
<thead>
<tr>
<th>Attack</th>
<th># of Flows</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>182491</td>
<td>0</td>
</tr>
<tr>
<td>DoS Hulk</td>
<td>230124</td>
<td>1</td>
</tr>
<tr>
<td>PortScan</td>
<td>158804</td>
<td>2</td>
</tr>
</tbody>
</table>

Numerical features are commonly used to train machine learning algorithms; however, flows from different classes might have close numerical port numbers, and the machine learning algorithm interprets the close numbers as similarity between data points. The same argument is valid for IP addresses; therefore, the source and destination IPs, the source and destination ports, and the flow identification are removed from our feature set.

Throughout this section, the performance of machine learning methods is reported using the normalized confusion matrix, where an element $ij$ represents what percentage of class $i$ is classified under class $j$. In this way, the elements on the diagonal show the recall or true positive rate values. The sum of the non-diagonal elements of a row shows the false negative rate for the corresponding class.

4.1.4 Attack Detection Performance

To evaluate the performance of HCC, we need to equip this algorithm with a classifier and a clustering method. To do so, we run and compare a number of classification methods and select a classifier that achieves the highest performance. HCC performs the same search for clustering methods. Then, to show the effectiveness of HCC in mitigating new attacks, we compare our hybrid method with the best selected classifier. For training and testing purposes, we use three classes of flows listed in Table 4.1.

Classifiers and Clustering Methods Performance

We trained a decision tree, a random forest, and a bagging classifier. We also trained an ensemble voting, which uses a voting mechanism between the above three classifiers. A bagging classifier uses random subsets of a dataset to train multiple decision trees. A random forest takes random features as well as random subsets to train multiple decision trees. Both of these ensemble methods [79] take the average of the trained decision trees’ predictions. Fig. 4.1 shows the confusion matrices of the classifiers. Although these models
have close recall values, the bagging classifier has a recall of 100% for both normal and DoS Hulk classes and 99% for the port scan class which makes this classifier the best among those tested.

![Confusion Matrices for Different Algorithms](image)

Figure 4.1: Supervised Algorithm Confusion Matrices

We used *k-means* and *mini-batch k-means* to divide flows into 3 clusters. Both algorithms start by randomly initializing the cluster centroids and iteratively adjust the centroids. In each iteration, the k-means assigns all the data points to cluster centroids, whereas the mini-batch k-means does that on only a batch of data points. Then, the cluster centroids are updated based on new data points assigned to them. The performance of the
clustering methods is shown in Fig. 4.2. A cluster with the most data points of a class $c$ is mapped to $c$ and the recall of $c$ is computed based on the data points in mapped cluster. For example, in Fig. 4.2b, the recall for normal class is 78.8% which is the percentage of normal data points in cluster 2. The different mappings for the two algorithms is due to the random initialization of the cluster centroids. Fig. 4.2 shows that these two algorithms have the same recall values suggesting both of them as good candidates.

**HCC Performance**

We equip HCC with the best classification method, the bagging classifier, and one of the clustering candidates, k-means. HCC and its competitor, bagging, are trained over two classes (normal and port scan), then they are tested for all three classes shown in Table 4.1. The goal is to evaluate the performance of HCC in detecting the data points of the unseen class (DoS Hulk). From the new attack data points, the bagging classifier mis-classifies 97.7% and 2.3% under the normal and port scan classes, respectively. Mis-classification as the normal class can cause undesirable outcomes; no mitigation service is deployed, and DoS attack can exhaust the resources of the victim and take down its services. Mis-classification as a wrong attack results in the deployment of inappropriate mitigation services that not only does not mitigate the threat, but contributes to the attack and consumes more resources of the victim.

The performance of HCC is reported in Fig. 4.3b. HCC correctly detects 96.7% and
99.9% of the normal and port scan data points, respectively. For the new attack data points, HCC is able to detect 56.4%, while mis-classifies 41.4% and 2.2% as normal and port scan classes. The false alarm rate is 3.3% due to the inaccuracy of the unsupervised clustering method, k-means. We believe that a more advanced clustering algorithm can improve HCC’s performance.

### 4.1.5 Anomaly Detection Performance

We evaluate ANAD by comparing its accuracy with that of LOF \cite{LOF} and isolation forest \cite{IsolationForest}, two commonly used anomaly detection methods. These anomaly detection methods, including ANAD, receive several input parameters which affect their detection performance. We tune the values of these parameters to optimize their recalls for anomalies. To do so, we employ exclusive grid search that examines all the combinations of given values for all parameters. Finally, we use the data points of the two classes provided in Table 4.2.
Table 4.3: Anomaly Detection Methods Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Isolation Forest</th>
<th>LOF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>examined</td>
<td>default</td>
</tr>
<tr>
<td>n_jobs</td>
<td>1, 1</td>
<td>1</td>
</tr>
<tr>
<td>contamination</td>
<td>.1, .05, .022</td>
<td>.1</td>
</tr>
<tr>
<td>n_estimators</td>
<td>50, 100, 300, 500</td>
<td>100</td>
</tr>
<tr>
<td>max_samples</td>
<td>auto .001, .01</td>
<td>auto .01</td>
</tr>
<tr>
<td>max_features</td>
<td>.02, .05, 1.0</td>
<td>.02</td>
</tr>
<tr>
<td>n_neighbors</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*min(256, number of samples)*

Anomaly Detection Methods Performance

For each data point, LOF computes the local density which is the metric depicting how isolated this data point is compared with its $k$ neighbors. Isolation forest is an ensemble learning method that combines the results of multiple decision trees each of which produces an anomaly score. The isolation forest takes the average over these anomaly scores. Both methods are given contamination, an input parameter that identifies the proportion of anomalies. Optimized using the grid search, the default, examined, and chosen values of the input parameters are shown in Table 4.3. n_jobs denotes the number of jobs to run in parallel. If given -1, this parameter is set to the number of cores. contamination represents the percentage of outliers and n_estimators specifies the number of decision trees trained by the isolation forest. Isolation forest receives the number of samples, and the number of features to draw for training each decision tree, as max_samples and max_features, respectively. LOF receives n_neighbors to set $k$, the numbers of neighbours considered of each datapoint. This value can be absolute or a percentage of the dataset.

The performance of these two methods is shown in Fig. 4.4. LOF’s recall for the anomalies is 10.5%, and that of isolation forest is 68.3%. The recall of the normal class is almost 90% for both methods. The remaining 10% causes low precision results for anomalies, i.e., LOF and isolation forest produce 98% and 88% false alarm rates, respectively. These poor results motivate the use of deep learning based approaches for anomaly detection.

ANAD Performance

ANAD employs an autoencoder with input and output layers of size 76 and two hidden layers. The hyper parameters, examined values, and chosen ones are reported in Ta-
Table 4.4. $n_{neurons}$ denotes the number of neurons in the hidden layers. $activation\_function$ specifies the function of the neurons. $drop\_out$ regulates a rate of randomly selected neurons to be set to zero during each training iteration. This parameter helps the model not to overfit \cite{102}. $training\_epoch$ denotes the number of times the model should be trained on the whole training dataset. The number of data points that the model processes before each update of the weights and biases is represented by $batch\_size$. $kernel\_initializer$ indicates the distribution from which the weights are initialized.

Fig. 4.5 reports ANAD performance. ANAD outperforms LOF significantly. In comparison with isolation forest, the recall values are improved by 0.4% and 8.4%. These results confirm that the autoencoder-based anomaly detection achieves higher performance in the detection recalls of normal and anomaly data points compared to the two commonly used anomaly detection methods.

### 4.2 Mitigation Performance

#### 4.2.1 Experimental Platform

**Testbed.** We use a cluster of machines (16GB RAM, 8-cores 3.30GHz Xeon CPUs) connected with 10 Gbps NICs. The servers run Ubuntu 14.04 with Linux kernel version 3.16.
Table 4.4: ANAD’s Hyper Parameters

<table>
<thead>
<tr>
<th>Hyper-params</th>
<th>examined</th>
<th>chosen</th>
</tr>
</thead>
<tbody>
<tr>
<td>contamination</td>
<td>.1, .05, .022</td>
<td>.1</td>
</tr>
<tr>
<td>n_neurons</td>
<td>5, 35</td>
<td>5</td>
</tr>
<tr>
<td>activation_function</td>
<td>relu, tanh, linear</td>
<td>linear</td>
</tr>
<tr>
<td>epochs</td>
<td>100, 150</td>
<td>150</td>
</tr>
<tr>
<td>batch_size</td>
<td>100, 1000</td>
<td>100</td>
</tr>
<tr>
<td>dropout_rate</td>
<td>0.0, 0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>weight_constraint</td>
<td>1, 5</td>
<td>5</td>
</tr>
<tr>
<td>kernel_initialization</td>
<td>uniform, normal</td>
<td>normal</td>
</tr>
</tbody>
</table>

Figure 4.5: ANAD’s Performance

We use 1 to 4 servers as load generators, a server as the Device under Test (DuT) to host chains, and a server as the traffic sink. An active daemon of our system runs on DuT.

Traffic generation. We use `iperf` and Apache benchmark (`ab`) to generate line-rate TCP and Web traffic, respectively. `iperf` clients and `ab` run on the load generator servers, and `iperf` server runs on the traffic sink server.

Service functions. We use two service functions. Function `fwd` passes traffic from a virtual interface to another. We intentionally use this function in experiments in which we benchmark the overhead of our service function chaining platform independent from the complex functionality of a service function. The other function is `Rate-limit` which limits the rate of the incoming traffic.

4.2.2 System in Action

We measure the overhead of deploying chains using our system, and the overhead of our chaining mechanisms in terms of latency and throughput.

Chain Deployment Time

This experiment measures the time it takes to deploy a chain using our system. We vary the chain length (the number of functions in a chain) from 1 to 7 and repeat each experiment 5 times. In the process of creating a chain, instantiating functions and connecting them
to OVS are the two most time-consuming procedures. As shown in Fig. 4.6, the chain of length 1 has the lowest deployment time of 1.06 s, and the chain of length 7 has the highest deployment time of 6.13 s. The VM-based platforms (e.g. Bohatei [60]) have a chain creation time in the order of minutes, while it is evident from this experiment that our system is capable of deploying service function chains in less than 7 seconds.

Round Trip Time

In this experiment, we measure the Round Trip Time (RTT) of traffic steered through chains deployed by our system. We use ping for the RTT measurements, and repeat each experiment 5 times. As depicted in Fig. 4.7, we vary the chain length from 1 to 7 fwd functions, and report the RTT average and standard-deviation for each chain-length. As expected, the chains of length 1 and 7 have the lowest RTT (405.13 µs) and the highest RTT (495.04 µs), respectively. Although the longer the chain, the higher the RTT, the delay introduced by our routing mechanism is small. As shown, the RTT of the chain of length 7 is only 89.91 µs more than that of the chain of length 1.
Resource Utilization and Throughput

In this experiment, we measure the maximum throughput of chains composed of 1 to 7 \texttt{fwd} functions using \texttt{iperf}. We repeat each experiment 5 times. All functions of a chain are instantiated in a single server. As shown in Fig. 4.8, the chain-length has a direct impact on the chain throughput. The chains of length 1 and 7 have respectively the highest throughput (7272 Mbps) and the lowest throughput (2818 Mbps) on average. All cycles of CPU-cores are utilized during this experiment. We observe that \texttt{fwd} functions consume a negligible amount of the CPU power, while the process \texttt{softirq} consumes the most of CPU power meaning that the packet reception in the Linux kernel of the host becomes the bottleneck. The workflow of the packet reception in the Linux kernel (version 2.5.7 and above) is as follows. The NIC transfers a packet from the \textit{ring} buffer to the main memory via direct memory access and notifies the CPU with \textit{input queue} interrupt request (IRQ). This IRQ is mapped to a CPU core which runs Interrupt Service Routine (ISR) \cite{33} to handle this interrupt. At the end, ISR raises a \texttt{softirq} to defer the reception of the packet from the interrupt context to the process context. Packet reception is an expensive process. In a chain, each function generates IRQs by forwarding packets. Making the chain longer increases the number of IRQs, thus doing so decreases the throughput.

Figure 4.7: Traffic Round Trip Time
4.2.3 Static vs. Dynamic Security Service

Our system allows agile deployment of security services and the ability to redirect subsets of traffic on-the-fly. These features make it easy to deploy security chains to process a subset of traffic. In this experiment, we compare a static service with a dynamic one securing a Web-server. These security services perform deep inspection of incoming HTTPS traffic. The traffic passes through a TLS termination (decrypting HTTPS to HTTP) and a WAF (deep inspection of HTTP traffic matching OWASP core-rules-set \cite{ OWASP}). In addition to security functions, a Web-server is installed in the DuT.

In this experiment, we measure the time to download 400 Web-pages concurrently. The static security service (Static) corresponds to the manual deployment of the security chain through which all requests are steered. In the dynamic security service (Dynamic), 300 legitimate requests are directly served without any inspection, while 100 suspicious requests are analyzed in the security chain. As shown in Fig. 4.9 all pages are retrieved within 104.205 ms in the case of Static. In the case of Dynamic, the legitimate requests are retrieved in less than 43.09 ms, and others are served within 110.309 ms. The dynamic security service serves the legitimate requests $2.4 \times$ faster. To further evaluate the overhead introduced by security services, we measure the completion time of requests when all requests are directly served (Baseline). In the case of Baseline, all Web-pages are downloaded within 10.496 ms. One would think that legitimate requests in the case of Dynamic should be served with the same latency as in the case of Baseline. However,
there is an overhead of 32.6 ms explained by the high CPU utilization (mostly consumed by
the WAF) when security chains inspect traffic. Consequently, the Web-server is deprived
of some of the CPU resources.

4.2.4 Responsiveness

In this experiment, we evaluate the effectiveness of our system in performing traffic en-
gineering actions similar to the use-case scenario presented in Section 3.5.1. We use our
system to recover the QoS of legitimate traffic in the case of a flooding attack. To emulate
such a scenario, we perform a five-stage experiment summarized in Table 4.5. As shown
in Fig. 4.10, we start by sending only legitimate traffic (8.39 Gbps) in the first stage. In
the next three stages, the flooding traffic is gradually increased to drain the network band-
width and decrease the legitimate traffic throughput. During these stages, the legitimate
traffic experiences a throughput decrease of ∼ 8.4 Gbps down to ∼ 2 Gbps. In the last
stage, in response to the generated alert, our system deploys a mitigation chain consisting
of a Rate-limit function through which the flooding traffic is steered. The flooding traffic
is limited to two different rates (1 Gbps and 3 Gbps). In the case of 1 Gbps rate-limit,
the legitimate throughput is almost fully recovered (8.02 Gbps). We observe a recovered
throughput of 6 Gbps in the case of 3 Gbps rate-limit. In both cases, we achieve imme-
diate recovery (in less than 1 second) after deploying the mitigation chain. These results
demonstrate that our system provides fast and effective recovery of the legitimate traffic.
Table 4.5: The Stages of Responsiveness Experiment

<table>
<thead>
<tr>
<th>Stage</th>
<th>Duration (s)</th>
<th>Flooding traffic share</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-30</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>30-60</td>
<td>50%</td>
</tr>
<tr>
<td>3</td>
<td>60-90</td>
<td>66.6%</td>
</tr>
<tr>
<td>4</td>
<td>90-120</td>
<td>75%</td>
</tr>
<tr>
<td>5</td>
<td>120-170</td>
<td>Limited to 1 Gbps / 3 Gbps</td>
</tr>
</tbody>
</table>

throughput.

Figure 4.10: Recovering Legitimate Traffic Throughput
Chapter 5

Conclusion and Future Work

5.1 Conclusion

The dynamicity of CDN edge-server environments requires that the systems deployed to protect them are also dynamic. It is also important that such protection system have low overhead not to adversely affect legitimate user traffic. In this thesis, we have designed and implemented a policy-based security system that automatically and dynamically deploys security function chains. We illustrated how our system can be flexibly programmed to handle real world use-cases. Our system is capable of accurately generating alerts for known attacks as well as generating fairly accurate alerts for unseen attacks using a proposed hybrid classification clustering method and anomaly detection approaches. Upon, detecting attacks, the system generates alerts that might trigger policies. With our hybrid method, the recall for known attacks ranges from 96.7% to 99.9%, and the recall for the new attack classes increases from 0% to 56% compared to a bagging classifier. Using an autoencoder based anomaly detection method, our system can detect 76.7% of anomalies which improves the isolation forest anomaly recall by 12%. The evaluation results demonstrate that our system has low overhead in terms of chain deployment time and latency of traffic passing through a chain. Our mitigation system is able to immediately respond to threats and quickly recover legitimate traffic throughput (~1 second). Using our system, legitimate traffic can be exempted from the high overhead imposed by heavy security services. To do so, security policies dictate redirecting only suspicious traffic to security chains while legitimate traffic is directly served without inspection. Accordingly, we have shown that legitimate requests are served $2.4 \times$ faster than in the case of static security services.
5.2 Future Work

Here, we present the following possible extensions to our work:

**Orchestration:** In the current implementation of the orchestrator, conflicting and redundant rules might be applied. For example, a rule that is triggered to build a chain for a subset of a traffic can override an already deployed chain for the traffic. There should be methods to ensure policy consistency through formal verification. Additionally, we have studied how to reduce the signaling overhead in the Orchestration process. As well as the ECA defined actions based on which the VIM is commanded to instantiate chains of various service functions, we tested delegating part of the service function chain management. An enabler for this purpose is the NSH protocol, which can carry metadata between different service functions. Thus, a decision from the Orchestrator may be propagated among the various service functions without full involvement of the Orchestrator in every decision. This type of delegation is challenging and remains a work in progress.

**Attack methods:** As part of the traffic monitoring analytics, we have proposed a hybrid learning method. This method uses a traditional clustering mechanism, namely k-means. Recently in the field of deep learning, variational and adversarial autoencoders are proposed for unsupervised clustering. In these models, the latent space is forced to have a normal mixed Gaussian distribution by which different clusters are separated. As future work, k-means can be replaced by these models.
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