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Abstract

This thesis is focused on the development of computer vision techniques for parsing web pages using an image of the rendered page as evidence, and on understanding this under-explored class of images from the perspective of computer vision. This project is divided into two tracks—applied and theoretical—which complement each other. Our practical motivation is the application of improved web page parsing to assistive technology, such as screenreaders for visually impaired users or the ability to declutter the presentation of a web page for those with cognitive deficit. From a more theoretical standpoint, images of rendered web pages have interesting properties from a computer vision perspective; in particular, low-level assumptions can be made in this domain, but the most important cues are often subtle and can be highly non-local. The parsing system developed in this thesis is a principled Bayesian segmentation-classification pipeline, using innovative techniques to produce valuable results in this challenging domain. The thesis includes both implementation and evaluation solutions.

Segmentation of a web page is the problem of dividing it into semantically significant, visually coherent regions. We use a hierarchical segmentation method based on the detection of semantically significant lines (possibly broken lines) which divide regions. The Bayesian design allows sophisticated probability models to be applied to the segmentation process, and our method produces segmentation trees that achieve good performance on a variety of measures.

Classification, for our purposes, is identifying the semantic role of regions in the segmentation tree of a page. We achieve promising results with a Bayesian classification algorithm based on the novel use of a hidden Markov tree model, in which the structure of the model is adapted to reflect the structure of the segmentation tree. This allows the algorithm to make effective use of the context in which regions appear as well as the features of each individual region.

The methods used to evaluate our page parsing system include qualitative and quantitative evaluation of algorithm performance (using manually-prepared ground truth data) as well as a user study of an assistive interface based on our page segmentation algorithm. We also performed a separate user study to investigate users’ perceptions of web page organization and to generate ground truth segmentations, leading to important insights about consistency.

Taken as a whole, this thesis presents innovative work in computer vision which contributes both to addressing the problem of web accessibility and to the understanding of semantic cues in images.
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Chapter 1

Introduction

The focus of this thesis is the development of a computer vision system for parsing web pages based solely on the visual appearance of the rendered page\textsuperscript{1}. For the purposes of this research, “parsing” refers to the process of determining the structure of the page content, not the page implementation. This is quite distinct from the problem of parsing, for example, the HTML source code of the page. Parsing the page content involves identifying key regions in the page such as an article blurb or a header. This can be done using evidence from the implementation of the page—and, as will be seen, this is a commonly-used method—but it is a separate problem from parsing in the sense used in programming languages. Our parsing method is based on a segmentation-classification pipeline. The page is first segmented into visually coherent, semantically significant regions forming a segmentation tree. These regions are then classified to identify their roles in the page, resulting in a hierarchical parse tree of the page, including both the locations and roles of the various regions that make up the page. Figure 1.1 shows this segmentation-classification pipeline: the source code is rendered by the browser to produce an image of the page; the segmentation algorithm produces a segmentation tree from the rendered page, and the classification algorithm takes the rendered page and segmentation tree to produce a parse tree, which is finally used for practical purposes by some other program such as a screen reader.

There are a wide range of images that can be considered “man-made” in some sense. In one sense, any photograph can be considered man-made, since it is technologically produced, but this is not a meaningful distinction for computer vision applications, which

\textsuperscript{1}Our published papers point to earlier versions of some of the work presented here, namely [32], [35], [31] and [34] for Chapter 3 and [33] for Chapter 4.
inherently require images captured by some form of man-made sensor. In the sense in which we use the term here, man-made images are images in which the visual structure of the image was produced intentionally, through a design process, rather than arising naturally from projection of a scene without human intervention (although natural images may form a component of a man-made image). Such images could include paintings and drawings, as well as infographics, document layouts, and advertisements (when they are not a simple photograph, which would be considered a natural image). We are particularly interested in web pages as representatives of a sub-class of man-made images in which the visual layout is intended to reflect the semantic structure of information, rather than the physical structure of a scene.

A simple example of manual parsing of a web page can be seen with an examination of a Google search results page. The page, shown in Figure 1.2, shows a web page structure with many regions made distinct using a variety of cues. Figure 1.3 shows how the page can be parsed, at a high level, by a user. The regions shown here are can be parsed further into smaller regions. The main results section, for example (Figure 1.3c) can be parsed into seven regions, each consisting of a link to, and excerpt from, one of the pages returned as a search result. Each of these regions could be parsed further (based on colour information) into the link, the URL, and the excerpt. Clearly, even a relatively simple page with a minimalist design can produce a large and complex parse tree. Note also that there are clear semantic differences between, for example, a search-result blurb and the page header. For many applications it is reasonable to assume that these regions should be distinguished based on their semantic role and treated differently, while two result blurbs should be treated similarly.

This research has two complementary tracks: one applied, and one theoretical. The
Figure 1.2: Example of a relatively simple web page.

(a) Upper header region, distinguished by a difference in background colour

(b) Lower header region, distinguished by an outline

(c) Main results, distinguished by whitespace

(d) Sidebar, distinguished by an outline

Figure 1.3: Manual parse of the largest regions in the page shown in Figure 1.2
applied track is focused on the applications of visual parsing of web pages to assistive technology, although the proposed algorithms are potentially useful in other areas such as information retrieval and web design. The theoretical track consists of the development of computer vision techniques for understanding this under-explored class of image using principled Bayesian methods. These two approaches support each other: theoretical study of web pages as a class of images helps to inform the development of parsing algorithms for this domain, while the application domain suggests desiderata for the output of these parsing algorithms and experimental results from practical tests raise questions for further theoretical research. Similarly, both tracks lead to important contributions. Assistive technology is an important area of research, particularly considering the needs of an aging population [62], and our work in this area contributes to providing more effective solutions for web accessibility, as we will demonstrate through user studies and offline testing. More theoretically, our exploration of web pages as a domain for computer vision algorithms and our development of web page parsing algorithms with a strong theoretical grounding provides valuable insights into computer vision, with broader implications for other classes of image. Ultimately this thesis is best seen as research into computer vision, motivated and guided by socially important applications to assistive technology.

Our initial motivation in studying visual parsing of web pages was to investigate the possibility of improving web accessibility. Users with a wide range of physical, sensory, and cognitive disabilities may struggle to use web pages as they are normally presented. Visually impaired users, of course, have difficulty seeing the page, and individuals with cognitive, reading, or learning disabilities can find it difficult to process cluttered and content-heavy pages. Assistive interfaces, such as screen readers for visually impaired users (which convert the depiction of a web page into an audio transcript), can help to address these challenges, but the complexity of modern webpages creates significant challenges for users of assistive interfaces. Screen reader users can, for example, find it difficult and laborious to reach desired content in a page. While guidelines exist for making webpages more accessible, research has shown that these best practices are often ignored [60, 131].

Existing assistive interfaces primarily use the source code or the Document Object Model (DOM) tree to determine the semantic structure of the page in order to create an appropriate alternative presentation of the page. There are frameworks to assist in the automatic interpretation of the source code structure, such as WAI-ARIA labels (see Section 4.3); unfortunately, these are not consistently or reliably used by web designers.

\[ \text{For the purposes of this thesis, we use the term "Bayesian" in the sense that we make extensive use of Bayes' Theorem in relating } a \text{ priori and } a \text{ posteriori estimates of probability. This is different from the sense of systematic use of integration over parameters.} \]

\[ \text{An intermediate representation of the page produced by the browser} \]
Furthermore, implementation details can change over time as new frameworks and language versions are introduced (requiring corresponding updates to the parsing algorithm used by the assistive interface), and some objects such as infographics are “black boxes” with no internal structure visible through source code or the DOM tree. These factors lead to problematic implementation-dependence for conventional methods for parsing the semantic structure of web pages. A vision-based method using the visual appearance of the page avoids implementation dependence by entirely avoiding the implementation of the page, focusing instead on the rendered page produced by the browser.

More fundamentally, the designer or designers of a web page create the visual appearance of the page to clearly and simply convey the semantic structure of the page contents to “typical” users (as the designers imagine them). The source code of the page, in contrast, is simply designed to produce the correct appearance and functionality. We therefore argue that the visual appearance is in some sense “closer” to the intended semantic structure of the page. Of course, the visual appearance of the page is designed to be clear to humans rather than to machines; as a result, sophisticated computer vision methods must be developed in order to leverage the visual appearance of the page in a page parsing algorithm. It is the development of these methods, and their implications for computer vision research, that form the core contributions of this thesis.

Our research contributes to the study of parsing a broader class of man-made images in which, as in web pages, visual cues (e.g., layout, alignment, and background colour) are used to convey semantic relationships between regions. Web pages have particularly useful features as exemplars of this class of image, since the rendering process results in “well-behaved” low-level properties, and there are vast numbers of readily-available examples. As an example, while many images in this class can be modelled by rectangular regions, only rendered images such as web pages guarantee that these regions are aligned to the image axes; it is therefore possible to ignore the initial stage of estimating the transformation between the coordinate systems of the image and of the document. Of course, a document could in principle be aligned sufficiently carefully with a scanning system and made sufficiently flat to make the image and document coordinate systems identical, but this process would be very labour-intensive and may not be possible for rare or valuable documents (for example, it may not be possible to flatten the pages of a book enough to avoid distortion near the spine without damaging the binding). As a result, using the rendered image of a web page allows the study of the higher-level properties without relying on preprocessing steps which may be time-consuming or introduce errors.

Images of web pages have a number of interesting properties from the perspective of computer vision research. Although they are man-made images rather than natural images, they are designed for human perception, not for the strengths of computer vision
algorithms. Some useful assumptions about the properties of these images can be made. Because web pages are rendered images, the “camera” position is not arbitrary; the image axes are significant without any additional alignment step. Similarly, there is no need to account for blurring of the image or perspective projection outside of natural images embedded in the page, and it is often sensible to treat embedded natural images (as opposed to infographics or other images that behave as complex document components) as atomic objects in the page. At a higher level, it is reasonable to assume that regions in the web page have axis-parallel rectangular boundaries due to common design conventions and the convenience of implementing such regions in the CSS box model [66]. Despite these assumptions, however, parsing a web page still requires the interpretation of complex cues such as long-range alignments, complex layouts with large numbers of regions and potentially deep hierarchies, and the presence of regions of many different types (including text, natural images, line drawings, and many others). As a result, images of web pages can be seen as an intermediate class between natural images—with all the complexity of natural scenes—and the toy problems often used for testing specific aspects of a computer vision algorithm in a controlled setting. As a domain, images of web pages are restricted but not trivial, making them an excellent domain for the development of sophisticated algorithms grounded in a principled analysis of the properties of a class of images, with the potential for extending these algorithms to natural images. In fact, due to the ubiquity of web pages, their persistence across many types of devices, and the fact that they are used by nearly everyone, this under-studied class of images is especially valuable to examine.

Image segmentation is the process of dividing a page into semantically meaningful regions. Our proposed segmentation algorithms take a hierarchical, top-down approach, recursively dividing regions until no further divisions are possible. This produces a segmentation tree, in which small regions are grouped together as the children of the larger regions that contain them. Both segmentation algorithms presented in this thesis use as evidence the presence or absence of lines in the page. A Bayesian framework is used to determine the likelihood that semantically significant lines exist, and these estimates are used to find divisions in each page given the page image and a prior probability distribution over segmentation structures. Each region is divided according to the maximum a posteriori likelihood segmentation of the region. Our approach uses a Bayesian segmentation architecture, in which successive edge detection, line detection, and segmentation steps are performed in a Bayesian setting. This principled Bayesian approach is particularly advantageous for this class of images: assumptions about segmentation structure can be made because of the restricted domain. These assumptions are sufficient to narrow the search space in order to make the search for a high-quality segmentation tractable. Within this framework, we are able to perform experiments to
test the effects of different prior probability distributions and probability models. Also of interest is that by using explicitly calculated probabilities based on suitable prior probability distributions rather than an unnormalized energy function we are able to determine thresholds based on probabilistic reasoning (e.g., accepting divisions that are more likely to be valid than not). The fact that taking our algorithms’ probability estimates as genuine probabilities produces plausible segmentations, is evidence for the validity, at least in broad terms, of these models.

Segmentation is valuable in that it tells us where the semantically significant regions of the page are, but for many applications it is also important to know what these regions are. Classification of regions in the segmentation tree is therefore an important process. Our classification algorithm takes as input the segmentation tree and the image of the page. From this input the segmentation algorithm creates feature vectors describing each region in the segmentation tree. It is reasonable to expect, based on knowledge of web page structure, that regions of similar appearance will have different roles depending on their context in the page. Consider, for example, a line drawing. If the line drawing appears in the header of the page, it is likely to represent the logo of the web site or the organization which owns it; if it appears in the main article, it is more likely to represent some sort of diagram or illustration. It is therefore important to use a rich and informative representation of the context of each region in the page, including the roles of its parent and child regions. It is also desirable to use a Bayesian approach to classification, for the same reasons that this is a desirable approach for segmentation. Both of these objectives are accomplished through the innovative use of a probabilistic graphical model called a hidden Markov tree (HMT). The structure of the HMT is adapted to each page to reflect the structure of the segmentation tree; regions are classified by simultaneously finding the MAP (maximum a posteriori) labels for all regions.

Returning to the applied track, it is worth considering in more detail the types of assistive interfaces a visual parsing system could support. Although a high-quality parsing algorithm could in principle support a wide range of assistive features, in our work we focus on the application of our system to three types: screen readers, magnifying interfaces, and decluttering interfaces.

A major component of browsing the web is locating content areas within each page and assessing that content against current information needs. While sighted web users can quickly locate main content areas on the page and skim them for relevance, users with severe visual impairment relying on screen readers are often forced to process content sequentially. Because this can be a slow process, screen readers typically provide mechanisms for skipping forward. For example, users can often jump ahead by using structural markers (such as &lt;h&gt; tags) to move between content areas [19]. Unfortunately, such approaches rely heavily
on the quality of the underlying code. The code structure also tends to be complex, resulting in page segmentations that consist of many small segments of text. As a result, screen reader navigation is much more difficult than browsing a page with full access to two-dimensional visual cues. An analogy with computer games may illuminate the difficulty of navigating between regions in a page with a screen reader. Compare the problem of navigating through a maze-like level with a clear overhead view, to navigating through the same level in a text adventure game such as “Adventure” [37]; it is clearly much easier in the former case. A web page implementation that does not reflect the semantic structure of the page contents, or has misleading cues due to constructions used in contexts for which they were not intended, can leave users of screen readers and other assistive technology “in a maze of twisty little passages, all alike” [37].

Not all users who are visually impaired require a screen reader program. For some, it may be sufficient to simply present regions at a larger scale. Individuals with certain types of cognitive impairment can also benefit from larger text [107]. Simply enlarging the entire page may obscure the large-scale organization of the page, however. Similarly, accessibility features such as Windows Magnifier or the Picture-In-Picture Zoom on Mac OS X, which use a fixed magnification boundary, may not allow the user to read an entire visually coherent region at once. We propose an interface which selects an entire visually-coherent region to enlarge as an overlay, as shown in Figure 1.4a. Allowing the user to reposition the overlay would assist in maintaining context in the page, as the users could uncover nearby regions at will to select the next region they would like to enlarge. Another avenue to explore would be to combine this approach with a “fisheye” distortion around the enlarged areas (as discussed by Furnas [50]) so that the enlarged area does not obscure any of the content; this, however, may prove confusing or distracting for some users.

Figure 1.4b shows another possible adaptation that could be achieved with our segmentation, this time designed for users with cognitive impairments or attention deficits. In this design mock up, all segments of the webpage are greyed out except the one currently selected. This approach could help users to maintain control over their area of focus. Other methods, such as blurring, could be used instead of or in combination with greying out non-focus regions, depending on what method is found to be most effective for users in general or on the preferences of individual users. Both magnification and decluttering (based on greying out non-focus regions) are available in the prototype assistive interface tested in Chapter 5.

The remainder of this thesis is organized as follows. In Chapter 2, we discuss background information that is helpful in understanding the motivation for this research in more detail. This includes the state of assistive technology on the web and the reasons to believe that a vision-based approach holds promise. Chapters 3, 4, 5, and 6 form the core
(a) A page region found by our segmentation method shown as an enlarged overlay on the original page. Note that the full width of the page remains visible if the user is able to move the enlarged section around, thus maintaining a view of the overall page structure while enlarging the text the user is reading at the time.

(b) Example page (cropped vertically) with all but a focus region greyed out to reduce distraction. The size of the focus region can be varied by selecting a node at a higher or lower level in the segmentation tree or by specifying the desired node size, in accordance with the preferences of individual users.

Figure 1.4
of the thesis; each focuses on one major aspect of the thesis research. Chapter 3 describes the segmentation algorithms developed and the experiments used to evaluate them, including both qualitative and quantitative results. Chapter 4 describes our work on region classification, using a hidden Markov tree model. Chapter 5 describes a study of an assistive interface based on our segmentation algorithm, and includes discussion of a user study and offline tests of the complete system. Chapter 6 describes our research into human perception of the semantic structures of web pages and methods for eliciting ground truth segmentations (methods which are in many respects applicable to other domains as well). Having presented the research performed in the course of the thesis, we move on to discuss related work in more detail in Chapter 7, and contrast existing work with our approach to demonstrate its novelty. Finally, in Chapter 8, we summarize the key contributions of our work and discuss the avenues for future research that it has revealed.
Chapter 2

Background

In this chapter we discuss the context which motivates our work in the visual parsing of web pages. The purpose of this chapter is to provide necessary background information prior to the discussion of the research performed in the course of this thesis; as such, the focus is not on the detailed mechanics of related work, but rather on the broader issues involved. Detailed comparisons of approaches to web page parsing and assistive technology are presented in Chapter 7. We begin with a brief description of some important features of the web page rendering process that influence the work described in this thesis. Having laid this groundwork we discuss, in general terms, how assistive technology works on the web today and what challenges remain to be addressed in this area. In Section 2.3, we discuss why, given the considerations described in previous sections, vision-based web page parsing is necessary. The discussion of the motivation for using vision-based parsing is continued in Section 2.4, which discusses more theoretical reasons for the study of images of web pages from the perspective of computer vision. Section 2.5 provides background information related to image segmentation and region classification, as these are the two key steps in our segmentation-classification pipeline.

2.1 Web Page Rendering

Although we do not propose to discuss in detail the entire page rendering process, as most of the complexities of the process are beyond the scope of this work, it is useful to provide some background information about those aspects of the process that directly affect page parsing tools.
Modern web pages are complex, and are implemented through a variety of languages and frameworks. HTML provides a skeleton and some of the appearance of the page; other aspects of the appearance are controlled using CSS (Cascading Style-Sheets). Many pages also have dynamic content implemented in Javascript and other scripting languages (e.g., infinite scrolling and cycling headlines). The process of rendering a web page is, therefore, the process of generating the visual appearance of the page as displayed from this complex source code. Web development is a complex area, and both standards and practices evolve quickly. The complexity and rapid change in the way web pages are implemented is a major challenge for assistive interfaces that rely on interpretation of implementation details to present the page appropriately, and is one factor in motivating our vision-based approach.

Because of the complexity of the implementation of a modern web page, a common representation is needed. This common representation is provided by the Document Object Model (DOM) tree. The DOM is an object-oriented logical model, defined in a W3C recommendation [108]. The description of a document in the DOM takes the form of a tree or forest, reflecting a hierarchical logical organization of the document structure [108]. A DOM representation of a page is created by web browsers as an internal representation of the page during the rendering process; this is generally known as the DOM tree, to reflect its hierarchical structure. Scripts and extensions can read and alter the DOM tree. Dynamic content can be implemented through scripts modifying the DOM tree; an assistive interface can be implemented by reading the DOM tree and either modifying it to provide an alternative presentation on the screen or producing an entirely new presentation such as a audio stream. As will be shown, this is a very common approach, but one which has important drawbacks.

Most web pages are based on axis-parallel, rectangular objects. The CSS box model, for example, models each region as a rectangular content region plus surrounding padding, border, and margin areas [66]. Broadly speaking, this is a reasonable structural assumption for typical content. Most photographs, for example, are rectangular; paragraphs are approximately rectangular; articles are made up of stacks of paragraphs; and so on. There are occasional exceptions, but in most cases an axis-parallel rectangle is a good model for units of content. As a result of the strong tendency toward axis-parallel rectangles in web pages, we are able to make useful assumptions in our vision-based methods.

2.2 Assistive Technology and the Web

The complexity of modern webpages creates substantial accessibility barriers for users with a wide range of physical, sensory, and cognitive disabilities. For example, screen reader
users can find it difficult and laborious to reach desired content in a page, while individuals
with cognitive, reading, or learning disabilities can find it difficult to process cluttered
and content-heavy pages. While guidelines exist for making webpages more accessible,
research has shown that these best practices are often ignored [60, 131]. In response to
these challenges, researchers have explored a number of approaches to segmenting pages
and reducing page complexity.

2.2.1 Screen Readers

A screen reader is a program that converts content originally displayed visually on a screen
into an audio stream; these programs are used by users with visual impairments to access
content which would otherwise be unavailable to them. Although screen readers are an
important means of accessing online content for users with severe visual impairments, there
are significant challenges in using them effectively. A sighted user with access to the two-
dimensional rendered page can quickly shift focus from one region of the page to another
with a mere eye movement. A screen reader user, on the other hand, must navigate between
regions by explicitly redirecting the focus point of the screen reader program. This must
also be done with limited or no direct access to the layout cues used to express the structure
of the page.

Many popular screen readers such as Google’s ChromeVox [53], Apple’s VoiceOver [7],
and NVDA [97] are based on the source code or the DOM tree of the page to interpret and
read out the content of the page. These methods can be readily integrated into a browser,
but they suffer a number of important drawbacks. It is often difficult to distinguish between
important and unimportant content solely based on source code. A block of text under a
“<div>” tag could be a highlighted warning or summary of interest to all readers interested
in the content of the page; alternatively, it could be a boilerplate copyright statement that
is irrelevant to most users. This can easily result in “cluttered” output that wastes users’
time on irrelevant sections of the page. Furthermore, as web languages and especially
web frameworks evolve quickly, different websites might use different technologies for the
development of their web pages, even when the visual appearances of the rendered pages
are very similar. Methods such as source code analysis would require constant updates to
comply with new standards, which is not scalable. Many modern web pages load content
dynamically using scripting languages such as Javascript; the resulting changes in the page
represent an additional challenge for any screen reader.

Various accessibility frameworks have been proposed to help address these issues. WAI-
ARIA (or, more commonly, “ARIA”) role labels are intended to allow web developers to
include semantic labels for elements within the source code, for the use of screenreaders and other assistive interfaces [129]. ARIA role labels are discussed in detail in Section 4.3. These labels, however, are often not included in the implementation of the web page, and cannot in any case be applied to elements within images or Flash objects [19]. As with many other aspects of accessible web design, ARIA labels are often ignored or used inconsistently in web site development. Because they are a server-side technology and must be incorporated into the development process, supporting frameworks and standards such as ARIA labels imposes a burden on developers to support a relatively small proportion of the user base, and is therefore likely to be abandoned to cut development costs.

One method used in popular screen readers to facilitate understanding of the layout of a web page is an adjustable level of verbosity. When configured for high verbosity, screen readers can explicitly state when a frame begins, when images appear on web pages, and other formatting information. Some users enjoy a high verbosity screen reader because it can help to create a mental model of the web page in their minds; adjustable verbosity is intended to allow users to receive the level of detail that is most useful to them. It may be valuable to think of low vision users performing web page rendering in their mind, using the output of a screen reader as their own “source code” to generate the display of the web page in their own mental model. It is important to note, however, that we do not claim that this model is the same as the visual appearance of the page as rendered by a web browser; it is possible that these users imagine a different set of cues for semantic structure. Goble et al. discuss how web navigation differs between visually impaired and sighted users, and include a discussion of how this relates to physical navigation [52]. Current screen reader technology detects semantically significant formatting and layout cues primarily based on the DOM tree and source code of the page [53] [7] [97]; it is reasonable to believe that there is room for improvement using solutions from computer vision to more accurately describe these cues, especially when the implementation of the page does not follow best practices or is otherwise unclear.

Screen readers have been the most prominent area for research into advanced assistive technology for the web, although the principles developed in this domain have great potential to be used in other types of assistive interfaces. Asakawa and Takagi [11] developed a system that transcodes existing Web pages with manual annotations to add structure that can be used for reordering visually fragmented grouping according to performance. Because manually annotating pages is very labour intensive, follow-on work focused on automatically annotating similarly structured pages across multi-page websites [121]. Yesilada et al. [136] use a structured ontology to identify visual segments in a web page and re-engineer pages to facilitate navigation using a screen reader. Mahmud, Borodin, and Ramakrishnan [89] introduced CSurf, a system that uses web page partitioning techniques
from natural language processing and machine learning to capture the context of a link to enable the screen reader to start reading the next page starting from the most relevant section. HearSay [18] extends this approach to additionally facilitate movement between the segments of a page.

2.2.2 Other Assistive Interfaces

Where work has targeted cognitive accessibility on the web, it has often focused more on the viability of potential supports than on the technical challenges associated with implementing them. Lee explored the general acceptability of a number of scaffolds for managing visual complexity, including visually highlighting core content, reading content aloud, and rendering page segments as buttons [85]. While these features received positive support from two groups of informants (people working with seniors and working with individuals who have developmental disabilities), the paper did not address how these supports could be implemented at large. IBM developed an enhanced open-source browser that provided a wide range of accessibility transformations, including—through manipulations of the web page’s DOM tree—clutter-reducing features such as adjustment of font-size and line-spacing, stopping animations, hiding backgrounds, and reformatting pages for a single-column layout [58]. While these enhancements can help users to manage page complexity, they do not directly address the problem of excess content. Kurniawan et al. compared five different personalized web page presentations [83]. While the tools included in their evaluation were quite different from the approach we consider here, two important lessons emerge: first, personalization places extra demands on the user which must be balanced against the benefit gained from the personalization; and second, approaches that remove or filter content create a trade-off between simplification and faithful representation. Thus, approaches that can ease reading and navigation while preserving layout and content will generally be preferable.

2.3 Practical Motivation for Visual Parsing

Our vision-based approach to the problem of parsing web pages is motivated by the important practical advantages of this type of approach. In this section we discuss the first-principles reasons to believe that a vision-based approach is not only viable but preferable to other methods.

It is important to consider the purposes of the visual appearance of a web page, its DOM tree, and its source code. The designer of the page designs the layout and other visual
cues—colour, alignment, whitespace, borders, and so on—to convey the semantic structure of the page to a “typical user” as imagined by the designer. Furthermore, these cues are intended to be perceived by viewing the page on a screen, not as a list of properties. The primary role of the source code is to produce the desired appearance (as well as functional features of the page such as comment sections and dynamic content). Through frameworks such as ARIA labels, it is possible to support additional functions (including accessibility) in the source code; although useful, however, these additional features are often neglected due to complexity, cost, development time, or simple lack of awareness. Even clarity of structure and standards compliance may be sacrificed in order to meet a schedule or budget. The DOM tree of the page is a standardized representation of the page produced by the browser during the rendering process; it does not contain anything that is not specified (implicitly or explicitly) by the source code and any subsequent modifications by scripts. As a result of these considerations, we can conclude that an image of the page is in some sense “closer” to the semantic structure of the page than the implementation mechanisms such as the source code or the DOM tree.

Vision-based parsing of web pages has the important advantage of implementation independence. Even if some content is not generated through the standard web page rendering process, a vision-based parser can understand its structure. A notable case where this occurs for part of the contents of a page is images that contain structured content. While it is often possible to obtain the same layout and presentation using HTML and CSS (especially with HTML5), images are still very commonly used for graphs, infographics, and other types of structured content. These images are “black boxes” from the perspective of a method that relies on HTML and CSS source code or the DOM tree of the page, but an image of the rendered page shows the contents of these objects as a user would perceive them. Vision-based parsing therefore allows seamless parsing of embedded content that is inaccessible in the DOM tree, including images and Flash objects. In some cases the implementation structure is visible but difficult to interpret. In modern web pages, many regions are defined using `<DIV>` and `<SPAN>` tags, differentiated only by CSS class names, which may vary between pages for similar content.

Implementation independence also applies to changes in language versions. Page parsing systems that rely on the source code or DOM tree often have rules specific to HTML tags or other features, which may change over time, as in the transition from HTML 4.0.1 to HTML5, which introduced many features including the versatile `<CANVAS>` element, which allows complex drawing operations. Parsing algorithms designed for one version obviously cannot make use of new features introduced after they were designed without an update, which imposes a significant maintenance burden. The significance of this is best shown through an example.
VIPS [22], proposed by Cai et al. in 2003, is one of the most prominent DOM tree-based segmentation algorithms and has inspired a considerable number of descendants. It is based on a set of rules that determine when and where the algorithm should divide a region. The following tags and DOM node types are given special treatment in these heuristics:

- Inline text nodes
- `<TABLE>`, intended to represent a table but often used for layout, especially at the time
- `<TR>`, representing a table row
- `<TD>`, representing a table cell
- `<P>`, representing a paragraph

Additionally, HTML tags are used to determine the degree of coherence for a given block in the segmentation, which plays an important role in guiding the segmentation process. New tags introduced in HTML5 would, at best, simply use the default set of rules and a default degree of coherence value; to include the new tags would require extending the algorithm to recognize them and determining the appropriate way to process them—a significant amount of work. Akpinar and Yesilada have provided an updated version of VIPS that can handle new tags [2, 3]; the maintenance burden is not necessarily insurmountable, but it can be significant, especially given the smaller community of developers working on accessibility technology than on the core functionality of browsers like Google’s Chrome. The problem of smaller user and developer communities is discussed in [119], which touches on users’ impressions of the issue.

A purely image-based algorithm, on the other hand, has no interaction with the page source code; only the appearance of the rendered web page affects its performance, so it is not sensitive to implementation details. It would, therefore, require much less (if any) modification to support new technology. As browsers are updated to properly render new versions of HTML, CSS, or other implementation languages, the assistive interface could make use of this work by simply capturing and analyzing the rendered page, thus reducing maintenance requirements for the corresponding assistive interfaces.


2.4 Web Pages as a Computer Vision Dataset

In addition to the specific pragmatic reasons for studying vision-based parsing of web pages, there are more general reasons to study this problem, and it has implications for computer vision more generally.

Images of web pages are designed to take advantage of human perceptual cues. These cues evolved in the context of natural scenes, but a web page looks very different from a natural scene. Studying the similarities and differences between these classes of images may offer important insights into what makes these cues fundamental, and what cues may be culturally determined rather than innate. Furthermore, images of web pages are man-made and designed to be simple to interpret, but are designed to take advantage of human perceptual cues rather than the strengths of computer vision algorithms. We suggest, therefore, that such images form a useful intermediate class between toy problems (where the image class is designed or selected to play to the strengths of computer vision) and natural images (where few simplifying assumptions can be made).

2.5 Computer Vision Segmentation and Classification

In this section we briefly describe some established computer vision solutions for image segmentation and region classification, in an effort to situate our approach with respect to the field. Chapters 3 and 4 present our solutions for segmentation and classification, respectively, in detail.

2.5.1 Edge Detection

Edge detection is one of the key low-level problems in computer vision. Many higher-level algorithms assume the existence of some form of edge detection or include an edge detection method suitable to their needs in the algorithm. Snakes, active contours, and level set methods are a good example of such algorithms, which perform higher-level detection of semantic contours and segmentation based on low-level edge detection.

Perhaps the most famous paper in edge detection is Canny’s 1986 “A Computational Approach to Edge Detection” [23], which systematically defined criteria for optimal filters for detection of arbitrary edge types, focusing on the development of a step-edge detector. Canny defined three principal criteria for a good edge detection algorithm:
• **Good detection** requires that the edge detection method have a low probability of false negatives and a low probability of false positives; a perfect edge detector would report an edge if and only if an edge exists.

• **Good localization** requires that the detected edges correspond well in location to the true location of the edge; a perfect edge detector would place each detection exactly on the center of the edge in the image.

• **Single detection** requires that edges in the image do not produce multiple edge detector responses; a perfect edge detector would detect each edge in the image exactly once.

Adaptive thresholds for edge detection are critical to the performance of many algorithms. Heath *et al.* [64], for example, demonstrated that selecting parameters for edge detection algorithms on a per-image basis provides a significant improvement in performance, as rated by human judges, for several common edge detectors.

The locally adaptive thresholding technique described by Rakesh *et al.* [106] uses statistical methods. This covariance-based approach, like our method for estimating the probability that an edge is locally significant, uses the local distribution of estimated gradients to determine whether an edge is sufficiently strong relative to its neighbourhood to be detected as an edge. There are a number of differences in details, such as the use of a soft kernel-based neighbourhood by Rakesh *et al.*, but the principal differences are that our method uses Bayesian statistics to produce an estimate of the probability that an edge is locally significant, rather than producing a score which is then thresholded, and that our method uses a nonparametric estimate of the complete distribution of edge strengths rather than using summary statistics such as the covariance matrix. We believe that the use of a nonparametric representation of the distribution of edge strengths is advantageous, especially in our domain where the distribution is very far from a Gaussian as shown in Figure 2.1.

Statistical models of image properties can also be used in edge detection (*e.g.* [38] and [43]). Our system uses a different approach to statistical edge detection. Rather than comparing a pair of windows in the image, we compare a single measurement of preliminary edge strength to a pair of adjacent neighbourhoods, using a nonparametric representation of the distributions of preliminary edge strengths in these regions. Our approach is intended specifically to find the edges of the texture elements (such as characters in a paragraph of text) at the edges of texture regions; in the domain of rendered web pages, it is reasonable to assume (due to the rendering process) that these edge segments will be very precisely aligned.
One example of edge detection by learning the appearance of edges is the system proposed by Konishi et al. [78]. In this approach, images were processed with filter banks to produce vectors of filter responses for each pixel. Like our approach to edge detection, Konishi et al. used a nonparametric model to estimate edge probabilities. In the case of our algorithm, however, this distribution is derived solely from the neighbourhood of the pixel in question. This is an important difference. Our algorithm is also based on \textit{a priori} assumptions about the properties of the domain, while the algorithm described by Konishi et al. focuses entirely on learning from the data.

2.5.2 Image Segmentation

The problem of image segmentation is, put simply, the problem of partitioning an image into semantically meaningful regions. It is a complex and ill-posed problem. In many cases, multiple different segmentations can be considered “correct”. A remarkable range of approaches have been taken to image segmentation.

Our page segmentation method uses edges as the primary evidence for segmenting a page. This approach to image segmentation has a long history in computer vision. It is an intuitively appealing approach; it is reasonable to expect that semantically significant
regions are likely to have a different appearance from their surroundings, and this will often create strong edges along the border between regions. The borders of regions are one way of defining a segmentation of the image, so edges are an appealing form of evidence to examine.

A classic example of edge-based segmentation is the snake model proposed by Kass et al. in 1988 [74]. Snakes are dynamic splines, moving under physically-inspired forces to nearby semantically significant contours. Active contour methods are related to our approach in that they produce segmentations supported by edges while imposing structural constraints on region shapes. The structural assumptions made by our method are, however, very different from those made by active contours. Because of the web page rendering process, we assume that the relevant edges are straight and axis-parallel, while most active contour methods penalize but allow strong curvature if it is supported by evidence in the image. Our segmentation system is also inherently hierarchical, and incorporates a prior probability distribution over segmentation trees.

Graph cut clustering has historically been a prominent technique in image segmentation. Broadly speaking, graph cut clustering uses a graph representation of data in which nodes in the graph represent data points (generally pixels or superpixels in the case of image segmentation), and the weighted edges between nodes represent affinity between the data points. The algorithm produces from this initial graph two or more disjoint clusters of data points by cutting edges. The edges to be cut are chosen to optimize an objective function based on their weights, possibly under other problem-specific hard or soft constraints. Different objective functions and constraints produce different algorithms (e.g. Wu and Leahy’s minimum cut algorithm [133] and Shi and Malik’s normalized cut algorithm [117]).

Methods based on segmenting an image into foreground and background regions can be augmented with a shape prior for the foreground region, implemented by adding a shape term to the objective function. One interesting example of this is the star shape prior proposed by Veksler [126]. Strong results from this work demonstrate the utility of a shape prior in segmenting natural images. Our page segmentation algorithm uses a shape prior in which regions are required to be rectangular; in our case, the use of the shape prior reflects the known properties of the domain and allows easier optimization of our probabilistic objective function. Veksler’s approach also allows the sensitivity of the affinity of edges to adapt to local changes in the prevalence of edges. Although implemented differently, the objective is similar to our use of the local distributions of edge detector responses to estimate the probability that a possible edge is locally significant (see Sections 3.2.2 and 3.3.1).

Another common method for Bayesian image segmentation is the use of Markov random
field (MRF) models, which express spatially localized probabilistic relationships between regions. Related to the MRF model is the conditional random field (CRF) model [84]. The objective of the CRF model is to explicitly model the joint conditional probability distribution of a set of labels given a set of observations. In the case of image segmentation, the labels are generally region assignments and the image data constitutes the observations.

Although MRF and CRF techniques are principled, Bayesian algorithms, they differ significantly from the approach taken in our algorithms. Our approach explicitly finds the probability that specific cues truly exist in specific places in the image (e.g., estimating the probability that an edge is significant with respect to its local neighbourhood, or that a semantically significant line exists between two points). The problem is divided into a series of stages, with higher-level cues building upon lower-level cues to produce the segmentation. Most segmentation algorithms based on random fields (e.g., [63]) estimate the probability of an assignment of segmentation labels to the pixels (or superpixels) in the image. Our approach of more gradual assembly fits well with the edge-based approach (although edge-based potentials can certainly be implemented in random field models) and with the intended prior probability distribution over segmentation trees, and is an intuitively appealing approach to web page segmentation.

2.5.3 Region Classification

Region classification, in the sense used in this thesis, is the process of associating semantic labels with regions in a segmentation of an image. This approach is not as common in computer vision as simultaneous segmentation and classification (described in Section 7.1), or object detection. Object detection finds objects of a specific class or classes in an image, but only provides a coarse localization through a bounding box. Although not the largest area of research, there are computer vision algorithms that are designed specifically to perform region classification. It is also worth noting that region classification can be addressed using general classification methods from machine learning, with only the features used to describe regions being derived from computer vision.

Our region classification approach represents a novel classification method well-suited to the problem of classifying regions embedded in a hierarchical segmentation tree: introducing a hidden Markov tree (HMT), as described in Chapter 4. The use of an HMT with a global structure corresponding to the global structure of the segmentation tree provides a sophisticated and principled means of accounting for context without requiring context features. It allows joint inference of the maximum a posteriori assignment of labels over all regions in the image, while the guaranteed tree structure of the model allows efficient inference.
While our HMT-based approach to region classification is novel, hidden Markov trees have been used in other ways in computer vision, especially when working in the wavelet domain. Wavelets are a class of alternative representations of images; the wavelet transform is broadly analogous to the Fourier transform in that it is a change of basis to an alternative representation which is more appropriate for some types of analysis. The HMT of the form proposed by Romberg et al. in [111] has its statistical model explored in depth and many aspects of the statistics of wavelets in natural images are examined.

While the structure of the HMT shown in this research appears superficially similar to the structure of our own segmentation tree, there are important differences. Aside from its size, the structure of the wavelet HMT is fixed, not only locally but globally. It is not based upon a segmentation which adapts to the structure of the image, but rather on fixed fields in the image. Rather than representing a high-level object or region class, the hidden states in the wavelet HMT represent components of a mixture model from which the wavelet coefficients are drawn. We do not claim that the wavelet HMT is inferior to our own HMT classification model; it is a powerful model of the statistical structure of an image with many applications. Our HMT for classification simply solves a different problem, and so while it interesting to compare the two in terms of structure, the models do not compete with each other.

In [110], Romberg et al. used an HMT to classify textures in an image. The system simultaneously segments the page into regions of consistent texture and classifies the textures. This classification algorithm works at the level of textures and uses a fixed tree structure. Our classification algorithm uses much higher-level classes, and adapts its structure to an existing segmentation tree. Despite the superficial similarities, our system is very different in its assumptions and its approach to the classification problem.
Chapter 3

Web Page Segmentation

In this chapter we discuss the segmentation algorithms developed in the course of this thesis. These algorithms form the foundation of the other experiments described in this thesis; segmentation is the first stage in the segmentation-classification pipeline we examine here. Section 3.1 describes the motivation for developing these segmentation algorithms with respect to both applications and computer vision research more broadly. Section 3.2 describes the first algorithm developed, and Section 3.3 describes an improved version developed based on the results of the first. In Section 3.4, we describe possible applications of the segmentation algorithm in more detail. Note that in Chapter 7 we discuss how our segmentation methods relate to computer vision in general.

3.1 Motivation

From an application perspective, our research into vision-based page segmentation is motivated by assistive technology for the web. The objective of vision-based page segmentation, in the sense used here, is to determine the hierarchical structure of a web page layout using visual cues, without reference to the implementation of the web page. Our intention is for this system to serve as a back-end system, supporting front-end systems that reformat the web page for presentation to the user. Many such front-end systems, such as screen readers, exist today. Existing back-end systems for depicting web pages may use visual cues, but extract them from visual attributes defined in the code. As code-based analysis is brittle, we want to instead leverage the image of the rendered page. We believe that this approach has three principal advantages:
1. It does not depend on the quality or implementation language of the underlying code (provided that the browser’s rendering engine can handle it).

2. It allows for semantically significant divisions within images, Flash objects, and other entities that are treated monolithically in HTML or CSS code.

3. Perhaps most importantly, it analyses the web page’s structure using as evidence the page designer’s view of the page (the appearance of the rendered web page)\(^1\).

Essentially, the advantage of an image-based analysis is that it depends not on the details of how the visual structure of the page is produced, but rather on what the visual appearance is. It uses exactly the information seen by users who do not require assistive technology to make the same type of inference about the structure of the page contents. In this chapter we present a robust, extensible Bayesian framework, grounded in a formal model of web page appearance, for performing image-based segmentation of a web page, together with a comparison between the results of such an analysis and more traditional code-based techniques. As we shall see, assistive technology systems that rely on source code-based segmentation algorithms face challenges when there are, for example, images or Flash objects in the page. These algorithms would only be able to treat these objects atomically, and would be unable to detect their internal structure. As a result, users who require distracting content to be suppressed would not be able to select only parts of these objects for display.

Concrete applications of a page segmentation system include magnification and decluttering. Magnification can be useful for users with impaired vision (much like large-print books are). Decluttering can be helpful for users with cognitive impairments such as attention deficits [5], or those who simply prefer less-cluttered pages and interfaces. The latter class includes elderly users [92], who may also benefit from magnification. These interfaces are discussed in greater detail in Section 3.4. Segmentation can also serve as the first stage in a parsing system based on a segmentation-classification pipeline. Classification can considerably extend the range of uses of the parsing system, and is discussed in Chapter 4.

From the perspective of computer vision research in general, web page segmentation is an interesting problem for several reasons. First, the domain of web pages allows the use of valuable assumptions about region structure. With these assumptions the process of

\(^1\)This is similar to the view of Saund and Moran, who argued (in the context of an image editor) that is desirable to consider visual objects that reflect what users are likely to perceive and want to manipulate [115].
optimizing over segmentations can be simplified, and more sophisticated techniques that would be too slow with more general region types can be evaluated. Second, the cues used to indicate region structure in web pages can be subtle: long-range alignments between objects, faint edges, and edges in highly textured regions can all be highly significant. These cues can be difficult to detect and interpret; web pages are an interesting domain for experimenting with methods for using these cues. Third, many web pages are very complex and have many regions in a deep hierarchy. The latter two factors make the segmentation problem challenging despite the structural assumptions that can be made about regions.

The use of a Bayesian model for the segmentation method is motivated by several factors. It allows the use of a sophisticated prior probability distribution over segmentations based on the expected structure of a web page. Although the experiments shown in this thesis achieve good results using relatively simple prior probability distributions, the possibility of learning a detailed model of web page structure is an important feature of the Bayesian approach and we hope to investigate this further in the future (see Section 8.3.4 on image statistics). The structural assumptions that can be made about the shape of regions make the domain of web pages ideal for experiments with a Bayesian approach, since these assumptions simplify the problem relative to the much more complex region shapes found in natural images. Finally, a Bayesian approach allows easy integration of different types of evidence. This is important because a practical assistive interface has the potential to realize better performance by combining evidence from the DOM tree with evidence from the image of the rendered page. With an arbitrary energy function, adding DOM tree evidence would require extensive modification of the algorithm; in an explicitly probabilistic Bayesian framework, multiple sources of evidence can be expressed in a common probability measure and combined according to well-established principles. A Bayesian approach requires the estimation of prior probabilities at each stage of the segmentation process; we discuss these prior probability distributions as each becomes relevant.

3.2 Early Attempts

In this section we describe the first of two segmentation algorithms developed in the course of my thesis research.

3.2.1 Ontology

In the first model we developed, a web page is represented by a tree of regions. The root of the tree is a region consisting of the entire page, leaf nodes are “simple” regions
which needn’t be divided further, and internal nodes represent “complex” regions to be subdivided or used as a whole, depending on the requirements of the application. The locations of the divisions between sibling regions in the tree are determined by evidence provided by the locations of edges in the image of the parent region. Figure 3.1 shows an example of this type of segmentation tree for a simplified, abstract web page.

An edge in an image of a web page may be caused by a line across a background (a ridge or trough edge), by a difference in two colours (a step edge), by an alignment of objects (an alignment edge), or by the boundaries of the page image (a boundary edge)\(^2\). The first three of these types are shown in Figure 3.2. Alignment edges are composed of aligned ridge or step edge segments corresponding to the edges of the objects in alignment\(^3\). Ridge or trough edges may be caused by the use of a line to divide sections with the same background colour, as in the case of the \(<hr>\) (horizontal rule) HTML tag, or the lines dividing cells in a table. Step edges may be caused by the use of different background

\(^2\)Natural images may also contain roof edges, which are steps in the first derivative of the image intensity. We do not consider these explicitly here, since they do not play a significant role in common web design conventions as step and ridge edges do.

\(^3\)It is also worth noting that alignment edges are similar to illusory contours [127], although an alignment edge need not necessarily produce a perceived contour in the gaps between edge segments.
colours to set regions apart. An alignment edge may be caused by the organization of objects into regions, as in the case of aligned lines of text. Each of these types may, of course, have a less-significant cause. Finally, the edges or borders of the image of the page must be considered significant—outside of the page is clearly semantically different from inside the page. This is not the case for natural images, where the borders of the image are not determined by the scene but by the limitations of the camera. In some specific cases, such as artistic photographs, the photographer may deliberately align the image boundaries with semantically significant features of the scene, but this is not the same as the case of web pages, in which the image borders define the boundaries of the “scene”.

Edges in the page image provide evidence for the boundaries of regions. The mere presence of an edge does not, however, guarantee the presence of a true boundary. Region boundaries must also satisfy an additional set of criteria for validity:

1. A region boundary must be closed
2. A region boundary must be rectangular
3. A region boundary must be axis-aligned
Figure 3.3: Valid and invalid regions under our definitions. The first region is valid, as it is defined by a closed, axis-aligned, rectangular contour. The second is not rectangular; the third is not rectangular and one edge is not axis-aligned; the fourth is not closed.

While these criteria would be far too limiting for image segmentation in general, they are reasonable in the context of web pages. The elements of a web page are defined on an axis-aligned grid, and it is unusual to encounter web page elements for which a rectangular bounding box would be a poor representation. Regions described by axis-parallel bounding boxes are convenient to implement, as the CSS box model [66], a key part of the ontology of CSS and therefore critical to the process of designing web pages, operates on axis-parallel rectangular boxes. The DOM tree itself, used in the page rendering process, represents page elements as a tree of regions with axis-parallel rectangular bounding boxes. Figure 3.3 depicts regions that follow and violate these rules.

The page is modelled as a hierarchical tiling of regions. This tiling must obey the following four rules:

1. Each region in the tiling must be a valid region as described above
2. Each region must have at most one parent region
3. Every region but the root (which occupies the entire page image) has exactly one parent region
4. Every pixel in a parent region must be a member of exactly one child region

Examples of valid and invalid tilings are shown in Figure 3.4. These rules enforce a tree structure on the segmentation of the page; thus, it is a hierarchical segmentation of the page image.
3.2.2 Edge Detection

The first step in segmenting the page is edge detection. The segmentation algorithm uses a Bayesian method to determine the probability of a locally significant edge in a specified direction passing through a each pixel. The edge detection method finds both ridge and step edges directly; alignment edges are not detected directly, but alignments are considered as evidence in the construction of region boundaries. Our method is based on finding possible edges that “stand out” from their surroundings in the map of Sobel edge strengths\(^4\); this is intended to account for the presence in web pages of both highly textured regions such as text blocks where strong edges are common but do not divide semantically significant regions, and subtle but semantically significant edges such as a small change in background colour. In other words, it is necessary to have a strong mechanism for adapting the estimate of the probability that an edge is locally significant to local conditions in the page. Figure 3.5 shows the edge detection process, as described in this section\(^5\).

To determine if a potential edge pixel stands out from its surroundings, we must first define what those surroundings are. The simplest neighbourhood (i.e. immediate surroundings) would include all of the pixels within a specified distance of the point in question. This would, however, include points along the proposed line; if the line exists, these points would paradoxically make the evidence for the existence of the line seem weaker by adding more strong edges in the neighbourhood. Excluding these points prevents this problem.

\(^4\)Sobel edge filters are local first derivative operators commonly used as a first step in edge detection.

\(^5\)Note that the edge strength distributions are shown as probability density functions, rather than cumulative distribution functions, since this makes the presence or absence of small features clearer.
The two neighbourhoods on either side of the proposed line are outlined in red and green, with the central pixel whose edge probability is being calculated outlined in yellow. The first (leftmost) image shows a patch from the original page image. The second shows preliminary Sobel edge strengths for the patch. The two stacked images in the third column show the distributions of preliminary edge strengths in each neighbourhood. The final image shows a map of edge probabilities; the central pixel is the edge probability calculated, which is here shown with the probabilities of nearby pixels as well. The edge strength distributions are obtained using kernel density estimation. Shaded regions correspond to edge strengths less than that at the yellow-outlined pixel.
Figure 3.6: Neighbourhood structure as currently implemented. The thick line shows the location of a possible horizontal line and the large dot the point whose edge strength is being evaluated. The shaded regions show the neighbourhoods on each side of the line. The half-window width parameter $w$ controls the size of the neighbourhood. For vertical lines, this structure is rotated $90^\circ$.

For an edge between two textures, where one contains many short edges and the other contains very few, the edge “stands out” more relative to the texture with few edges than relative to the texture with many. It is therefore worth examining pixels on each side of the proposed line separately (i.e. as two distinct neighbourhoods), and considering the degree to which the edge “stands out” from either side to be the true degree to which it stands out from its surroundings. To limit the degree to which the pixel in question can stand out from the neighbourhood, we include each pixel in its own neighbourhood; this has been found to give good results in practice and avoids numerical issues later. Figure 3.6 shows our neighbourhood structure.

Having defined the appropriate neighbourhoods around a possible edge, we must define what it means for an edge to stand out from it. For a page image $I$ with three colour channels, $(I_R, I_G, \text{ and } I_B)$, we define a map of the preliminary edge strength for each direction. The map for horizontal edge strength is defined, in the continuous case, by:

$$S_h(x, y) = \sqrt{\left( \frac{\partial I_R}{\partial y}(x, y) \right)^2 + \left( \frac{\partial I_G}{\partial y}(x, y) \right)^2 + \left( \frac{\partial I_B}{\partial y}(x, y) \right)^2}$$

(3.1)
The vertical preliminary edge strength $S_v$ is defined analogously\(^6\). When the same equation applies to both the horizontal case and the vertical case, we use $S(x, y)$ to indicate that either edge strength may be used. In the discrete case, we use the vertical and horizontal Sobel partial derivative kernels [25]. Because this is an initial processing step rather than a single-shot detection of edges that will be used directly, a simple convolution-based edge detection method, rather than a more sophisticated method such as [23] or [106], was selected.

To determine if a possible edge “stands out” we must have a description of the surroundings to compare it to. Since the objective is to determine if a potential edge pixel is in fact on a locally significant edge, we compare its strength to the edge strengths at all neighbouring pixels. We describe these strengths using a probability distribution $P(e)$ over edge strengths $e$ in a neighbourhood $N(x, y)$.

The null hypothesis is that the edge at a given pixel does not stand out from its surroundings. It is important to note that this is not equivalent to a null hypothesis that there is no edge at all; an edge can exist, but still not be locally significant because it is surrounded by other strong edges. It is therefore not the absolute strength of the edge that determines its significance, but its strength relative to edge pixels in its neighbourhood. We assume that if the null hypothesis holds, the edge strengths at the pixels in the neighbourhood (including the pixel being examined) are independent and identically distributed according to the distribution $P$. Figure 3.7 shows the distribution of gradients in pairs of adjacent pixels. In Section 8.3.2, we revisit the possibility of using more sophisticated models which relax these independence assumptions. It is also worth noting that the neighbourhood size should be selected such that edges should be separated by a distance comparable to the window size in order to be considered locally significant. This reduces the probability that the significance of an edge will be underestimated because of another significant edge inside the window.

The simplest approach would be to assume a normal distribution for $P(e)$ and determine its parameters from the neighbourhood edge strengths, but the assumption of normality produces poor results in practice due to the highly non-normal distributions of edge strengths. Instead, we use a nonparametric estimate of the distribution of edge strengths in the neighbourhood. Applying kernel density estimation (with a Gaussian kernel) to the observed distribution of edge strengths in the neighbourhood, we obtain a

\(^6\)The image is not blurred before estimating the local derivative because the web page rendering process does not produce high-frequency noise in the image of the page, and the scale of the page as rendered is its natural scale.
Figure 3.7: Histogram of adjacent pairs of gradients in a dataset of 100 web pages. The vertical and horizontal axes represent gradient values in the pair; colour represents the number of observations, on a log scale. Note that the diagonal, representing instances of equal adjacent gradients, is prominent relative to the surrounding area. By far the most common case is equal gradients of zero, represented by the upper-right corner.
probability density function

\[ P(s) = \frac{1}{|N|} \sum_{(x,y) \in N} \text{Norm}(s; S(x, y), \sigma) \] (3.2)

where \( \text{Norm}(x; \mu, \sigma) \) represents the probability density at \( x \) for a normal distribution with a mean of \( \mu \) and a standard deviation of \( \sigma \). By using kernel density estimation, we obtain a smoothed, continuous version of the histogram of Sobel edge detector responses in the neighbourhood, suitable for use as a probability distribution. We assume that the Sobel edge detector response at each pixel is independent, and drawn from the distribution \( P \), so that \( \text{Pr} \text{(Sobel response at } (x, y) = s) = P(s) \) for each pixel \( (x, y) \) in the neighbourhood.

With this probability distribution and these independence assumptions, we can define a probability of observing a pixel with an edge strength of at least \( s = S(x, y) \) when no locally significant edge is present given the neighbourhood in which it occurs. For brevity, let \( S_{x,y,s} \) represent the event \( S(x, y) \geq s \), \( E_{x,y} \) the event “the pixel at \( (x, y) \) is a locally significant edge pixel”, and \( P \) represent the neighbourhood edge strength distribution defined in Equation 3.2. Then

\[ \text{Pr} \left( S_{x,y,s} \bigga| E_{x,y}, P \right) = 1 - CDF_P(s) = 1 - \int_0^s P(t) dt \] (3.3)

where \( CDF_P \) represents the cumulative distribution function of the distribution \( P \). By Bayes’ Theorem,

\[ \text{Pr} \left( E_{x,y} \bigga| S_{x,y,s}, P \right) = \frac{\text{Pr} \left( S_{x,y,s} \bigga| E_{x,y}, P \right) \text{Pr} \left( E_{x,y} \bigga| P \right)}{\text{Pr} \left( S_{x,y,s} \bigga| P \right)} \] (3.4)

\[ = \frac{\left(1 - \int_0^s P(t) dt\right) \text{Pr} \left( E_{x,y} \bigga| P \right)}{\text{Pr} \left( S_{x,y,s} \bigga| P \right)} \] (3.5)

\[ = \frac{\text{Pr} \left( E_{x,y} \bigga| P \right)}{\text{Pr} \left( S_{x,y,s} \bigga| P \right)} - \left( \int_0^s P(t) dt \right) \frac{\text{Pr} \left( E_{x,y} \bigga| P \right)}{\text{Pr} \left( S_{x,y,s} \bigga| P \right)} \] (3.6)

Every region has edges. Considering an arbitrary point in a region, without considering its own preliminary edge strength, the distribution of edge strengths in its neighbourhood does not inherently affect the probability that the point in question is an edge. We therefore assume that \( \text{Pr} \left( E_{x,y} \bigga| P \right) = \text{Pr} \left( E_{x,y} \bigga| P \right) \) (i.e., the probability that a given pixel in a region is an edge pixel does not depend on the distribution of preliminary edge strengths in the region, in the absence of evidence about the relationship between this distribution and the
preliminary edge strength of the pixel in question). Thus

\[
\Pr \left( E_{x,y} | S_{x,y,s}, P \right) = \frac{\Pr \left( E_{x,y} \right)}{\Pr \left( S_{x,y,s} | P \right)} - \frac{\int_0^s P(t) dt \Pr \left( E_{x,y} \right)}{\Pr \left( S_{x,y,s} | P \right)}
\]  
(3.7)

Further algebraic manipulation yields

\[
\Pr \left( E_{x,y} | S_{x,y,s}, P \right) = \frac{\Pr \left( E_{x,y} \right)}{\Pr \left( S_{x,y,s} | P \right)} \left( 1 - \int_0^s P(t) dt \right)
\]  
(3.8)

This represents the probability of an edge at the image position \((x, y)\), given the preliminary edge strength and the statistical distribution of edge strengths in the immediate context of \((x, y)\). In this equation, the prior probability of an edge \(P(E_{x,y})\) is an important parameter, which represents the expected density of edges. A high value of \(P(E_{x,y})\) encourages the belief that a given pixel has a locally significant edge.

Figure 3.8 shows the results of our edge detection algorithm compared to the original Sobel edge detector responses. Note that while the text is full of strong edges in the Sobel edge detector response, in the maps of the probability that each pixel contains a locally significant edge, the edges of the text block are emphasized and the middle of the text block is suppressed. This is even true for the large text of the headline. Note also that the faint edge at the top of the photograph shows negligible edge strength in the original edge detector responses, but is clearly visible in the edge probability map. This example clearly shows that our method for estimating locally significant edge probabilities from edge detector responses is able to account for context.

### 3.2.3 Probability of a Line

A segmentation of a page is supported, in our model, by semantically significant lines along the divisions between regions. In order to determine the probability that a proposed segmentation is correct, it is therefore necessary to first define the probability that a proposed line between two points in the image is semantically significant. In our model, a line is considered to be semantically significant if and only if each pixel in that line is a locally significant edge pixel. Assuming that the probabilities of local significance are mutually independent for all pixels on the line, the probability that a semantically
Figure 3.8: Comparison of original image, Sobel edge detector responses, and a map of the probability of a locally significant edge.
significant horizontal line exists between \((x, y)\) and \((x', y)\) given the image data \(I\) is

\[
\Pr(L_{(x,y),(x',y)}|I) = \prod_{t=x}^{x'} \left(1 - \Pr \left( \mathcal{E}_{t,y} | \mathcal{S}_{t,y,s}, N(t,y) \right) \right) \tag{3.10}
\]

where \(N(t,y)\) represents the neighbourhood in \(I\) around the pixel \((t,y)\). Vertical line probabilities are defined analogously.

### 3.2.4 Probability of a Segmentation

We evaluate the quality of a proposed segmentation of a web page by estimating the probability that the segmentation is supported by the visual appearance of the page. There are two significant factors in the quality of a segmentation:

- There should be evidence supporting all divisions that are made
- There should be no evidence of additional divisions across the entire width or height of the region

The overall probability that the evidence supports a given level of a segmentation is the probability that semantically significant lines exist along all divisions present, and that no such lines cross entire regions (as a line crossing a region in the absence of a division in the segmentation would indicate that a division should have been placed along the line). This does not fully account for the support given to the presence of a line by the presence of other high-probability segments along the line, but it was found to be a useful heuristic in practice. All lines are assumed to be independent. The algorithm for calculating segmentation probabilities is shown in Algorithm `SegmentationQuality`.

### 3.2.5 Finding a Segmentation

Our first segmentation algorithm is shown in detail in Appendix A—we provide an overview here. In order to find the most probable segmentation tree for an entire page, we recursively divide each region. For each region that is to be divided into child regions, we optimize locally over the segmentation quality \(q\) found by Algorithm `SegmentationQuality` in order to find the most probable segmentation of that region. Starting from a region consisting of the entire image, we optimize recursively until either a predefined maximum tree depth
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**Input:** Vertical and horizontal edge probabilities $E_v$ and $E_h$ (obtained from Equation 3.7), set $S$ of regions

**Output:** Probability-based quality measurement $q \in [0, 1]$

Probability of a false negative division $p_{fn} \leftarrow 1$
Probability of a false positive division $p_{fp} \leftarrow 1$

**foreach** $R \in S$ **do**

Let $HE$ and $VE$ represent the sets of the coordinates of pixels in the horizontal and vertical edges of $R$, respectively;

$p_{fp} \leftarrow p_{fp} \times \left(1 - \prod_{(x,y) \in HE} E_h(x, y) \times \prod_{(x,y) \in VE} E_v(x, y)\right)$;

$p_{fn} \leftarrow p_{fn} \times \prod_{x=R_{xmin}}^{R_{xmax}} \left(1 - \prod_{y=R_{ymin}}^{R_{ymax}} (1 - E_v(x, y))\right)$;

$p_{fn} \leftarrow p_{fn} \times \prod_{y=R_{ymin}}^{R_{ymax}} \left(1 - \prod_{x=R_{xmin}}^{R_{xmax}} (1 - E_h(x, y))\right)$;

**end**

**return** $q = (1 - p_{fn})(1 - p_{fp})$

**Function** SegmentationQuality($E_h$, $E_v$): Algorithm for calculating the quality of a proposed segmentation. $R_{xmin}$ and $R_{xmax}$ represent the minimum and maximum horizontal positions of internal pixels in a region $r$; $R_{ymin}$ and $R_{ymax}$ are defined analogously.

is reached or a region has no logical division points. The current implementation of the system uses a simple but effective greedy approximate optimization method. First, a grid of “candidate boundaries” is found, corresponding to rows or columns in the image with particularly strong evidence for a division. Second, the optimization algorithm searches for the segmentation best supported by the evidence from the image, subject to the constraints that region boundaries must lie on candidate boundaries and the number of child regions is not excessively large.

Candidate boundaries are detected by measuring the strength of the evidence for a line crossing the image horizontally or vertically at each position. For a horizontal candidate boundary, $CB(y) = \prod_{t=0}^{image\; width} (1 - Pr \left( E_{t,y} \mid S_{t,y,s}, N(t, y) \right))$, as described in Section 3.2.4. To account for near-alignments of edges, we convolve the sequence $CB(y)$ with a discrete Gaussian kernel with a standard deviation of 1 pixel, truncated at $\pm 3\sigma$. We use outlier detection to find candidate boundaries. If $CB(y)$ is sufficiently large, it is an outlier, but the threshold for “sufficiently large” must depend on the distribution of candidate boundary strengths in $CB$. To account for variation in the average candidate boundary strength, we subtract the mean of $CB$, and to account for variation in the variance of $CB$ we divide this difference by the standard deviation to find the distance of $CB(y)$ from the mean in units equal to the standard deviation of $CB$; that is, if $\frac{CB(y) - \text{mean}(CB)}{\text{stddev}(CB)} \geq t_{CB}$
for some threshold of significance $t_{CB}$, we assume that there is a candidate boundary at position $y$. We use an initial value of $t_{CB} = 3$, set as a reasonable value that performed well on an older dataset of 30 images. Although we use the evidence for a line across the full width or height of the image to find candidate boundaries, it is reasonable to expect that lines that do not fully cross the region but have strong evidence for a significant length will appear in this set as well.

The sets of vertical and horizontal candidate boundaries taken together form a candidate boundary grid, which is much coarser than the resolution of the image, dramatically reducing the search space. If the candidate boundary grid is still too large to search (i.e., too many lines qualify as candidate boundaries), the threshold $t_{CB}$ used to detect peaks in the strength of evidence for an edge is increased by $\delta_t$ (in our implementation a moderate value of 0.5), progressively, until the candidate boundary grid is sufficiently small. Even for candidate boundary grids at a reasonable size, an exhaustive search of all segmentations is not feasible. Since it is also undesirable for a region to have a large number of child regions, only solutions with a reasonable number of child regions are checked; this constraint encourages solutions that correspond to a reasonable intuition about page structure and reduces the search space still further. Note that if the true number of semantic children is larger than this child region threshold, some will simply be grouped together in the next layer; they could then be separated in the next layer if there is sufficient evidence. Since long list-like structures are common in web pages, we increase the permissible number of child regions for candidate boundary grids that have a single row or column of cells. This results in two sets of lists of possible segmentations:

- For $x \times y$ rectangular grids of cells such that $x, y \geq 2$ and $x, y \leq 35$, we find all segmentations with a maximum of 8 child regions
- For $1 \times n$ or $n \times 1$ grids for $n \leq 23$, we find all segmentations with a maximum of $n$ child regions

Since the sets of tilings depend only on the size of the candidate boundary grid and not on the contents or proportions of the cells, the sets can be pre-computed. This improves performance, although the current testbed implementation is not, in general, highly optimized.

---

7By avoiding a segmentation with a flattened hierarchy with little structure, which may be more difficult for users to navigate.
3.2.6 Evaluation Dataset

This segmentation algorithm was evaluated both qualitatively and quantitatively. Qualitative results are shown first, followed by a quantitative comparison between segmentations produced by our algorithm and segmentations produced by taking the bounding boxes of the nodes of the DOM tree of the page. Before discussing the evaluation, however, it is useful to discuss the dataset itself.

The test dataset used in the experiments described here consists of images of the top 50 web sites in Canada (as ranked by Alexa\(^8\)). The images were taken of the main site, possibly after clicking through an introductory page (such as selecting the English version of Wikipedia) but not bypassing any login pages (because active accounts were not available for most web sites that requested the user log in to continue). The images were collected on October 9, 2015. The full list of web sites is shown below. The dataset is diverse, including news, shopping, social networking, and business pages. Each page was rendered in Firefox 18.0.1 for Ubuntu, and the page image captured using the extension Screengrab (fix version) 0.98.09c. A window width of 1024 pixels is used for all images. They were segmented using our method implemented as an offline testbed system running in MATLAB. The page images are approximately 1000 pixels wide and range from approximately 600 pixels to over 10000 pixels in height.

1. google.ca
2. google.com
3. facebook.com
4. youtube.com
5. yahoo.com
6. amazon.ca
7. wikipedia.org
8. live.com
9. twitter.com
10. amazon.com
11. kijiji.ca
12. linkedin.com
13. reddit.com
14. netflix.com
15. imgur.com
16. msn.com
17. cbc.ca
18. instagram.com
19. royalbank.com
20. pinterest.com
21. ebay.ca
22. apple.com
23. bing.com
24. td.com
25. paypal.com
26. imdb.com
27. ebay.ca
28. tumblr.com
29. craigslist.ca
30. wordpress.com

\(^8\)www.alexa.com
31. diply.com 38. kat.cr 45. gfycat.com
32. theweathernetwork.com 39. bestbuy.ca 46. stackoverflow.com
33. rbcroyalbank.com 40. theglobeandmail.com 47. aliexpress.com
34. cnn.com 41. scotiabank.com 48. dropbox.com
35. microsoft.com 42. go.com 49. walmart.ca
36. bmo.com 43. vice.com
37. cibc.com 44. indeed.com 50. wikia.com

For the following tests, the segmentation algorithm was run with a threshold for candidate edge significance $t_{CB} = 3$ (for its initial value, with an update increment $\delta_t = 0.5$), an a priori probability of an edge $\Pr(E_{x,y}) = 0.01$, a neighbourhood size of $w = 15$, and a kernel width for kernel density estimation of edge strength distributions of $\sigma = 0.1$. The maximum tree depth is set to 6 in the following experiments, except where otherwise noted.\(^9\)

### 3.2.7 Qualitative Evaluation

The qualitative results we present show selected examples of full and partial segmentations. We show examples illustrating the advantages of our segmentation method and examples showing cases that are difficult for our algorithm to handle.

Some example segmentations are shown in Figure 3.9, one from a news web site, one from an entertainment website, and one from a banking website. It is clear that the divisions are largely reasonable, especially for column divisions; even a grid structure is detected fairly well despite the large number of nodes in it. These examples were all generated using entire web pages, not just the area visible on the screen at any given time. As width is typically fixed by the width of the browser window, but length is variable due to vertical scrolling, the full web pages tend to be long and narrow. Figure 3.10 shows details from the two images on the left at a higher resolution.

\(^9\)The neighbourhood size $w$ should be set to a moderate value, larger than the gap between two lines of text in the same paragraph, but not so large as to cross major divisions; we chose 15 pixels for this value. The maximum tree depth is set to a reasonable value to avoid excessively detailed segmentations. Good values for other parameters were determined experimentally on an earlier dataset of 30 diverse web pages, to avoid overfitting.
Figure 3.9: Our proposed method applied to three different web pages, showing the quality of the resulting segmentation. The divisions are colour-coded to represent the levels in the hierarchy; in order from top-level down, the colours are blue, green, red, yellow, and cyan.
Figure 3.10: Detail images from Figures 3.9a and 3.9b, showing segmentations at a higher resolution.

Figure 3.11: Successful detections of two difficult edges: one faint, at left (from youtube.com), and one sparse, at right (from cbc.ca).
(a) A coincidental alignment of edges within text (the letter “K”) and the edge of a thumbnail, detected as a spurious low-level edge. The underlying web page is the IMDB home page.

(b) Imperfect detection of an overlay in the center of a background image, showing the difficulty with this case for our model, which does not include overlays. Detail from Bing home page.

Figure 3.12: Examples of failure cases for our segmentation algorithm.

Figures 3.11a and 3.11b show successful detections of two difficult edges. In Figure 3.11a, the edge is a faint transition in background colour between light grey and white, but it is detected correctly because it stands out from its immediate surroundings, which contain no other edges. In Figure 3.11b, the edge is formed by the vertical alignment of several regions of text. Although the text produces strong edges on one side of the edge, the other side has no texture nearby, resulting in a correct detection despite gaps between the blocks.

Figure 3.12a shows an example of a spurious division caused by a coincidental alignment of the vertical line in the letter “K” and the vertical edge of a thumbnail. It is useful to segment the thumbnail separately, but the coincidental alignment causes the division to extend too far.

Figure 3.12b shows a flawed detection of an overlay on an image. Perfect detection of overlays is not realistic, since they constitute a violation of the assumption that the regions in the page are rectangular and non-overlapping. Extensions to our model may allow it to handle such overlays correctly by admitting segmentations in which the child node or nodes of a region do not fully cover their parent region.
Figure 3.13: Example of an extraneous edge in the DOM tree (the edge on the far left) which is not supported by visual divisions in the original image. Images from diply.com.

While spurious edges can occur in our segmentations, a segmentation with boundaries corresponding to the bounding boxes in the DOM tree can also produce edges without visual support. An example is shown in Figure 3.13. The leftmost edge is not supported by image data; it is produced by a functional region whose edges are not visually distinct from its immediate surroundings.

3.2.8 Quantitative Evaluation

The purpose of the experiments described in this section is to compare our segmentation tree to competitor algorithms. It is especially desirable to compare to a method based purely on the DOM tree, to contrast with the image-based approach. One obvious choice for such a competitor is the DOM tree itself. An initial study was performed using the segmentations produced by all bounding boxes of elements in the DOM tree. Since the DOM tree is generally not used in its “raw” state for page segmentation in practice, we also compared our segmentation method quantitatively to two existing algorithms: a “control” version of the visual segmentation algorithm which uses evidence from the DOM tree rather than from the image of the page, and the well-known VIPS algorithm [22] (described in Sections 2.2.1 and 7.3). The comparison with the control algorithm is useful for comparing segmentations produced using evidence from the image to those produced using evidence from the DOM tree, using the same optimization methods and tiling-based segmentation model. The comparison with VIPS shows the relationship between our method and one of
the most familiar web page segmentation algorithms.

If our algorithm produces better results, according to some reasonable metric, or even comparable results (given the greater generality of our method), then we can demonstrate that our proposed approach is valuable and thus offer an initial validation. In the experiments described here, we use several methods of comparison, including evaluating segmentation complexity and agreement with different segmentation algorithms. For determining agreement, the “flat” segmentations produced by the leaf nodes are used. These measures are intended to be used in combination with the qualitative results shown in Section 3.2.7.

The control algorithm is a variation on our segmentation algorithm which uses information from the DOM tree (collected using a purpose-built Firefox extension) to perform the segmentation, rather than information from the image. Specifically, we replace the edge map with a “bounding box map”, where the probability that pixel $x$ is a horizontal edge is defined to be $p_{bb}$ if it is on a horizontal edge of a bounding box, and $p_{nonbb}$ otherwise ($p_{bb}$ and $p_{nonbb}$ are parameters set to reflect uncertainty about the relationship between the presence of a bounding box edge and the presence of a semantic boundary); vertical edge probabilities are defined analogously. For our experiments, we use parameter values $p_{bb} = 0.9$ and $p_{nonbb} = 0.01$ to reflect the intuition that semantic boundaries are likely but not certain to occur on or near DOM tree node bounding boxes, and possible but unlikely to occur elsewhere. The use of this algorithm provides better experimental control than using an existing competitor would; since the optimization method and segmentation model are identical, any difference in the results must derive from the use of the DOM tree bounding boxes in place of image data.

For our comparison with VIPS, we use the reference implementation found at http://www.cad.zju.edu.cn/home/dengcai/VIPS/VIPS.html, and specifically the “Using VIPS” application (slightly modified to ensure that the rendering window is the same size as used in Firefox to collect screen images). For compatibility reasons, we ran this algorithm in a Windows XP Service Pack 3 virtual machine. The reference implementation uses Internet Explorer to render the page and obtain the style and placement information used by the VIPS algorithm; we use Internet Explorer 8, as it is the most recent version compatible with Windows XP. Using this version, three web pages are not correctly rendered; these are omitted from the comparison.

**Earth Mover’s Distance**

To generate data suitable for comparison across segmentation techniques, we create edge maps including all edges across all levels of the segmentation trees. This flattens the
hierarchy, allowing us to avoid the need to compare the structure of trees with differing numbers of nodes and other structural properties, while still preserving all edges between regions.

To compare our segmentations with the segmentations based other methods, we use the earth mover’s distance (EMD) between the two edge maps [101, 102]. The EMD describes the total “work” or cost needed to transform one function to another, where work is defined to be the amount of “mass” moved multiplied by the distance moved. Figure 3.14 shows examples of functions that are “close” and “far” according to the EMD. Formally, given two discrete functions $f(x)$ and $f'(x)$, the EMD between $f$ and $f'$ is defined to be

$$
    d = \min_{m(x,x'), a(x)} \left( \sum_{x,x'} c_{\text{move}}(x,x') m(x,x') + \sum_x c_{\text{new}} |a(x)| \right)
$$

where $c_{\text{move}}$ represents the cost of moving one unit of mass from $x$ to $x'$, $c_{\text{new}}$ represents the cost of adding or removing one unit of mass at any given position, $m(x,x')$ the quantity
Table 3.1: Tabular summary of the parameters of the large-scale and small-scale comparisons of segmentation structures using the EMD.

<table>
<thead>
<tr>
<th></th>
<th>Downsampling Size</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large-scale</td>
<td>Factor-of-X</td>
<td>Image-dependent</td>
</tr>
<tr>
<td>Small-scale</td>
<td>None</td>
<td>127 × 127</td>
</tr>
</tbody>
</table>

of mass moved from \(x\) to \(x'\), and \(a(x)\) the amount of mass added or removed at position \(x\). This is subject to the constraint that

\[
f'(x) = f(x) + a(x) + \sum_{x'} m(x', x) - \sum_{x'} m(x, x').
\]  

(3.12)

In this equation, \(f\) and \(f'\) again represent the original and target functions. We define \(m(x, x')\) to be the Euclidean distance between \(x\) and \(x'\). We use a cost of adding or removing mass \(c_{new}\) equal to the maximum Euclidean distance between two points in the image, although a lesser cost is possible (we use a cost of 63, half of the patch width, for a richer demonstration of the EMD in Figure 3.15, since this ensures that mass is both added and moved).

Because the EMD is expensive to compute and the full edge maps are very large, we perform two sets of tests. In the first, randomly-chosen 127 × 127-pixel patches\(^{10}\) of the edge maps are compared to each other at full resolution; this is useful for comparison of the small-scale structure of segmentations. We use 10 samples from each page for our experiments. Figure 3.15 shows examples of two such pairs of patches, with different EMD distances, including the components used to obtain the EMD. In the second comparison, the full page edge maps are downsampled (by a factor of 50, so that the areas of large pages are comparable to the area of the patches) while still maintaining the overall structure of the edge maps, and compared to each other directly; this is used for a large-scale comparison of segmentations. Because our visual segmentation algorithm and the DOM tree bounding boxes may produce different numbers of edge pixels, we normalize the edge maps to have the same total mass for each comparison. Table 3.1 compares the two uses of the EMD.

For our purposes, we normalize the EMD by dividing by the maximum cost possible for the given distance function and new-mass cost; this allows easy comparison when, for example, the image size or aspect ratio varies between two cases. We also normalize the

\(^{10}\)This size was chosen because it is small enough to be practical for large numbers of tests but large enough to encompass interesting features.
Figure 3.15: Examples of pairs of patches from visual and DOM-based edge maps, showing different levels of similarity. The edge maps are shown as binary images; intermediate stages are shown using the log of the absolute value of mass to better depict structure. The EMD was calculated using an extra mass cost ($c_{\text{new}}$) of 63, half of the patch width.
sum of mass in each edge image to 1 (or 0 if the image is uniformly zero) prior to calculating the EMD. The range of the normalized EMD is $[0, 1]$. If the normalized EMD is 0, the two patches or images are identical; if it is small, they are similar; if it is large, they are dissimilar; and if it is 1, they are entirely different (e.g. one patch has nonzero mass and the other does not, or all of the mass is concentrated at opposite points in each patch). These extremes often occur for small patches, especially for sparse segmentations.

Comparison with Control Algorithm

The control algorithm provides a useful point of comparison for our algorithm, since it uses the same optimization methods with the same parameters, and only differs from our method in the use of evidence from the DOM tree bounding boxes in place of edges in the image of the rendered page. For this experiment, we use a maximum tree depth (including the root node) of 6. Figure 3.16 shows the differences (expressed in terms of the normalized EMD) between the segmentations produced by our algorithm and the control algorithm.

For downsampled full pages, the mean EMD (with a 95% confidence interval) between the two solutions is $0.167 \pm 0.036$, assuming a normal distribution, which is reasonable for this data; for patches at full resolution, the mean EMD is $0.478 \pm 0.032$. This demonstrates...
that the two approaches give results that are distinct from each other\textsuperscript{11}, and more similar at a large scale than at a small scale for $\alpha = 0.005$ (using a $t$-test, $t(548) = 3.05, p = 0.001$). This would be expected if both methods capture broad themes of organization, but treat the details of the structure differently. Furthermore, even at a large scale the two are significantly different. Note also the relatively high occurrence of the extreme values of EMD for small patches, due largely to perfect agreement that an edge does not exist or disagreement about whether or not an edge exists in the patch.

**Comparison with VIPS**

Our comparison with VIPS uses a slightly reduced dataset of 47 pages. Due to being incompatible with more modern web technologies, VIPS was unable to correctly render three of the webpages; to make the most conservative comparison, we omitted what could not be handled at all in VIPS. We used the default PDoC (permitted degree of coherence) value of 5 to generate the VIPS segmentations; this resulted in a slightly coarser segmentation than the 6-level segmentation trees used above, so we show comparisons with the upper 3 levels and upper 5 levels of our segmentation trees rather than the full depth of the tree. As will be seen, these two tree depths give broadly similar results.

We show results for full webpages in Figure 3.17 and for patches in Figure 3.18. With a tree depth of 3, the mean EMD between downsampled full pages is $0.303 \pm 0.032$, and the mean EMD between $127 \times 127$ patches is $0.449 \pm 0.043$\textsuperscript{12}. With a tree depth of 5, the mean EMD between full pages is $0.308 \pm 0.030$, and the mean EMD between patches is $0.633 \pm 0.040$\textsuperscript{13}. The smaller tree depth results in better performance in terms of small patches (significant for $\alpha = 0.005$; using a $t$-test, $t(938) = 3.13$ and $p = 0.0018$), but is not significantly different at a large scale (using a $t$-test, $t(92) = 0.114$, $p = 0.45$). Both are significantly more different from our segmentations than the control algorithm for full pages\textsuperscript{14}.

For patches, the mean EMD is significantly different from zero for $\alpha = 0.001$ (using a $t$-test, $t(499) = 14.6, p < 0.0001$). For downsampled complete pages, the mean EMD is significantly different from zero for $\alpha = 0.001$ (using a $t$-test, $t(49) = 4.64, p < 0.0001$)\textsuperscript{12}.

Both mean EMDs are significantly different from zero for $\alpha = 0.001$ using a $t$-test. For downsampled full segmentations, $t(46) = 9.47, p < 0.0001$; for patches, $t(469) = 10.4, p < 0.0001$\textsuperscript{13}.

Both mean EMD values are significantly different from zero; for downsampled full segmentations, $t(46) = 10.3$ and $p < 0.0001$, and for patches, $t(469) = 15.8$ and $p < 0.0001$\textsuperscript{13}.

Using $t$-tests, at a large scale the mean EMD between VIPS segmentations and our segmentations (with a depth limit of 5) is significantly larger than the mean EMD between control segmentations and our segmentations for $\alpha = 0.001$ ($t(95) = 3.56, p = 0.0003$); at a small scale, the difference is significant for $\alpha = 0.005$ ($t(968) = 3.04, p = 0.0012$)\textsuperscript{14}.

\textsuperscript{11}For patches, the mean EMD is significantly different from zero for $\alpha = 0.001$ (using a $t$-test, $t(499) = 14.6, p < 0.0001$). For downsampled complete pages, the mean EMD is significantly different from zero for $\alpha = 0.001$ (using a $t$-test, $t(49) = 4.64, p < 0.0001$).

\textsuperscript{12}Both mean EMDs are significantly different from zero for $\alpha = 0.001$ using a $t$-test. For downsampled full segmentations, $t(46) = 9.47, p < 0.0001$; for patches, $t(469) = 10.4, p < 0.0001$.

\textsuperscript{13}Both mean EMD values are significantly different from zero; for downsampled full segmentations, $t(46) = 10.3$ and $p < 0.0001$, and for patches, $t(469) = 15.8$ and $p < 0.0001$.

\textsuperscript{14}Using $t$-tests, at a large scale the mean EMD between VIPS segmentations and our segmentations (with a depth limit of 5) is significantly larger than the mean EMD between control segmentations and our segmentations for $\alpha = 0.001$ ($t(95) = 3.56, p = 0.0003$); at a small scale, the difference is significant for $\alpha = 0.005$ ($t(968) = 3.04, p = 0.0012$).
Figure 3.17: Normalized earth mover’s distance between the results of our proposed segmentation method (for two different segmentation depths) and the results of VIPS, for 47 downsampled full webpages. Note that the histograms are similar; there is no statistically significant difference in mean distance. These figures were generated with a new-mass cost $c_{\text{new}}$ equal to the largest distance between two points in the downsampled image.

Comparing Figure 3.18 with Figure 3.16b, we see that the mean EMD is significantly different from the control algorithm for a tree depth of 5, but not for a tree depth of 3. Qualitatively, an EMD of 0 or 1 occurs much more frequently in the comparison of patches with VIPS than in a comparison of patches with the control algorithm. This is likely to be due at least in part to the relative sparsity of the VIPS segmentation; when no edge appears in either patch, the normalized EMD is zero, and if one patch contains an edge but the other does not, the normalized EMD is one. Because of the prevalence of extreme values in Figures 3.18a and 3.18b, we show histograms of the central region alone in Figures 3.18c and 3.18d, for better viewing of the results. These figures show that while there is partial agreement between the two segmentations, our algorithm still tends to produce results significantly different from VIPS. Demonstrating that our segmentation algorithm produces distinct results does not in itself prove that our algorithm is effective; an algorithm that provides very poor performance could also produce distinct results. The results of our other qualitative and quantitative tests provide support for the quality of our segmentations, and demonstrating that our segmentations are distinct from those produced by VIPS shows that it is not simply a slower means of obtaining the same results.
Figure 3.18: Normalized earth mover’s distance between the results of our proposed segmentation method (for two different segmentation depths) and the results of VIPS, for 470 randomly-selected $127 \times 127$ patches. Minimum and maximum distance values frequently occur due to agreement that no edge exists in the patch, and occurrence of edges in only one algorithm’s segmentation of the patch, respectively. The central regions of the histograms are shown below with rescaled axes. These figures were generated with a new-mass cost $c_{\text{new}}$ equal to the largest distance between two points in the patch.
Figure 3.19: Normalized earth mover’s distance between the results of our proposed segmentation method and the raw DOM tree. The EMD value bins are shown on the horizontal axis; number of occurrences of EMD values in each bin are shown on the vertical axis. The left histogram shows the comparison for 50 downsampled webpages; the right shows the comparison for 500 randomly-chosen $127 \times 127$ patches. These figures were generated with a new-mass cost $c_{\text{new}}$ equal to the largest distance between two points in the image or patch.

Comparison with Raw DOM Tree

We also performed preliminary tests by comparing our segmentations to segmentations performed by the raw DOM tree (using all bounding boxes of DOM tree nodes as the boundaries of regions) on the same dataset of 50 webpages. As expected, we found that our results are substantially different, especially at a small scale. Figure 3.19 displays these results. For downsampled pages, the distribution of EMD values peaks at approximately 0.2. For patches, the EMD distribution again has peaks at minimal and maximal values. The central peak in this distribution is around 0.5. Especially for patches, these values represent substantial differences.

Simplicity

To evaluate the simplicity of segmentations produced by our method, we compare our method to the segmentation consisting of the bounding boxes of the DOM tree nodes and also to the control algorithm. The former comparison demonstrates that we produce a simpler segmentation than the raw DOM tree does, while the latter demonstrates that our segmentation method does not sacrifice simplicity for versatility. We omit a comparison with VIPS because, with the default PDoC value, it produces a coarser segmentation than
either our method or the control algorithm, and thus the judgment of relative simplicity is less well defined.

We use two measures of simplicity for our comparison: the total number of edge pixels and the total number of basic or bottom-level regions. For our segmentation tree, the bottom-level regions are simply the leaf nodes. The bounding boxes of regions in the DOM tree, however, can overlap (if one box is defined to have a position that partially overlaps another) and are not necessarily covered by their child nodes (whitespace between boxes is possible). Accordingly, we define basic regions in the segmentation based on the DOM tree to be connected regions of non-edge pixels contained by the same set of bounding boxes.

Our segmentation algorithm produces simpler segmentations than the raw DOM tree. In terms of both number of edge pixels and number of bottom-level regions, our method’s segmentation is simpler in 49 of 50 cases. The null hypothesis—that the two segmentations are equally likely to be the simpler—can be rejected at a significance threshold of $\alpha < 0.001$ (exact binomial $p = 4.5 \times 10^{-14}$). Thus we can conclude that our segmentation algorithm usually produces a simpler segmentation than the raw DOM tree.

Our segmentation and the control segmentation are approximately equally likely to produce the simpler segmentation as measured by both the number of edge pixels and the number of basic regions; there is no statistically significant difference in probability for either measure. By the number of edge pixels, our segmentation is simpler than the control algorithm’s for 24 of 50 web pages; by the number of basic regions, our segmentation is simpler in 25 out of 50 web pages. The null hypothesis cannot be rejected in either case (exact binomial $p = 0.44$ and $p = 0.56$, respectively). This result indicates that our method does not sacrifice the simplicity of the segmentation for independence from implementation details.

Taken together, the results described above indicate that our segmentations are related to the competing segmentations in the following ways:

1. At a small scale, our segmentation produces distinct results from the control algorithm and VIPS (as well as from the raw DOM tree competitor).

2. Our segmentations are more similar to the competing segmentations at a large scale than at a small scale

3. Our segmentation is simpler than the raw DOM tree, in that it presents a coarser display of regions, and is comparable in simplicity to the DOM-based control algorithm

56
The first two points establish that our segmentations are distinct from but related to the segmentations based on the DOM tree; our algorithm is not just a slower version of these algorithms. The third point suggests advantages in terms of usability; a simpler tree should be easier for users to navigate through or select regions from than a more complex one (e.g. one with extraneous edges, per Figure 3.13).

First, our model is based on a principled derivation from intuitively plausible assumptions. Second, our qualitative results indicate that our model places region boundaries in intuitively reasonable positions, and, combined with the quantitative validation, offers evidence to support the usefulness of our model. Table 3.2 summarizes the primary performance metrics that we have used in our validation, when judging the effectiveness of our approach. We note as well that the simplicity offered with our particular approach aligns with key desirable attributes outlined in [75], suggesting that having fewer nodes overall, fewer paths to explore, and structure that minimizes disorientation, is of benefit when users are confronted with hierarchical organization online. In summary, we have shown that our segmentation method has implementation independence, that it produces distinct results from its competitors in practice, that it produces qualitatively plausible segmentations, and that it achieves these desirable properties without sacrificing simplicity to use the image of the rendered page.

Table 3.2: Table showing the quantitative measurements used in our evaluation, with their interpretation.
3.3 Improved Method

The qualitative tests of the first segmentation algorithm suggested many areas of potential improvement. These improvements have resulted in a new, more sophisticated segmentation method. Like the original algorithm, it proceeds in three stages:

1. Calculation of the probability of a locally significant edge at each pixel
2. Calculation of the probability of a semantically significant line segment between two points
3. Calculation of the most probable segmentation under specific structural assumptions

Each stage has been improved in our new segmentation algorithm, and each affects the others. The method for estimating line probabilities, for example, is determined in part by the requirements of the estimate of segmentation probability, and in turn determines in part the method for estimating the probability of a locally significant edge. Our edge detection method has been improved to use evidence at multiple scales. The calculation of the strength of a line in the current version uses a recursive method to calculate the probability that each segment of the line has a sufficient density of locally significant edges. The calculation of the most probable segmentation now uses an X-Y tree structure originally developed for OCR page segmentation [96]. This tree structure—in which regions are alternately divided horizontally and vertically—and related structures derived from it (e.g. [26]), have a long history in optical character recognition (OCR).

3.3.1 Locally Significant Edges

Detecting edges that are relevant to the segmentation is complicated by the presence of very strong edges that make up characters in normal text. These edges are often maximally strong (black on white or vice-versa), but most of these edges are irrelevant to the segmentation. At the same time, faint lines or slight changes in background colour produce very weak edge detector responses, but are often used to show divisions between regions that must be captured by the segmentation. To address this problem, our algorithm estimates the probability that a given pixel contains a locally significant edge. Our edge detection method was designed to meet the requirements of our application (e.g. axis-parallel edges and strong responses to faint but locally important edges), but any edge detection method that adapts to local texture and can be used to obtain an edge probability could
be used—the method described by Rakesh et al. [106], for example, is a good candidate to be adapted to this problem.

The new algorithm differs from our earlier algorithm in the use of multiscale edge detection with a truncated Gaussian pyramid at the initial stage of Sobel partial derivative operator convolution. The Sobel responses at different scales are added in quadrature to obtain the preliminary edge strengths. This is an improvement since it allows locally significant edges to be found for different neighbourhood sizes and for less-sharp edges.

3.3.2 Semantically Significant Lines

The detection of locally significant edges is not sufficient to define a complete segmentation; these local edges must be “assembled” to produce the outlines of regions. We use an intermediate stage in which the probabilities of extended lines are calculated, and it is from these lines that the final segmentation is built.

The improved segmentation algorithm was designed around the same edge types used for the earlier method and illustrated in Figure 3.2: ridge, step, and alignment edges, plus the borders of the image. Ridge edges are often created by outlines of regions or by the strokes of characters in text. Step edges are often created by changes in background colour used to define regions in a page. Alignment edges consist of sections of edges of the other two types, and commonly appear at the edges of text regions.

The probability that a line is semantically significant is defined recursively. This calculation is shown formally in Algorithm LinePr. For sufficiently long lines (longer than a threshold value $t_l$), the probability that the line is significant is the probability that both halves of the line are significant. For shorter lines, the probability that the line is significant is the probability that sufficiently many pixels (a proportion greater than or equal to a threshold $t_p$) along the line have locally significant edges. This prevents broken lines from being assigned an artificially low probability. Given a set of probabilities that individual pixels contain a locally significant edge, the true number $n$ of locally significant edges on the proposed line follows a Poisson binomial distribution ($i.e.$ the total number of “successes” in a series of independent non-identically distributed Bernoulli trials). It is possible to calculate this probability exactly (a number of methods are described in [68]), but it has been found to be more efficient in practice to use Monte Carlo simulations to estimate it for the specific distributions, numbers of trials, and numbers of required successes that are encountered by our segmentation algorithm. The use of explicit probability estimation rather than a simple heuristic preserves the Bayesian nature of the method. Note
that, because multiplication is associative, the recursive method is equivalent to taking the product over a sequence of line segments, each with length $\frac{l}{2} \leq l \leq t_l$.

**Input:** Vector $L$ of individual-pixel edge probabilities along the specified line; maximum segment length threshold $t_l$; minimum edge proportion $t_p$

**Output:** Probability $P$ that the line $L$ is present

$l \leftarrow$ length($L$);
if $l > t_l$ then
  $P = \text{LinePr}(L_{1:\lfloor \frac{l}{2} \rfloor}, t_l, t_p) \times \text{LinePr}(L_{\lfloor \frac{l}{2} \rfloor + 1: l}, t_l, t_p)$;
else
  Let $n$ represent the number of pixels in $L$ that have significant edges;
  $P = \text{Pr}(\lceil \frac{n}{t_l} \rceil \geq t_p)$;
end

return $P$

**Function** LinePr($L$, $t_l$, $t_p$): Algorithm for calculating the probability of a line.

The recursive definition of the probability of a line has significant advantages over the simple heuristic used in the original segmentation algorithm. The earlier definition stated that the probability of a line was equal to the probability that each pixel has a locally significant edge parallel to the proposed line. This does not directly account for the possibility of significant but not continuous edges, such as those formed by alignment; the resulting probability estimates would be higher as the proportion of high-probability local edges increased, but not explicitly accounting for this common case made the probability estimate much less valuable. The difficulty in accurately modelling alignment edges using the earlier model was an important consideration in designing a new line probability model. Additionally, a common difficulty in the earlier method was strong lines tended to result in the algorithm “overshooting”, resulting in divisions extending past the region where there was evidence for the line. This is shown in Figures 3.26a and to a lesser extent in 3.26e. Overshooting occurred because the earlier definition of the probability did not account for the distribution of locally significant edges along the length of a proposed line.

The new definition of the probability of the line is a generalization of the one described in Section 3.2.4. When the edge proportion threshold $t_p = 1$, the new method is equivalent to the old; regardless of the segment length, the estimated probability that the line is semantically significant is the product of the probabilities of locally significant edges at each pixel. Similarly, if the segment length threshold $t_l = 1$, $\lceil t_p \times 1 \rceil = 1$ for any $t_p > 0$, resulting in an effective $t_p$ of 1, and equivalence to the older method. We can therefore conclude that both parameters are significant (in that they have an effect on the behaviour of the algorithm), and that the new method is a generalization of the old.
The effects of using a recursive method can be seen by comparing the performance of the two line probability definitions on the proposed lines shown in Figure 3.20. In this example, both proposed lines are the same length, and both have the same number of edge and non-edge pixels, but $L$ only has evidence to support part of its length, while $L'$ has gaps but is clearly semantically significant along its entire length. We have explored the ability of our new method to distinguish between these two cases empirically. Using synthetic example pairs of 2048 pixel partial lines ($L$) and broken lines ($L'$) with equal overall densities of edge segments, we compared the estimated probabilities for each using many combinations of parameters and local edge probabilities:

- $t_l = 16i$ for $i \in [1 \ldots 8]$
- $t_p = \frac{1}{i}$ for $i \in [1 \ldots 8]$
- Probability of high-likelihood edges $\alpha = 1 - \frac{1}{i+1}$ for $i \in [1 \ldots 8]$
- Probability of low-likelihood edges $\beta = 1 - \frac{1}{i+1}$ for $i \in [1 \ldots 8]$
- Proportion of high-probability edges $\frac{m-n}{n} = \frac{1}{i}$ for $i \in [1 \ldots 16]$

This results in a total of $2^{16}$ examples. Overall, $\Pr(L') > \Pr(L)$ for 79.4% of examples, $\Pr(L') = \Pr(L)$ for 14.9% of examples, and $\Pr(L') < \Pr(L)$ for only 5.2% of examples. Figure 3.21 shows histograms of the log likelihoods of $L$ and $L'$ and of the log of the likelihood ratio. The estimated probability of $L'$ is much more likely to be very close to 1 than the estimated probability of $L$ is; in most cases, the log of the likelihood ratio is slightly positive, but high ratios are not uncommon.

Another approach to improving the model of the structure of a line might be to explicitly use the perceptual grouping techniques described by Lowe [88]; we return to this possibility in Section 8.3.2.
Figure 3.21: Histograms showing the relationships between estimated probabilities that the lines $L$ and $L'$ are semantically significant.

### 3.3.3 Segmentations

One important advantage in segmenting images of web pages is that, because of the rendering process, the range of plausible segmentations is much smaller than it is for natural images. We make the same assumptions in defining this segmentation as were used in the earlier segmentation algorithm; in the interest of convenience and clarity we reiterate the assumptions here. The image axes are significant, since they are guaranteed to correspond to the horizontal and vertical axes in the rendering process. Furthermore, regions in a web page are typically represented well by axis-parallel rectangles. We also make the following assumptions:

- Each region is fully contained within its parent region
- Each region is fully covered by its child regions, if any
- No regions overlap unless one region contains the other
- The root of the segmentation tree is a region consisting of the entire page

With these restrictions, every region in a segmentation is tiled by non-overlapping child regions, and all regions are axis-parallel rectangles. While not invariably accurate (some web pages do use overlays or non-rectangular regions), these assumptions allow the use of simple, relatively efficient algorithms to find high-quality segmentations for most pages.
Line probabilities are used to calculate the probability of a division of a region into subregions. In the current algorithm, as in the original, these subregions are assumed to be non-overlapping, axis-parallel rectangular regions that completely cover the parent region. For image segmentation in general, these restrictions would be impractical, but because of the rendering process and design conventions for web pages they are reasonable in practice. The ability to make such strong assumptions about segmentation structure dramatically reduces the search space of segmentations. In the current segmentation algorithm, the possible segmentations are additionally restricted by requiring that all subregion divisions at a given level of the tree be either horizontal or vertical—that is, the segmentation tree is an X-Y tree [96]. This has been found to produce plausible segmentations in practice. In the Bayesian framework of the segmentation algorithm, this corresponds to a prior probability distribution over segmentation trees that is uniform over X-Y trees and zero for all other trees. It also makes the search for the most likely segmentation (in the sense of maximum \textit{a posteriori} likelihood) relatively efficient.

To find a segmentation, we use a recursive algorithm to divide each region, starting from the root region consisting of the entire page. This algorithm finds the highest-probability line across the region, either horizontally or vertically. This is selected as the division line if its estimated probability is at least 0.5, otherwise the region is a leaf region; this procedure is denoted \((N, d) = \text{SplitReg}(n, H, V, s_{min})\), where \(n\) is the node to be divided, \(H\) and \(V\) are maps of locally significant edge probabilities, \(s_{min}\) is a minimum size, \(N\) is the set of resulting nodes, and \(d\) is the direction of division (see Algorithm SplitReg). The complete segmentation algorithm is shown in Algorithm Segment. The segmentation process consists of greedily dividing at the locally optimal points, one division at a time, to produce a set of child regions by either horizontal or vertical division; the regions in this child set are themselves divided until no further “sensible” divisions remain.

### 3.3.4 Evaluation

We use a number of different methods to evaluate the efficacy of our segmentation, and to compare it to our previous method. We first show a series of examples of the performance of our algorithm, including full pages (Figures 3.23 and 3.24) and a series of excerpts demonstrating specific properties of the algorithm.

Figure 3.22 shows the relationship between estimated edge probabilities and the resulting segmentation for a small section of a web page. Note that the edge probabilities do not correspond exactly to image gradients, but are context-dependent.

Figure 3.23 shows a full page segmented using our algorithm, with divisions outlined in
**Input:** Node boundaries $n = (n_t, n_b, n_l, n_r)$; horizontal and vertical locally significant edge probabilities $H$ and $V$; region size threshold $s_{min}$

**Output:** Set $N$ of nodes; direction of division $D$

**Function** $\text{SplitReg}(n, H, V, s_{min})$: Procedure for splitting a region into two sub-regions (if it can be divided). Returns a set $N$ of regions produced by dividing the current region, and the direction $d$ in which the current region was divided.
**Input:** Node \( n \); horizontal and vertical edge probabilities \( H \) and \( V \); minimum size \( s_{\text{min}} \)

**Output:** Segmentation tree \((N, E)\)

\[
N \leftarrow \{n\}, \quad E \leftarrow \emptyset; \\
N_{\text{child}} \leftarrow \emptyset; \\
(N_{\text{temp}}, d) \leftarrow \text{SplitReg}(n, H, V, s_{\text{min}}) \quad \text{(Attempt to divide node)};
\]

**foreach** \( n_t \in N_{\text{temp}} \) **do** Attempt to divide each node produced

\[
(N', d') \leftarrow \text{SplitReg}(n_t, H, V, s_{\text{min}}) \quad \text{if} \quad d = d' \quad \text{then} \quad \text{Current division is in the same direction; replace with nodes produced by division}
\]

\[
N_{\text{temp}} \leftarrow (N_{\text{temp}} - \{n_t\}) \cup N';
\]

**else** Current division is in a different direction; add undivided node to child set

\[
N_{\text{child}} \leftarrow N_{\text{child}} \cup \{n_t\};
\]

**end**

**foreach** \( n_c \in N_{\text{child}} \) **do** Segment each child region

\[
(N'', E'') \leftarrow \text{Segment}(n_c, H, V, s_{\text{min}});
\]

\[
N \leftarrow N \cup N'';
\]

\[
E \leftarrow E \cup E'' \cup \{(n, n_c)\};
\]

**end**

**return** \((N, E)\)

**Function** Segment\((n, H, V, s_{\text{min}})\): Algorithm for segmenting a page into an X-Y tree by recursively dividing regions. Divisions are performed one at a time, and all nodes produced by dividing in the same direction are grouped together to maintain the X-Y tree properties. This is equivalent to producing a binary tree by dividing each node that can be divided into two child nodes, then merging intermediate nodes that are divided in the same direction into their parent node.

---

Figure 3.22: Excerpts from rbc.com showing, from left to right, the original image, vertical, and horizontal edge probabilities, with the segmentation divisions in red.
red. This image was generated using parameters $t_l = 256$ and $t_p = 0.2$. The segmentation shows a plausible structure: major horizontal divisions are detected accurately, as is the division between the form and the region of whitespace. The form is further divided into fields, and whitespace regions are trimmed away. In the illustrations of phones, the thumbnails are accurately separated. There are additional divisions in some of the natural images (e.g. between bamboo stalks). Similar divisions have also been observed in other natural images with strong vertical or horizontal edges; a second example can be seen in the background of image in Figure 3.25a. In general, the ability to divide images is an advantage over DOM tree-based methods, since objects such as diagrams or infographics have semantically significant divisions that cannot be expressed in terms of the DOM tree. Future versions of the segmentation algorithm may use statistical properties to distinguish between natural images (for which edge detection may be suppressed) and infographics (for which further segmentation is useful).

Figure 3.24 shows another example of a page segmented by our algorithm, in this case showing the hierarchy of the segmentation tree by colour-coding the divisions. Note that, because the segmentation is required to be an X-Y tree, all divisions at any given level are in the same direction (either horizontal or vertical). Note also the complexity of the segmentation; despite the complex hierarchy of regions and the large total number of regions in the page, our segmentation algorithm has recovered a plausible semantic
Figure 3.24: Example of a web page segmented using our algorithm. Division colours indicate the level of the division in the hierarchy of the page (with blue at the highest level, followed by green, cyan, red, and magenta).
Figure 3.25: Examples of regions with properties that degrade segmentation performance structure.

To demonstrate the improvement our new system represents relative to its predecessor, we show (in Figure 3.26) several examples of cases where the older algorithm failed but the new algorithm succeeds. These examples show the reduced tendency of our new algorithm to “overshoot” as a result of the improved estimate of the probability that a line between two points is semantically significant (Figures 3.26a and 3.26b), much better performance on a form (Figures 3.26c and 3.26d), and improved performance on an overlay on a natural image (Figures 3.26e and 3.26f). In a set of 42 images, we found many similar examples.

Figure 3.25 shows two examples of particularly difficult regions, with several factors that degrade segmentation quality. First, the use of an overlay in Figure 3.25a conflicts with the tiling model of a segmentation; naturally, the segmentation is more complex than one that explicitly accommodates overlays. There is also a degree of oversegmentation, due in part to coincidental alignments in the very large text. This could be reduced by enlarging the neighbourhoods used in finding locally significant edges to account for the larger font size, or by reducing the maximum segmentation depth. Figure 3.25b shows an example of a coincidental alignment of edges, which produces a spurious division along the left side of the large letter “I” leading up through the text above. A similar issue can be observed in the interior of the large letter “G”. Note, however, the accurate vertical segmentation of the large text. Parameter selection could be informed by a study of the statistical properties of region boundaries.
Figure 3.26: Comparison of performance between our old algorithm 3.2 and our new algorithm as described here. Examples are taken from www.yahoo.com, twitter.com, and www.bing.com.
3.4 Applications

A web page segmentation algorithm has important applications in the field of assistive technology. Used alone, this type of algorithm can support several transformations of the page, and the segmentation tree can be used by a region classification algorithm to support still more sophisticated assistive interfaces.

Some users have visual impairments that make it difficult to read web pages without any assistive technology, but are not blind. For many of these users, it may be sufficient to simply present regions at a larger scale. Individuals with certain types of cognitive impairment can also benefit from larger text [107]. Simply enlarging the entire page may obscure the large-scale organization of the page, however. Similarly, accessibility features such as Windows Magnifier or the Picture-In-Picture Zoom on Mac OS X, which use a fixed magnification boundary, may not allow the user to read an entire visually coherent region at once. Explicitly segmenting the page into visually coherent regions allows the size of the magnification window to adapt to the page content. A region in the segmentation can be magnified and displayed as an overlay on the page or in a separate window or panel. Allowing the user to reposition the overlay would assist in maintaining context in the page, as the users could uncover nearby regions at will to select the next region they would like to enlarge. Another avenue to explore would be to combine this approach with a “fisheye” distortion around the enlarged areas (as discussed by Furnas [50]) so that the enlarged area does not obscure any of the content; this, however, may prove confusing or distracting for some users. The details of the user-facing front end are a complex challenge in designing assistive interfaces; our focus in this section is necessarily the capabilities that the back-end segmentation system can support, rather than the details of how the transformed page would be presented to the user.

Using a vision-based page segmentation algorithm to simplify a page and eliminate clutter has the potential to benefit many users. Individuals with attention deficits, including age-related declines in divided attention, can find it difficult to filter out distractions and to maintain focus. Such individuals can benefit from adaptations such as highlighting or content isolation to help them to maintain activation on their area of focus [46]. Visuospatial deficits can make it more difficult for users to process and remember the spatial relationships among elements of a page [46], and users with these deficits can benefit from adaptations that reinforce the layout and relationships among items on the page. As aging is associated with a diminished ability to learn and retain new information, and some individuals may benefit from tools that provide cues on the structure or organization of the page [83]. Page segmentation can be used to identify the spatial relationships between regions for appropriate highlighting or simplification.
Some work has also suggested that older adults browse differently from their younger counterparts [47], although this difference appears to be due more to age-associated differences in fluid intelligence than age itself [122]. Eye tracking research suggests older adults attend longer to areas of the page than do younger users [123]. This is perhaps advantageous if that time is spent in considering important content [57], but it can be a disadvantage if it causes more time to be wasted on unimportant or irrelevant elements of the page. An assistive interface that uses page segmentation to isolate visually and semantically coherent regions could be used to display only a subset of these regions at any given time, or to highlight a subset of regions relative to distractors in the page.

Chapter 5 describes a series of experiments aimed at evaluating the ability of our page segmentation algorithm to support an assistive interface. The interface tested includes both magnification and decluttering (implemented by highlighting the focus region). The experiments described include a user study with older adults, and offline tests of the capabilities of the interface. The latter tests allow a more thorough exploration of the performance of the combination of the back-end segmentation system and the front-end assistive interface than is feasible in a user study of reasonable size.

Thus far the focus of this discussion has been on assistive interfaces, but page segmentation may also have applications for users with no assistive needs, especially with respect to convenience features. Content-aware magnification may be useful in many circumstances, especially when a page includes photographs or diagrams that do not match the rest of the text in scale. Highlighting regions may be useful for reducing distractions even for users with no attention deficits, especially on pages that use links with very high visual saliency (e.g., promoted links to other articles on the same site or affiliated sites). Although not essential for web browsing, such convenience features have the potential to make the browsing experience more enjoyable and reduce the annoyances caused by poor design practices.

The algorithms for web page segmentation presented in this chapter were designed with the following key motivation in mind: to provide a principled approach for parsing this class of visual images. We realize that in order to deliver improved experiences for users online, it will be important to also explicitly integrate into our solutions any additional information that may be available (such as certain implementation details for the webpage), and it may also be valuable to deliver support for specific users that is personalized to their particular needs. We discuss the importance of incorporating these components during our discussion of Future Work, in Sections 8.1, 8.3.1, 8.3.2, and 8.3.5. Indeed, working in consort with experts in assistive technology and with input from that user community is an ongoing interest of ours [31, 35] that will also drive new directions with our research.
Our initial motivation for exploring this class of images in order to enable improvements for the assistive needs community came from our study of the current state of screen readers [32]. As we began joint research with an HCI expert who had particular interest in the WebforAll (W4A) community [35], we were made aware of the possible value of our parsing of web pages as visual images for the front end tasks of decluttering and zooming. Positive reactions from mentors in the W4A community [31] provided additional reinforcement of our particular approach as a valued one.
Chapter 4

Region Classification

In this chapter we present a method for classifying regions in a web page using purely vision-based methods. Our algorithm employs the novel approach of using a hidden Markov tree (HMT) to represent the structure of a segmentation tree; the classification process, like the segmentation process, is entirely Bayesian. The classification framework used in this research is described in Section 4.2. Section 4.3 describes the results of the first series of experiments carried out using this approach, and Section 4.4 describes a new set of experiments designed to address issues with the ontology and labelling process uncovered by our first set of experiments. In Section 4.5, we discuss the possible applications of region classification.

4.1 Motivation

From the perspective of assistive technology, classification of web page regions is valuable because it allows an assistive interface to interact with and modify the page in more sophisticated ways and at a higher semantic level. This is especially important for screen readers. As described in Chapter 2, complex web pages are often very difficult to navigate using screen readers. Semantic labels of regions, such as ARIA labels [128], can help users navigate through areas of the page by providing high-level semantic information about the role of each region in the page. Unfortunately these labels are often not present, and this can force the user to navigate through the DOM tree based on HTML tags and similar implementation-level evidence. This leads to a complex navigation problem, and may be intimidating for users who are unfamiliar with HTML. The automatic classification of web
page regions into clear, semantically relevant categories such as those provided by ARIA labels or the EMine ontology [3] can help to address these problems.

A tree of labelled regions will have many other applications outside of screen readers, and even outside of assistive technology. Interfaces designed to prune away specific types of content could be used to reduce distractions, in a more sophisticated version of the segmentation-based decluttering interfaces described in Chapters 3 and 5. Such interfaces could also be used to modify content for more appealing presentation (e.g., by removing ads), for other devices (e.g., on the small screens of mobile devices), or to automatically extract relevant content (e.g., for generating a printable version of a page). The high-level labels provided by a classification algorithm, when coupled with a segmentation tree, allow very high-level transformations of web pages for a wide variety of purposes.

From the perspective of computer vision, and the problem of object recognition in general, web pages provide an interesting domain and an interesting set of challenges. As pointed out in Chapter 3, web pages have very complex structures with very large numbers of regions. Intuitively, it is easy to see that context is very important in web page classification; a list of links in the footer of the page serves a different purpose from a list of links in the header, and an image in the header is probably some sort of logo, while an image in an article is probably an illustration. Both of these factors make the problem challenging. The powerful assumptions that can be made about region structure and the presence of a natural scale in the image also allow some problems in object recognition to be abstracted away when designing features, which makes the domain a very useful one for exploring techniques in a complex, highly contextual setting. For example, in natural images (and other images formed by perspective projection), the scale of an object in the image depends on its inherent size, distance from the camera, and the camera parameters, producing examples with a continuous range of scaling factors for examples of a class. Web page images, however, have a natural scale and are free of perspective effects, leaving only the inherent size of regions variable.

4.2 Classification Algorithm

We view the problem of classifying regions in the image of a rendered web page to be the problem of inferring a set of region labels from the observed properties of each region and their relationships to other regions. This implies four sub-problems:

1. Obtaining a set of regions from the image of a rendered web page
2. Observing the relationships between regions
3. Observing the properties or features of individual regions
4. Inferring the most likely (in the sense of maximum \textit{a posteriori} probability) set of labels for the set of regions as a whole

### 4.2.1 Segmentation

We address the first two sub-problems by assuming that our classification method takes as input not the original page image, but a hierarchical segmentation of the page image. Classification will then proceed, by design, independently of the segmentation algorithm. (Other approaches perform segmentation and classification simultaneously; we discuss these in Section 7.1.) It is, however, ideal to use a segmentation algorithm designed specifically for segmenting web page images, such as one of the algorithms introduced in Chapter 3. Briefly, our segmentation algorithms work as follows:

1. The algorithm starts with a “root” region corresponding to the entire page.
2. The region is searched for horizontal and vertical edges that “stand out” from nearby edges.
3. “Candidate boundaries” are found where many of the strong edges found in step 2 are aligned.
4. These candidate boundaries are used to produce a tiling of non-overlapping subregions completely covering their parent region, with every edge in the tiling corresponding to a candidate boundary (although not every candidate boundary corresponds to an edge in the tiling). The tiling is selected to have the best support from the evidence in the image, subject to a maximum number of child regions (\textit{i.e.,} a greedy search at each level).
5. Steps 2 through 4 are repeated for each child region (if multiple child regions are found), until a maximum tree depth is reached.

This method produces a tree of regions in which the root corresponds to the entire page, and leaves correspond to regions at the maximum depth or with insufficient evidence to support further division. Every part of the page is contained in some leaf node, all descendants of a given region are completely contained within it, and sibling nodes do not overlap.
4.2.2 Feature Extraction

The third sub-problem is the problem of defining a feature vector to represent each region. We prioritize simplicity and rapid calculation in selecting features. Intuitively, it is reasonable to expect regions of specific types will be found in specific areas of the page; the main content, for example, is likely to be found near the center of the page, and a sidebar is by definition found on the side of the page. Similarly, the size and proportions of regions are likely to be informative. Finally, the types of content found in a region are likely to prove important. We use the following region features:

- Position of the region origin relative to the entire page and parent region, normalized such that the width of the page or parent region is 1 (4 dimensions)
- Area relative to the entire page and parent region (2 dimensions)
- Logarithm of aspect ratio
- Proportion of text in the region
- Proportion of images in the region
- Proportion of other content in the region

These features are summarized in a ten-dimensional real-valued feature vector for each region. Other features could also be chosen, but these were found to be effective in the experiments described here.

We use the logarithm of the aspect ratio to describe the proportions of the rectangular regions. Using the aspect ratio itself is initially appealing, but a problem arises in comparing aspect ratios. Consider a square region and a region with one dimension ten times as long as the other. The aspect ratio of the square region is 1; if the elongated region’s long edge is horizontal, its aspect ratio is 10, and if it is vertical its aspect ratio is 0.1. Thus, using the simple aspect ratio, the distance between the two regions is 0.9 in one orientation and 9 in the other. Using the logarithm (in base 10, for this example) of the aspect ratio, the square region has a value of 0, and the elongated a value of either $-1$ or 1; the distance will be the same in each case. In general, the use of the logarithm of the aspect ratio makes the absolute value of differences between two regions invariant with respect to a right-angle rotation of the pair of regions.

Our method of calculating the proportions of text and images in a region uses a pre-processing step to classify $n \times n$-pixel blocks containing text and images in the region. As an
Figure 4.1: “Eigenblocks” and corresponding indices found for representing $7 \times 7$ blocks from web page images. These blocks are used to detect text and natural images.

initial step, we use an algorithm analogous to eigenfaces [124] to find a set of “eigenblocks” that comprise a good basis for the distribution of blocks found in web pages (i.e., the principal components of the set of blocks, considered as vectors of pixel values), based on a large sample of blocks from a variety of web pages. Figure 4.1 shows a selection of these blocks. We then express blocks in a training set of web pages (disjoint from the set of web pages used for training or testing the classification of regions) in terms of this new basis; we used all components rather than reducing the dimensionality of the problem by using a subset of the eigenblocks, since this was found to help accuracy. Using classifications for these blocks obtained from the DOM tree of the page as training data, we learn a linear classifier for text blocks and a linear classifier for image blocks.

Note that although similar principal component representations to our eigenblocks have been used in studying image statistics (see, e.g., [98] and [56]), our use here is limited to classification of content types. In the future, we are interested in studying the statistics of images of rendered web pages (see Section 8.3.4). In such a study, principal components analysis, as used in [56], or related methods such as independent components analysis [13] can be expected to play a prominent role as they have in the study of the statistics of natural images.

Rather than hand-labelling images and text in the images of web pages, we use DOM tree information to infer the positions of text and images in the image of the page. Image detection simply uses the bounding boxes of $<\text{IMG}>$-tag nodes. Text detection uses the bounding boxes of element nodes that contain only text nodes. Using $7 \times 7$ blocks (as described above), a simple linear classifier trained on approximately $5.2 \times 10^6$ labelled blocks achieves an accuracy of 96.1% (on a disjoint test set of similar size) for the detection of text, and an accuracy of 98.9% for the detection of images. The block size was selected
with the constraints that it should be small enough to be efficient to train and use, while being large enough to include salient features for distinguishing text from natural images (e.g., the hard, high-contrast edges found in text).

### 4.2.3 Inference

The fourth and final sub-problem is the problem of determining the jointly most likely set of labels given both the structure of the segmentation of the page and the individual features of each region. This is accomplished by defining a hidden Markov tree or HMT—a generalization of a hidden Markov model from a sequence structure to a tree structure (described in the context of wavelet analysis in [36])—based on the structure of the segmentation tree, with hidden states representing the labels of regions and observations representing the feature vectors describing each region. The HMT is produced from the segmentation tree according to the following rules:

1. For each non-root node in the segmentation tree, there is a corresponding hidden node representing the label of that region in the HMT

2. The root node in the segmentation tree corresponds to an observed node in the HMT representing the known label (“fullpage”) of the root region

3. For each edge connecting a parent region to a child region in the segmentation tree, there is a corresponding edge in the segmentation tree connecting the nodes representing the regions’ labels

4. Each label node in the HMT has an observed child node representing the feature vector describing the corresponding region in the segmentation tree

Figure 4.2 shows an example of such a transformation for a simple segmentation tree. It is worth noting that the HMT does not require an X-Y tree structure, only a tree structure of some sort. As a result, modifying the assumptions made in the segmentation process (e.g. by relaxing the X-Y tree prior to allow for overlays) will not invalidate the HMT method.

To determine the most probable labels, we use the well-established belief propagation algorithm [100]. Briefly, this algorithm represents the belief distribution about the value of each node as the product of two factors, $\pi$ and $\lambda$, which are updated by messages passed...
from parent to child (in the case of the $\pi$ distribution) or from child to parent (in the case of the $\lambda$ distribution). The $\pi$-message passed from a parent $p$ to a child $c_i$ is defined to be

$$\pi_{p,c_i} = \alpha \pi(p) \prod_{j \neq i} \lambda_{c_j,p},$$

where $c_j$ is also a child of $p$ and $\alpha$ is a normalizing constant. The message sent from a child $c$ to its parent $p$ is defined to be

$$\lambda_{c,p} = \sum_{\text{Values of } c} \lambda(c) M_{P(c|p)},$$

where $M_{P(c|p)}$ is a matrix representing the probability distribution of values of $P(c|p)$, such that the value at row $c$ and column $p$ is $P(c|p)$ (for some indexing function converting labels to row and column indices). The $\pi$-factor for each node $i$ is updated according to the equation $\pi(i) = M_{P(i|p)} \pi_{i,c}$, and the $\lambda$-factor according to the equation $\lambda(i) = \prod_{c_j} \lambda_{c_j,i}$, where $p$ is the parent of $i$ and each $c_j$ is a child of $i$. Observed nodes have $\lambda$ equal to zero except for the observed state (set to 1), and unobserved leaf nodes are initialized with a uniform $\lambda$. At each iteration, belief updating, top-down propagation, and bottom-up propagation can be performed for each node in any order; iteration proceeds until convergence. Finally, the belief $Bel(i) = \alpha \pi(i) \lambda(i)$, where $\alpha$ is a normalizing constant.

In our implementation, nodes are added to the tree starting from the root in an order that ensures that all calculations have sufficient information to complete (i.e. all nodes have an initial $\pi$ and $\lambda$ from a previous iteration, are observed, or are unobserved leaf nodes). The process is iterated to convergence with each set of nodes before new nodes are added. Our implementation is derived from a detailed description of belief propagation on tree-structured Bayesian networks in [100].

The large-scale structure of the HMT varies for each image with the structure of the segmentation tree, but the small-scale structure is consistent. A hidden label node has one parent (a label node corresponding to the label of the parent region), one observed child node (representing the feature vector describing the region), and possibly one or more hidden child nodes (representing the labels of child regions). This local structure is shown in Figure 4.3. To calculate the messages to be passed by node $i$, the following probability distributions must be calculated:

- $P(\text{Label}(i) = l_1 | \text{Label(Par}(i)) = l_2)$

\footnote{That is, inference occurs as the HMT is constructed, in order to ensure that sufficient information is available for message passing from each node.}
Figure 4.2: Example of a segmentation tree (left) and the corresponding HMT (right). For each region in the segmentation tree (shown by rounded rectangles), there is a corresponding label and observed feature vector in the HMT (one such transformation is shown in dotted lines). All feature vectors are observed; all labels are hidden save for the label of the root region, which is known to be the full page. In the HMT, ellipses represent hidden nodes and rectangles represent observed nodes.

- \( P(\text{Feat}(i) = x|\text{Label}(i) = l) \)

In these equations, \( \text{Par}(i) \) represents the parent node of \( i \), \( \text{Label}(i) \) represents the label assigned to the region \( i \), and \( \text{Feat}(i) \) represents the feature vector describing region \( i \). Under the assumption that the same conditional probability distributions apply to every label node in the tree, the same set of distributions suffices to calculate all messages passed during the execution of the belief propagation algorithm, despite the varying large-scale structure of the HMT.

These conditional distributions are defined by empirical distributions learned from the class labels (in our first experiment, ARIA role labels) in the dataset of web pages. For the discrete distributions over child labels given the parent’s label, this simply consists of counting occurrences of label pairs that occur in a set of web pages used as training data. We define this probability distribution to be

\[
\Pr(\text{Label}(i) = l_1|\text{Label}(\text{Par}(i)) = l_2) = \frac{A}{B} \tag{4.1}
\]

where

\[
A = |\{j \in T : \text{Label}(j) = l_1 \land \text{Label}(\text{Par}(j)) = l_2\}| + \epsilon \tag{4.2}
\]

and

\[
B = |\{j \in T : \text{Label}(\text{Par}(j)) = l_2\}| + k\epsilon \tag{4.3}
\]
Figure 4.3: Local structure of the HMT used for classification. In this diagram, $Par(i)$ represents the parent of region $i$, and $Ch(i,j)$ represents the $j^{th}$ child of region $i$.

In these equations, $T$ represents the hand-labelled training set, $k$ represents the number of possible labels, and $\epsilon$ is a small constant used to ensure that combinations of parent and child not found in the training set can be predicted given strong enough evidence. The probability distribution of feature vectors given a semantic region label is more complex, since the feature vectors are continuous. To represent these distributions, we use kernel density estimation with a Gaussian kernel. Thus, for any feature vector $x$ describing a region $i$,

$$Pr(Feat(i) = x | Label(i) = l) = \sum_{j \in T_l} \left( \frac{Norm(x; Feat(j), \sigma)}{|T_l|} \right).$$

In this equation, $T_l$ represents the set of regions in the training set with the label $l$, and $Norm(x; \mu, \sigma)$ represents the probability density at position $x$ for a Gaussian with mean $\mu$ and standard deviation $\sigma$; our experiments were performed with $\sigma = 0.005$.

**Summary**

The value of our approach to classification may best be seen in the following way. We begin with a segmentation tree representation of a webpage, which shows regions, but not labels. We progressively learn what these labels should be, on the basis of feature vectors. But we do not simply predict each region label separately. Instead, we take into consideration the parent-child relationships from the segmentation tree and think in terms of the relevant context within the page (since depending on that context, the labels will truly differ).
In essence, for our classification solution, the context and the actual learned probability
distribution are considered together within the same graphical model.

4.3 Early Results

To demonstrate the efficacy of our classification method, we compare the classification
results with ground-truth data derived from ARIA landmark role labels. These labels are
designed for web accessibility, but are optional, and many web pages do not make use of
them. Our dataset includes the top 35 pages in Canada (according to Alexa\(^2\)) which do use
ARIA roles\(^3\). This is a diverse set of pages; the content includes search, news, shopping,
and social network web sites, and the visual designs range from Google’s minimalist home
page to the busy multi-column layout of the CBC’s home page. Other, similarly-popular
pages without ARIA role labels were used to train the text and image classifiers for feature
extraction. Although the dataset contains relatively few pages, each page contains many
individually-labelled regions; at a region level, there are 4361 items in the dataset. We use
the full set of ARIA landmark role labels:

1. application
2. article
3. banner
4. complementary
5. contentinfo
6. directory
7. document
8. form
9. log
10. main
11. navigation
12. note
13. region
14. search
15. status
16. button
17. grid
18. gridcell
19. heading
20. img
21. separator

Additionally, we use several ARIA widget role labels:

Of these labels, only ten occur in our dataset. By their index in the list above, these
labels are 3, 4, 5, 10, 11, 14, 15, and 16. We augment this set of labels with two others:

\(^2\)alexa.com
\(^3\)Of the top 50 pages in Canada, only these 35, or 70%, use ARIA labels; since they are not universal
even among the most prominent web sites, it is clear that they cannot be exclusively relied upon on the
Web as a whole.
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Table 4.1: Frequency of occurrence of each class in the dataset

<table>
<thead>
<tr>
<th>Label</th>
<th>Count</th>
<th>Label</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>fullpage</td>
<td>35</td>
<td>navigation</td>
<td>148</td>
</tr>
<tr>
<td>banner</td>
<td>138</td>
<td>search</td>
<td>31</td>
</tr>
<tr>
<td>complementary</td>
<td>150</td>
<td>status</td>
<td>1</td>
</tr>
<tr>
<td>contentinfo</td>
<td>80</td>
<td>button</td>
<td>9</td>
</tr>
<tr>
<td>main</td>
<td>1161</td>
<td>unlabelled</td>
<td>2608</td>
</tr>
</tbody>
</table>

fullpage (index 0), representing the complete web page at the root of the segmentation tree, and unlabelled (index 22), for regions without an ARIA role label. Only these labels are used in our experiments. The numbers of occurrences of each label are shown in Table 4.1. Note that the classes are not balanced; this makes accurate classification more difficult.

Each page in the dataset was segmented (as described in Section 3.2, running the algorithm shown in Appendix A, as this experiment was performed before the improved algorithm was available), and the resulting regions were matched with ARIA roles. Since our segmentations do not necessarily correspond exactly to the bounding boxes of the DOM tree elements labelled with the ARIA roles, we label each region in the segmentation according to the predominant non-empty label of the region. When more than one label applies to a region (e.g. a gridcell inside a grid), the label of a descendent overrides the label of an ancestor. This process is illustrated in Figure 4.4.

There are several potential sources of noise in producing our training and testing data. ARIA labels can only be applied by the page designer to whole DOM tree nodes, and cannot distinguish between regions of black-box objects such as areas within images. The translation between the DOM tree nodes and the nodes of our segmentation tree, as shown in Figure 4.4, may also occasionally introduce noise where the two segmentations are not aligned. To overcome these potential problems, we use a training set with a large number of nodes (a total of 4361); because ARIA role labels are included in the page source code, a large dataset of regions can be built more quickly than by using manual labelling.

To make optimal use of the dataset, we use leave-one-out cross-validation. Thus, in our set of 35 web pages, we run 35 rounds in which we train the algorithm on 34 pages and test on the remaining page.

Table 4.2 shows the confusion matrix for role labels. This shows not only overall accuracy, but the frequency with which the classification algorithm confuses each pair of
Figure 4.4: Association between labels in the DOM tree (solid colours) and regions in the segmentation tree (bold outlines). Using the predominant DOM tree node label for each segmentation tree region, regions 2 and 4 have no label, region 1 has the label “banner”, region 3 has the label “navigation”, and region 5 has the label “article”.

Table 4.2: Confusion matrix showing ground truth labels in rows and predicted labels in columns. Each cell shows the number of occurrences of that pair of true and predicted labels. The indices of each label are taken from the list of role labels above.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>11</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>22</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0</strong></td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td><strong>3</strong></td>
<td>41</td>
<td>12</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>11</td>
<td>12</td>
<td>22</td>
<td>19</td>
<td>16</td>
<td>138</td>
</tr>
<tr>
<td><strong>4</strong></td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td><strong>5</strong></td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>32</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td>15</td>
<td>5</td>
<td>46</td>
<td>20</td>
<td>545</td>
<td>8</td>
<td>46</td>
<td>3</td>
<td>4</td>
<td>469</td>
<td>1161</td>
</tr>
<tr>
<td><strong>11</strong></td>
<td>43</td>
<td>11</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>20</td>
<td>21</td>
<td>3</td>
<td>24</td>
<td>16</td>
<td>148</td>
</tr>
<tr>
<td><strong>14</strong></td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>14</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>31</td>
</tr>
<tr>
<td><strong>15</strong></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>16</strong></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td><strong>22</strong></td>
<td>102</td>
<td>49</td>
<td>163</td>
<td>114</td>
<td>462</td>
<td>57</td>
<td>138</td>
<td>27</td>
<td>123</td>
<td>1373</td>
<td>2608</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>241</td>
<td>79</td>
<td>222</td>
<td>170</td>
<td>1025</td>
<td>113</td>
<td>238</td>
<td>55</td>
<td>179</td>
<td>2039</td>
<td>4361</td>
</tr>
</tbody>
</table>

Table 4.2: Confusion matrix showing ground truth labels in rows and predicted labels in columns. Each cell shows the number of occurrences of that pair of true and predicted labels. The indices of each label are taken from the list of role labels above.
labels. In the confusion matrix, $M$, $M_{rc}$ is the total number of times a region of class $r$ was classified as a region of class $c$. Diagonal elements represent correct classifications, and off-diagonal elements represent incorrect classifications. The overall accuracy of 46.8% is far better than the chance accuracy of 10% for a ten-class classification problem. Table 4.3 shows performance measurements for each class, including true positives (TP), false positives (FP), true negatives (TN), false negatives (FN), precision ($\frac{TP}{TP+FP}$), recall ($\frac{TP}{TP+FN}$), and overall accuracy ($\frac{TP+TN}{TP+FP+TN+FN}$). It is clear that performance for the dominant classes (in terms of the number of examples) is good, although performance for rarely-encountered classes suffers by comparison.

There are a number of ARIA roles that distinguish on semantic grounds types of content that are likely to be visually similar. The labels main (the main content of the page, index 10) and complementary (content that is complementary to the main content, index 4), for example, both refer to content rather than navigation or interactive widgets, and are likely to be similar in appearance since they differ primarily in the relationships of the meaning of the content. If these are combined, the resulting class is classified with a precision of 0.48 and a recall of 0.46, both slightly less than the larger class main alone, but a dramatic improvement on the values for the smaller class complementary.

The most common errors are classification of a labelled region as unlabelled (index 22) and classification of an unlabelled region with a role label. The distribution of ground truth labels in the dataset suggests that this may be due to incomplete labelling of many web pages with role labels when they are present. While there are no img labels in the dataset, for example, there are many images in the web pages. For regions where neither the ground truth label nor the predicted label is unlabelled, the predicted label matches the ground truth label exactly in 61.3% of cases.

Because the ARIA labels are originally associated with DOM tree nodes, and our visual
segmentation’s boundaries are not necessarily identical to the boundaries of the DOM tree nodes, the association of labels with nodes in our segmentation tree may introduce noise in the training data. To check for this, we also test the classification algorithm using a segmentation generated using the bounding boxes of DOM tree nodes as the boundaries of segments. Essentially, this is equivalent to a hand-labelled segmentation produced by the page designers. Although this segmentation is not generated from purely visual data, it does eliminate a source of noise in the training data, and the classification is done using the same visual features. For our tests, we use 29 pages, omitting 6 for which the DOM tree structure was not appropriate for processing and feature extraction. Because of the prevalence of unlabelled nodes in the DOM tree, we set the label of each node whose children all share the same label to that shared label; even with this measure, however, 29857 of 30210 DOM tree nodes (98.8%) are still unlabelled, much more than in our visual segmentation. The overall accuracy is lower at 37.9%. Most of the errors are due to unlabelled regions being assigned a label; like the similar errors produced when classifying regions in the visual segmentation, this may simply be due to the page designers not assigning labels to regions where they would be appropriate. Considering only regions with ground-truth or predicted classes of *unlabelled*, the accuracy is slightly lower still at 35.3%. These results do not indicate that the process of associating DOM tree ARIA labels with regions in the visual segmentation is generating problematic noise in the training data.

Unlabelled regions are a problem which could be approached in several ways. One approach would be to examine methods for distinguishing regions which are unlabelled because the page designer neglected to assign a label from regions to which no label is applicable (*i.e.* to distinguish between training examples that have no label attached, and training examples with an implicit label of “other”, such as a whitespace region). With this distinction, it would be possible to use a semi-supervised learning method to estimate the probability distributions to be learned, or simply prune the training set, allowing us to overcome the problem of unlabelled regions. This approach has some appealing aspects, but is labour-intensive to implement and may require a very large dataset to learn to distinguish between different types of unlabelled regions. Instead, we turn to manual labelling. Although also somewhat labour-intensive, manual labels can be assumed to reflect the beliefs of the labeller about the ground truth labels of regions, and as a result manual labelling avoids the possibility of a semi-supervised learning method producing incorrect results due to an insufficient dataset or incorrect assumptions about the distributions of labelled and unlabelled regions of different classes.
4.4 Improved Experiments

The ARIA labels used in the first experiment are not always sufficient to label all regions in a page; some regions were not accurately described by any ARIA label and were therefore unlabelled. There were also many regions for which an applicable label was not assigned by the page developers. These two issues combined to produce a noisy dataset with large numbers of unlabelled regions for use in training and testing; it is therefore not surprising that the classification algorithm struggled to achieve high performance in these experiments. In the experiments described in this section, we have worked to address these problems: the issue of regions not having an applicable label has been addressed by using a new ontology; the issue of incomplete labelling by page developers has been addressed by using manually-labelled pages. By the time these experiments were conducted, the improved segmentation algorithm described in Section 3.3 was available; we used this algorithm in these experiments.

4.4.1 Ontology Selection

Ontology selection is, in general, a very difficult problem. It is important, when classifying regions, to select a set of labels that is both comparable in granularity to the segmentation and relevant to the task at hand. For an extreme case of granularity mismatch, consider an algorithm that produces a high-quality segmentation at the level of large regions (such as articles and headers), and a set of labels corresponding to individual characters. Regardless of the algorithm used to assign labels to regions, the results will inevitably be uninformative. The same set of labels could, however, be used effectively with a character-level segmentation. A page that is over-segmented with respect to one ontology may be under-segmented with respect to another and perfectly segmented with respect to a third. Relevance is equally important, and depends to a large extent upon the intended application. Continuing with the example, character-level labels are highly relevant to optical character recognition (OCR), but are almost completely irrelevant to the problem of rearranging major page elements to suit a small screen. In the domain of assistive technology this is an especially complex problem [128].

Work by Akpınar and Yesilada [3] presents an ontology-based heuristic approach for identifying visual elements of web pages and their roles, implemented by extending and modernizing the well-known VIPS algorithm [22]. Like VIPS and its many other descendants, the approach described by Akpınar and Yesilada relies upon the DOM tree. The objectives of this algorithm were to improve accessibility and the presentation of pages
on small screens (e.g., on a cell phone). Their algorithm is, however, designed to assign roles to visual elements using a probabilistic approach, as ours is. An online survey was conducted for user evaluation and 80% of the users were receptive to the interpretations produced, although some differences in user points of view were also noted [3]. We employ the set of classes selected by Akpinar and Yesilada for the eMine ontology [3], on the basis that it is designed to be relevant to assistive technology and experiments with users have confirmed that it can provide plausible descriptions of web pages. The use of an existing ontology also helps to avoid creating bias by selecting labels that play to the strengths of our classification algorithm.

Akpinar and Yesilada’s eMine ontology is a descendent of the WAfA ontology [137]. In some respects eMine is coarser-grained, in that some roles with no clear distinguishing features are combined; in other respects, eMine extends the WAfA ontology by providing additional roles. Additional roles were selected based upon the ontologies underlying ARIA labels [129] and HTML5 roles [17]. This effort to move beyond ARIA labels is well suited for our purposes; it resonates with discussions we had at the 2016 Web4All conference [31] with assistive technology experts, some of whom had assistive needs themselves. The observation was that ARIA labels alone are not sufficient to support screen readers, but were intended to supplement tag information. A more comprehensive set of classes represents an important advantage from the perspective of supporting screen reader navigation. The complete eMine ontology includes not only a set of classes but also a set of heuristic rules defining their characteristics.

Our dataset includes regions with the following labels from classes in Akpinar and Yesilada’s eMine ontology:

- Page
- Article
- Body
- BreadCrumbTrail
- Caption
- ComplementaryContent
- Container
- Copyright
- Figure
- Footer
- Header
- Icon
- Link
- List
- Logo
- Margin
- Menu
- MenuItem
- Nothing
- Separator
- Sidebar
- SpecialGraphic
- Title
- TitleBanner
To this set we added an **Empty** class for whitespace segments detected by our segmentation algorithm. We only included roles in our classification experiments if they were found in our dataset at least once. These roles are similar in semantic level to the ARIA labels and HTML tags commonly used for screen reader navigation today.

### 4.4.2 Manual Labelling

The second key difference between the experiments described here and those described in Section 4.3 is that the ground truth used for training and evaluation is manually (rather than automatically) generated. In order to manually classify a large number of regions, we developed a simple graphical interface to allow a human classifier to select and label regions in the page. The regions were labelled one level of the tree at a time; since regions at the same level cannot overlap in the segmentations produced by the algorithm used here, this simplifies the interface by removing ambiguity in selection. In order to efficiently label areas where many region shared the same label (a common occurrence, since web pages often contain many instances of the same type of content, such as article blurbs in a news site home page or image thumbnails in a gallery page), the interface included the ability to simultaneously select multiple regions and apply the same label to all. Figure 4.5 shows a screenshot of the interface in use.

The principal difficulty encountered in manual segmentation was the scale of the task. The segmentation tree of a web page often has 50-60 layers of regions, and in each layer there could be hundreds of regions to be labelled; as a result, the labelling process was labour-intensive. Oversegmented and undersegmented regions in the segmentation tree were also challenging to label accurately and descriptively.

To ensure consistency in labelling, a single researcher labelled all pages in the dataset. As a result, the model learned reflects the perception of one researcher. With a larger dataset, it may be feasible to investigate the differences in perception between different users. If agreement between labellers is high, this suggests that labels can be confidently assigned to regions and that evaluation with a single ground truth classification should provide accurate results. If opinions on the correct labels differ between users, a single ground truth classification will not capture the range of perceived classifications, and a “one-size-fits-all” classification method will not be able to satisfy all users without personalization. Using a single labeller, we do not need to account for between-labeller variations, but we cannot answer the question of consistency. We discuss this issue further in Section 8.3.5. The issue of individual differences in perception will be addressed with respect to ground truth segmentations in Chapter 6.
Figure 4.5: Screenshot of region labelling interface, showing page (main area) and list of labels (right sidebar).
Manual labelling not only avoids the problem of missing labels, but also associates labels directly with regions in the segmentation used. In Section 4.3, the ARIA labels were associated with regions in the DOM tree, which were then associated with the regions in the visual segmentation tree. In testing the visual segmentation algorithm, we have already demonstrated that the visual segmentation tree differs substantially from the DOM tree; as a result, the process of automatically associating ground truth labels with regions is another potential source of noise in the training and evaluation data used in the original classification experiments.

### 4.4.3 Dataset

For this series of experiments, we have selected a set of nine news web pages: three each from BBC News, CBC News, and the New York Times. News pages are useful for this type of research because they are very complex, with a large number of regions and a large number of types of regions. At the same time, news web pages are sufficiently similar in structure that a model can be learned from a relatively small number of pages. For segmenting these pages, we used our improved segmentation algorithm, as described in Section 3.3.

It is important to note that while the total number of pages is relatively small, the number of regions is very large—over 15000 in our dataset. The model predicts labels at a region level, and the empirical distributions learned by the model are defined in terms of individual regions and parent-child pairs. Thus the dataset is much larger than the number of pages suggests.

The distribution of labels in the dataset is highly skewed, as shown in Figure 4.6. This creates significant challenges in learning to classify regions. This is hardly surprising; a single page will only have one node in the Page class, but any given page may have dozens or hundreds of links; imbalance in classes, and the associated difficulties in classification, is an inherent aspect of the problem, rather than a matter specific to our dataset.

### 4.4.4 Results

The initial results of our improved experiments were unimpressive in terms of absolute accuracy. An overall accuracy of approximately 17% was achieved; in a 28-class classification problem, this is well above chance, but it is not a practical level of accuracy and is lower in absolute terms than the accuracy obtained in our earlier experiments (see Section 4.3). Some promising indications were, however, observed. Since the results were well above
Figure 4.6: Class imbalance in the new web page dataset with manual labels. Note that the vertical axis uses a log scale; the degree of imbalance is very high.
Figure 4.7: Graph of the accuracy of our classification algorithm as the parameter $\epsilon$. Higher values of $\epsilon$ force a more uniform distribution over parent-child label pairs.

chance, this suggests that the learning algorithm is in fact learning even if the results are not reliable. As the value of $\epsilon$ (the parameter from Equation 4.2, Section 4.2.3 which raises the estimated probability of unobserved or rarely-observed parent-child combinations) was increased, raising the probability associated with rare parent-child label combinations, the accuracy initially rose, then fell gradually, as shown in Figure 4.7. This indicates the existence of an optimal value of $\epsilon$, which is readily explained if we assume that these hierarchical relationships and features of regions both provide useful but not complete information in the classification process. Under this assumption, a very small $\epsilon$ will force the solution strongly toward common parent-child combinations, since rare combinations or those not seen in the training set have a very low probability in the learned distribution of parent-child combinations; the features of a region may not be able to overcome this low probability. Similarly, if the hierarchy is useful to the classification algorithm, a very large $\epsilon$ weakens the influence of the hierarchy by making the learned distribution more uniform; in the limiting case of a completely uniform distribution, the classification is based solely on the feature vectors describing individual regions. Thus, these results are not inconsistent with an algorithm that is learning *some* useful information about both the features of regions and their hierarchy.

Over-segmentation or under-segmentation of the page (with respect to the ontology being used) is a potential cause of poor performance in the classification algorithm, and can affect both the learned conditional distribution of feature vectors and of parent-child
combinations. It is simplest to examine the effects by dividing poor segmentations into several cases:

- When an under-segmented region is accurately segmented at its own level but not divided into smaller regions as it should have been, examples of feature combinations and relationships that should have been present in the training set will not be. If such under-segmentation is common in the segmentations available for the training set, classes that tend to occur at the lower levels of the hierarchy can be greatly under-represented in the training set.

- When an over-segmented region is accurately segmented at its own level but is divided into child regions when it should not have been, many features of its descendants can be distorted. The shapes and sizes of the child regions are not identical to the shape and size of the parent region, causing the proliferation of noisy features. Similarly, the proportions of different types of content can be differ from the proportions in correctly-segmented regions of the same class. Because the descendants of an over-segmented region will share its label, over-segmentation will also lead to a proliferation of instances of parent and child pairs sharing the same label, distorting the distribution of parent-child combinations.

- When a poorly-segmented region includes regions or parts of regions that should not have been grouped together, the ground truth label assigned to it does not accurately reflect all of its contents. As a result, the estimated features are distorted, by the different size, shape, and position of the composite region and by the different proportions of content types in the region. The distribution of parent-child combinations can also be distorted, since the poorly-segmented region may have child regions of a type that should not have been children of a region of its class.

Over-segmentation in particular can cause very large numbers of problematic child regions, since the node that should have been the leaf node can have a very large number of descendants.

The problems associated with learning reliable region features when the underlying segmentation is unreliable could, in principle, be addressed by selecting different sets of features. Features that describe the appearance of the entire region, not just its outline, would be more robust to segmentation errors than shape and size features if the appearance of a region is reasonably uniform. This approach has several important drawbacks:

- It cannot address the third type of poor segmentation listed above, since that type combines features from multiple classes that should not occur together.
• It only addresses the effects of unreliable segmentations on the conditional distribution of feature vectors; the distribution of parent-child combinations is still vulnerable to distortion.

• The features described in Section 4.2.2 were selected to reflect intuitively plausible features for distinguishing between different types of regions in a web page. It is reasonable to believe, for example, that a header is likely to be much wider than it is tall, while the opposite can be expected for a sidebar. Changing the features used could compromise performance by resulting in a set of features that is less informative even when regions are segmented accurately.

For these reasons, we turn instead to the structure of the segmentation tree to investigate possible solutions to the problem of low classification accuracy.

The segmentations produced for our classification experiments were produced using the same parameters as those used in concert with an assistive interface in the user study and corresponding offline experiments described in Chapter 5. Qualitatively, our segmentation divides regions quite aggressively with these parameters. Due to the nature of the assistive interface tested in Chapter 5, it was desirable to err on the side of over-segmentation, and aggressive segmentation was entirely appropriate. The requirements of the classification algorithm differ in that over-segmentation can be a cause of poor performance. To reduce the chances of over-segmentation, we used “pruned” segmentation trees, in which small regions were removed, to construct the HMT. Another means of reducing the aggressiveness of the segmentation algorithm would be to increase the minimum probability for introducing a new division from the default value of 0.5. From a probabilistic perspective, this is entirely appropriate; if the cost of a false negative is less than the cost of a false positive in a given scenario (such as producing a segmentation tree for later classification), the threshold should be correspondingly higher. For the purposes of this experiment, however, pruning has the advantage that the regions in the pruned segmentation tree are guaranteed to be a subset of the regions in the original segmentation tree; this avoids either time-consuming relabelling of regions or potentially error-prone association of labels between different segmentations. This is not the case for resegmenting with a higher probability threshold.

Figure 4.8 shows the effect of pruning the segmentation trees to remove nodes with a small area. The graph shows the accuracy of the classification process when the optimal value of $\epsilon$ (out of the values tested) is used. For the pruning process, we used eight region size thresholds: five, ten, twenty, thirty, forty, fifty, seventy five, and one hundred thousand pixels. Note that although one hundred thousand pixels seems to be a very large area, a $500 \times 200$-pixel region has this area and is a reasonable size for a mid-level
region in the segmentation tree. As the segmentation tree was pruned more aggressively, the classification performance improved. With the least aggressive pruning, removing only those regions with an area less than 5000 pixels, accuracy reached 21% with the optimal $\epsilon$ value, a modest improvement over the accuracy of classification algorithm on the unpruned segmentation tree. The accuracy with the optimal value of $\epsilon$ increased monotonically as pruning became more aggressive, as shown in Figure 4.8. For the highest area threshold, $1 \times 10^5$ pixels, the accuracy of the segmentation process reached approximately 61%, an impressive value for a multi-class classification problem with 28 highly imbalanced classes. As the accuracy had not yet ceased to increase at a threshold of $1 \times 10^5$ pixels, it is likely that higher accuracy could be achieved by further increasing the threshold, but at higher values the utility of the classification algorithm could be compromised as important mid-level features of the page are pruned away.

Figure 4.9 is analogous to Figure 4.7, and shows the effect of the $\epsilon$ parameter at each level of pruning. Regardless of how aggressively the segmentation tree is pruned, the accuracy is low for very low values of $\epsilon$ and rises (quickly, in most cases) until an optimal $\epsilon$ value; for values of $\epsilon$ above this optimum, the accuracy gradually decreases. Although the optimal value of $\epsilon$ varies somewhat with the degree of pruning, the qualitative consistency in the effects of this parameter is quite striking.
Figure 4.9: Graph of the accuracy of our classification algorithm as the parameter $\epsilon$. Higher values of $\epsilon$ force a more uniform distribution over parent-child label pairs.

4.5 Applications

One of the most fundamental tasks users perform when browsing the web is locating information in the page that is relevant to their current needs and interests. When using a weather forecast page, for example, the desired information is probably the local forecast, either for the day or for the week. Other content on the page, such as features on weather events elsewhere in the country, is of secondary interest at best, and some content such as the copyright information in the footer is irrelevant to almost all users. Sighted users can perceive a large area of the page at once, organized in two dimensions, to quickly locate large, high-level content areas to skim for the relevant information. Although users with visual impairments severe enough that they must use a screen reader to access the page do not have this immediate access to the two-dimensional layout of the page, they too are generally not interested in all content on the page, but will want to skim or skip various parts of the page [109]. Screen reader users have a much more difficult time making these macro-level assessments [136].

To mitigate this challenge, screen readers typically include features enabling the user to navigate (i) from heading-to-heading or paragraph-to-paragraph; (ii) through each item in a list with advance notification of the length; (iii) through data tables, cell-by-cell, with headings; (iv) alphabetically through all the links on a page. These features enable the user to hear an outline of the page’s main ideas and then focus on the most relevant parts. If one
examines sample transcripts from screen readers\textsuperscript{4}, there are examples of rather complicated navigation methods presented to users.

Aside from the complexity of the DOM tree-based navigation interfaces, the efficacy of this approach depends heavily on the quality of the underlying code. Even though elements might look appropriately formatted to a sighted user, if they are not properly defined in the HTML, they will not be available to the screen reader. Moreover, if a page uses the same style for a mix of elements on the page (for example, if a heading tag is used both for the headings in the main content and for navigation elements), the screen reader will not be able to differentiate. HTML\textsuperscript{5} sections and ARIA landmarks can address this problem by clearly demarcating different sections of the web page (\textit{e.g.}, headers, navigation, main content, \textit{etc.}) but unfortunately these markers are often absent, and even when present they may not be correctly or consistently used. Using computer vision to automatically classify regions in a web page according to their role can help to address the poor support for screen readers by making high-level semantic labels available\textsuperscript{5} without relying on developer support and independently from the implementation of the page.

For some sighted users, the ability to see a large amount of information on the page simultaneously can be a drawback. Older users\textsuperscript{14} and users with cognitive or attention deficits\textsuperscript{85} may find the complex, busy layouts of many modern web pages distracting. This can interfere with effective use of web pages. Segmentation alone can support some types of assistive interface to reduce distractions. As shown in Chapters 3 and 5, the segmentation tree can be used to highlight a focus region relative to the surrounding areas of the page in order to make the focus region more salient than potentially distracting regions. When combined with classification, more sophisticated approaches are possible. Prediction of the most relevant regions based upon the labels could allow irrelevant, distracting regions to be automatically suppressed. This would be advantageous, since the user would have less need to manually indicate a focus region, and the entire page would be simplified.

\textsuperscript{4}\textit{e.g.} NVDA, found at \url{nvaccess.org}\textsuperscript{97}

\textsuperscript{5}Available directly to the screen reader and potentially indirectly to the user through their use as navigation landmarks
Chapter 5

Assistive Interface User Study

This chapter describes an experiment aimed at validation of the practical utility of the page segmentation method described in Chapter 3 as a back-end parsing system to support a front-end assistive interface. This technique was developed in order to leverage AI, and in particular computer vision algorithms, as part of an effort to provide assistive technology for online users who may have visual or cognitive impairments. It is of interest because the use of images of web pages rather than the DOM tree or page source code provides complete implementation independence, and does not rely on inconsistently-used accessibility frameworks.

The tests of our segmentation algorithms presented in Chapter 3 focused on two primary types of experiment. Quantitative evaluation of the approach, in comparison with a competitor tied to DOM-tree evidence [22] and with a DOM tree-based control algorithm, demonstrated that the vision-based segmentations are similar to DOM tree-based segmentations at a large scale but offer important differences at a small scale. In these experiments, an earth-mover’s distance metric (see, e.g., [114]) was used to compare the leaf-level segmentations. Qualitative evaluation of segmentation quality established that the vision-based segmentations captured important features of the pages on which they were tested, and that the overall segmentation quality appeared good.

In this chapter, we focus on the challenge of validating the performance of our visual segmentation method in a system complete with an assistive interface through a user study with participants from a population likely to require assistive technology and through offline experiments with the capabilities of the interface. This study was approved by the University of Waterloo Office of Research Ethics. We discuss in detail the design of this user study: the tasks presented to users, the data set used, the metrics tracked, the participant
responses elicited, and the interface design. Lessons learned reveal directions for further experimental design. This research therefore provides insights for other researchers on how to bridge the gap between the many plausible computer vision algorithms and their practical value to actual users of the algorithms. It also discusses the particular challenges which must be addressed when these users have assistive needs. We note that user study results are lacking for the broadly similar vision-based page segmentation algorithms described by Barkol et al. [12] and Cao et al. [24]. The discussion we include in Section 5.3 sheds light on the difficulties that arise when designing interfaces for a study of this type, and will also reveal a role that can be played by offline testing of the proposed designs.

5.1 Experiment Design

Testing the effect of the back-end system used for parsing web pages on the performance of assistive technology requires particularly careful experimental design, due to the presence of the front-end interface between the back-end visual parsing system and the user. We use two related experiments to address the problem: one in which users perform a simple visual search task, and an offline test of the capabilities of the system. Visual search (i.e., the user looking for a target in the page) is a sub-task common to many web browsing tasks (and therefore should prove informative about overall benefits), but it is sufficiently concrete and quantifiable to allow good experimental control and reduce the complexity of the interface required for the task.

In the user study, the participants complete a series of tasks in which they are presented with a news web page and a description of a target article to find using either a “vanilla” non-assistive interface or an assistive interface. The assistive interface allows users to magnify and highlight a user-specified target region (in order to accomplish zooming and decluttering) and can be customized by the participant in a separate configuration step. Magnification and highlighting are implemented through image editing operations on an image of the page. Figure 5.2 shows an example of the interface in use. The performance of participants is measured in terms of speed and accuracy in finding the target article, and data about participants’ subjective evaluation of the assistive interface is collected using brief questionnaires at various stages during the experiment.

For the purpose of this experiment, the assistive interface presented to users needed to be tied to the output of our segmentation system. In so doing, we would be able to determine whether our framework properly supports assistive features. Since our segmentation algorithm produces a segmentation tree identifying the regions of a web page, we designed the study in order to try to represent what users interpreted as a region of interest on
the page. In brief, we chose to use an interface that allows the page to be displayed with selected regions magnified and highlighted, using the segmentation tree to ensure that the regions correspond to semantically significant, visually coherent regions of the page. Magnification and highlighting were chosen because they had been noted to be appropriate for use with a segmentation alone [35].

In the offline tests, we used simulated “noisy” user input to evaluate the accuracy of the estimated region of interest. Offline testing uses simulated user input as a stand-in for real participants; it allows the theoretical capabilities of the system to be thoroughly explored, and is unaffected by any user experience issues that may occur in a simple test GUI.

5.1.1 Interface Design for Visual Search Study

As indicated earlier, this experiment is concerned with identifying a user’s true region of interest, based on a rough selection, as the user searches the page for a target article. Given a segmentation tree expressed as a graph \((S, E)\) (where \(S\) is the set of regions in the segmentation and \(E \subseteq S \times S\) is the set of directed edges from parent to child regions) and a user-selected approximate region of interest \(R\), the interface estimates an intended region of interest \(R'\) consistent with the segmentation tree by optimizing over some measure of accuracy. This measure of accuracy should be reduced by both false positives (pixels outside of the user’s selection that are included in the estimated region) and false negatives (pixels inside the selected region that are not included in the estimated region).

In our experiment, we defined the estimated region to be \(R' = \bigcup_{s \in S'} s\) for some \(S' \subseteq S\); the set \(S'\) is chosen such that \(S' = \arg\min_{S'} \frac{|R' \cap R|}{|R' \cup R|}\), subject to the condition that \(\forall s_i, s_j \in S'\), \(\text{depth}(s_i) = \text{depth}(s_j)\). In other words, \(R'\) is the best approximation (in terms of the accuracy function described) of the user-selected region of interest produced from a set of sibling nodes in the segmentation tree. Alternative formulations could include using an F-score measure of accuracy or relaxing the requirement that all nodes used to build the selected region be siblings; these may be worth evaluating in future experiments.

The segmentation tree allows the system to display a visually coherent region of interest even when the user’s selection did not correspond well to his or her intended focus region. Such an imprecise selection could occur for a number of reasons: because the user has difficulty with using the input device (e.g. a user who has difficulty using a mouse due to hand tremor), because the user requires an assistive input device with low resolution, or simply because the user is in a hurry. Evidence from a study conducted during a computer class for older adults by Dickinson et al. [40] shows that using the mouse (especially
for more complex tasks like clicking and dragging) can be challenging for older users, particularly those with specific challenges in fine motor control. Although these difficulties can often be overcome with practice, they are a source of frustration for novice users [40]. Inferring the intended region, rather than simply using the selection made by the user unquestioningly, may help to address these problems.

5.1.2 Participants

Older adults—generally considered to be 60 and older—can potentially benefit greatly from the web and the internet, but the needs of these users are often not well served by current designs [92]. Existing research indicates that older users browse differently from younger users [14, 47, 123]. Older adults can have complex assistive needs as well as different methods of processing a web page from younger users, and represent a growing segment of the population [62]. For users with specific assistive needs, many frameworks and standards have been developed (e.g., WAI-ARIA [128]), and aspects of these frameworks are applicable to designing for older users [9]; unfortunately, these are not reliably used even on popular web sites [33]. We show that using computer vision to interpret web page structure is a promising approach, and the experiments presented here are intended to test a specific case of this more general hypothesis.

For our user study, we recruited a total of 16 participants, all older adults. All of the participants lived in the community; their degree of independence helped with logistical and ethical issues in conducting the experiment, but may also have resulted in users with less need for an assistive interface. The first three participants used an earlier version of the assistive interface in a pilot study; the results of the pilot study suggested user experience problems with the front-end interface, which the redesigned graphical interface used in later experiments was intended to address.

5.1.3 User Study Protocol

In our experiment, participants were asked to locate a specific article in a cluttered news page as quickly as possible, based on a description of the article slightly paraphrased from the headline and description occurring on the original page. News web pages were chosen because they are a popular class of web pages, with content that is updated frequently (thus facilitating the generation of a large dataset of unique, but related, pages). The example pages used were collected well before the users participated in the experiment, to prevent users from remembering where to find a specific article; similarly, no page was
shown more than once during the course of the experiment. Web pages were chosen from BBC News, CBC News, and New York Times web sites, and the dataset included examples of the home page and of high-level sections such as “World” and “Business”. Although the task shown here uses news web pages, similar visual search tasks are found when finding a post about a specific topic in a social media page or finding a product of interest on a shopping web site.

Our participants were recruited through word-of-mouth and through a participant pool of older adults affiliated with the University of Waterloo. Each participant saw a total of 30 images over the course of a one-hour session; a mechanism was included in the test to end the experiment with fewer pages if the total time exceeds a preset limit, but this was never necessary. On occasion, an example would be skipped due to participant frustration. The images were divided into two equal sets, and for each user one set of was to be viewed with the option to use assistive features and one to be viewed without. Order of presentation of the assistive and non-assistive interfaces was counterbalanced (i.e. which one to be shown first to each user) to mitigate learning and fatigue effects.

Articles were selected such that each had at least two of the following characteristics: 1. A headline or title, 2. A graphic (or placeholder), and 3. A description of the article. Additionally, articles were chosen such that they appeared only once in a given page to ensure that the target was unique. For each article, the corresponding ground truth bounding box was manually labelled\(^1\). The ground truth bounding box was not selected to correspond to a region or group of regions in the segmentation tree of the page produced by our algorithm, since if a region was segmented poorly, the resulting bounding box could falsely accept or falsely reject some responses from the user, and if only very accurately segmented targets were used, the results would be biased. In selecting targets and drawing target bounding boxes to establish ground truth, we did not consult the segmentations at all, in order to avoid biasing the set of target regions. Figure 5.1 shows examples of the target articles used and their descriptions. We selected articles from a variety of regions of the page (including different columns and vertical positions) and in a variety of sizes to ensure that the sample was reasonably representative. Similarly, the dataset contains pages from several different web sites, with different lengths and numbers of columns. To ensure similarity between the sets of pages used in each condition for each user, the pages were divided such that distributions of article positions along the length of the page were similar. The height of target regions ranged from 111 to 411 pixels, with a mean of 228.7, and the width ranged from 196 to 666 pixels with a mean of 342.8. All participants used the same computer and monitor in the test; the 22-inch monitor had a 1680 × 1050-pixel

\(^1\)We knew where on the page the target article was located; we identified this in order to determine whether users successfully located the target or not.
resolution, and the viewable area of the page was 1024 × 768 pixels.

We selected older adults for our target population based on existing research that suggests that an interface of the type tested could be of use to this population [85]. Aside from the obvious applications of magnification (equivalent to large-print books), there is evidence to support the utility of some mechanism for decluttering. Eye-tracking research has shown that older adults attend to areas on the page longer than younger users do [123], and that they are more sensitive to clutter and distracting elements [14]; as a result, distractions from irrelevant elements of the page may waste more time for this group. Highlighting a focus region relative to the rest of the page may help users to avoid distractions.

For testing purposes, we implemented an instrumented version of the interface described above in a dedicated system. This version of the interface, depicted in Figure 5.2, includes experiment-specific controls and logs all interactions for later analysis as well as collecting speed and accuracy data. The web pages used in the testing procedure were rendered as images, because interactivity was neither required nor beneficial and because image processing operations could be used to easily implement the interface operations. In the interest of ensuring that all controls and instructions are legible to users who may have
some degree of visual impairment, all interfaces were designed to use large font sizes. This interface consists of two parts: first, a configuration utility in which users set the degree of magnification and highlighting to be used for the rest of the experiment; and second, a simpler interface with fixed magnification and highlighting in which the user actually completes the tasks. For comparison purposes, we also implemented a “vanilla” interface with no assistive features in the same framework. This was chosen as the point of comparison because our objective is to determine whether or not a purely vision-based framework can support a useful assistive interface. At the present stage of development, it is more informative to compare against a control with no assistive features than against a state-of-the-art DOM tree-based method, since those methods have had a considerable period of iterative refinement, while vision-based methods have not.

In addition to logging activity and measuring visual search performance, we collected data about participants’ subjective impressions of the interface and their familiarity with the web. Before beginning the visual search tasks, the users were presented with a brief questionnaire about preferences and background, including the following questions:

---

2This also provided an opportunity to demonstrate the capabilities of the interface to the users and for users to practice using the interface.
1. I use the Internet regularly (rated on a five-point Likert scale from “Strongly disagree” to “Strongly agree”)

2. I find it frustrating to use the Internet (rated on a five-point Likert scale from “Strongly disagree” to “Strongly agree”)

3. Select the text size you would prefer to read (options show a range of font sizes)

After each interface, the users are presented with a standard NASA TLX workload evaluation questionnaire to allow comparison of perceived workload between the assistive and vanilla interfaces. Finally, users are presented with a brief questionnaire to elicit information about preferences between the two interfaces (vanilla and assistive) tested. This consists of the following questions:

1. Which interface was easiest to use?

2. Which interface was most frustrating to use?

3. Which interface would you prefer to use?

Collecting separate information about efficiency (time to find the target), effectiveness (error rate), and subjective preferences is important; since the study is intended to detect any positive effect produced by an interface using the vision-based segmentation system, an improvement in any aspect of usability would be considered a positive result. In a meta-analysis conducted by Hornbæk and Law [69], these aspects were found to be positively correlated in most studies, but only to a low or moderate degree. This indicates that separate measurements are valuable for our purposes.

## 5.2 Results

In this section we present the results of a series of experiments based on the design described above. In Section 5.2.4, we also discuss offline experiments performed using our interface without user involvement.

A small pilot study with three participants helped to inform the design of the interface used in the study proper; the feedback from these participants helped to refine the interface design and eliminate inconvenient or unintuitive aspects of the control scheme.

---

3Shown in Appendix B.
The modified interface was tested with eight participants; based on the results, a new set of tasks was created and a further five participants recruited for a second phase. Offline testing was also performed to more fully explore the capabilities of the interface. Of these experiments, the offline tests proved to be the most informative about the combination of the segmentation algorithm and the assistive interface.

### 5.2.1 Interface Design Iterations

The initial design for the interface used a single click to control the position of the area of interest and a slider to determine its size, rather than the click-and-drag selection method used in the final version of the interface. Although researchers were able to use the system efficiently, and participants were given a tutorial on using the interface, users tended not to use the size control, even though one commented informally that the region was too small. We also observed a tendency to ignore the assistive features; including the necessary click on the target region, 26 out of a total of 41 completed examples involved two or fewer clicks. From this, we concluded that the interface was not sufficiently intuitive or convenient to be useful for the purposes of this study. The interface was then modified to use the region selection method described in Section 5.1.1.

### 5.2.2 Results from Vanilla Interface

Since the vanilla interface functioned identically in the pilot study and in the final design, it is possible to combine the data from both stages to verify that the visual search time for each instance is consistent with reasonable assumptions about the methods that participants would use to find the target. Figure 5.3 shows the relationship between the vertical positions of targets in the page and the time taken for participants to find the target region. Beyond the area of the page visible on the first screen, the data shows an upward trend in the minimum search time to find an article. A more formal analysis using linear regression gives a slope of 0.037 s/pixel, or 27 s per screen-height, and an intercept of 6.3 s; the slope of the relationship between position and time is statistically significant for $\alpha = 0.001$. This supports the assumption that participants would search the page from top to bottom. The maximum time shows no clear trend, which can be attributed to the fact that articles that take a long time to locate were often missed when scrolling down the first time.
Figure 5.3: Time to locate target regions as a function of their vertical position (measured from the top of the page to the top of the target) in the first phase of the user study. Note that the minimum time to find articles shows an upward trend as more scrolling is required, as expected. The horizontal axis is divided into sections the size of one window.

5.2.3 Main User Study Results

Our user study provided results which, although not conclusive with respect to the efficacy of the interface itself, are of considerable interest. In terms of search time, there was no significant difference between performance with the assistive interface and performance without it. Because the search times for different pages are not directly comparable, we compare the average times for each page with and without the assistive interface; over the set of 30 web pages, the average time improved with the assistive interface for exactly fifteen pages; on average, the search time was 1.93 seconds longer with the assistive interface than without, with a large standard deviation of 30.3 seconds. Neither represents a statistically significant change (using a t-test, $t(29) = 0.349$, $p = 0.73$). This is not surprising, as participants made relatively little use of the assistive features: in 78% of examples using the assistive interface the only interaction with the page was a single click on the target.

The results from the surveys also do not show an improvement with the assistive features. Table 5.1 shows the results for subjective preferences between the two interfaces. The responses for each dimension of the TLX survey (Table 5.2) are more mixed. There is a general tendency to prefer the vanilla interface, but given that the assistive interface functions identically unless assistive features are specifically invoked this could be a matter of unfamiliarity.
Table 5.1: Summary of subjective preferences from first-phase tests.

<table>
<thead>
<tr>
<th></th>
<th>Vanilla</th>
<th>Assistive</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easiest</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Most frustrating</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Preferred</td>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.2: Table showing the number of users for which the assistive or vanilla interfaces were better according to each dimension of the TLX questionnaire.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Vanilla</th>
<th>Assistive</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental demand</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Physical demand</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Temporal demand</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Effort</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Frustration</td>
<td>6</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Because the results from the first round of participants were inconclusive, we also produced a second, more difficult set of tasks. For these tasks, the main considerations were that neither headlines nor images should allow the user to guess the target without reading smaller print. The idea was to make the task of locating the specified article more challenging, with the thought that some users might then have greater motivation to use the assistive features. As the tasks were made more difficult, the total number of examples was reduced from 30 to 20. We also added minor convenience features, such as a button to clear the magnified and highlighted region. The results here were similarly inconclusive; of 45 completed tasks using the assistive interface, 53.3% involved only a single click and 73.3% involved no more than two clicks; given the close proximity of many clicks, not all necessarily represent a deliberate click-and-drag action. Due to low engagement with the assistive features, this phase was cut short in order to focus on offline tests.

We believe that there are several key problems in obtaining conclusive data. If a potential participant has assistive needs that make a computer difficult to use with existing assistive technology, he or she may be disinclined to participate in any computer-based study at all. If he or she does decide to participate, inexperience with using a computer may cause the participant to struggle with any interface in the course of a sixty-to-ninety-minute experiment. One user made informal comments to this effect. On the other hand, users who can use a computer effectively without assistive technology are likely to be
very open to the idea of participating in a computer-based study, but would not benefit significantly from the assistive interface; in our recruitment pool the records of participants’ histories were not sufficiently detailed to determine which potential participants would need an assistive interface. The recruitment process may introduce a participation bias even if the population contacted is representative of older adults in general.

Information gathered through the background survey (described in Section 5.1.3) about computer use experience supports the hypothesis that the recruiting process was biased toward those who did not need the assistive interface: of the 13 participants after the pilot study, only 1 disagreed with the statement “I use the Internet frequently”, and only 4 agreed with the statement “I find it frustrating to use the Internet”.

If users had employed our assistive features more extensively and had responded that they found this to be a less frustrating solution, maybe even with better completion times for locating articles, we could have concluded first that our framework is supporting assistive features well (zooming and decluttering), and second that the regions generated by our segmentation algorithm were generally helpful in support of such an interface and therefore the methods employed here were well designed.

Because this did not happen, we opted to proceed to a phase of offline testing. For this experiment, there are different metrics involved in order to reach conclusions about the value of our framework.

5.2.4 Segmentation Quality

To fully explore the capabilities of the combined segmentation and classification system, we made use of simulated input in a series of offline tests. In essence, we created simple “virtual users” to simulate input to the interface in order to exercise its capabilities. This allows a more comprehensive test of the theoretical performance of an assistive interface, while providing independence from user experience concerns with the interface itself, and avoiding the need to obtain enough participants who require an assistive interface to thoroughly test the performance of our segmentation method and its interpretation by the front-end interface.

Our approach to offline performance evaluation is, necessarily, different from the approach taken with human participants. It is, to say the least, infeasible to create a virtual user capable of accurately simulating the behaviour of a human participant searching for a target article in a news page. Fortunately, this is not necessary. In order to evaluate the ability of our page segmentation algorithm to support the type of assistive interface in question, we need only evaluate the ability of the segmentation to support inference
of the true region of interest from the user’s rough selection; all of the influence of the segmentation upon the performance of the front-end interface is mediated by this step. To assess the performance of our method in this sense, we use ground truth regions of interest corresponding to articles in the example pages; these are plausible regions of interest for a real user. The virtual user’s input is produced by adding noise to the bounding box of the ground truth region of interest to simulate a rough selection.

Support for the quality of the segmentation produced by our back-end system can be seen from an analysis of the accuracy with which the ground truth region of interest can be isolated in the segmentation tree. To test the level of performance possible for our segmentation algorithm (as shown in Section 3.3) on the dataset shown to users, we applied the region of interest estimation procedure to a hypothetical selection corresponding exactly to the target region (i.e., the virtual user selects the region of interest with perfect accuracy). The resulting estimated regions of interest show good performance for the region of interest estimation procedure, especially for the most accurate cases. Figure 5.4 shows example comparisons between the target region (blue) and the estimated region (red). Note that the best results show regions segmented almost exactly, and the median results show major parts of the target region accurately segmented. These results strongly suggest that our algorithm does produce high-quality visual segmentations, because the true regions of interest correspond well to their closest approximation in these segmentations.
Our virtual user can simulate inaccurate selections just as easily as accurate selections. Since the advantage to combining click-and-drag region selection with the segmentation tree lies in the ability to overcome poor selection accuracy, this is an important aspect of evaluating the performance of the back-end system. To simulate a noisy or inaccurate selection, we perturb the boundaries of the true region of interest by adding normally-distributed noise to the positions of the boundaries. The standard deviation $\sigma$ of this distribution is the only parameter in the noise (for the sake of simplicity, we use identical distributions for all four sides). Note that this is a simple model, but it allows the generation of a wide range of potential inputs to thoroughly exercise the capabilities of the interface. By adjusting $\sigma$, we can control the accuracy of the simulated input.

If our system always produced the true region of interest, regardless of how noisy the input was, this would mean that our system would be performing perfectly, inferring exactly what the user’s region of interest was, even from only a vague hint of what it was. Since it is not realistic to expect perfect accuracy regardless of the level of noise, we wish to determine how close we can get to the true region of interest, and how gracefully the performance degrades as noise increases. In particular, if the quality of our estimated ROI degrades more gracefully than the quality of the noisy segmentation, then our framework will ameliorate the effects of poor selection accuracy on the performance of the interface.

We tested the quality of estimated regions of interest produced using normally-distributed random perturbations of the target region boundaries as hypothetical selections. The quality of these estimated regions of interest was measured using the intersection-over-union measurement of agreement with respect to the ground truth and estimated regions of interest. For each of the 120 targets, 30 perturbed selections were tested for each $\sigma$ value for the perturbations of the boundaries of the simulated selection. These simulated selections were evaluated for agreement with the ground truth region of interest, just as the estimated regions of interest were.

Figure 5.6 shows the quality of the estimated regions of interest and the simulated noisy selections (on the vertical axis) as a function of the standard deviation $\sigma$ of boundary position error. This graph clearly shows that over the range of $\sigma$ values considered, the quality of the estimated region of interest is nearly flat; this indicates steady or gracefully degrading performance. As the noise in selection position increases, the quality of the noisy selection drops much more rapidly and quickly becomes comparable to the quality of the estimated region of interest at most levels of accuracy. The best results from the interface quickly exceed the best noisy selections (see, for example, the 90th percentile curves, which intersect at $\sigma \approx 25$).

An additional consideration is whether or not these simple measurements of accuracy
Figure 5.5: Comparison of two estimated regions of interest: on the left, a noisy selection of the type used for offline evaluation, and on the right an estimated ROI based on the segmentation. The two examples have approximately the same accuracy score (0.42 and 0.41). Note that the segmentation accurately isolates part of the region of interest, while the noisy selection is inaccurate for all parts of the region.

Our procedure for estimating the true region of interest based upon a segmentation tree and a noisy selection requires a high-quality segmentation tree in order to accurately reconstruct the true region of interest. The quality of the estimated region of interest cannot exceed the quality of the closest match to the true region of interest found in the segmentation tree. Furthermore, the closest match in the segmentation tree to the noisy selection must be similar to the true region of interest. This prevents a trivial segmentation in which the page is divided into single-pixel regions from producing results better than the noisy selection. Our results show that the estimated region of interest improves upon the quality of the noisy selection; as a result, we can conclude that the segmentation tree corresponds sufficiently well to the structure of the page to be useful for our example interface, especially for the most accurately segmented regions. At lower quality levels (for example, the 25th percentile and below), the performance of the region of interest estimation method is noticeably lower in absolute terms. Improving the worst-case performance of the segmentation algorithm is, therefore, an appealing direction of research, while the best-case performance appears to be very good in its current state. One approach to improving worst-case accuracy may be to use a more sophisticated structural
Figure 5.6: Quality of fit of estimated ROI based upon our segmentation trees (blue) and original noisy Selections (orange) as a function of the standard deviation of selection position error. Shown are the $90^{\text{th}}$, $75^{\text{th}}$, $50^{\text{th}}$, $25^{\text{th}}$, and $10^{\text{th}}$ percentiles of quality. Note that the quality of the estimated regions of interest based on the segmentation trees remains nearly flat as the quality of the selection decreases.
prior; although effective, the X-Y tree segmentation prior only reflects a limited view of “web page-like” structures, and improvements here could address errors caused by a mismatch in granularity as shown in Figure 5.5.

5.3 Discussion

One of the key challenges in our experiment is recruiting suitable participants. Because of the requirements for describing the experiment in recruiting materials, potential participants are aware that the experiment is computer-based. The users who are most likely to benefit from an assistive interface of the type being tested may, however, experience frustration with using computers and therefore be less likely to respond or consent to a computer-based study. This could result in the introduction of participation bias toward a negative result even if the potential participants contacted represent an unbiased sample from the population of older adults. Strengthening recruitment criteria may reduce the number of participants who do not require any form of assistive interface, but could exclude participants who would benefit for reasons of preference rather than of need. It may be useful to recruit even older participants (e.g. 80+); there are indications that the types of challenges for which assistive interfaces may be useful could be more common in an older group (see, for example, the discussion of the effects of aging in [62]). Although we recruited participants through a combination of word-of-mouth, email contact, and phone contact, most had email addresses and were familiar with computer use.

Although this test is focused on assistive interfaces for older adults, we hope that similar methods might be of use to other users. Even users with no assistive needs may derive benefits from similar technologies through better methods for altering the presentation of pages to be more convenient to use. This is an area that merits further study. Also of interest is the possibility of using vision-based parsing (especially in a complete segmentation-classification pipeline) to improve within-page navigation models for screen-readers such as NVDA [97]. This is likely to require more extensive experiments than the proof-of-concept study presented here, since it would require combining the visual parsing system with an appropriate navigation model and evaluating the complete system in real-world conditions.

There has been extensive research into the design of assistive interfaces and the various transformations of the screen contents that can be used to provide an appropriate interface to users with assistive needs. In the more restricted domain of appropriate modifications for older users, we have cited several papers in reference to the design of our interface. Also of note is a paper by Hwang et al. [71], which presents a comparison between the performance
of older adults and younger users with using interfaces that dynamically magnify targets under different conditions (e.g., targets that are magnified when the cursor approaches the target and targets that are magnified only when the cursor enters the target region). Moving forward, it may be of interest to test interfaces using such variations on the basic concept of a magnifying interface in our experimental setting and compare the results.
Chapter 6

Segmentation Study

The examination of web pages as visual images, in order to support tasks such as de-cluttering or zooming of information on these pages, has attracted increasing attention in recent years. These tasks are of particular value for users with cognitive or visual assistive needs. One of the key sub-problems in this area is web page segmentation: the problem of dividing a page into coherent, semantically meaningful regions.

Interpreting web pages as images enables implementation independence, in contrast with approaches to web page segmentation that rely on the DOM tree\(^1\). Chapter 3 described our promising approach to this segmentation problem, which adopts a Bayesian solution to producing a segmentation tree, based on successive detection of locally significant edges, semantically significant lines, and ultimately visually coherent regions.

The initial validation for the vision-based page segmentation methods in Chapter 3 focused on qualitative evaluation for the overall quality of segmentations; quantitative measures were restricted to checking for agreement between algorithms (see Section 3.2) and tests of the accuracy with respect to small numbers of target regions in a practical context (see Chapter 5). These evaluation methods were useful and provided important information used in developing the later version of the segmentation algorithm. Ultimately, however, it was decided that a ground truth segmentation dataset would be of value, since it could be used to provide more definitive, measurable evaluation of overall segmentation quality. This chapter describes how these ground truth segmentations were acquired, in a user study where participants were asked to manually draw and edit web page segmentation trees, and the properties of the ground truth dataset obtained. This study was approved by the University of Waterloo Office of Research Ethics.

\(^1\)An intermediate representation of the page produced by the browser in the rendering process.
Our exploration of ground truth segmentation for this particular domain leads to more general insights of value for the computer vision community. In particular, we explore the best methods for eliciting ground truth and what the characteristics of those ground truth segmentations are. Our approach contrasts with the methods used to build the well-known Berkeley segmentation dataset (BSDS) [90], first published in 2001 and widely used even today to test segmentation algorithms designed for natural images. In particular, we aim to have a larger base of users per image though we also make use of a smaller set of images; this is done in order to gain greater insights into agreements (and disagreements) between users for a given image, which allows us to estimate the ceiling on the performance of a one-size-fits-all solution, as well as to determine the most efficient way to gather a large dataset of segmentations (e.g., how many users should segment each page to get a good sample of segmentations while avoiding unnecessary duplicated effort).

To accomplish our objectives for this study, we designed a segmentation editing tool which allows users to both specify their perceived segmentations from scratch and edit an existing segmentation; this tool allows us to investigate whether users differ in their interpretations when grounded in the same specific starting point, and to what degree the starting point affects the perceived ground truth segmentation.

Users annotate web pages to indicate where they perceive bounding boxes or regions; from these, we are able to build a representation of that user’s view of the web page which specifies various structural properties. Nested bounding boxes implicitly define a hierarchy where the containing region is the parent of the contained region. This interpretation allows us to draw conclusions about the structural properties of the page, as viewed by this user, and to compare these interpretations across users as well. In so doing, we are able to have the basis for imposing a prior probability distribution on segmentations, providing important directions for the design of segmentation algorithms in this domain. We note that for the domain of segmenting web pages, it is possible to start with some constraints on regions. Specifically, it is reasonable to assume that regions are axis-parallel rectangles.

In the sections that follow, we provide some important background on both segmentation research and on efforts to interpret web pages in particular. We then describe in detail the user study that we performed, the editing tool we designed, and the design decisions we made about what tasks to give to users and how to analyze the results. This includes some explicit examinations of similarities and differences between users. Included here are valuable methods for overlaying alternative interpretations of segmentations, in order to facilitate the comparisons. From here we reflect on the value of this effort to derive ground truth and the potential applications of these results for the future.
6.1 Study Design

This study is based on the collection of segmentations produced manually by a significant number of participants (a total of 29 participants\textsuperscript{2}). In some cases the participants began “from scratch”, starting with an empty segmentation; in other cases, the participants edited an existing segmentation\textsuperscript{3} produced by an algorithm\textsuperscript{4}. Each participant was asked to segment the page according to their own interpretation of the page structure and at the “natural” level of detail; one of the most interesting aspects of this study is determining what the natural structure and level of detail are, and whether different participants perceive these differently. There were considerable differences in the time taken to complete each segmentation; as a result, not all participants were able to segment all pages in a session of approximately 75 minutes.

We developed a customized tool for participants to use to create and edit page segmentation trees. Based on the properties of the domain, as described in Chapter 2, we designed the interface to be based on axis-parallel, rectangular regions. This considerably simplified the required editing operations relative to a tool capable of editing general connected regions, and made the tool easier for participants to learn to use. The available operations were as follows: \textbf{Create} a new region; \textbf{Select} an existing region; \textbf{Delete} the selected region; \textbf{Resize} the selected region; \textbf{Move} the selected region; and \textbf{Zoom} in or out on the page. Figure 6.1 shows a partial screenshot of the interface, depicting the toolbar (to the right of the page) and a partially segmented page. To allow flexibility in deployment, the segmentation tool was designed to run in a web browser.

All editing operations included snapping to nearby edges, helpful in allowing users to produce a dense segmentation of abutting regions without requiring pixel-accurate positioning. (If, after an editing operation, a vertical edge of the edited region was within 10 pixels horizontally of a snap line, the edge was moved to coincide with the snap line; horizontal edges were treated analogously. Each image boundary was considered a snap line, and snap lines were created for each edge of a region, extending 20 pixels beyond the region itself to allow for alignment between regions that have whitespace between them.) The hierarchy of the segmentation tree was automatically inferred from containment relationships: a region was a descendent of every region that contained it, and a child of the

\textsuperscript{2}This included undergraduate and graduate students at the University of Waterloo, as well as others obtained by word of mouth.

\textsuperscript{3}Figure 6.1 shows several regions (outlined with blue horizontal lines and green vertical lines) as they would be seen by the participant if this was the initial segmentation.

\textsuperscript{4}The algorithm used for this purpose was the improved segmentation algorithm described in Section 3.3.
smallest such region. When two regions overlapped without a containment relationship, the overlapping area was highlighted; if the user attempted to submit without resolving this, an error was raised. The hierarchical structure of the segmentation tree was represented to the user by colouring the outlines of regions according to their depth in the hierarchy; this helped to clarify ambiguous cases where region edges met.

Page selection was an important consideration. Because the objective of the study was to produce large numbers of segmentations for each page in order to study segmentation properties across a range of users, it was necessary to restrict the number of pages used to five. The pages chosen were: (1) **bbc_arts**, the arts page of BBC News; (2) **bbc_health**, the health page of BBC news; (3) **bbc_main**, the front page of BBC News; (4) **cbc_main**, the front page of CBC News; and (5) **nyt_politics**, the politics page of the New York Times. News web pages were chosen because they are complex enough to produce interesting segmentations, popular enough to represent a major area of web browsing, and similar but not identical in structure, to allow useful comparisons across pages in a small dataset. These examples were selected from a larger dataset used in qualitative evaluation of a segmentation algorithm [34].

Had we used a larger set of pages, it would have been necessary to reduce the number of participants segmenting each page. This, however, would have compromised our ability to draw conclusions about the degree of consistency between users’ segmentations. By studying a small number of pages but obtaining more segmentations of each, we are able to draw conclusions about consistency between different users’ segmentations of a given page and about common trends in segmentations across a user’s segmentations of different pages. This, in turn, provides insight into the appropriate methods for collecting segmentations, the number of segmentations required for each page in a larger dataset, and the
interpretation of segmentation quality results obtained from a single ground truth segmentation (especially what level of disagreement can be expected between human users, whose segmentations must be assumed to be equally good).

To produce a large dataset for standardized evaluation of page segmentation algorithms, it will be necessary to change the methodology to obtain as few segmentations of each page as is consistent with the required quality of ground truth data, in order to maximize the number of distinct pages in the dataset; the requirements are different from those of the study presented here because the scientific objectives are different. One approach to simplifying the logistics of gathering a larger dataset would be to use a crowdsourcing platform such as Amazon Mechanical Turk (AMT) to obtain segmentations, rather than meeting with participants in person. We discuss this possibility further in Section 8.3.1.

The results reported here are based on 29 participants, who completed between one and five segmentations each, all required to do at least one “from scratch”. Sixteen performed all segmentations starting from scratch; the other 13 performed at least one segmentation by editing an existing segmentation. Each of the five pages was segmented from 12 to 21 times. This represents a substantial dataset in terms of the number of segmentations.

6.2 Results

The analysis of our results can be conveniently divided into three areas: the structural properties of segmentations, the relationships between segmentations, and the relationships between participants.

6.2.1 Segmentation Structure

It is possible to quantitatively analyse important features of the segmentations produced by users. Of particular interest is the complexity of segmentations and the level of granularity. Here we examine the number of levels, number of nodes, node sizes, and numbers of child nodes to obtain a composite view of the structures of ground truth segmentation trees produced by different users. Such a view can be used as a prior probability distribution over segmentation structures. This is particularly useful in the case of a Bayesian segmentation algorithm such as those described in Chapter 3, in which an explicit prior probability distribution can be readily included.

Table 6.1 summarizes descriptive statistics for three key region-level features of a segmentation: height, width, and number of child nodes. To produce these values, we com-
Table 6.1: Table of descriptive statistics for key structural features of ground truth segmentations drawn from scratch by users. Tests of normality and log-normality use the Lilliefors test [87].

<table>
<thead>
<tr>
<th>Feature</th>
<th>Normal? (α = 0.001)</th>
<th>Log-Normal? (α = 0.001)</th>
<th>Mean</th>
<th>Variance</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region height</td>
<td>No</td>
<td>No</td>
<td>120.7</td>
<td>5.976 × 10^4</td>
<td>12.06</td>
<td>201.6</td>
</tr>
<tr>
<td>Region width</td>
<td>No (α = 0.001)</td>
<td>No (α = 0.001)</td>
<td>329.7</td>
<td>7.136 × 10^4</td>
<td>1.478</td>
<td>4.174</td>
</tr>
<tr>
<td># of child regions</td>
<td>No (α = 0.001)</td>
<td>N/A</td>
<td>0.8645</td>
<td>4.277</td>
<td>4.345</td>
<td>31.95</td>
</tr>
</tbody>
</table>

Combined data across all users and all pages for those segmentations produced from scratch, rather than by editing an initial segmentation. The tests of normality and log-normality used the Lilliefors test [87], because the parameters of the best-fit distributions are not known a priori. Even these summary statistics represent useful information about the expected structural properties of a segmentation that could be used in segmentation algorithms.

Figures 6.2 and 6.3 show the empirical distributions of these structural parameters as histograms. Several interesting qualitative features are visible in these graphs. The distributions of heights and widths obviously differ; small heights (e.g. under 100 pixels) are much more common than large heights, while the distribution of widths has a mode around 250 pixels and a second, smaller mode around 1000 pixels. The smaller peak in widths corresponds to the width of the page, and is probably associated with the tendency for headers and their major divisions to cross the full width of the page. The distribution of child regions also has interesting features. Most regions (8113 of 10843) are leaves, with no children. This is reflected in the small average number of children shown in Table 6.1. Of the regions that do have children, the distribution is skewed towards small numbers of child regions (i.e., regions that do have children tend to have only a few). These qualitative features could be incorporated into a segmentation algorithm in the form of tunable parameters, or as empirical distributions, represented parametrically or nonparametrically. This general approach can be readily applied in other domains, especially domains in which restrictive assumptions about region structures can be made (as is the case here, where regions are constrained to be axis-parallel rectangles). We return to the discussion of possible extension of our work to other domains in Section 8.3.3.

The average segmentation tree, over all pages, has 197 nodes, with a minimum of 11 and a maximum of 596. In the 500-image Berkeley Segmentation Dataset (BSDS500) [8] used for natural images, the average number of nodes per segmentation is only 20.9, with a minimum of 2 and a maximum of 208; our web page segmentations tend to be much
Figure 6.2: Heights and widths of regions, across all pages and all segmentations produced from scratch.

Figure 6.3: Numbers of children for all non-leaf regions, across all pages and all segmentations produced from scratch. The total number of leaf regions (with 0 children) is 8113, much larger than any other number of child regions; this bar is omitted here for clarity.
more complex, but we are able to operate well in this environment. We also use more
participants per page, an average of 15.4 as opposed to 5.39, which increases the chance
that we are working with a representative sample of segmentations\textsuperscript{5}.

Comparing the structures of the segmentation trees produced from scratch to those
produced by editing an existing segmentation produces informative results. Figures 6.4
and 6.5 show the cumulative distribution functions of the numbers of nodes and numbers
of layers, including all pages. In both cases, the differences between the two distributions
are statistically significant, for $\alpha = 0.01$ in the first case and for $\alpha = 0.001$ in the sec-
ond, using the two-sample Kolmogorov-Smirnov test. The proportions of examples from
each page are unfortunately not identical between the two conditions (due to the different
numbers of pages segmented by different users), but there are no statistically significant
differences between the distributions for different pages, as shown above, and for tree depth
in particular the results show a very strong difference. Taking individual pairs of pages,
the two conditions produce statistically significant results for \texttt{bbc.arts} with respect to
the total number of nodes ($\alpha = 0.05$) and the tree depth ($\alpha = 0.01$); without combining
pages, it is impossible to draw a statistically significant conclusion for \texttt{bbc.main} at the
$\alpha = 0.05$ significance level, and all other pages have much higher significance thresholds
than \texttt{bbc.arts}. Although limited by the small number of pages segmented by editing,
these results indicate that the segmentations produced from scratch and from an initial
segmentation differ in structural features for at least some pages. The difference in the
way participants report their perception of the organization of the page raises an important
question: what starting point produces the “most useful” segmentations? The answer may
depend upon the intended use of the ground truth segmentation, but the question must be
considered.

\textbf{6.2.2 Comparison of Segmentations}

The results of our experiments suggest a broad qualitative consistency between segmen-
tations produced by different users and with different starting points. Figure 6.6 shows
an example page (specifically \texttt{bbc.arts}) in greyscale, with outlines of all regions from all
segmentations overlaid on it. Note that, at a large scale, the structures are quite consistent.
Even in areas of agreement, individual users rarely agree down to the pixel; placement of
regions and the amount of whitespace border included in a given region vary from one
user to another. At smaller scales, additional interesting differences can be seen. Note, in

\textsuperscript{5}The average number of participants per page is less than the total number of participants because not
every participant completed all five pages in the time available.
Figure 6.4: Total number of nodes per segmentation (cumulative distribution function) over all pages.

Figure 6.5: Total number of layers per segmentation (cumulative distribution function) over all pages.
Figure 6.6: Excerpt from the page bbc_arts, showing all participants’ segmentations in the same image. Segmentations produced from scratch are shown in blue; those produced by editing an initial segmentation are shown in green.
Figure 6.7: Detail view of a small area of Figure 6.6, showing differences between segmentations.

Figure 6.7, that users differ in the compromise they make between matching the edge of the headline and matching the thumbnail above it. The results here demonstrate that there is a ceiling on the performance (measured by agreement with a ground truth segmentation) of any single segmentation algorithm; perfect agreement with one person’s segmentation implies some disagreement with others, all of which are equally correct. For minor differences this is not significant; for more significant structural differences, it may be necessary to personalize segmentation algorithms to suit individual users (e.g. for assistive needs).

These qualitative results suggest that there is a performance ceiling for segmentation algorithms when using a simple measurement of agreement with any single ground truth segmentation. Because human participants do not agree perfectly, it is impossible to define a unique “perfect” segmentation. These same results do, however, suggest that “good” segmentations could agree well with segmentations provided by many users at a large scale; an algorithm that produces such a segmentation could be considered a compromise between the needs of many different users. It may also be possible to adapt a compromise algorithm to the preferences of a group of users or even a of a single user, in order to more closely match their preferences in the details of segmentations. We return to this idea in Section 6.2.3.

In order to quantitatively compare segmentations, it is necessary to define a measurement of similarity. In Section 3.2.8 the earth mover’s distance [101, 102] between the outlines of a pair of segmentations was used to compute their similarity. In this method, the distance is defined to be the “effort” required to transform one distribution into another, considering both the amount of “mass” transferred between variables and the distance it
is moved. This approach has many useful properties, but it is slow to compute (requiring downsampling of the segmentations to be feasible) and the pixel-level granularity does not enforce one-to-one associations between nodes in the two segmentations. For the experiments described here, we use a node-level edit distance to define similarity; as a result, we are able to explicitly associate between optimal pairs of nodes, and compute exact edit distances between complete segmentations at full scale.

For any two sets $P$ and $Q$ of regions such that $|P| = |Q|$, we define the edit distance between the two sets to be

$$D_{\text{set}}(P, Q) = \min_f \left( \sum_{p_i \in P} D_{\text{node}}(p_i, f(p_i)) \right)$$  \hspace{1cm} (6.1)$$

for some association $f : P \rightarrow Q$ between the two sets. In other words, it is the cost of the minimum weighted bipartite graph match between $P$ and $Q$, with the weights defined by a distance function $D_{\text{node}}$, which represents the edit distance between a pair of individual nodes. In general, of course, the number of regions in a pair of segmentations is not necessarily equal, and not every node in one segmentation will have an equivalent in the other. To account for this, we augment the sets of regions with placeholder nodes. Thus, for two segmentations $S_1 = (P, E_P)$ and $S_2 = (Q, E_Q)$, the edit distance between the two segmentations is $D_{\text{seg}}(S_1, S_2) = D_{\text{set}}(P \cup R_1, Q \cup R_2)$, where $R_1 = \{r_{1,1} \cdots r_{1,|Q|}\}$ and $R_2 = \{r_{2,1} \cdots r_{2,|P|}\}$ are sets of placeholder nodes. We define the edit distance between two nodes to be

$$D_{\text{node}}(p, q) = \begin{cases} \sum_{s \in \{l, r, t, b\}} p_s - q_s & p, q \text{ regions}; \\ \text{width}(p) + \text{height}(p) & p \text{ a region}, q \text{ a placeholder}; \\ \text{width}(q) + \text{height}(q) & p \text{ a placeholder}, q \text{ a region}; \\ 0 & p, q \text{ placeholders} \end{cases}$$  \hspace{1cm} (6.2)$$

where $p_l$, $p_r$, $p_t$, and $p_b$ are the positions of the left, right, top, and bottom sides of $p$, respectively. This reflects the difference between two regions and the size of regions “created” by matching with a placeholder; unused placeholders do not affect the edit distance between two segmentations.$^6$

Using this definition of similarity between regions, we computed pairwise similarity for each pair of segmentations produced from scratch for each page. Figure 6.8 shows the cumulative distribution functions of edit distances over all pages for the distances between pairs of segmentations of a page performed from scratch, pairs of segmentations performed

$^6$The placeholders are only used to allow non-matching regions with a fixed problem size; matching between two placeholders “discards” both with zero cost
Figure 6.8: Cumulative distribution functions of edit distances across pairs of segmentations of the same image. Scratch means both segmentations produced from scratch; InitSeg means both segmentations produced by editing an initial segmentation; Cross means one segmentation produced by each method.

by editing, and pairs of segmentations produced by different methods. Data from all pages has been combined to produce the distributions shown. Figure 6.9 shows the same measurement considering only the top 3 levels of the segmentation tree. In each case, the difference between pairs of distributions is statistically significant for at least $\alpha = 0.05$ by the Kolmogorov-Smirnov two-sample test. Note the high degree of agreement in the first three levels of the tree when the segmentations were produced by editing; a significant number of these segmentations are identical or nearly so. For complete segmentations, the level of agreement is highest for segmentations produced from scratch, possibly due to differences in how closely the users stick to the starting segmentation.

6.2.3 Comparison of Participants

To compare participants and determine how similar different participants’ segmentation structures were, we examined the distributions of structural features examined in Section 6.2.1 (region height, region width, and number of child regions) and compared them for statistically significant differences using the two-sample Kolmogorov-Smirnov test. Figure 6.10 shows matrices representing pairs of participants whose distributions are not statistically different for each feature. Most participants are indistinguishable from some others
Figure 6.9: Cumulative distribution functions of edit distances across pairs of segmentations of the same image. Data series defined as in Figure 6.8.

Figure 6.10: Matrices showing users with statistically indistinguishable distributions for each of the shown structural characteristics (“all” means none of the three distributions are individually statistically distinguishable). White indicates a match between participants; note that this does occur in “All”.
in one respect or another, and 25 of 29 participants match at least one other participant in at least one respect. This suggests that despite significant differences there are also significant similarities between users.

6.3 Discussion

Our results demonstrate that there is value in studying many segmentations of each image in a small dataset, since we have thereby obtained valuable insights into the segmentation problem for images of web pages. Additionally, we establish valuable structural characteristics for a prior probability distribution over segmentations in our domain (images of web pages). We have also introduced a method for eliciting ground truth by editing existing segmentations using our editing tool, and demonstrated the capabilities and limitations of this approach.

Our results suggest that there is a ceiling for the performance of “one-size-fits-all” segmentation algorithms when compared with individual or even consensus ground truth segmentations in this domain due to disagreements between participants about what constitutes a “correct” segmentation. One important avenue for further research is the possibility of adapting segmentation algorithms to individual user preferences. The same statistical properties of segmentation studied in Section 6.2.1 to produce a prior over web page segmentation trees can be studied for individual users, as in Section 6.2.3, thus providing individualized segmentation priors. The same principle could be applied to other computer vision systems, raising the exciting possibility of personalized output for users. We plan to continue to examine these possibilities in future work (see Section 8.3.5).

Perhaps the most significant generalizable contribution from our work is the analysis of the role of the initialization of the segmentation when eliciting ground truth segmentations from participants. An empty initial segmentation (i.e. “starting from scratch”) is an obvious choice, but non-empty initializations may prove useful in some circumstances, including in evaluating the algorithm used to create the initial segmentation. Our results clearly show that the resulting segmentations can differ; they leave open the question of what initialization method should be preferred as one for consideration in the design of each user study. In all, we provide new directions for eliciting ground truth segmentations in computer vision.
6.3.1 Evaluating Segmentation Quality

One of the primary motivations for conducting this study was to generate ground truth for use in evaluating our segmentation algorithm (Segment) from Chapter 3. The idea was that we would run our segmentation algorithm on the same dataset as the one employed in the user study. We could then compare the segmentations produced by our algorithm to the ground truth segmentations produced by participants on the basis of edit distance. A small edit distance suggests a high degree of agreement between our algorithm and the ground truth segmentations, which in turn indicates that our algorithm is performing well.

In Table 6.2, we show for each page the mean edit distance between our automatic segmentation and each ground truth segmentation produced by the study participants, as well as the average edit distance for all pages combined, distinguished by the starting point (i.e., whether or not the participants used an automatic segmentation as a starting point). These edit distances are higher than those observed between ground truth segmentations produced from scratch, but are roughly comparable to those between ground truth segmentations produced starting from an initial segmentation that was produced by our algorithm (see Figure 6.8). This is a very promising indication of the quality of our segmentations, especially since the ground truth segmentations tend to be flatter than our automatic segmentations.

To explain in more detail, the mean edit distances for initialized segmentations (Init-Seg in Table 6.2) turn out to be comparable to the typical distances observed between users. It is important to note that all of the ground truth segmentations are in some sense correct, since they were provided by human participants as their own interpretation of the page structure. The ground truth segmentations can be considered as points in a cloud in a high-dimensional space or manifold with distances defined by the edit distance between them; the average distance from our segmentation to points in this cloud then turns out to be roughly comparable to the median distance between points in this cloud. For segmentations produced from scratch, the cloud is more compact, and the mean edit distance to points in this cloud is rather larger than the cloud itself; examining Figure 6.5, we can see that these segmentations have fewer layers than those produced by editing, which may explain the greater absolute and relative distance in this case. Overall, these results indicate that our segmentation algorithm performs well on this dataset, producing good-quality segmentations which agree well with those produced as ground truth segmentations by participants. In particular, the difference between our automatic segmentation and those produced by participants as ground truth segmentations is comparable to the difference between different ground truth segmentations when the participants started with an automatic segmentation. For segmentations produced from scratch, the average edit
distance to our automatic segmentation is slightly higher, and the edit distances between participants are smaller. The performance of our segmentation algorithm against both parts of the dataset suggests performance approaching that which would be observed if one person produced segmentations manually for evaluation by others.

It is also interesting to note that the mean edit distance between our automatic segmentation and ground truth segmentations produced by editing an automatic segmentation (InitSeg) is smaller than that between our automatic segmentation and ground truth segmentations produced from scratch; this difference is significant for $\alpha = 0.001$. This demonstrates that the starting point for segmentation editing does influence the outcome of the evaluation process, and therefore supports our assertion that the starting point is an important consideration for eliciting segmentations for a test dataset.

### Table 6.2: Mean edit distances between our segmentation and each ground truth segmentation for each page and for all pages combined. All values $\times 10^5$.

<table>
<thead>
<tr>
<th></th>
<th>bbc_main</th>
<th>bbc_arts</th>
<th>bbc_health</th>
<th>cbc_main</th>
<th>nyt_politics</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scratch</td>
<td>6.61 ± 0.08</td>
<td>3.73 ± 0.11</td>
<td>4.01 ± 0.09</td>
<td>4.49 ± 0.10</td>
<td>6.62 ± 0.07</td>
<td>5.52 ± 0.17</td>
</tr>
<tr>
<td>InitSeg</td>
<td>5.97 ± 0.19</td>
<td>2.55 ± 0.19</td>
<td>3.17 ± 0.58</td>
<td>2.94 ± 0.71</td>
<td>6.20 ± 0.51</td>
<td>3.35 ± 0.33</td>
</tr>
</tbody>
</table>
Chapter 7

Discussion and Related Work

In this chapter we describe related work in the key areas that our research touches upon. We contrast the computer vision techniques used in our segmentation-classification pipeline with related techniques from the corresponding areas in computer vision to illustrate the contributions made to computer vision in the course of this research. We also contrast our approach to vision-based web page parsing with other methods of web page parsing to demonstrate the novelty of our solution and its advantages in this application domain. Finally, we discuss the state of assistive technology on the web, to demonstrate the need for a vision-based web page parsing system such as ours.

We have already drawn out primary comparisons with related work in computer vision in Section 2.5. Appendix C provides a deeper exposition of that related work.

7.1 Simultaneous Segmentation and Classification

Segmentation-classification pipelines are one approach to the problem of parsing an image. As noted in Section C.3, this is a rather popular approach for depth images and three-dimensional point clouds. Another approach is to perform segmentation and classification simultaneously. This approach is very commonly used in parsing natural images. Simultaneous segmentation and classification allows the system to leverage class-specific cues about objects in the image to aid in the segmentation process. An important disadvantage is that only objects with known characteristics can take advantage of the combination of segmentation and classification. In many cases, a generic “background” region is included to encompass all unrecognized areas in the image. This region can combine multiple semantically and visually different regions, resulting in a segmentation that is in some sense
Figure 7.1: Examples of semantic and instance segmentation, performed manually, on a natural image. Semantic segmentation, left, produces two foreground regions (a “book” class in blue and a “moulding plane” class in red). Instance segmentation divides separate instances of the instance class, resulting in four segments, three of which are classified as “moulding planes”.

incomplete; for many applications, however, the details of the background are irrelevant, and it is only specific foreground objects (such as cars, pedestrians, and street signs) that are of interest. Algorithms that combine segmentation and classification into a single step can be divided into two classes: semantic segmentation, which creates a single (possibly non-contiguous) region for each class, and instance segmentation, which creates separate regions for each object in each class.

Figure 7.1 shows an example of manual segmentation of a photograph following both the semantic segmentation (7.1a) and instance segmentation (7.1b) models. In both cases, the tools (a group of three antique moulding planes) are separated from the book, the table, and the background. For semantic segmentation, however, the three planes form a single region, while for instance segmentation they are separated into three examples. Distinguishing between instances is often important; continuing from this example, a system intended to assist in finding a rare plane worth two thousand dollars among hundreds of common twenty-dollar planes must accurately distinguish between instances in order to identify stylistic cues to the age and origin of each plane.
7.1.1 Semantic Segmentation

Semantic segmentation is the process of classifying pixels in the image to produce a map of semantic classes [51]. For an image of a street scene, for example, each pixel may be classified as “building”, “road”, “vehicle”, “pedestrian”, “tree”, or “background”. This map implies a segmentation with one region for each class. The problem of semantic segmentation is distinct from the problem of object detection; an object detector is designed to find the bounding boxes of instances of a specific class of object in the image. It uses a single class (although the class may be quite general and the output from multiple object detectors can be combined), and the output is only a bounding box, not the exact boundaries of the object. It is important to note that semantic segmentation is not an appropriate method for the intended applications of our web page parsing system because it does not differentiate between instances of a class; instance segmentation, described below, is required for this. As such, we discuss semantic segmentation only briefly here, although it is a common technique in the domain of natural images.

The problem of semantic segmentation has been approached in many different ways. One paradigm that has seen extensive use is conditional random field (CRF) models of various types. An illustrative example of the use of CRFs in a semantic segmentation is the multiscale CRF model proposed by He et al. [63]. This approach uses unary potentials proportional to the probability of a specific label at a given pixel given the image data, pairwise potentials proportional to the probability of a pair of pixels given the image data, and higher-order “label feature” potentials proportional to the probability of a labelling of a larger set of pixels given the image data. These higher-order label features are defined at multiple scales (hence the term “multiscale CRF”), including a global scale which takes advantage of properties of image composition, as the eigenregion model of Fredembach et al. did [49]. This model allowed the enforcement of spatial coherence as well as large-scale constraints on plausible image interpretations.

Another approach to semantic segmentation—one which is currently very common—is the use of convolutional neural networks and other deep learning methods. A remarkable range of architectures have been proposed for this area. It is beyond the scope of this chapter to provide a detailed survey of the techniques used in this area, since our work uses neither semantic segmentation nor a convolutional neural network architecture. A 2017 review article by Garcia-Garcia et al. [51] describes major deep learning methods for semantic segmentation, including the use of CRF-based postprocessing algorithms to improve spatial resolution.

---

1CRFs are discussed in Section C.2.3 of this thesis.
7.1.2 Instance Segmentation

Unlike semantic segmentation, which can be viewed as per-pixel classification, the objective of instance segmentation is to separate not only pixels of different classes, but also pixels in different instances of the same class. Distinguishing between instances of a given class is very important for many areas. A traffic camera being used to measure traffic levels, for example, must count instances, and many instances may be in the field of view at once; obviously it is impossible to count instances accurately if the instances cannot be separated from each other. If the image is a rendered web page, it is likely that similar regions (such as article blurbs) will be adjacent to each other. With a semantic segmentation algorithm, a column consisting of article blurbs will not be divided; with instance segmentation, the column will be divided into individual blurbs which can then be individually processed.

Instance segmentation is in some respects more challenging than semantic segmentation. Not only must the type of object be accurately recognized for each pixel, the boundaries between objects of the same type must be accurately located. On the other hand, as pointed out by Yang et al. [135], template-based models of an object can be of more use for a single object instance than for a region consisting of multiple objects. A wide variety of methods have been proposed for instance segmentation. As with semantic segmentation, many modern methods are implemented using deep learning methods, but other approaches also exist.

A common method for instance segmentation is to refine the bounding boxes produced by an object detection algorithm to produce exact boundaries of classified objects. Arnab et al., for example, used a combination of cues, including object detection bounding boxes and a semantic segmentation, and combined them using a CRF [10]. Li et al. proposed an algorithm that begins with a bounding box from a detector and uses a convolutional neural network to iteratively refine the object boundaries; Li et al. argued that repeated local corrections to the segmentation are easier to model than global corrections [86].

Yang et al. proposed in 2012 an interesting Bayesian instance segmentation method [135]. This segmentation algorithm uses initial region proposals provided by object detection and refines these detections to produce an instance segmentation, accounting for depth ordering and object shape. These elements are modelled in a common Bayesian framework, and the system combines top-down and bottom-up cues. Because this algorithm takes a probabilistic approach broadly similar to our own, it is worth considering in detail. While our algorithms were defined in Sections 3.2 and 3.3 in bottom-up order, beginning with the definition of the probability of that there is a locally significant edge at a given pixel and finishing with the definition of the probability of an entire segmentation, we will follow the top-down order used in [135] in describing Yang et al.’s algorithm.
In order to discuss the mathematical details of the segmentation algorithm in question, it is necessary to first define some notation. The notation in the following discussion is based closely on the definition of the algorithm in [135] with slight modifications to ensure clarity in this brief discussion without derivations, and to avoid conflicts with other notation in this thesis. Let $d_n$, for $n \in \{1 \cdots N\}$, represent the $n^{\text{th}}$ detection, including its class, position, and score. Each detection corresponds to exactly one depth level, and vice-versa. The layers are ordered according to a permutation $\pi$; $d_{\pi(N)}$ is the front detection, and $d_{\pi(0)}$ is the back detection; $d_{\pi(0)}$ represents a “background” region, corresponding to a “detection” of the entire image. Each layer has a corresponding set of parameters for the appearance model, denoted $\theta_n$ for the $\pi(n)^{\text{th}}$ detection. Each region has a corresponding segmentation mask which refines the bounding box to the outline of the object; $b_{im}$ is a binary variable such that $b_{im} = 1$ if and only if the pixel $i$ is part of the object detected in layer $m$. The feature value at pixel $i$ is denoted $x_i$. The final label of pixel $i$ is denoted $x_i$, where $x_i \in \{0 \cdots N\}$; due to occlusion, each pixel is labelled with exactly one layer, although it may be part of many occluded objects.

The labels and features of different pixels are assumed to be independent, so the probability of the feature values $x$ and an assignment $z$ of labels to all pixels, given by the appearance parameters $\theta$, detections $d$, and depth ordering $\pi$ is defined to be

$$
\Pr(z, x | \theta, d_\pi) = \prod_{i=1}^{N} \Pr(z_i, x_i | \theta, d_\pi) \quad (7.1)
$$

Because the probability of a label is dependent only on the labelling and the probability of a feature value is dependent only upon the appearance model, this equation can be factored again:

$$
\Pr(z, x | \theta, d_\pi) = \prod_{i=1}^{N} \Pr(z_i | d_\pi) \Pr(x_i | \theta_{z_i}) \quad (7.2)
$$

The probability $\Pr(x_i | \theta_{z_i})$ allows the algorithm to model specific instances of a class; ignoring this term was found to significantly reduce performance. The probability $\Pr(z_i = m | d_\pi)$ requires further analysis to provide a satisfactory definition. Considering the physical interpretation of this probability is helpful. In effect, this is the probability that layer $m$ is the furthest-forward layer with a segmentation mask including the pixel $i$. It can be shown, then, that this probability is equal to

$$
\Pr(z_i = m | d_\pi) = \beta_{im} \prod_{n=m+1}^{N} (1 - \beta_{in}) \quad (7.3)
$$
where $\beta_n = \Pr(b_n = 1|d_{\pi(n)})$. The value of $\beta_n$ depends upon the class-specific shape model for layer $n$. In its simplest form, the shape model can be represented by a mask $\alpha$ for each class $c$. If the mask is a single model, $\beta_n = \alpha_{i',c_n}$, where $c_n$ is the class of layer $n$ and $i'$ is the position of the pixel $i$ in mask coordinates. Yang et al. also discuss the use of more sophisticated mixture- and part-based shape models; these are treated similarly, but have more ability to adapt to the image data. Using a mixture-of-deformable-parts model was found to help the performance of the model. In [135], the authors also discuss the use of superpixels to incorporate bottom-up grouping into the segmentation process; in the interest of brevity, we omit a detailed discussion of this aspect here, but it is worth noting that these bottom-up cues did help the overall performance of the algorithm.

The probability of a given pixel belonging to a given region depends upon the depth ordering of regions. One possible way to incorporate this is to simply assume a uniform probability distribution over all orderings. Yang et al. also present a method for estimating the probability of a given ordering based on the properties of the detections. Vertical position is useful in estimating the depth of objects that can be expected to lie on a common ground plane, height gives an indication of distance due to perspective effects, and objects that are partially occluded are likely to have a lower detection score than fully visible objects. The probability of an ordering $\pi$ given a set $d$ of detections is given by the conditional MRF distribution

$$Pr(\pi|d) = \frac{1}{Z(d)} \prod_{m<n} \exp(-w^T(f_{\pi(m)} - f_{\pi(n)}))$$ (7.4)

where $f_{\pi(m)}$ represents a feature vector describing a detection, $w$ is a learned model of depth cues, and $Z(d)$ is simply a normalizing constant. Layering was found to have only a slight impact in tests using the PASCAL VOC 2009 [44] and 2010 [45] segmentation datasets; Yang et al. suggest that this is due to the relatively sparse labelling present in this dataset leading to relatively few occlusions. The layering model is used to account for occlusions, and is therefore of little consequence if occlusions are rare. The impact of ordering was found to be greater on a subset with overlapping true positive detections.

The model described by Yang et al. for natural images is related to but distinct from our method for web page image segmentation. Both take a Bayesian approach to the segmentation problem, and incorporate specific constraints from the expected image formation process. In Yang et al.’s algorithm, these constraints assume an image formed by perspective projection from occluding opaque objects, ordered in depth. The rendering process by which an image of a web page is generated is much different, and as a result our assumptions differ from those of Yang et al. Our segmentation algorithm assumes hierarchically tiled regions in the form of axis-parallel rectangles. Occlusion is uncommon
in web pages (though it can occur if one region is overlaid on another), and is not modelled in our algorithm; similarly, perspective projection does not occur in the web page rendering process.

In addition to the differences in assumptions resulting from differences between the intended application areas, there are important conceptual differences between the two algorithms. The algorithm proposed by Yang et al. performs segmentation and classification simultaneously, and relies upon models of specific object classes in the segmentation process; this adds an important top-down component to the segmentation algorithm. Our algorithm, in contrast, is purely bottom-up as described in this work. All of the assumptions are derived directly from the image formation process, and class-specific models are not necessary. Similarly, our algorithm is designed to provide a complete segmentation of the page rather than a segmentation of specific foreground object instances, and does not use a generic “background” region for unknown objects. Our algorithm also performs only segmentation; we perform classification as a separate step.

7.1.3 Separate or Simultaneous?

In our work, we used separate segmentation and classification steps, rather than performing segmentation and classification simultaneously as in the case of semantic or instance segmentation. There are several reasons for taking this approach, in both theoretical and applied aspects of our work.

In our application domain, segmentation and classification have distinct uses. As shown in Section 3.4 and Chapter 5, a segmentation tree, without classification of regions, can support many important assistive features, including magnification and highlighting. For these applications, detecting visually coherent regions and their hierarchical relationships is often sufficient for practical purposes. A separate segmentation step allows these tasks to be disentangled from the challenges of classification. Furthermore, the classification problem, in our case, is extremely context-sensitive. Consider, for example, an image in the form of a line drawing. If it appears in the header of the page, it is probably a logo for the site or page; if, on the other hand, the same image appears embedded in the main article on the page, it is probably an illustration. Even if it is an illustration of a logo, it serves a different role in the page than the page logo does. By separating segmentation and classification, we can simultaneously optimize over all region labels in a fixed segmentation using a hidden Markov tree, allowing the context in which a region occurs to play a strong role in the classification process.

From a more theoretical perspective, separately studying segmentation and classifi-
cation methods is useful in elucidating the specific requirements for each of these tasks. Simultaneous segmentation and classification could compromise experimental control by combining two tasks with, possibly, very different requirements. While effective simultaneous segmentation and classification would demonstrate the efficacy of the vision-based approach, separating the two tasks facilitates a finer-grained analysis of the performance of the algorithms. There is, therefore, also a scientific reason to separate our classification and segmentation algorithms.

Having described the reasons why separate simultaneous segmentation and classification were appropriate for the purposes of this thesis, it is also worth noting that a simultaneous or iterative approach may have merit in this domain. Because we have studied the properties of the two aspects of the page parsing problem separately and arrived at an understanding of these problems' individual requirements, it becomes possible to take a principled approach to combining the two. One possible method for combining segmentation and classification would be to consider not only the probability of the segmentation tree when optimizing over segmentations, but also optimizing the probability of the optimal assignment of region labels to the segmentation tree. Although probably more complex to optimize, this would provide richer information to the segmentation optimization process, and would ensure that the segmentation tree is “compatible” with the classification model.

7.2 Document Segmentation

One common case of document structure analysis occurs in optical character recognition (OCR) technology. It is necessary for OCR to find the regions of text in the image. In this case, the objective is to find blocks of texts to be read by other parts of the system. Note that our objective is to produce semantically significant groups, whether of text, photographs, icons, or other items. Segmentation into very fine units, such as lines of text in a paragraph, is neither necessary nor desirable for our purposes.

It is important to note that our design was inspired by certain existing research on segmentation and classification for information retrieval and optical character recognition, though there are as well some fundamental differences. Page segmentation methods in OCR—as in the system proposed by Cesarini et al. [26]—are designed to divide the page into regions suitable as input for the OCR algorithm, not input suitable for a human navigating the page. These segmentation algorithms do not need to label regions. Information retrieval methods (such as the system described by Chen, Zhong, and Cook [28] based on a generalized hidden Markov model), in contrast, produce very fined-grained segmentations and classifications which isolate specific fields and values (such as phone numbers or prices)
for an automated system. The goal of web page segmentation for human users is distinct; unlike segmentation for OCR, regions must be labelled, and the desired labelled regions are coarser and at a higher level than for IR methods.

Early OCR segmentation work generally used binary images with rules for building up blocks of text or image from groups of pixels. Shih et al., for example, use a method based on bridging small horizontal and vertical gaps, then finding connected components [118]. Zlatopolsky described a more complex segmentation system which used different heuristics for different types of merging and different types of object (e.g. line segments and text blocks) [142].

A recent survey of document segmentation (for OCR and other applications) [76] classifies work in this area into methods based on projection, on smearing, on connected components, and on analysis of the background. In projection, pixels are summed along a line of sight (generally horizontally or vertically relative to the document axes). Anomalous peaks or troughs in the resulting one-dimensional projections are presumed to be caused by components in the document [76]. Smearing methods attempt to expand the foreground to fill each component. Methods based on morphological operations are a generalization of smearing methods [76]. One notable method using connected components is the construction of a graph of connected components with edges weighted by the Euclidean distance between component centroids; subtrees of the minimum spanning tree of this graph are considered to be page regions [76]. Methods using the background to define components rather than the foreground include the white tiles method, which finds areas of whitespace, the edges of which are used as separators [6]. All of these methods are distinct from our segmentation method, which is based on probabilistically finding edges and alignments of edges.

Document segmentation can also refer to the process of segmenting electronic documents (rather than scans of physical documents), especially when using a method which is applicable to multiple document types. Such a system was proposed by Burget [21], and later refined for web documents by Burget and Rudolfova [20]. This method is based on boxes and common visual properties that are applicable to a range of documents, including PDF, RTF, and OpenDocument formats as well as HTML.

The method proposed in [21] uses a two-stage process to produce its interpretation of the page. Page segmentation consists of the process of producing a tree of basic regions using a bottom-up algorithm. First, a tree consisting of all boxes in the representation of the document, plus a “virtual” box consisting of the entire page, is produced; containment relationships define the hierarchy (as in our work in Chapter 6), and when regions overlap the box that is “further back” is assumed to be the containing box. Boxes which do not
contain text and are not otherwise distinguished from their neighbours are pruned from the tree, and contiguous areas of boxes which are not visually distinct are merged. The segmentation tree is completed by finding maximal bounding boxes which do not cross visual separators. The second step is the detection of logical structure using font and punctuation evidence. A series of heuristic rules are used to estimate the level in the logical hierarchy of each image. This allows sibling nodes in the initial segmentation tree to be placed in different levels in the logical structure of the document.

Cesarini et al. described a tree structure designed to represent the series of horizontal and vertical divisions found in a typical document; they call this structure the modified X-Y tree [26]. A standard X-Y tree is built from the top down by recursively dividing detected regions; regions are divided through whitespace or lines, and the direction of division (horizontal or vertical) alternates at successive levels in the tree (a node with exactly one child can be used to represent consecutive divisions along the same axis). Thresholds on the dimensions of lines and whitespace regions are used to avoid dividing at meaningless positions. In a modified X-Y tree, each node is associated with features describing its type and coordinates in the document image, and additional edges between nodes in the tree are used to represent adjacency relationships. This is a richer model, although like the standard X-Y tree [96] it requires that separators (i.e., the lines that divide regions in the segmentation) extend across an entire node. Both the modified X-Y tree and the standard X-Y tree used in our work reflect assumptions about document structure that are common to a range of domains, including printed material and web pages.

7.3 Web Page Segmentation

Visual features have been used to segment web pages for over a decade. A useful overview of some of the different efforts in doing so is offered in [61], which clarifies that vision-based approaches segment the web page from the browser-side perspective as it is rendered. Most of the existing web oriented segmentation methods use some combination of code features such as HTML tags and visual features derived from the source code or DOM tree such as background colour and font size. Our image-based approach does not use source code derived features directly, but only through their effect on an image of the rendered page. A large group of methods use some kind of vector representation of the rendered page; although they work with the rendered content elements and their visual features, they obtain these features from the DOM tree rather than from an image of the resulting page.

In 2003, Cai et al. proposed the Visual Page Segmentation (VIPS) algorithm [22], which uses cues obtained from the DOM tree to segment regions in the page. Like our
segmentation algorithm, VIPS takes a top-down approach, segmenting first the entire page and then recursively segmenting the resulting regions into smaller regions. The VIPS algorithm segments a region in three stages: extraction of blocks, detection of separators between blocks, and structure extraction. Block extraction and separator detection is a splitting process; the extraction of the structure of the region is a merging process.

VIPS divides DOM tree nodes into several categories according to their roles in defining the page. One important dichotomy, based on the HTML 4.01 specification, is the division into inline nodes, which can be applied to text without causing a line break, and line-break nodes, which always introduce a line break. VIPS also defines additional classes of nodes, which may overlap. A valid node is a node that is visible in the page, with nonzero height and width. A text node is any node in the DOM tree corresponding to text; these nodes do not have an HTML tag, although their parent node might. A virtual text node is any inline node with only text node children, or with only text node and virtual text node children.

A block, in the terminology of Cai et al., consists of a set of nodes in the DOM tree. Each block is assigned a degree of coherence (DoC) score, based on a series of heuristic rules. To divide a parent block into its child blocks, the children of the DOM tree nodes corresponding to the parent block are examined to determine if they are sufficiently coherent to represent a single block or if they should be divided. When identifying blocks at this stage, a total of thirteen heuristic rules are used; these rules include “If the DOM node is not a text node and it has no valid children, then this node cannot be divided and will be cut”, “If one of the child nodes of the DOM node is line-break node, then divide this DOM node”, and “If one of the child nodes of this DOM node has HTML tag <HR>, then divide this DOM node” (rules quoted verbatim from [22]). Other rules set a DoC value, rather than requiring a node to be divided or not divided. Child nodes of dividable nodes in the DOM tree are recursively examined until a set of child blocks each corresponding to a single node in the DOM tree has been obtained.

Once a set of child blocks has been obtained, separators between these blocks are found. A separator, in the sense of [22], is a horizontal or vertical line across a region which does not cross any of the blocks in the page. Separators are characterized by their adjacent blocks and by their width. The weight of a separator is set according to a series of heuristic rules:

- Wider separators have a higher weight than narrow separators
- If the separator includes an HTML tag such as <HR>, its weight is increased
- It the separator divides blocks with different background colours, its weight is increased
• A difference in font size across a horizontal separator increases its weight, especially if the font size is larger above

• Similar block structures on either side of a horizontal separator result in a reduced weight

Having extracted a set of blocks corresponding to single DOM tree nodes, and determined the weights of the spacers between these blocks, the VIPS algorithm constructs the final set of child blocks according to the structure of the page. Pairs of blocks divided by a separator with a weight less than a threshold value are merged into larger blocks. The resulting block is assigned a DoC based on the highest-weighted separator inside the block. The segmentation process is repeated on these final child blocks until no further divisions are necessary; this is typically determined by checking the DoC of each leaf block in the segmentation tree to determine if any are less than the minimum permitted degree of coherence (PDoC).

VIPS provides an interesting and illustrative point of comparison with our approach to the problem of web page parsing. VIPS uses many visual features, such as the relative positions of DOM tree nodes in the rendered page, background colour, and font sizes. Unlike in our algorithm, however, these features are extracted from the DOM tree, rather than from an image of the rendered page. This approach results in strong implementation dependence. It is incapable of dividing a page beyond the level of a single DOM tree node, so embedded content such as graphics cannot be parsed. The heuristics chosen are also dependent upon specific tags, which ties the VIPS algorithm strongly to HTML 4.01. The rules used to divide a block into child blocks prior to separator extraction are applied in special ways to `<TABLE>`, `<TR>`, `<TD>`, and `<P>` tags, and to inline text nodes; all other nodes are grouped together and treated identically. As a result, a page implemented in HTML5 that uses the many features and tags introduced in the HTML5 standard would have many nodes with tags that provide potentially valuable semantic information lumped together in a generic group. Our algorithm avoids implementation-dependence by avoiding the use of the implementation as evidence, instead using the rendered page as it was intended to be viewed by the designer. Furthermore, because the heuristic rules are hand-coded with hand-tuned thresholds and scores, rather than learned from data, updating VIPS is labour-intensive and prone to poor choices of parameters. Our Bayesian approach, in contrast, is nonparametric wherever this is feasible, uses no hand-coded heuristics, and has minimal parameters and thresholds requiring tuning. As a result, training is simple and principled, and our system can be easily re-trained if, despite its implementation independence, design patterns in the visual appearance of the page change sufficiently to require modification of the parsing method.
Many other projects have used the VIPS algorithm as a starting point, including work by Petasis et al. [103] and by Song et al. [120]. This work recognizes the importance of the visual properties of page regions in determining their position in the page structure, but it relies entirely on the DOM tree to produce a segmentation (along with heuristics in order to decide which elements actually create a visual segment). One important descendant of VIPS is the recent modernization described by Akpinar and Yesilada [2, 3]. Akpinar and Yesilada note that VIPS as proposed by Cai et al. cannot make use of HTML5 elements, which were created after the original VIPS algorithm, or dynamic content, which can cause “invalid” (invisible) nodes to become valid. Additionally, they point to deficiencies in the set of heuristic rules, due to lack of detail and insufficient use of certain style attributes such as margin and padding widths.

One important contribution of [3] is a modern, portable reference implementation of the modernized VIPS algorithm. The original VIPS algorithm required integration with an obsolete version of Internet Explorer, which is unable to correctly render many modern pages, and has compatibility problems with many modern systems. To obtain segmentations from VIPS for comparison with those produced by our algorithm (see Chapter 3), it was necessary to use a Windows XP SP3 virtual machine to run the VIPS reference implementation.

The quality of segmentations was evaluated by having participants rate the quality of segmentations. Akpinar and Yesilada also studied segmentation preferences by rating the performance of five different levels of complexity [3]. The results suggest a statistically significant difference in preferred complexity between different demographic groups. Notably, the age and education level of participants affected complexity preferences, as did experience in web design. Over the entire group of participants, the highest level of complexity was preferred, and this remained consistent across pages with different levels of inherent complexity. The overall results indicated reasonably good segmentation performance; when comparing all five levels of complexity, the mean score was 3.64, treating a Likert scale as interval values between 1 and 5. Our tests of segmentation accuracy are not directly comparable, as we used ground truth segmentations. The use of ground truth segmentations allows a quantitative comparison with a known-good segmentation and allows much more detailed evaluation. Similarly, our experiments with segmentation preferences are considerably more fine-grained than those described in [3], since we compare manual segmentations rather than ratings of a small number of prepared segmentations. These labour-intensive methods did, however, require the use of somewhat smaller datasets; Akpinar and Yesilada used a 29-page dataset, while our ground truth dataset consisted of five pages, although with a large number of segmentations of each.

In 2017, Zeleny et al. described Box Clustering Segmentation (BCS), an interesting
segmentation algorithm based upon the visual properties of boxes produced by a rendering engine [139]. This algorithm produces a flat segmentation rather than a segmentation tree, as in many applications the leaf nodes are more important than the internal nodes. A set of nodes is extracted from the segmentation tree such that all text and image nodes are included, no other leaf nodes are included, and no boxes contain any others. In this set of boxes, those whose projections onto the \( x \) or \( y \) axis overlap are said to be semi-aligned.

In order to proceed with a description of BCS, it is necessary to define some terminology. The mutual position of a pair of boxes is defined to be “above” if and only if the two boxes are semi-aligned in the horizontal direction and one is above the other; “below”, “left”, and “right” are defined analogously, and if none of these conditions apply the two boxes have a mutual position of “other”. The “absolute distance” between a pair of boxes is defined to be the distance between the two closest edges if the boxes are semi-aligned, and infinite otherwise. The direct neighbourhood of a box is the set of boxes which have a mutual position (which is not “other”), and are the closest box in that direction (as a result, the direct neighbourhood contains at most four boxes). The direct neighbourhood of a box is used to calculate the “relative distance” between two nodes, which is the arithmetic mean of the absolute distance between the nodes divided by the maximum distance in the direct neighbourhood of each.

In BCS, boxes can be grouped together into clusters based on similarity. The similarity measure between two nodes is calculated on the basis of relative distance, area, aspect ratio, and colour features. The similarity between a cluster and a box or between clusters is defined to be the mean similarity between boxes. In segmenting the page, similar regions are grouped together such that the similarity between two entities proposed for grouping is at least as high as a threshold similarity. This clustering threshold is a parameter which must be set carefully, and which has a significant impact on the quality and characteristics of the resulting segmentation. Each new candidate cluster is tested to ensure that it does not overlap with any other cluster or box; if a candidate cluster overlaps a box, it is still valid if all boxes which it overlaps can be added to the cluster. If a candidate cluster passes this test, it is accepted. The process of proposing and testing clusters then continues, ultimately producing a flat set of clusters which constitutes the segmentation.

BCS was evaluated using a dataset of 800 pages (100 in each of eight categories), each with three ground truth segmentations. These ground truth segmentations were prepared at the level of granularity of the DOM tree. Volunteers prepared one ground truth segmentation, and by associating the DOM tree nodes in that page with nodes in each other page in that category automatic segmentations are produced for these pages. The volunteers then had the opportunity to review the remaining segmentations. In experiments, the accuracy of BCS with respect to this dataset was found to be slightly lower than that.
of VIPS, but the BCS algorithm was considerably faster.

For our purposes, the main interesting points about BCS are its use of a flat segmentation rather than a hierarchical one, and the dataset used for evaluation. Although common in natural image segmentation, a flat segmentation is unusual in segmenting web pages, for which a hierarchical segmentation seems natural. Nonetheless, Zeleny et al. argue persuasively that for some applications the leaf nodes are far more important than the internal nodes. While a segmentation tree is preferable for the assistive interfaces we have considered here, since it allows the hierarchical structure to be leveraged in the interface, a flat segmentation may be a valuable tool for other areas. The method by which ground truth segmentations were elicited is interesting as a means of quickly producing ground truth segmentations for a large dataset by leveraging the implementation structure of web pages. It does, however, carry the limitations in expressivity inherent in the use of the DOM tree rather than an image of the page; infographics, for example, would be forced to be leaf nodes in these segmentations. As the method uses blocks produced from DOM tree nodes by the rendering engine, the same limitations apply to BCS (and to VIPS, which was used as a point of comparison), so the ground truth is accurate within the limitations of the algorithms being tested, but the approach would not be suitable for generating ground truth for an image-based segmentation algorithm.

There have been a few prior attempts to use images of rendered pages in web page segmentation. In 2009, Barkol et al. proposed a system based on heuristic rules to find pairs of long lines in the image which can be used to define regions, combined with text detection techniques from OCR [12]. This system was intended to be used as a generic GUI parsing system, but the focus in evaluating it was on web pages. Many common elements exist in web pages and program GUls, especially in forms, and similar design cues are used in both domains. By convolving the image of the page with edge detection kernels for horizontal and vertical lines, a continuous edge map is produced, and from this map line segments are extracted. Using the expected size range of objects in the web page to define thresholds for the lengths of significant lines, pairs of horizontal lines and pairs of vertical lines can be assembled into rectangular regions. The procedure is most effective for objects with a rectangular outline in the edge image. Because text contains many sharp edges, a separate text detector based on techniques from OCR is used to extract the text regions. Foreground and background colour consistency requirements are used to refine the segmentation. This process is repeated hierarchically to produce a segmentation tree. While at the lowest level this is similar to our approach, the edges are assembled heuristically, and used to produce boxes directly rather than to locate divisions. The method proposed by Barkol et al. is a heuristic, rule-based approach, as opposed to our Bayesian approach.
To refine the segmentation tree, Barkol et al. used a combination of a graph grammar (a generalization of the formal grammars used to define formal languages) and recognition of low-level GUI elements to produce a more semantically-aware classified segmentation tree, which may include additional nodes representing semantic groups. Common design patterns composed of GUI elements are recognized by the roles that they play in the graph grammar. Because, as Barkol et al. acknowledge, no grammar can fully capture the structure of all graphical interfaces, this grammatical interpretation of the page structure proceeds from the leaves of the segmentation tree upward until no production rules can be applied. The classification tree is, therefore, not necessarily complete. The grammar used to test the algorithm is relatively small, consisting of eighteen symbols (eight terminal and ten non-terminal) and approximately twenty production rules. Barkol et al. presented an example parsing of a specific airline reservation page to demonstrate the capabilities of their segmentation and classification algorithm.

Our work is distinct from that of Barkol et al. in a number of important ways. Our segmentation algorithm is more integrated. We use the same Bayesian edge detection method to find the edges of text regions and to detect other significant edges such as changes in background colour. Thanks to our Bayesian approach to adapting to local image characteristics, this method is effective in highly-textured, edge-dense text regions as well as in areas where two empty areas of slightly different background colours meet. The segmentation tree is constructed in the same probabilistic framework, and incorporates a prior probability distribution over segmentation tree structures. Our classification method also uses a very different structure. Our model is based on a probabilistic graphical model, and by inferring the most likely joint labelling of regions we avoid entirely the problem of encountering situations not anticipated in the hand-tuned graph grammar. As a result, our parsing system has a much more robust and principled architecture, since it produces a full labelling in each case and all classification rules are learned from the data rather than hand-coded. Additionally, our evaluation methods are far more comprehensive. Rather than a qualitative test on a single page, we show a series of qualitative and quantitative experiments on pages from a range of types, and evaluate the performance of our web page parsing system in a range of contexts. Because our evaluation was more thorough, our work establishes much stronger evidence both for the efficacy of our method and for the efficacy of vision-based parsing of screen images as a strategy.

Cao et al. proposed a system based on finding minimal bounding boxes around edges detected in an image of the page. This system was intended to support the identification of “phishing” web pages\(^2\) by supporting comparison between the visual structures of different pages.

\(^2\)Phishing web pages impersonate legitimate sites in order to collect sensitive information from victims.
web pages. The algorithm proposed by Cao et al. is based on two fundamental assumptions: first, that web pages are composed of rectangular regions (implicitly, axis-parallel rectangular regions), as we assume in our work; second, that regions in a web page are separated by empty background regions. Once an image of a page has been obtained, it is processed using the Canny edge detector \[23\] to produce a binary edge map. Cao et al. define a sub-image as an axis-parallel rectangular region of an image, represented as a tuple containing an origin in image coordinates, region width and height, and image data in sub-image coordinates. Sub-images can be defined for other sub-images. A “real” sub-image \(g'\) is the minimal sub-image of a sub-image \(g\) which contains all nonzero pixels in \(g\). The real sub-image is produced from a sub-image by a shrinking process. The “leftover” empty rectangular regions are termed “dividing zones”. It is necessary to detect not only a single real sub-image, but a hierarchy of sub-images. In order to accomplish this, dividing zones are detected by finding region-crossing lines without edges. This is in some sense the opposite of our approach of finding region-crossing lines composed of edges. Divisions are prioritized based on heuristics when multiple divisions are possible. The resulting segmentation trees were compared using a variation on the earth mover’s distance to flag possible phishing pages.

In order to establish the efficacy of their page segmentation algorithm as a segmentation algorithm, Cao et al. performed qualitative testing on a dataset of “[m]ore than 20 web pages” \[24\]. It was also tested in the context of phishing page detection, its intended use, and was found to allow more robust detection in this setting.

Unlike our parsing system, the segmentation algorithm described by Cao et al. does not perform classification. It also does not use a Bayesian approach to the page segmentation problem, as ours does. That being said, the performance advantage over a competing method in the area of phishing page detection shows the potential utility of the approach in this domain, and the simpler method may provide a performance advantage in offline processing of large numbers of pages, as would be done when attempting to identify all phishing pages in a large quantity of possible spam email. As it is motivated by assistive interfaces, our system must produce a more sophisticated parse tree of the page, but batch processing of very large datasets is less of a concern. Like Cao et al., we use qualitative evaluation of our segmentation algorithm as a segmentation algorithm, and quantitative evaluation in context; due to the differences in the intended application domains, however, these experiments are very different. We also study the characteristics of ground truth segmentations, quantitatively evaluate segmentation quality, and quantitatively compare our segmentations to DOM tree-based segmentations.

More recently, in 2015, Wei et al. proposed an interesting combination of VIPS with vision-based segmentation called HoughVIPS \[132\]. It makes use of a variation on the
Hough transform (commonly used in computer vision) called the progressive probabilistic Hough transform. The classical Hough transform [70] exhaustively searches an image for features, and for each feature found increments an accumulator at each hypothesis that could explain the presence of a feature. The features may, for example, be edge pixels, and the hypotheses may be lines in the image. The progressive probabilistic Hough transform (PPHT) [91] is a variant which prioritizes the examination of features and hypothesis in order to allow the algorithm to be terminated at any time and provide results from the accumulator. In HoughVIPS, PPHT is used on an edge map produced by the Canny edge detector to detect additional separators not found by VIPS. The results were evaluated by four volunteers rating the quality of segmentations; HoughVIPS achieved slightly higher performance than VIPS.

HoughVIPS is an interesting combination of image-based and DOM tree-based techniques. It attempts to address the shortcomings of the DOM tree-based VIPS algorithm by incorporating a simple image-based method. Our method, in contrast, uses a completely vision-based approach, integrating all phases of the image segmentation process in a single probabilistic framework. The approach to evaluation taken by Wei et al. is advantageous in that it does not require explicit creation of ground truth segmentations. It is, however, inherently subjective, and is likely to be less sensitive to details than a more standard ground truth-based evaluation method such as ours.

In contrast to these previous attempts to use page images in page segmentation, with our proposed vision based system, we aim to produce a comprehensive framework, supported by thorough evaluation. We also adopt a principled Bayesian approach to the entire parsing problem, including segmentation.

7.4 Web Page Region Classification

Chen, Zhong, and Cook describe a method for using a generalized hidden Markov model (GHMM) for classifying regions in a web page [28]. An ordinary HMM is a probabilistic graphical model in which there is an underlying state and an observation at each discrete time step in an evolving system; the observation and next state depend probabilistically on the current state. In a GHMM, the single observation of an HMM is replaced by a set of observations, allowing a set of features to be used rather than a single feature. The states represent the types of regions in the web page, and the observations represent the relevant features of the regions. The problem of classifying these regions can be viewed as the problem of finding the sequence of states which is most likely, given the observations of visual properties of regions and the dependency of each state on the previous one. A
significant problem that Chen et al. needed to overcome in creating a GHMM of web page organization is that a web page has a two-dimensional layout whereas a GHMM assumes a one-dimensional sequence of states. The authors used a depth-first traversal of the tree of regions to create such a sequence of states.

Our system uses a Markovian classification system, but rather than the GHMM of Chen et al. it uses a hidden Markov tree (HMT). The hierarchical nature of the HMT directly reflects the hierarchical nature of a web page, unlike the sequence structure used in the GHMM. With a depth-first traversal of the segmentation tree, the successor of each internal node will be one of its children, as expected. The successor of a leaf node, however, cannot be its child, since leaf nodes by definition have no children. As a result, the sequence structure has many transitions which do not properly reflect the hierarchy of the segmentation. Worse, it is likely that the distribution of labels in leaf nodes will be different from the distribution in internal nodes. More formally, for a segmentation tree with \( n \) nodes, including \( n_i \) internal nodes and \( n_l \) leaf nodes, there will be \( n_l - 1 \) transitions which do not reflect the segmentation tree and \( n_i \) which do. Trees in general include a sequence structure with a single leaf and no incorrect transitions, but this is not a plausible model for a segmentation tree; with our X-Y tree prior, it is impossible for any internal node to have fewer than two children, which rules out a linear tree entirely. In the experiments described in Chapter 6, we observed trees with many leaf nodes, such that \( n_i \ll n_l \); for these realistic trees, transitions in a sequence model which reflect the tree structure (i.e., transitions from internal nodes) are the exception rather than the rule, while transitions in our HMT model always reflect the segmentation tree structure.

A recent rule-based classification proposed by Akpınar and Yesilada [2] uses the eMine ontology to define both a set of labels and a set of rules. These rules are based on a range of features of regions in the page, including

- HTML tags (including tags introduced in HTML5)
- Parent and child regions in the DOM tree
- Position and size
- Functional attributes such as onclick
- Style and visual appearance, such as background colour and font size
- Keyword cues found in surrounding text and in attributes such as class
These cues allow evidence from visual features and from the implementation to contribute to the classification of a region, although these are of course derived from the DOM tree rather than from an image of the page. A large set of sophisticated heuristic rules is used to infer labels for each region. For each region, a likelihood score is tracked for each label; this score is determined by the heuristic rules and region characteristics. The performance of this region classification approach was tested by manually-labelled ground truth produced by participants using a web-based interface. The results were promising, showing an agreement of approximately 71% with participant ratings if equivalent terms were accepted as correct.

Our classification system uses an HMT to infer class labels, rather than a hand-crafted ontology. In one series of experiments (Section 4.4), we used the labels from the eMine ontology to produce manual ground truth labellings for a dataset of segmented pages. Our algorithm achieved approximately 61% accuracy, approaching the performance of the sophisticated heuristics used by Akpinar and Yesilada using only learned information and simpler features; the results we obtained also suggest that higher performance may be achievable by more carefully matching segmentation parameters to the inherent granularity of the ontology. A learning-based system like ours has the additional advantage of easier modification than hand-tuned heuristics.

Kovacevic et al. proposed a heuristic method using visual properties obtained from the HTML source code to classify regions as “header”, “footer”, “right menu”, “left menu” and “center”, with the objective of improving the classification of entire web pages on the basis of content [79]. By classifying regions, it is possible to focus on the text occurring in central regions that are likely to contain key content, and assign less importance to text in areas such as the footer of the page. This system uses a simplified rendering engine to extract a tree of HTML tags with positions and attributes. The rendering engine does not support CSS; this would have been less of a disadvantage in 2002, when the method was published. The heuristics are based largely on tag type and position; due to the selection of classes, absolute position in the page can be used rather than position relative to a parent region. This method was found to be advantageous in page classification, although the limited selection of classes would correspondingly limit its use in assistive applications.

Ahmadi and Kong proposed [1] a method for detecting major regions of the page based upon position in the page, in order to support browsing on small screens (such as cell phones and other mobile devices). Especially at the time when mobile web browsing was initially becoming popular, web pages often did not support small screens, making automatic adaptation an appealing option; this is similar to the ongoing status of accessibility support on the web. Ahmadi and Kong proposed their classification algorithm as a means of identifying closely-related regions in the page so that these regions can be kept together.
while content is rearranged for a smaller screen. This method uses a combination of source code structure and layout structure. The first step is to detect a small set of regions, consisting of those used by Kovacevic et al. plus a “clutter” class which includes advertisements. The second step is to divide the main content into sections containing related content. Separate heuristic rules, considering HTML tags, position, and attributes such as background colour and font size, are used in each step.

A method described by Burget and Rudolfova [20] for information retrieval uses a particularly rich set of features in classifying regions. Starting from a segmentation tree produced using visual features of the DOM tree, this algorithm classifies regions using features including average font size (relative to the average font size across the entire page), position relative to its sibling regions, and contrast. In addition to these visual features, five text features are used: text length, number of spaces, numbers of upper-case and lower-case letters, and number of digits. A learned decision-tree classifier is used to classify regions into one of ten classes. Nine of these classes are related to article features such as headings and paragraphs; the remaining class is a catch-all for regions that are not part of the main article.

The earlier heuristic approaches of [1] and [79] share the limitations fundamental to the heuristic approach as described in the context of the eMine ontology. These systems, and a number of closely related ones, also tend to use a small number of classes. This reduces the number of heuristics required and simplifies the process of testing the heuristics, but also limits the expressiveness of the classes. Burget and Rudolfova’s approach uses machine learning to perform the classification, rather than hand-tuned heuristics. This alleviates some of the problems with writing heuristics manually, although it does require a substantial labelled dataset. One limitation of the approach described in [20] is that although it uses hierarchy in that the position of each node relative to its siblings provides evidence for its label, parent-child relationships are not used. This may be a result of the classes in the ontology; they pick out different parts of an article at roughly the same level of abstraction. Our approach also uses machine learning, but uses a larger and more general set of classes, and models the complete hierarchy of the page using the HMT in order to require consistency between parent and child labels.

Although not specifically designed for web pages, the “Prefab” GUI analysis system described by Dixon and Fogarty is related to this area [41]. Prefab uses object recognition techniques to identify common GUI elements in a screen image. Barkol et al. also used the recognition of GUI elements such as radio buttons to refine their segmentations [12].
7.5 Assistive Technology for the Web

The accessibility research community (including, for example, the Web4All community) has produced a wide range of methods for ensuring accessibility on the web and in “the real world”. This research has including accessibility standards, appropriate types of interfaces for different requirements, and usability considerations. In this section we present only a sampling of work in web accessibility that is of particular relevance to our research. Our work is complementary to existing research in assistive technology for the web; rather than presenting a new type of front-end interface, our work provides a new back-end for interpreting content structure in order to provide a better and more robust interpretation of the content to an assistive interface which can then present the content in accordance with current best practices.

Most work to date has focused on improving accessibility for visually impaired users accessing the web via screen readers, although there is much potential for leveraging these same core ideas in other domains. Asakawa and Takagi [11] developed a system that transcodes existing Web pages with manual annotations to add structure that can be used for reordering visually fragmented grouping according to performance. As manually annotating pages is labour intensive, follow-on work focused on automatically annotating similarly structured pages across multi-page websites [121]. Yesilada et al. [136] use a structured ontology to identify visual segments in a web page and re-engineer pages to facilitate navigation using a screen reader. Mahmud, Borodin, and Ramakrishnan [89] introduced CSurf, a system that uses web page partitioning techniques from natural language processing and machine learning to capture the context of a link to enable the screen reader to start reading the next page starting from the most relevant section. HearSay [18] extends this approach to additionally facilitate movement between the segments of a page. Our approach is different in that it is entirely automatic, and focuses on purely visual cues in the rendered page when identifying relevant regions, in order to obtain implementation independence.

Screen reader navigation is often difficult. Appendix D shows an example of a transcript of browsing a complex web page using the NVDA 18.02 screen reader. In this relatively simple task—finding the seven-day forecast in a page from The Weather Network—only a small number of the features of the system were used. Nonetheless, the process is complex, involving navigating by element type as well as moving from one line to the next, and using the default verbosity settings a great deal of information is supplied to the user. It should be noted that this transcript was produced by a sighted novice user of the NVDA program, and as such may not reflect exactly the experience of visually impaired users, but should serve to illustrate the complexity of even apparently simple tasks when using a
Some work has been done in using visual properties of web page elements (obtained from the source code of the page) to improve screenreader performance. Krüpl-Sypien et al. describe a bottom-up, rule-based system which represents a web page using a layered model, similar to the layered model of a network stack [81]. At the lowest level is the page source code; progressively higher levels contain discrete objects such as words or images, collections of objects, and logical divisions of the page. The top layer provides a model for navigating through the page on multiple “axes” of logical relationships between objects. This model has been applied to screen readers as a part of the Vienna University of Technology’s Project ABBA (Advanced Barrier-free Browser Accessibility) [125]. Our proposed approach differs in that it is intended to be independent of the implementation of the web page, using only the rendered web page and not the source code, and to avoid the use of rigid, hand-coded rules in favour of learned characteristics and classifiers.

Some researchers have emphasized the value of addressing clutter in web pages [113, 85]. Some strategies proposed include directing users to make use of buttons in order to bring content located in the core region of the page into focus. Users can also ask for certain parts of the page to be read aloud. With the segmentation algorithms developed in this thesis, it is possible to automatically associate content into visually coherent blocks, which can readily be treated as a unit. Our decluttering method is focused on highlighting a region of interest to reduce the distraction from all other content on the page. Because our approach to decluttering makes use of our interpretation of the visual rendering of the page, this allows for more extensive options for the user. Magnification can also play a role in emphasizing the focus area; since our segmentation allows “smart” magnification that adapts to visually coherent regions in the page, the possibility of increasing distraction by requiring adjustment of the magnification window or moving a fixed window around the area of interest is greatly reduced. Our classification method may also allow content to be suppressed based on its semantic role in the page, further automating the decluttering process. For example, a user might ask for the header and footer to be removed for all pages, and while reading an article may ask for the navigation links in the sidebar to be removed.

Research has also shown that older adults may benefit from personalized solutions, when presenting web pages [83]. Our methods are designed to enable individualized solutions. As shown by the interface described in Chapter 5, users can have a wide range of options for specifying their preferences for interactive zooming and decluttering. In addition, our parse tree of the page represents the visual structure and the high-level semantic structure of the page, and can support complex, high-level modifications of the page by providing a high-quality interpretation of the page structure to a customizable interface. Because our
method is based on Bayesian machine learning, online learning techniques can be applied
to allow even the low-level features of the parse tree to adapt to user preferences (e.g., to
err on the side of oversegmentation or undersegmentation), and a high-level interface could
similarly use online learning to adapt to user preferences. We have begun to explore the
user base of older adults (Chapter 5) and have plans for expanding our efforts with this
group of participants, as outlined in Section 8.3.1.

Also relevant to the problem of assistive technology for the web is an established field
of research on depiction of web pages for mobile devices (e.g. [29, 30, 138]). Although
improvements to mobile hardware such as smart phones and increasing awareness of the
need to design and implement web pages with mobile devices in mind (due to the increasing
prevalence of these devices) have reduced the need for client-side page transformation in
this area, work in the area of adapting pages to mobile devices is relevant to the challenges
we are trying to address in web accessibility. A mobile device with a small screen requires
an alternative presentation of the page or an intelligently-selected subset thereof if the
user is to browse the page effectively and with minimal frustration. This is related to
the problem of presenting a page to a user with limited vision, for whom even a desktop
monitor may only be able to show as much content legibly as a mobile screen can for a
user with sharper eyesight, or to a user with attention deficits who would struggle to focus
on an area of interest if all the content is displayed simultaneously. Exploring the context
of mobile web pages is an interesting avenue for future work.
Chapter 8

Contributions and Future Work

The research carried out in the course of this thesis maintained the applied and theoretical tracks described in the introduction. The applied track is focused on the application of computer vision techniques to page parsing for web accessibility, and the theoretical track is focused on the broader implications of our research in computer vision. Our key contributions can be similarly divided into contributions to assistive technology (Section 8.1) and contributions to computer vision (Section 8.2). In this chapter we also discuss plans for future work resulting from the research described in this thesis, in both the theoretical and applied tracks.

8.1 Contributions to Assistive Technology

From the perspective of assistive technology, our key contributions relate to the development of our page parsing system. The system we developed in the course of this research is capable of supporting assistive interfaces by providing a rich parse tree of the semantic structure of a web page. Because it uses only an image of the page to interpret the page structure, it is implementation-independent, and uses exactly the evidence that a human user without assistive needs would use to parse the page.

At a high level, our user study (described in Chapter 5) provides interesting insights into the process of running an experiment to test an assistive interface intended for users with challenges related to specific tasks but who are not fully disabled with respect to those tasks. In our case, our assistive interface was designed to be of use to (among others) users with poor vision who were not blind. We experienced difficulties in recruiting users in this
category, as it was difficult to fully and clearly specify the level of disability we intended to address in our recruiting materials. Although assistive needs are a spectrum, rather than something a person has or does not have, experiments aimed at the middle of the spectrum rather than the extremes have unique challenges, as our experiences show. On the other hand, it was possible to design our magnifying and decluttering interface with a very simple interface because of the abilities of our target audience, thus allowing greater experimental control over user experience factors related to the front-end interface while testing the efficacy of our back-end segmentation algorithm in this domain. When designing an experiment, we have learned that it is worth considering which users in the spectrum of assistive needs should be targeted in order to best achieve the experiment’s objectives. In addition, it is important not to neglect users in the middle of the spectrum of assistive needs when designing assistive interfaces, since the appropriate assistive technology is not necessarily the same as for users at the extremes of the spectrum.

Our use of offline testing in evaluating the interface described in Chapter 5 is also relevant to the process of conducting user studies. By applying an evaluation method based on simulated input, we were able to evaluate the degree to which the combined system performs as designed. This experiment was far simpler than a complex user study. The aim was to offer a replacement for real user input, with a view that provided the simulated input generates a superset of true patterns of usage, this approach will be effective. Based on our experiences, we recommend the use of offline testing as a component of an experimental evaluation strategy for assistive technology, since it allows thorough testing of key functionality and the theoretical capabilities of a proposed interface before experiments with users are conducted to establish hands-on usability.

Our segmentation algorithm provides a high-quality hierarchical segmentation of a web page into visually and semantically coherent regions. This segmentation can be used directly to support a number of assistive interfaces, depending on the specific requirements of the users. A blind user, for example, would require an audio presentation of the page contents, while a user with some vision might prefer an interface based on magnification or increased contrast. As demonstrated in Section 3.4 and Chapter 5, intelligent, content-sensitive magnification and highlighting can both be accomplished with a segmentation tree of sufficient quality. Using a segmentation tree allows the area of interest to adapt to the page, rather than using a fixed-size window (which may be either too small or too large for the true area of interest) or a manually-adjusted window (which adds to users’ cognitive burden and slows down browsing). For these reasons, our segmentation algorithm represents an important advance in web page segmentation.

Our hidden Markov tree (HMT)-based classification algorithm also represents a significant contribution. Although Chen et al. [28] used a related generalized hidden Markov
model, the sequence structure of this model does not accurately reflect the inherent tree structure of web pages. By allowing the structure of the HMT to adapt to the structure of the segmentation tree, our classification algorithm allows the structure of the probabilistic graphical model used to perform inference to match the inherent structure of the domain. Our results (in Chapter 4) demonstrate the promise of this method despite the challenging nature of the problem of classifying regions in a web page according to high-level semantic roles.

As it is based on a Bayesian framework, our page parsing system can be readily extended to incorporate forms of evidence other than the visual structure of the page, in the common framework of conditional probabilities. Unlike a heuristic-based system such as VIPS [22], it can be readily extended to use both evidence from the DOM tree, including assistive features where they are available, and visual evidence from the rendered page. This represents a substantial advantage, since a complete assistive interface designed for use in practice should use all of the available information to provide the best possible performance for users. In the research presented here, we have used vision exclusively, since new developments in vision-based page parsing are the main focus of our work.

Compared to the few other proposed systems that make use of computer vision techniques in understanding web page structure, our page parsing system represents a significant advance. It is more complete, incorporating both segmentation and classification. It is more principled, using a Bayesian approach constrained by fundamental features of the domain rather than heuristic rules. It is also more comprehensively tested, with extensive quantitative and qualitative tests of a wide range of aspects of the system’s performance. These tests include individual tests of the segmentation and classification components of the system in isolation, as well as tests of an assistive interface based upon the segmentation tree produced by our system. This system, therefore, represents a new standard for the development of these systems with promise for practical use.

By supporting improved assistive technology for the web, we hope to make using the web easier and more enjoyable for users with assistive needs. As the web becomes more and more integrated into daily life and as the population ages, the problem of web accessibility is becoming increasingly important. At the same time, although standards, design guidelines, and technologies exist for creating accessible web pages, accessible web page development requires additional effort and expertise; as a result, these frameworks are not consistently and reliably used. Client-side frameworks that can interpret web pages that are not designed with accessibility do not rely upon accessibility support being built into the design or implementation of web pages, and therefore avoid this problem. Our vision-based parsing system is designed to support such client-side assistive technology by supplying sophisticated, implementation-independent analysis of the semantic structure of the page to
an assistive interface, which can then modify the presentation of the page according to a user’s needs. Our work provides an innovative back-end page parsing system, with a focus on ensuring that this system is functional, in order to then provide a better basis for the front-end interfaces designed by HCI researchers to present the content of a page to users. Our work is therefore complementary to the extensive work done on the proper methods for adapting interfaces for users with assistive needs. While we do not claim to solve the problem of web accessibility, our research represents a considerable advance in the area of vision-based page parsing, and contributes to the overall goal of a web accessible to all. We note that our architecture, with its Bayesian approach, encourages interpretability and makes the use of intermediate results (such as the unclassified segmentation tree) simple and convenient. Interpretability may be especially advantageous when working with the developers of complementary front-end interfaces.

8.2 Contributions to Computer Vision

Although our initial motivation for research is in the application area of assistive technology, our primary scientific objectives are in the field of computer vision. At a high level, we have contributed to the field of computer vision by providing a systematic investigation of rendered web pages as a dataset for computer vision research and as a distinct class of images. We have labelled our study as one of man-made images and return in Section 8.3.3 to discuss some extensions to this investigation. Our experiments show that images of web pages are a rich class of images for research. Many useful assumptions can be made: due to the rendering process, perspective effects and blurring do not occur; regions in the segmentation tree can be assumed to be axis-parallel rectangles; the segmentation tree can be approximated by an X-Y tree. On the other hand, there are important challenges in parsing these images. High-level cues such as long-range alignments are important in inferring the structure of the page. Major cues such as edges are highly context-dependent; edge strength, for example, is a poor guide to the significance of an edge due to the use of slight changes in background colour and faint dividing lines to convey high-level structure in the page. The combination of useful structural assumptions and subtle cues to the true structure of the page make these images an appealing domain for vision research.

Our research into the elicitation of ground truth segmentations, described in Chapter 6, provides insights in two key ways. In the specific area of perception of web page organization, our results help to determine the number of participants required to segment each page by showing the degree of difference between users; as a result, “mass production” ground truth generation can be performed efficiently. The results from this study
also demonstrate the existence of a performance ceiling on any “one-size-fits-all” segmentation algorithm, which is useful for the evaluation of segmentation algorithms and for the determining whether such a one-size-fits-all method will be satisfactory to all users. More broadly, this study provides valuable insights into methods for eliciting ground truth segmentations. In the process of designing our experiments, we were forced to consider the best approach to segmentation elicitation given constrained resources and a specialized domain. Our approach of performing a study of a small number of instances, each segmented many times, to assess the properties of segmentations and the degree of between-user differences prior to large-scale work proved successful, and should be applicable to improving the efficiency of segmentation elicitation in other domains. Efficient elicitation of ground truth segmentations is important due to the high cost of ground truth data for segmentation algorithms, and is especially relevant for specialized domains in which large-scale projects are less practical than in more common domains such as natural scenes or medical images due to lack of resources. Our study also raises the question of which starting point is best when eliciting segmentations. The “empty” segmentation provided when users “start from scratch” is, after all, a segmentation itself, consisting of a single region encompassing the entire image; it is entirely possible that a different segmentation, perhaps produced by a segmentation algorithm, would be a more appropriate starting point for users to produce ground truth segmentations from. The answer to this question is likely to depend upon the domain of images and perhaps the intended use of the ground truth segmentations.

Our classification algorithm represents a novel model for the classification of regions in a web page. Using a hidden Markov tree (HMT) with a structure corresponding to the structure of the segmentation tree, in which hidden states represent object classes, we have achieved good performance in a very challenging classification problem. In our classification method, the structure of the segmentation tree is represented not by structural features in the feature vectors describing regions, but in the structure of the graphical model used to infer the most probable assignment of labels. By requiring that all nodes share the same probability distributions, a single set of distributions can be learned from segmentations of varying structures and applied to inference for segmentations of varying structures. Although designed for the problem of classifying regions of a web page, our classification algorithm could be readily adapted to other domains by using alternative features (such as shape and texture) suited to the domain. The classification algorithm requires only a segmentation tree and a set of features defined on regions in the tree; this is obtainable for many domains, not just for web pages. As a result, this algorithm represents a key contribution to computer vision as a field.

Our parsing system as a whole is an explicitly Bayesian system for segmentation and classification. Furthermore, the estimated probabilities are normalized, and treating these
values as genuine probability values when, for example, setting thresholds, produces good results. This strongly suggests that these estimates are reasonably accurate. Our parsing system is therefore well-suited to performing computer vision experiments with explicitly probabilistic methods in a restricted but nontrivial domain. Studying the effects of different prior probability distributions over segmentations, for example, is quite feasible using our system, while in other domains it is extremely difficult to specify any but the simplest distributions. As discussed in Section 2.5 and Appendix C, Bayesian methods are used in computer vision; these methods, however, often produce unnormalized probabilities, which act as an energy function consistent with probabilities but cannot be directly used as probabilities in setting thresholds and are more difficult to combine across domains.

8.3 Further Research

The research described in this thesis has raised further questions to be examined in future work. Our plans for future work include follow-up experiments based on our user studies, further development of our page parsing system, and further research into the connections between our work and other areas of computer vision.

8.3.1 Follow-up Studies

Using the data obtained from Chapter 6’s experiments in segmentation elicitation for web pages, we would like to gather a much larger dataset suitable for broader dissemination as a standard dataset of web page segmentations. This would be valuable for evaluating web page segmentation algorithms in general—including DOM tree-based methods as well as vision-based methods—and for studying segmentation characteristics in detail with a larger dataset. Crowdsourcing, through platforms such as Amazon Mechanical Turk (AMT), is one possible method for obtaining large numbers of ground truth segmentations. By leveraging large numbers of participants, each performing a single segmentation, a large number of individual segmentations can be readily obtained; since the participants work remotely, carrying out segmentations online, the logistical requirements are dramatically reduced compared to a local method in which participants come to a central location supervised by researchers. In this model, the participants may only complete a single segmentation each; because we performed the study described in this thesis using a small set of images segmented by larger numbers of images, we have less need for multiple segmentations from each user. The crowdsourcing approach does require a segmentation tool which can be run in a web browser. During the implementation process of the segmentation system
used here, we considered the possibility of using AMT or a similar service, and accordingly implemented the front-end interface in Javascript. This will allow rapid conversion from a system running on a local machine for sessions held in a lab to a system running on a central server for users to access from their own systems. We performed our experiments in person in order to ensure that the segmentation interface is usable (and provide further instructions if participants encountered any difficulties), and to obtain multiple segmentations from each user for comparison between users. With a crowdsourcing method, participants may only complete one example, take their payment, and move on to another task. Having verified the usability of our interface and obtained a dataset with multiple segmentations for each participant, it is now appropriate to use crowdsourcing to obtain a larger-scale dataset. Researchers including Rosenfeld et al. [112] in fact point out the importance of using a combination of in-lab and AMT tests.

It would also be valuable to deepen our understanding of the results of the user study that we already conducted and described in Chapter 6. We are interested here in pursuing further study of the similarities between participants’ ground truth segmentations by applying more sophisticated clustering techniques to identify structure in these relationships.

The user study described in Chapter 5 is another area where expanded follow-up experiments are desirable. In particular, using a larger group of users, screened more carefully to eliminate users who do not need the assistive technology being tested, should provide stronger results about the performance of our back-end parsing system in a practical assistive interface. For those users employing the assistive interface, it may also be valuable to expand data collected to also track gaze, though a careful choice of equipment would be needed, especially if working with older adult participants.

Another possible approach to the follow-up user study would be to test a screen reader, rather than a magnifying-and-decluttering interface; this would allow more stringent and specific criteria for participant selection and would reduce or eliminate the problem of users accomplishing the task without using assistive features. Testing a screen reader as the assistive interface rather than a magnifying and decluttering interface would require a much more complex testing system. The back-end parsing system would require classification as well as segmentation, so the aim of the experiment would be to establish the utility of the entire segmentation-classification pipeline in the context of assistive technology. The interface itself would also be much more complex, and would require a sophisticated navigation model that would not be confusing for users with experience using commonly deployed screen reader programs such as NVDA. Although these challenges are significant, they are not insurmountable, and such an experiment would be of considerable value in exploring how to best use visual parsing in assistive technology.
We are especially interested in exploring further how to improve the experiences of users with online social media, such as Facebook. The pages displayed here are at times excessively cluttered, posing challenges for certain users, including older adults. Research has in fact shown that senior citizens are increasingly invested in becoming Facebook users [73], so that it would be valuable to determine whether decluttering in this particular context is especially beneficial.

In general, continuing to study older adults as a possible user base for our methods should be of value. As indicated by Dickinson [40], when these users struggle with computer use, they may simply abandon the attempt and our aim would be offer improved online experiences. A variety of efforts to improve the interface experiences of older adults, from using digital pen and paper email systems [104], to enabling better connections to family [48, 93], provide some evidence that participants from this community will still be interested in learning of novel opportunities to engage with computer technology. To date, we have benefitted from collaboration with HCI researchers (including those with expertise in assistive technology). For the future directions outlined here, we would plan to continue such collaborations.

With respect to offline testing, learning actual user behaviour by studying a set of real users may help to suggest improvements to our simulations. For example, the noise that is added in order to simulate user behaviour could potentially be modelled on actual deviations observed. Doing so would assist in drawing out the practical benefit of the functions provided in the interface.

8.3.2 Algorithm Improvements

We are very interested in extending and improving our proposed segmentation and classification algorithms. The results obtained in our offline tests of the prototype interface (see Chapter 5), combined with qualitative examination of the results, suggest that the segmentation algorithm succeeds very well in many regions, but fails in other (i.e., the segmentation errors are not evenly distributed across regions). Often, these errors result in segmentations with an implausible structure. We may be able to improve performance by using a more sophisticated prior probability distribution over web page structures. The current prior is uniformly nonzero for X-Y trees and uniformly zero for all other segmentations; a more sophisticated version would allocate higher probability to “web page-like” X-Y trees than to segmentation trees that have a less plausible structure (see Figure 8.1). One approach to improving the prior probability distribution would be to use the ground truth segmentations produced by the experiments described in Chapter 6 to learn the distributions of structural features in ground truth segmentations. The work already described
Figure 8.1: Plausible and implausible X-Y trees for web page structures. With the current prior probability distribution over web page segmentation trees, the two are considered equally likely; a more sophisticated prior could allow the plausible structure on the left to be assigned a higher probability than the implausible structure on the right.

in Chapter 6 on analysing these distributions to learn about users’ segmentations also represents a first step toward using ground truth segmentations to improve the structural prior.

Another area of interest for future work is improving our model of individual lines. Lowe, for example, researched perceptual grouping, developing Bayesian methods for determining whether features in the image occur accidentally or are significant in the real scene [88]. Lowe’s methods allow tentative conclusions about small structures to be reinforced by observations about the embedding of small structures in larger ones. Although Lowe was focused on images of three-dimensional scenes, accidental alignments can also occur in a web page. Systematic grouping of areas where edges are highly probable could be a useful intermediate stage between calculating the probability of an edge at an individual pixel and the construction of region boundaries, especially for bridging gaps in an alignment edge. Related work by Jepson and Mann analysed similar types of features in terms of qualitative probability [72]. Other possible modifications to the line model may include applying the minimum proportion of lines recursively (so that larger gaps are permitted for larger scale lines). This would require attention to ensuring that the lines are not allowed to continue across other features, but may be useful in ensuring that gaps can be bridged given sufficient evidence of long-range alignment.

At the lowest level, it may be worth exploring the possibility of relaxing the assumption of independence between the edge detector responses at pixels within a given neighbour-
hood. A more sophisticated model, such as a conditional random field (CRF) or Markov random field (MRF) model, would allow the system to account for statistical dependence between nearby edge detector responses, because these models incorporate explicit models of dependencies between pixels in a region, resulting in a probability model which captures the true local structure of real web pages more accurately.

Further research in classification is also of great interest. Our results in Chapter 4 indicate that our classification method is capable of achieving impressive performance despite the difficulties inherent in the problem of classifying regions in a web page, but further improvements to its accuracy would substantially increase its practical utility. We are interested in pursuing further research into improving the training dataset, both by expanding it and by using segmentation trees better matched in terms of granularity to the ontology (i.e., using stopping or pruning conditions that result in leaf regions comparable in size to the leaf regions of the ontology). This research would help to establish the upper bounds for the performance of our HMT-based approach. We are also interested in applying the classification method in other domains, including natural images, to further explore its capabilities. Depending upon the results of these experiments, it may be worth experimenting with variations on the HMT structure, such as using a tree-structured but undirected probabilistic graphical model.

Another interesting area for future research is the generalization of our method to dynamic pages. Moving and dynamically loaded content are common in modern web pages, and present challenges for segmentation and classification. These features also present opportunities. Common movement or appearance properties of regions could be a valuable grouping cue. Similarly, the dynamic properties of regions could be useful in classification; menus, for example, often appear in response to user interaction. Extending our work to this domain would provide an opportunity to work with a new set of visual features and cues, suggesting extensions to our current methods.

It may also be interesting to expand our solutions to consider new efforts to augment the representation of web pages for accessibility. One interesting approach to web accessibility is crowdsourcing the process of providing annotations or transcoding web pages. The WebInSight framework proposed by Bigham et al.[16] uses several methods to provide alternative text representations of images, including accessing a manual labelling service as a fallback option. The two primary techniques in this area are applying OCR to an image with text, and using title and heading information from the page linked to by the image (assuming that the image is a link). The AccessMonkey framework proposed by Bigham and Ladner[15] allows users and web developers to collaboratively produce a library of Javascript scripts for performing transcoding operations. Bigham and Ladner provided, among other scripts, an implementation of the WebInSight algorithm. The aim
of the authors was to address current shortcomings with web page designs, where sufficient attention to accessibility may be absent. With our framework, we aim to provide assistance to users with accessibility needs, regardless of the effort made by web designers. We are interested in pursuing possible methods for leveraging additional information provided by web designers or, as in the case of the work of Bigham et al., by other users in a crowdsourcing framework, to improve the performance of our parsing algorithms.

Efficiency is also an area of potential improvement. It is worth noting that our segmentation algorithms were implemented as instrumented testbed programs, and used in batch processing rather than real-time applications. As such, they have not been optimized beyond the level of performance required for convenient offline testing, and require a considerable time to perform a complete segmentation of a page. For many applications, optimization would be desirable to achieve real-time performance. One area with the potential to improve performance is the calculation of the probabilities that line segments are semantically significant. The Monte Carlo simulation, which allows us to avoid combinatorial explosion from exhaustively considering all combinations, is still computationally expensive, but could, in many cases, be cut short after it becomes clear that the probability of a semantically significant line is very low. This could substantially reduce the cost of this step, and similar measures could be applied to other cases of very low probabilities. As is the case with our segmentation method, our classification method has not been optimized for real-time use. Fortunately, belief propagation is relatively efficient for a tree-structured model such as our HMT. Possible areas for future work on optimization include limiting the number of samples used in kernel density estimation and conventional code optimization.

Exploring how to supplement the visual evidence of the web page with evidence from the implementation of the page is also worth considering as an avenue for future work. The research described in this thesis has been focused on studying how to build a web page parsing system for this class of visual image, with complete implementation independence. If we move on to examine the practical applicability of the system, we would be interested in seeing where performance can improve if implementation evidence can, for instance, clarify cases where the visual evidence is ambiguous.

It might also be instructive to make use of big data in order to fine tune our algorithms. One interesting avenue for future research is to use convolutional neural network (CNN) models to extract the data from massive sets of current web pages (covering a wide variety of types of web pages). This kind of processing may be helpful in recognizing all locally significant edges or in estimating the probability that lines are semantically significant by leveraging the ability of these models to learn sophisticated representations of image features. Extensive crowdsourcing could also be employed in order to recover ARIA labels that have been excluded from some web page implementations.
A final direction for expanding our algorithms would be examining possible adjustments if electing to operate with higher-level classes for the region labelling, ones that are sensitive to the meaning of the actual textual content of the page. Selecting these classes should ideally make use of extensive studies of the target user group to determine what high-level labels are most relevant. This is yet another way in which greater engagement of our user community may become valuable.

8.3.3 Extension to Other Applications and Images

One possible thread for future research is providing greater insights to web page designers. For example, the parse tree produced by our web page parsing system could be used by designers as a tool in adding assistive features to the implementation and ensuring that these features align with their intended visual appearance. Combined with realistic prior probability distributions over web page structures (discussed as a direction for future research in Section 8.3.4), our pipeline could also assist in determining quantitatively how closely a given design resembles other pages on the web, in order to assess objectively how “surprising” the design can be expected to be for users.

Our work thus far has been primarily focused on web pages as viewed on desktops. Mobile pages, although related, must be designed for legibility on a smaller screen. Studying these pages could reveal more information about the cues used in web pages of various types, and the importance of mobile browsing makes this an attractive area of research. A comparison between the appearance of the same page in its mobile and desktop versions could provide interesting insights into the similarities and differences in these domains. This comparison could also provide valuable evidence for semantic grouping in the page: objects that remain connected or in close proximity in both versions are more likely to be related than regions which move separately. We suspect that many of the assumptions that we make about web page design would be especially relevant when these pages are depicted on mobile devices; in this respect, this context for studying our models may be particularly valuable.

Another area of interest is generalizing the methods developed for web pages to other types of screen images and complex documents. Windowing systems and program GUIs are especially interesting in this context. The prior over segmentation structures would need to be altered due to the ability of windows to overlap and occlude each other. Additional cues would be available for segmentation, however, including recognition of GUI elements such as buttons and window borders. This suggests that low-level object recognition should be carried out simultaneously with segmentation. The techniques developed for the Pre-
fab GUI analysis system [41] would be applicable for this class of images. Higher-level recognition may still be better performed after segmentation as a separate step.

Within a single application, a GUI parsing system could allow assistive interfaces to work with a program in the absence of API support provided by the designers. Similarly, it could be used to support task automation in applications with no scripting language support. A system capable of parsing screen images in general would open new possibilities for assistive interfaces. Conceivably, a stand-alone assistive “monitor” could be developed to plug into a standard monitor port, parse the screen data sent by the main computer, and output an alternative presentation of the screen suitable for the user. Obviously such a system would have significant limitations in the absence of a fully general solution to computer vision; describing natural images, for example, is an entirely separate problem, although caption generation is an active area of research and has produced promising results (see, e.g., [134]). Even with limitations, however, a stand-alone screen reader device that can plug in to any system without requiring local software, and make basic applications accessible without API support, would be very valuable for visually impaired users.

Generalizing our work to other image classes may require other extensions to our image model. Although ridge and step edges are sufficient to model typical semantically significant edges in web pages, in other image classes it may be necessary to include roof edges. These occur in natural images, and may occur in other man-made images as well.

Moving away from screen images, there are many other interesting types of man-made images that may be worth studying. By studying image and text organization from a variety of cultures and time periods, in art and documents intended for a variety of purposes, such as Egyptian papyri and early modern printed material, we may be able to identify common features that are fundamental to visual organization, and features that are culturally determined, from the perspective of computer vision rather than from the perspective of art history. In such a study it may be necessary to isolate the man-made visual features from the natural visual features of the substrate (e.g., removing papyrus fibres from a scanned image of an Egyptian hieroglyphic text, or removing foxing and stains from a scan of a seventeenth-century broadsheet) in order to study the man-made features alone. Deep learning and convolutional neural networks may prove valuable here for analysing these naturally-occurring textures due to their proven ability to date to learn domain-specific features.
8.3.4 Image Statistics

As for more “pure” computer vision research, we are interested in a more detailed study of the statistical properties of images of web pages, and a comparison with the known statistical properties of natural images. Intuitively, it is reasonable to expect that a randomly generated array of gray levels will not look like a natural image or like a web page. In other words, \( n \times m \) natural images and web page images are a small subsets of \( \mathbb{R}^{mn} \) [54]. We are interested in characterizing the statistical properties of images falling into these classes; in particular we are interested in characterizing web page images, since the statistics of natural images have been well studied. This research will provide more specific insights into the similarities between natural images and man-made images despite their different appearances.

One of the most important statistical properties of natural image is scale invariance: natural images show similar statistics at a range of scales. This underlies the usefulness of computer vision techniques such as the image pyramid (in which the image is repeatedly downsampled to produce representations where larger and larger features are represented by the same number of pixels) [94]. If an image is scale invariant, it is reasonable to apply the same algorithm at multiple scales; if not, it is likely to be more appropriate to adapt the algorithm separately for each scale. In practice, scale invariance holds approximately for natural images [4]. Whether the assumption of scale invariance is appropriate for rendered web pages is an open question. This would affect both the design of purpose-built algorithms for web pages and the process of transferring algorithms designed for natural images to the domain of web pages.

Another area of image statistics is identifying components which can be linearly combined to produce images in a given class, or identifying filters that respond to these components. There are a range of techniques which can be used in this context. Principal components analysis (PCA) is perhaps the simplest technique, although it tends to produce many simple components in the form of gratings or checkerboards on datasets of natural images. Other approaches to identifying components produce other results. Applying independent components analysis (ICA) to natural images can produce localized, oriented filters similar to receptive fields in mammalian visual systems [98, 13]. Identifying the fundamental components of images of web pages would be useful for several reasons. The properties of these components could indicate similarities (and differences) between natural images and web pages at the level of receptive fields in the visual system, and could therefore provide insight into human perception. These components could also be used to produce high-quality, low-dimensional features to represent the appearance of a region in the web page in order to improve the accuracy of our classification process by using more
informative features.

We are also interested in studying models of plausible web page structures, and what arrangements of regions in a segmentation tree “look like” web pages. Currently, our most advanced segmentation algorithm (Section 3.3) uses an X-Y tree prior to represent the structure of web page images. This is largely consistent with web page structures, although it does not include overlays, and represents an advance over the ad hoc prior used in our initial segmentation algorithm (Section 3.2). It is, however, a very general prior, and does not differentiate between more-plausible and less-plausible X-Y tree structures. A more comprehensive and detailed model has the potential to improve the performance of the segmentation algorithm by eliminating implausible structures from consideration. Our studies of classification of web page regions indicate that a detailed model of region label hierarchy is useful in the classification process (see Section 4.4); we are very interested in studying the effect of similar modelling at the level of segmentations. Extended exploration of image statistics would also be helpful in quantifying the prevalence of the various assumptions made about web page design used in constructing our Bayesian models for segmentation.

8.3.5 Personalization in Computer Vision

Finally, we would like to examine in greater depth the possibility of individualized computer vision solutions. Our examination of the differences between the ground truth segmentations produced by different users in Chapter 6 indicates that there is a ceiling on the performance of a “one-size-fits-all” segmentation algorithm. Personalization could allow an algorithm to produce results that more closely match each individual user’s perception of the organization of the page. Similarly, user preferences about error characteristics may vary. One user may prefer oversegmentation to undersegmentation, while another has the opposite preference; for classification, different users may put a higher priority on recall rather than precision for specific classes, based on their own browsing style.

Personalization could also play a role in classification. Even using a standardized ontology across all users, it is likely that there will be some borderline examples which could plausibly be considered examples of more than one of the available classes, whether due to a segmentation error, an unusual website design, or inherent ambiguity in the ontology itself. By studying users’ perceptions of appropriate labels, it will be possible to determine how commonly different users assign different labels to such regions. A parsing system that uses reinforcement learning to adapt to users’ preferences in the handling of these edge cases would allow the system to consistently provide results that fit each user’s expectations, rather than requiring users to adapt to the way the algorithm handles edge
cases. For example, when distinguishing complementary content from the main content, one user may prefer the system to err on the side of classifying a region as complementary, while another may prefer that the system err on the side of classifying a region as main content (perhaps because he or she usually skips complementary content and does not want to miss anything important). If users disagree frequently, the ability to adapt to individual preferences has the potential to significantly improve user experiences with systems that rely upon the page parsing system as a back-end. This may also enable a valuable connection to the AI subfield of user modelling [77].

Because our parsing system is intended to support interactive user interfaces rather than autonomous action (as would be the case in, for example, a robot vision system), user preferences play an important role in the perceived performance of the system and therefore in the practical performance of the system. Personalization has great potential to improve the practical utility of our system. Research in this area would also align with the current interest in human-in-the-loop AI systems [67], and could provide insights into how to best adapt computer vision techniques to these systems.

### 8.4 Conclusion

This thesis has presented an approach for using computer vision to understand web pages. There are two primary contributions: providing improved experiences for the users of web pages (including users with assistive needs), and offering insights for computer vision researchers for understanding semantic cues in images. We have labelled our work as a study of man-made images and reflected briefly on how the solutions developed here may be of use for contexts other than web pages.

Various design decisions have led to the successful outcomes of the thesis. The domain of web pages has allowed examination of a principled analysis of properties of a class of images which goes beyond toy problems and has the potential to inform the study of natural images as well. The Bayesian approach adopted for the modelling enables the segmentations performed to be based on plausible probabilistic reasoning. Our methods encompass edge detection, determining locally significant edges, progressing to semantically significant lines, producing the underlying segmentation tree. The segmentation solution feeds forward to a classification algorithm in a pipelined fashion, enabling various ultimate back-end applications, such as supporting assistive technology.

Novel elements integrated into the models we developed, as we progressed to the final framework included: 

(i) the use of the earth mover’s distance in order to examine validation
of our methods; (ii) the introduction of the X-Y tree into the segmentation process in order to refine the segmentation process and to leverage a reasonable set of assumptions about this restricted class of image; (iii) the integration of an HMT model to support the reasoning for classification; and (iv) inclusion of various user studies in order to provide greater insights into the circumstances under which our model is most effective in delivering benefit to users.

We acknowledge that rendered web pages, as a class of images, have the advantage of supporting various limiting assumptions. One of the most important assumptions is that the semantically significant regions in the page are axis-parallel rectangles. This dramatically reduces the search space for segmentations. We also assume that regions are supported by edges, including both continuous and broken step and ridge edges, although many edges occur that do not indicate a region division. Other useful assumptions include the absence of perspective and blurring effects, and that regions do not overlap without containment relationships. The last of these is not invariably satisfied in all pages, but has been found to be a useful assumption in practice.

There was a valuable progression from our first segmentation algorithm, described in Section 3.2, to the one we ultimately settled on using, described in Section 3.3 (and leveraged in our two user studies). These improvements included multiscale edge detection, an improved recursive model of the probability of semantically significant lines, and an improved X-Y tree prior over segmentation trees. The primary practical benefit derived from this revised segmentation solution was improved performance and the ability to address several common segmentation errors such as “overshooting” true boundaries. There was a useful progression as well between our first attempt to validate our classification algorithm and the decisions we ultimately made with respect to the ontology and the source of ground truth data, although we found that the same features and algorithm performed well given proper training and evaluation data.

The various methods used as part of our validation efforts may shed light on how to make this process manageable for any computer vision project, including the value of pruning, the potential for personalization and some insights into how to establish ground truth, especially in the difficult area of obtaining ground truth segmentations. Our dataset of ground truth segmentations (Chapter 6) is also a valuable contribution, both for evaluating segmentation algorithms on web pages and for studying the characteristics of ground truth segmentations in this domain.

We also see noticeable advances simply for the study of web pages, as outlined in several of our discussions in this thesis: the relative advantages of not being tied to the web page implementation, and potential improved opportunities for users with visual or cognitive
deficits.

In all, we present a parsing system for interpreting web page structure based purely on an image of the page, with corresponding advances in computer vision. Our work relates to and ties together many areas, including image segmentation, classification, and assistive interfaces, and requires innovative solutions to problems in each as a result of the characteristics of the domain. Per the discussion in Chapter 7, our methods align well with established strategies adopted by other researchers in the past, but integrate clearly original and distinct approaches. Our work represents an important advance in an application area with significant social implications, and contributes to the understanding of image parsing in unconventional domains.
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Appendix A

Segmentation Algorithm

Algorithm SegmentRegion shows our original segmentation algorithm, including the optimization process, as described in Section 3.2. It produces a tree, with the key of each node providing the necessary information about the division into child regions; this is represented by a tuple of the form \((K, C)\), where \(K\) is the key and \(C\) is the set of children. Parameters of the segmentation algorithm which are not generally altered are the maximum segmentation depth \(d_{\text{max}}\), the maximum number of candidate boundaries (either horizontal or vertical) \(n_{\text{max}}\), the threshold of significance update increment \(\delta_t\), and the initial threshold of significance \(t_{\text{init}}\). These parameters are set based on performance considerations \(^1\). The “current depth” parameter \(d\) represents the depth of the tree if generation stops at the current iteration; in calling the function, it is set to 1, and it is updated automatically for recursive calls.

\(^1\)In our implementation, \(d_{\text{max}} = 6\), \(\delta_t = 0.5\), and \(t_{\text{init}} = 3\). We pre-computed sets of tilings for candidate boundary grids of different sizes for efficiency reasons; rather than a fixed \(n_{\text{max}}\), the maximum number of grid cells formed by the candidate boundaries was 35, except for single columns or rows, where it was somewhat lower at 23. The algorithm shown is slightly idealized, using the simpler (but possibly slower) fixed maximum.
**Input:** Region image $I$, current depth $d$

**Output:** Segmentation tree or subtree

Calculate pixel-wise horizontal and vertical edge probabilities $E_h$, $E_v$ (Equation 3.7);

Let $t \leftarrow t_{init}$ be the significance threshold for peak detection;

**foreach** row $i$ **do** $H_i \leftarrow \prod_j E_h(i, j)$;

**foreach** column $j$ **do** $V_j \leftarrow \prod_i E_v(i, j)$;

**repeat**

- $H_{Peaks} \leftarrow \{r : E_h(r) > \text{mean}(E_h) + t \text{stddev}(E_h)\}$;
- $V_{Peaks} \leftarrow \{c : E_v(c) > \text{mean}(E_v) + t \text{stddev}(E_v)\}$;
- $t \leftarrow t + \delta_t$;

**until** $|V_{Peaks}| < n_{max} \land |H_{Peaks}| < n_{max}$;

**if** $(H_{Peaks} = \emptyset \land V_{Peaks} = \emptyset) \lor d > d_{max}$ **then return** $(\emptyset, \emptyset)$;

$q^* \leftarrow 0, S^* \leftarrow \emptyset$;

Let $T$ represent the search space of tilings with divisions in $H_{Peaks}$ and $V_{Peaks}$;

**foreach** tiling $S \in T$ **do**

- $q \leftarrow \text{SegmentationQuality}(S, E_h, E_v)$;
- **if** $q > q^*$ **then** $q^* \leftarrow q, S^* \leftarrow S$;

**end**

**foreach** region $R \in S^*$ **do** $C_R = \text{SegmentRegion(Image(R), d + 1)}$;

**return** $(S^*, \{C_R : R \in S^*\})$

**Function** SegmentRegion($I$, $d$): Recursive segmentation algorithm, including optimizing over possible segmentations of each region.

---

191
Appendix B

User Study Materials

In this appendix we show, for reference, the materials shown to participants in the user study in Chapter 5. In Section B.1, we show an example script for explaining the procedures of the experiment to a participant. In Section B.2, we show the surveys presented to users to elicit their subjective impressions of the assistive and “vanilla” interfaces.

In this study, the participants viewed these interfaces on a 22-inch monitor with a resolution of $1680 \times 1050$. The viewable area of the page was $1024 \times 768$ pixels in size. The experiment took place in a well-lit room. The participants sat in an unmodified office chair at an unmodified desk, and were free to sit in a comfortable position.

B.1 Introduction Script

The following script was the basis of the introduction given to participants to the procedures of the experiment. In many cases the script was modified to respond to participants’ questions.

Good morning/afternoon, [participant]. In this experiment, assuming you choose to participate, you will be browsing through a web page to find a specific article. The web pages will be presented in two different ways: one “plain”, as it would usually be presented, and another with features to highlight and magnify selected regions of the page.

The first step in the experiment is to fill in a very brief background survey about your web experience and preferences. This is followed by an opportunity to practice with and configure the interface that highlights and magnifies
regions. Clicking on a part of the web page moves the highlighted region to the place you clicked. The size of the region can be controlled by the slider on the right. At this point you will be able to set the degree of magnification and highlighting that you will use in the remainder of the experiment, also using the sliders on the right.

After these preliminary steps, you will begin the main part of the experiment. This is divided into two stages, one for each type of interface. In each of these stages, you will perform a series of tasks in which the objective is to find an article (which will be described on the screen) in an example of a news web page as quickly as possible. Once you’ve found the target article, click somewhere on the article or description, then click the Done button on the right. After completing each stage, you will be presented with a brief questionnaire about your experience using the interface.

Do you have any questions?

Please review these two documents and, if you decide that you would like to participate, sign the consent form.

B.2 Surveys

In this section we show the surveys administered to participants in the course of the experiment. We use screenshots to depict them as the participants saw them, including all options.
Figure B.1: Background questionnaire administered to participants prior to beginning the main tasks of the experiment. This survey is used to establish participants’ computer experience and preferences for text size, which may influence the desired level of magnification.
Figure B.2: NASA TLX survey administered to participants after completing each series of tasks. One series of tasks is performed using the assistive interface, and one is performed using the “vanilla” interface without assistive features. The results of this survey are used to determine which interface is preferable on each measure.
Figure B.3: Preference questionnaire administered to participants after completing all tasks with both the assistive and vanilla interfaces to determine which interface was subjectively preferable.
Appendix C

Extended Computer Vision Discussion

This appendix returns to the related work on computer vision segmentation and classification covered in Section 2.5, a section which also included important contrast with our own approach. We now present that material in greater detail and introduce additional references. This provides a deeper discussion of the literature, leading to greater insights into how we situate with respect to the field.

C.1 Edge Detection

Edge detection is one of the key low-level problems in computer vision. Many higher-level algorithms assume the existence of some form of edge detection or include an edge detection method suitable to their needs in the algorithm. Snakes, active contours, and level set methods are a good example of such algorithms, which perform higher-level detection of semantic contours and segmentation based on low-level edge detection (see Section C.2.1).

Perhaps the most famous paper in edge detection is Canny’s 1986 “A Computational Approach to Edge Detection” [23], which systematically defined criteria for optimal filters for detection of arbitrary edge types, focusing on the development of a step-edge detector. Canny defined three principal criteria for a good edge detection algorithm:

- **Good detection** requires that the edge detection method have a low probability of false negatives and a low probability of false positives; a perfect edge detector would report an edge if and only if an edge exists.
• **Good localization** requires that the detected edges correspond well in location to the true location of the edge; a perfect edge detector would place each detection exactly on the center of the edge in the image.

• **Single detection** requires that edges in the image do not produce multiple edge detector responses; a perfect edge detector would detect each edge in the image exactly once.

These qualitative criteria were then formulated mathematically for one-dimensional signals. Canny used these definitions to implicitly define an optimal filter for step edges. Although analytical solution was not feasible, numerical solutions were found. The first derivative of a Gaussian, which is much more tractable in practice that the optimal numerical solution, was found to be nearly optimal.

In order to produce hard edge detections from the continuous filter response, thresholding is necessary. Using a single global threshold tends to produce broken edges due to noise intermittently bringing the response below the threshold along the length of an edge in the image. Instead, Canny recommended using hysteresis: points where the detector response is above a high threshold are accepted immediately, as are connected points above a low threshold. Filter width was also considered, and found to involve a tradeoff between reliability of detection and accuracy of localization. In addition to the development of optimal one-dimensional filters, Canny discussed directional filters for two-dimensional images and showed there usefulness in improving performance [23]. The Canny edge detector has remained a mainstay of edge detection to this day.

Adaptive thresholds for edge detection are critical to the performance of many algorithms. Heath et al. [64], for example, demonstrated that selecting parameters for edge detection algorithms on a per-image basis provides a significant improvement in performance, as rated by human judges, for several common edge detectors. Even this, however, is not sufficient; as pointed out by Kundu and Pal [82], from the perspective of human psychophysical contraints, and by Rakesh et al. [106], from the perspective of statistical considerations (among others), local adaptation of thresholds is required. In our own work, we use the empirical distributions of edge strength on either side of a proposed line to adapt to local image properties (see Sections 3.2.2 and 3.3.1).

The locally adaptive thresholding technique described by Rakesh et al. [106] also uses statistical methods. More specifically, this method calculates a test statistic $S(x, y)$ for each pixel $(x, y)$ and thresholds the test statistic using hysteresis with upper and lower thresholds. The test statistic is based upon the partial derivatives of a version of the image smoothed by a Priestley-Chao kernel smoother [105]. For an $m \times n$-pixel image $Z$, the
smoothed image \( f \) is defined by
\[
f(x,y) = \frac{1}{2\pi mn h^2} \sum_{i=1}^m \sum_{j=1}^n K\left(\frac{x-i}{h}\right) K\left(\frac{y-j}{h}\right) Z(i,j)
\] (C.1)

where \( h \) is a smoothing parameter and \( K \) is a kernel function. The partial derivative of \( f \) with respect to \( x \) is
\[
f_x(x,y) = \frac{1}{2\pi mn h^2} \sum_{j=1}^n a_{j,h}(y) \left( \sum_{i=1}^m a'_{i,h}(x) Z(i,j) \right)
\] (C.2)

where \( a_{i,h} = K\left(\frac{x-i}{h}\right) \). The definition of \( f_y(x,y) \) is analogous. For each pixel \((x,y)\), there is a covariance matrix for the two components of the gradient, defined to be
\[
\Sigma(x,y) = \begin{bmatrix} \sigma_{11}(x,y) & \sigma_{12}(x,y) \\ \sigma_{12}(x,y) & \sigma_{22}(x,y) \end{bmatrix}
\] (C.3)

The test statistic \( S(x,y) \) is defined in terms of this covariance matrix:
\[
S(x,y) = f_x(x,y)^2 \sigma_{22}(x,y) + f_y(x,y)^2 \sigma_{11}(x,y) - 2 f_x(x,y) f_y(x,y) \sigma_{12}(x,y) \\
\sigma_{11}(x,y) \sigma_{22}(x,y) - \sigma_{12}^2(x,y)
\] (C.4)

The covariance-based approach, like our method for estimating the probability that an edge is locally significant, uses the local distribution of estimated gradients to determine whether an edge is sufficiently strong relative to its neighbourhood to be detected as an edge. There are a number of differences in details, such as the use of a soft kernel-based neighbourhood by Rakesh et al., but the principal differences are that our method uses Bayesian statistics to produce an estimate of the probability that an edge is locally significant, rather than producing a score which is then thresholded, and that our method uses a nonparametric estimate of the complete distribution of edge strengths rather than using summary statistics such as the covariance matrix. We believe that the use of a nonparametric representation of the distribution of edge strengths is advantageous, especially in our domain where the distribution is very far from a Gaussian.

Statistical models of image properties can also be used in edge detection. Elder and Zucker proposed [43] a model for determining the minimum local scale at which a gradient detection can be assumed (with a specified level of confidence) to result from an edge in the image, rather than from sensor noise, based on a parametric model of the noise of a
given camera. An early example of statistical modelling of regions as a strategy for edge detection appears in a paper [38] by deSouza. This paper considers a one-dimensional profile, taken as a slice from an image, and estimates the edge strength by applying a statistical test to determine if there is a significant difference between two halves of a sliding window. If the two halves are statistically different, this indicates the presence of an edge at the center of the window. To account for the possibility that the two regions are nonuniform, deSouza’s algorithm parametrically models the two halves of the window using second-order polynomial regression and performs the test based upon the constant terms. For textured regions, deSouza proposed using the ratio of the variances of the two halves of the window, or using a $\chi^2$ test on autoregressive models of the two halves of the window. DeSouza warns, however, that while the results of the statistical test can be used to indicate edge strength, it cannot necessarily be taken as a valid hypothesis test, since the assumptions made by the procedure are not always satisfied in this domain.

Our system uses a different approach to statistical edge detection. Rather than comparing a pair of windows in the image, we compare a single measurement of preliminary edge strength to a pair of adjacent neighbourhoods, using a nonparametric representation of the distributions of preliminary edge strengths in these regions. Our approach is intended specifically to find the edges of the texture elements (such as characters in a paragraph of text) at the edges of texture regions; in the domain of rendered web pages, it is reasonable to assume (due to the rendering process) that these edge segments will be very precisely aligned.

A Bayesian approach to edge detection was described by Hebert and Malagre in [65], using a Gibbs distribution (see Section C.2.3) to represent a priori intuitions about the plausible structure of an edge image. A plausible line image is assumed to consist of continuous lines one pixel in width, with no isolated edge pixels and a minimum separation of two pixels between parallel edges. The prior probability distribution over small edge image patches is uniformly zero for those which do not satisfy these constraints, and uniformly positive for those which do. Incorporating evidence for a simple edge detector (such as a gradient filter) allows the calculation of a posterior probability for each patch; optimizing over these allows the calculation of a maximum a posteriori estimate of the true edge image.

One example of edge detection by learning the appearance of edges is the system proposed by Konishi et al. [78]. In this approach, images were processed with filter banks to produce vectors of filter responses for each pixel. Using ground truth labels, the joint distributions of filter responses for edge and non-edge pixels were learned. The filter banks included conventional filters such as the Laplacian operator, and filters such as the Gabor filter which are inspired by the human visual system. The joint distributions were repre-
presented nonparametrically, using histograms. To reduce the sizes of these high-dimensional histograms, the bins were allowed to adapt to the data. Using these joint distributions, it was possible to predict the log-likelihood ratio

$$\log \frac{\Pr(\phi(I(x))|x \text{ is on an edge})}{\Pr(\phi(I(x))|x \text{ is not on an edge})}$$

(C.6)

where $x$ is a pixel in the image $I$ and $\phi$ represents the filter bank. The log-likelihood ratio can simply be thresholded to produce an edge map; alternatively, better performance can be obtained by using learned spatial cues. These cues were determined by applying a filter bank to a map of the posterior probability of the presence of an edge. Using this procedure, properties such as non-maximum suppression and hysteresis emerged from the data. Interestingly, using spatial cues produced a small quantitative improvement in performance, but a large qualitative improvement.

Like our approach to edge detection, Konishi et al. used a nonparametric model to estimate edge probabilities. In the case of our algorithm, however, this distribution was derived solely from the neighbourhood of the pixel in question, rather than being learned from ground truth data as in [78]. This is an important difference; our algorithm is based on a priori assumptions about the properties of the domain, while the algorithm described by Konishi et al. focuses entirely on learning from the data. Our assumptions proved effective in our domain, although it may be interesting to test a learning-based approach similar to those in [42] or [78] in the domain of web pages (see Section 8.3.2).

As shown by these examples from the literature, our approach to statistical edge detection is part of a group of related statistical approaches to the problem of edge detection. Our algorithm is specifically designed to address the expected characteristics of semantically significant edges in the domain of rendered web pages. As such it differs in details from the related statistical approaches, but shares a common emphasis of using local image statistics to adapt to spatially varying characteristics of the image in order to produce reliable edge information even when the image is cluttered or otherwise challenging.

### C.2 Image Segmentation

The problem of image segmentation is, put simply, the problem of partitioning an image into semantically meaningful regions. It is a complex and ill-posed problem. In many cases, multiple different segmentations can be considered “correct”. A remarkable range of approaches have been taken to image segmentation; a complete survey of the development
of the field would require an entire book. Here we present a discussion of selected work in this area, including papers of particular relevance to the developments presented in this thesis.

C.2.1 Edges and Active Contours

Our page segmentation method uses edges as the primary evidence for segmenting a page. This approach to image segmentation has a long history in computer vision. It is an intuitively appealing approach; it is reasonable to expect that semantically significant regions are likely to have a different appearance from their surroundings, and this will often create strong edges along the border between regions. The borders of regions are one way of defining a segmentation of the image, so edges are an appealing form of evidence to examine.

A classic example of edge-based segmentation is the snake model proposed by Kass et al. in 1988 [74]. Snakes are dynamic splines, moving under physically-inspired forces to nearby semantically significant contours. They are not fully autonomous, but require initialization, either manually or by some other algorithm. There are three causes of these forces: first, internal forces representing the rigidity and resistance to bending of the spline; second, forces upon the spline imposed by the image; and third, forces imposed by external constraints provided by a user or by another algorithm. Formally, the energy of a snake is defined by the equation

$$E_s = \int_0^1 \left( E_v(v(s)) + E_I(v(s)) + E_C(v(s)) \right) ds \quad (C.7)$$

where $v(s) = (x(s), y(s))$ is a parametric representation of the spline, $E_v$ represents the internal energy of $v$, $E_I$ represents the energy due to features in the image $I$, and $E_C$ represents the energy due to external constraints. The internal energy, as defined by Kass et al., is

$$E_v = \frac{\alpha(s)}{2} \left( \left| \frac{dv}{ds} \right|^2 \right) + \frac{\beta(s)}{2} \left( \frac{d^2v}{ds^2} \right) \quad (C.8)$$

where $\alpha$ and $\beta$ control the local importance of the first- and second-order terms, respectively. In a physical sense, the first-order term produces membrane-like behaviour, and the second-order term produces thin plate-like behaviour. In both cases, the rigidity of the spline has a regularizing effect. The external constraints, represented by $E_C$, take the form of spring-like attraction between a point on the spline and an arbitrary point, and $\frac{1}{r^2}$ repulsion from a point. The key feature of snakes that makes them a computer vision tool,
rather than a (probably rather amusing) physics toy, is the image term, $E_I$. In [74], the image term is the sum of three components, representing attraction to light or dark lines, attraction to edges, and attraction to line terminations and corners. The first of these components uses the value of the image at a position, the second uses the gradient of the image (or some other edge detector), and the third uses the curvature of level set lines. Snakes can be used to find open contours, acting as an edge detector, or closed contours, acting as a segmentation method.

Although the physical interpretation of snakes is a valuable property, the parametric nature of the spline also leads to some important limitations. One key limitation is that, barring a separate reparameterization step, the topology of the curve cannot change. This is very important in images where there are multiple foreground objects; the topology of an initial single contour must change to produce multiple separate regions. Similarly, regions with holes require topological changes if the initial contour does not have holes. To address this, some researchers turned to a technique proposed by Osher and Sethian [99] in the context of physical simulations. This technique, called the level set method, represents the region boundary implicitly, as the level set where a Lipschitz function on the image domain is equal to zero [99]. An image segmentation algorithm using the level set method simulates the evolution of this function rather than the evolution of the contour itself; topological changes occur naturally as the function drops below or rises above zero. This approach is naturally suited to active contour models, since it was originally designed to simulate boundaries whose local rate of propagation depends upon their curvature [99]. In image segmentation, the evolution of the function is designed to converge to the borders of objects. Broadly speaking, level set methods can be divided into those which use edges to define the borders of objects, and those which use the properties of areas inside and outside the boundary.

A level set approach to image segmentation, based upon region properties rather than edges, was proposed by Chan and Vese [27]. Although not an edge-based method (and therefore outside of the principal focus of this section), it is worth briefly discussing it as an example of area-based level set segmentation. Chan and Vese’s model is based on a special case of the Mumford-Shah functional [95], in which the image is modelled as a piecewise-constant function, with one constant inside the boundary and another outside it. In the more general case of the Mumford-Shah functional, the image is modelled by piecewise smooth functions. Chan and Vese describe a method for finding a boundary (and corresponding constant values) that optimizes a piecewise constant fit to the image. The resulting energy function is nonconvex, but the authors describe techniques for finding a globally optimal solution regardless of the initial contour. One key advantage of this approach over those that use the image gradient to stop the evolution of the curve is that
it is not vulnerable to the contour moving through gaps in the edges around an object [27].

The active contour methods described here are related to our approach in that they produce segmentations supported by edges while imposing structural constraints on region shapes. The structural assumptions made by our method are, however, very different from those made by active contours. Because of the web page rendering process, we assume that the relevant edges are straight and axis-parallel, while most active contour methods penalize but allow strong curvature if it is supported by evidence in the image. Our segmentation system is also inherently hierarchical, and incorporates a prior probability distribution over segmentation trees.

C.2.2 Graph Cut Clustering

Graph cut clustering has historically been a prominent technique in image segmentation. Broadly speaking, graph cut clustering uses a graph representation of data in which nodes in the graph represent data points (generally pixels or superpixels in the case of image segmentation), and the weighted edges between nodes represent affinity between the data points. The algorithm produces from this initial graph two or more disjoint clusters of data points by cutting edges. The edges to be cut are chosen to optimize an objective function based on their weights, possibly under other problem-specific hard or soft constraints. Different objective functions and constraints produce different algorithms.

Methods based on segmenting an image into foreground and background regions can be augmented with a shape prior for the foreground region, implemented by adding a shape term to the objective function. One interesting example of this is the star shape prior proposed by Veksler [126]. A region is considered to be star-shaped with respect to a centre \( c \) if and only if for each point \( p \) on the border of the region, every point \( q \) on a line between \( c \) and \( p \) is inside the region. The centre is not necessarily unique, and often many choices of \( c \) will satisfy these properties. It is clear that any convex shape is also a star shape. Many other common shapes are as well; a star, a heart shape, and a chevron shape can all be star-shaped even though they are not convex. For interactive segmentation, the centre \( c \in V \) of the foreground region is specified by the user.

The star shape prior can be implemented using pairwise shape constraints. For each pair of pixels \( i,j \in V \) such that \( j \) lies on a line between \( i \) and \( c \), the cost function

\[
s_{ij} = \begin{cases} 
0 & i,j \in R_{FG} \lor i \in R_{BG} \\
\infty & i \in R_{FG} \land j \in R_{BG} \\
\beta & i \in R_{BG} \land j \in R_{FG}
\end{cases}
\]  

(C.9)
where $R_{FG}$ and $R_{BG}$ represent the foreground and background sets, respectively. Note that the cost of violating the star shape prior (the second line of the equation) is infinite; as a result, this imposes a hard constraint that the foreground region be a star shape. The constant $\beta$ is used to counteract the bias of minimum cut segmentation algorithms toward short boundaries and therefore small regions; in the experiments described by Veksler, it is set for each instance to the minimum required to result in a region of at least a minimum size. Using a shape term consisting of the sum over all $s_{ij}$, the minimum cut solution can be found efficiently [126]. The strong results demonstrate the utility of a shape prior in segmenting natural images. Our page segmentation algorithm uses a shape prior in which regions are required to be rectangular; in our case, the use of the shape prior reflects the known properties of the domain and allows easier optimization of our probabilistic objective function.

Veksler’s paper [126] has an additional interesting feature relevant to this review. The similarity measure adapts to the local distribution of pixel intensities in a window around the pixel pair. More specifically, the parameter $\sigma$ in the equation $w_{ij} = \exp\left(-\frac{(I_i - I_j)^2}{2\sigma^2}\right)$, which defines a similarity-based pairwise affinity between pixels, is set to the mean of the absolute intensity differences in a $20 \times 20$ pixel neighbourhood around the pixels $i$ and $j$. This allows the sensitivity of the affinity to edges to adapt to local changes in the prevalence of edges. Although implemented differently, the objective is similar to our use of the local distributions of edge detector responses to estimate the probability that a possible edge is locally significant (see Sections 3.2.2 and 3.3.1).

## C.2.3 Random Fields

One common method for Bayesian image segmentation is the use of Markov random field (MRF) models, which express spatially localized probabilistic relationships between regions. These models are defined for an undirected graph $G = (S, E)$, where $E$ represents a set of edges and $S$ represents a set of nodes or sites. Let $X$ represent a set of random variables $X_i$, where $X_i$ represents the label or value of the site $s_i$. When writing probabilities, we abbreviate the event “$X_i = x_i$” as simply “$x_i$” when this does not result in ambiguity, in the interest of brevity. The set of labels is denoted $L$. The graph represents the statistical dependence relationships between nodes. This model is a Markov random field provided that the following conditions hold:

- $\Pr(x_i | \{x_j | i \neq j\}) = \Pr(x_i | \{x_j | (s_i, s_j) \in E\})$
- $\Pr(x_i) > 0 \forall x_i \in L$
In the context of computer vision, sites are generally pixels or superpixels. For a pair of sites \( s_i \) and \( s_j \), there is an edge \((s_i, s_j) \in E\) if and only if \( s_i \) and \( s_j \) are adjacent according to some neighbourhood system. In the specific problem of image segmentation, the objective is generally to determine which sites have the same label and therefore belong to the same cluster.

The Hammersley-Clifford theorem [55] shows that there is an equivalent energy-based formulation of the MRF as a Gibbs distribution. Let \( \mathbf{x} \) represent an assignment of labels to all \( X_i \in X \). Then
\[
U(s) = \sum_{c \in C} V_c(s)
\]
where \( C \) is the set of all ordered cliques in \( G \) and \( V_c \) represents the potential function for the clique \( c \). The probability can be defined in terms of this energy as follows:
\[
P(s) = \frac{1}{Z} \exp \left( -\frac{1}{T} U(s) \right)
\]
where \( T \) represents a temperature (assumed to be 1 unless specified otherwise) which controls the relationship between energy and probability (higher-energy configurations are less probable at low temperatures), and \( Z \) represents the partition function, acts as a normalizing constant. In practice, it is usually necessary to use an approximation of \( Z \) due to the difficulty of computing it exactly for models of a useful size (see, e.g., [130]).

It is often simpler to use the Gibbs formulation of the problem in computer vision. Useful constraints in this domain, such as “adjacent sites tend to have the same label” are easily specified as potential functions on cliques. These potential functions may also depend on image data. The Hammersley-Clifford theorem is, therefore, very useful in the application of MRF models to computer vision problems.

D’Elia et al. proposed the use of an MRF model embedded in a binary tree for segmenting images with an unknown number of regions [39]. This model uses a recursive top-down approach to segment regions in a principled Bayesian framework. Each node \( t \) in the tree \( T \) contains a set \( S^t \subseteq S \) of nodes, representing a region. Each node has a corresponding MRF \( X^t \) defined over \( S^t \), a set of parameters \( \theta^t \) to specify the the potentials of the corresponding Gibbs distribution, and potential functions \( V^t \). If the node \( t \) has children, these are denoted \( l(t) \) and \( r(t) \) [39]. Let \( p(t) \) represent the parent of \( t \) (for the root node, \( p(t) = \emptyset \)). The definitions given in [39] imply that child nodes cover their parent \((S^{l(t)} \cup S^{r(t)} = S^t)\), and are disjoint \((S^{l(t)} \cap S^{r(t)} = \emptyset)\); this is similar to our tiling constraints in the problem of web page segmentation, although the framework described by D’Elia et al. does not require that the regions be axis-parallel, rectangular, or even connected. For each node \( t \in T \), \( L^t \) is a set of two labels, one for regions in \( l(t) \) and one for regions in \( r(t) \).
With these definitions in mind, a binary segmentation tree can be found by recursively optimizing (with respect to MAP) over \( \Pr(\mathbf{x}^t|\mathbf{x}^{p(t)}) \). The stopping condition is based on comparing two trees as hypotheses.

Related to the MRF model is the conditional random field (CRF) model [84]. The objective of the CRF model is to explicitly model the joint conditional probability distribution of a set of labels given a set of observations. In the case of image segmentation, the labels are generally region assignments and the image data constitutes the observations. The Hammersley-Clifford theorem [55] applies to CRF models [84] as well as to MRF models. In a CRF,

\[
\Pr(s|d) \propto \exp \left( \sum_{c \in C} V_c(s) \right) \tag{C.12}
\]

using the same notation as was used above to define an MRF. Note that, unlike in Equation C.11, the left hand side of the equation is a conditional probability.

In 2011, Krähenbühl and Koltun showed that efficient inference is possible in a fully connected CRF with Gaussian pairwise potentials for all pairs of pixels in the image [80]. Prior to this work, CRFs were limited to pixel-level local connectivity or superpixel-level full connectivity due to the computational complexity of optimizing over a number of pairwise edge potentials that was quadratic in the number of sites. Krähenbühl and Koltun demonstrated a method for using Gaussian filtering to perform the message-passing step in optimizing a mean-field approximation to the true underlying CRF distribution. As our own work does not use a CRF-based model, the details of this efficient optimization algorithm need not be discussed here; it is important, however, to note at least the existence of this algorithm in any discussion of modern CRF models in computer vision. In 2015, Zheng et al. demonstrated that the CRF model can be incorporated into recurrent neural networks to produce a hybrid structure, taking advantage of the capabilities of modern deep learning alongside probabilistic graphical models [140]. The method described by Zheng et al. implements steps of Krähenbühl and Koltun’s filter-based mean-field iteration algorithm as CNN layers. This CNN layer formulation can be used in a recurrent neural network formulation.

Unlike MRF models, CRF models are not generative; a CRF (in the domain of image segmentation or semantic segmentation) is designed specifically to predict labels given image data, while an MRF model must learn the joint distribution over images and labels. This gives CRF models an advantage in the learning process; the smaller scope of learning in a CRF reduces the quantity of training data required [63].

Although MRF and CRF techniques are principled, Bayesian algorithms, they differ significantly from the approach taken in our algorithms. Our approach explicitly finds the
probability that specific cues truly exist in specific places in the image (e.g., estimating the probability that an edge is significant with respect to its local neighbourhood, or that a semantically significant line exists between two points). The problem is divided into a series of stages, with higher-level cues building upon lower-level cues to produce the segmentation. Most segmentation algorithms based on random fields estimate the probability of an assignment of segmentation labels to the pixels (or superpixels) in the image. Our approach of more gradual assembly fits well with the edge-based approach (although edge-based potentials can certainly be implemented in random field models) and with the intended prior probability distribution over segmentation trees, and is an intuitively appealing approach to web page segmentation.

C.3 Region Classification

Region classification, in the sense used in this thesis, is the process of associating semantic labels with regions in a segmentation of an image. This approach is not as common in computer vision as simultaneous segmentation and classification (described in Section 7.1), or object detection. Object detection finds objects of a specific class or classes in an image, but only provides a coarse localization through a bounding box. Although not the largest area of research, there are computer vision algorithms that are designed specifically to perform region classification. It is also worth noting that region classification can be addressed using general classification methods from machine learning, with only the features used to describe regions being derived from computer vision.

One area in which region classification is especially popular is the analysis of three-dimensional data. Zhu et al. described [141] a segmentation-classification pipeline for range images, where the value at a given pixel is a function of the distance from the sensor to the nearest object along the corresponding line of sight, rather than of the light hitting the corresponding pixel in the camera sensor. In this pipeline, the depth image is segmented using a graph-based technique, and the regions are classified by a support vector machine (SVM), based on statistical features of the set of points in space corresponding to the region. Sérna and Macrotequi described [116] a pipeline for elevation images formed by projecting a three-dimensional point cloud to a horizontal plane. This pipeline begins with the separation of the ground, followed by segmentation of connected object using a morphological method, and classification using geometrical features, the number of adjacent objects, and colour features if they are available. Sérna and Macrotequi also provide a good overview of similar algorithms in this domain.

The use of separate segmentation and classification steps for point clouds, depth images,
and elevation images is a good example of selecting a vision pipeline to suit a domain. In these images, the depth information provides rich three-dimensional information about object contiguity which can be used in the segmentation process. Similarly, web page images offer important division cues such as whitespace borders, background colour transitions, and aligned edges that provide evidence for divisions between objects in the absence of specific knowledge about the labels of regions.

Although common in the domain of three-dimensional data, separate classification of a segmented image is not restricted to this setting. An interesting method proposed by Fredembach et al. [49] takes a particularly interesting approach. In most cases, the image axes and borders in a natural image are assumed to be arbitrary. The approach taken in [49], however, takes advantage of the expected patterns of composition in photographs—the sky, for example, can be expected to be in the upper part of the image. The “eigenregion” approach combined shape and position modelling, and with fairly broad classes for regions was found to have advantages for image classification.

Our region classification approach represents a novel classification method well-suited to the problem of classifying regions embedded in a hierarchical segmentation tree. The use of an HMT with a global structure corresponding to the global structure of the segmentation tree provides a sophisticated and principled means of accounting for context without requiring context features. It allows joint inference of the maximum a posteriori assignment of labels over all regions in the image, while the guaranteed tree structure of the model allows efficient inference. By maintaining consistent local structures, we ensure that a single set of conditional probability distributions—which can be readily learned from labelled data—is sufficient to define the model for any segmentation tree despite the resulting changes in the global structure of the HMT. Although designed for the domain of web pages, we believe that our algorithm has potential for generalization to other domains; this is an area that we hope to investigate further in the future (see Section 8.3.3). Because of its principled design and flexibility in representing contextual information, our region classification algorithm represents an important contribution in computer vision more generally.

While our HMT-based approach to region classification is novel, hidden Markov trees have been used in other ways in computer vision, especially when working in the wavelet domain. Although wavelets are a large and interesting area of computer vision, our discussion will be restricted to a high-level description of the key features for contrasting our use of the HMT model with its use in the wavelet domain. Wavelets are a class of alternative representations of images; the wavelet transform is broadly analogous to the Fourier transform in that it is a change of basis to an alternative representation which is more appropriate for some types of analysis. The spatial-domain representation of the
The quadtree structure of the wavelet domain makes a tree-structured probabilistic graphical model a natural approach to the problem. Additional features of the wavelet domain make an HMT structure especially attractive. Romberg et al. described an HMT model based on the statistical properties of the wavelet domain in natural images. Wavelet coefficients have been observed to be large at edges and small elsewhere; this not only makes them potentially useful as edge detectors, it also means that they are produced by a mixture of an edge-containing distribution which favours large coefficients and a non-edge-containing distribution which favours small coefficients. In an HMT model of natural images, it is therefore reasonable to provide a hidden state which indicates whether the corresponding coefficient is expected to be large or small. Another observed feature of the properties of wavelets in natural images is that coefficient magnitude tends to persist across
scales (i.e., the child wavelets of a parent wavelet with a large coefficient also tend to have large coefficients). It is, therefore, reasonable for the hidden state of a parent to influence the hidden states of its children. Figure C.1b shows a schematic of an HMT of the form proposed by Romberg et al. In [111], the statistical model is explored in much greater depth and many aspects of the statistics of wavelets in natural images are examined; here, however, it is only necessary to discuss the most important aspects for determining the structure of the HMT.

While the structure of the HMT shown in Figure C.1b appears superficially similar to the structure of our own segmentation tree, there are important differences. Aside from its size, the structure of the wavelet HMT is fixed, not only locally but globally. It is not based upon a segmentation which adapts to the structure of the image, but rather on fixed fields in the image. Rather than representing a high-level object or region class, the hidden states in the wavelet HMT represent components of a mixture model from which the wavelet coefficients are drawn. We do not claim that the wavelet HMT is inferior to our own HMT classification model; it is a powerful model of the statistical structure of an image with many applications. Our HMT for classification simply solves a different problem, and so while it interesting to compare the two in terms of structure, the models do not compete with each other.

In [110], Romberg et al. used an HMT to classify textures in an image. The system simultaneously segments the page into regions of consistent texture and classifies the textures. This classification algorithm works at the level of textures and uses a fixed tree structure. Our classification algorithm uses much higher-level classes, and adapts its structure to an existing segmentation tree. Despite the superficial similarities, our system is very different in its assumptions and its approach to the classification problem.
Appendix D

Example Screen Reader Transcript

In this section we present an example transcript from the NVDA 2018.2 screen reader program, as a sighted novice user browses the Weather Network forecast page for the town of Sackville, New Brunswick. This page was collected on July 8, 2018, and the transcript represents an ultimately successful but time-consuming attempt to find the seven-day forecast. For the purposes of this example, default settings were used, including for verbosity settings. The original page is shown in Figure D.1, with the seven-day forecast (where the transcript stops) circled. Note in the transcript that a great many structural features are read out, including heading levels and the presence of links. Browsing features used included straightforward linear browsing and jumping to the next (or previous) occurrence of a specified type of element, such as a heading, a link, or an image.

```
Sackville, New Brunswick 7 Day Weather Forecast - The Weather Network
document
Your weather when it really mattersTM
Sackville, New Brunswick Weather
heading  level 1
SHORT TERM FORECAST
heading  level 4
WATCH TRENDING VIDEOS
heading  level 4
SHORT TERM FORECAST
heading  level 4
link
This Afternoon 12pm  6pm  25C
link
```
Figure D.1: Original page, showing the circled seven-day forecast.
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