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Abstract

As lithium-ion (Li-Ion) battery packs grow in popularity, so do the concerns of its safety, reliability, and cost. An efficient and robust battery management system (BMS) can help ease these concerns. By measuring the voltage, temperature, and current for each cell, the BMS can balance the battery pack, and ensure it is operating within the safety limits. In addition, these measurements can be used to estimate the remaining charge in the battery (state-of-charge (SOC)) and determine the health of the battery (state-of-health (SOH)). Accurate estimation of these battery and system variables can help improve the safety and reliability of the energy storage system (ESS). This research aims to develop high-fidelity battery models and robust SOC and SOH algorithms that have low computational cost and require minimal training data. More specifically, this work will focus on SOC and SOH estimation at the pack-level, as well as modeling and simulation of a battery pack.

An accurate and computationally efficient Li-Ion battery model can be highly beneficial when developing SOC and SOH algorithms on the BMS. These models allow for software-in-the-loop (SIL) and hardware-in-the-loop (HIL) testing, where the battery pack is simulated in software. However, development of these battery models can be time-consuming, especially when trying to model the effect of temperature and SOC on the equivalent circuit model (ECM) parameters. Estimation of this relationship is often accomplished by carrying out a large number of experiments, which can be too costly for many BMS manufacturers. Therefore, the first contribution of this research is to develop a comprehensive battery model, where the ECM parameter surface is generated using a set of carefully designed experiments. This technique is compared with existing approaches from literature, and it is shown that by using the proposed method, the same degree of accuracy can be obtained while requiring significantly less experimental runs. This can be advantageous for BMS manufacturers that require a high-fidelity model but cannot afford to carry out a large number of experiments.

Once a comprehensive model has been developed for SIL and HIL testing, research was carried out in advancing SOH and SOC algorithms. With respect to SOH, research was conducted in developing a steady and reliable SOH metric that can be determined at the cell level and is stable at different battery operating conditions. To meet these requirements, a moving window direct resistance estimation (DRE) algorithm is utilized, where the resistance is estimated only when the
battery experiences rapid current transients. The DRE approach is then compared with more advanced resistance estimation techniques such as extended Kalman filter (EKF) and recursive least squares (RLS). It is shown that by using the proposed algorithm, the same degree of accuracy can be achieved as the more advanced methods. The DRE algorithm does, however, have a much lower computational complexity and therefore, can be implemented on a battery pack composed of hundreds of cells.

Research has also been conducted in converting these raw resistance values into a stable SOH metric. First, an outlier removal technique is proposed for removing any outliers in the resistance estimates; specifically, outliers that are an artifact of the sampling rate. The technique involves using an adaptive control chart, where the bounds on the control chart change as the internal resistance of the battery varies during operation. An exponentially weighted moving average (EWMA) is then applied to filter out the noise present in the raw estimates. Finally, the resistance values are filtered once more based on temperature and battery SOC. This additional filtering ensures that the SOH value is independent of the battery operating conditions. The proposed SOH framework was validated over a 27-day period for a lithium iron phosphate (LFP) battery. The results show an accurate estimation of battery resistance over time with a mean error of 1.1% as well as a stable SOH metric. The findings are significant for BMS developers who have limited computational resources but still require a robust and reliable SOH algorithm.

Concerning SOC, most publications in literature examine SOC estimation at the cell level. Determining the SOC for a battery pack can be challenging, especially an estimate that behaves logically to the battery user. This work proposes a three-level approach, where the final output from the algorithm is a well-behaved pack SOC estimate. The first level utilizes an EKF for estimating SOC while an RLS approach is used to adapt the model parameters. To reduce computational time, both algorithms will be executed on two specific cells: the first cell to charge to full and the first cell to discharge to empty. The second level consists of using the SOC estimates from these two cells and estimating a pack SOC value. Finally, a novel adaptive coulomb counting approach is proposed to ensure the pack SOC estimate behaves logically. The accuracy of the algorithm is tested using a 40 Ah Li-Ion battery. The results show that the algorithm produces accurate and stable SOC estimates.
Finally, this work extends the developed comprehensive battery model to examine the effect of replacing damaged cells in a battery pack with new ones. The cells within the battery pack vary stochastically, and the performance of the entire pack is evaluated under different conditions. The results show that by changing out cells in the battery pack, the SOH of the pack can be maintained indefinitely above a specific threshold value. In situations where the cells are checked for replacement at discrete intervals, referred to as maintenance event intervals, it is found that the length of the interval is dependent on the mean time to failure of the individual cells. The simulation framework, as well as the results from this paper, can be utilized to better optimize Li-ion battery pack design in electric vehicles (EVs) and make long-term deployment of EVs more economically feasible.
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\(\lambda_{EWMA,CL}\) = Constant used to represent depth of memory in an EWMA filter for estimating the control chart bounds

\(\lambda_{EWMA,LT}\) = Constant used to represent depth of memory in an EWMA filter with a small value of lamda to model long term noise attenuation

\(\lambda_{EWMA,ST}\) = Constant used to represent depth of memory in an EWMA filter with a large value of lamda to model short term noise attenuation

\(\lambda_{RLS}\) = Constant used to represent the forgetting factor in the RLS algorithm

\(\theta_{EKF}\) = Vector of state or parameters used in the extended Kalman filter
<table>
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<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{RLS,k}$</td>
<td>Vector of parameters used in the RLS algorithm</td>
</tr>
<tr>
<td>$\Sigma_r$</td>
<td>Covariance matrix for the parameter process equation</td>
</tr>
<tr>
<td>$\Sigma_{\tilde{\theta}}$</td>
<td>Covariance matrix for the parameters in the EKF algorithm</td>
</tr>
<tr>
<td>$\Sigma_e$</td>
<td>Covariance matrix for the parameter measurement equation</td>
</tr>
<tr>
<td>$\Sigma_w$</td>
<td>Covariance matrix for the state process equation</td>
</tr>
<tr>
<td>$\Sigma_v$</td>
<td>Covariance matrix for the state measurement equation</td>
</tr>
<tr>
<td>$\Sigma_{\tilde{\xi},k}$</td>
<td>Covariance matrix for the states in the EKF algorithm</td>
</tr>
<tr>
<td>$\varphi_k$</td>
<td>The exogenous inputs in the auto-regressive model used in RLS</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Deviation from the mean. This is a configurable parameter in the SOH algorithm</td>
</tr>
</tbody>
</table>
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Chapter 1: Introduction

As global fossil-fuel sources continue to deplete at a rapid rate, increased demand for renewable and sustainable alternative energy sources has become the new reality. One such source, lithium-ion (Li-ion) batteries, are emerging as a prominent energy storage device for applications in smart grid and electric vehicles [1]. They have a significant advantage to other battery chemistries such as lead acid (LA) and nickel metal hydride (NiMH), due to their high efficiency, large energy and power density and long service life [2], [3]. These properties make them ideal for use in electric vehicles (EV), plug-in hybrid electric vehicles (PHEV) and hybrid electric vehicles (HEV). In addition to their emergence in the automotive market, Li-ion batteries are also utilized in stationary or grid type applications [4]. For example, when the demand from the grid exceeds generation, Li-ion battery packs can augment power generation. On the other hand, when demand is lower than generation, the battery pack can be used to store excess energy.

For the applications described above, Li-Ion batteries are frequently combined in series and parallel configurations in order to satisfy the required energy and power demands. As the size of the battery pack grows, safe control and operation of the pack necessitates the use of a state of the art battery management system (BMS) [5]. The BMS must be able to monitor the voltage, temperature and current of each individual cell and utilize these measurements to provide safe and reliable control strategies under different operating conditions. In addition, the BMS is responsible for estimating battery states, such as state-of-charge (SOC) and state-of-health (SOH). A number of key decisions are made based on these two metrics and, therefore, accurate estimation of these two metrics is essential. The central focus of this thesis will be on improving SOC and SOH algorithms with regards to accuracy and computational time.

To provide an overview of energy storage systems (ESS) that utilize Li-ion batteries, consider Figure 1-1 below.
Figure 1-1: Composition of a battery pack for both stationary and automotive applications [6].

For automotive applications, individual batteries composed of sheets of anode, cathode and separator are referred to as battery cells. Combining multiple cells and enclosing these cells in a metal casing is referred to as a battery module. The connection of multiple battery modules together with a BMS and a thermal management unit is referred to as the battery pack. For stationary applications such as “smart grid”, additional terms such as battery trays and battery racks can be used. These terms simply refer to the connection of multiple cells in series and parallel to generate a pack that can meet the excessive demands of the grid. The size of the pack for applications can differ, with automotive packs in the range of 20 – 75 kWh and packs for stationary applications in the range of 50 kWh to 1 Mwh.

1.1 Motivation
A large number of algorithms have been developed in literature for estimating SOC and SOH, with a number of different techniques being proposed using adaptive filter algorithms [7]–[11], learning algorithms [12]–[16], and non-linear observers [17]–[20]. These algorithms normally estimate SOC and SOH simultaneously, where battery model parameters are often used to determine battery degradation. Although such algorithms have been shown to accurately determine SOC and SOH at the cell level, problems can arise when they are extended to a battery pack.
Since no two individual batteries are the same, connecting multiple cells together will result in a battery pack with cell-to-cell variability. Inconsistency among cells could be a result of variations in the contact resistances, the amount of active material, and different temperature gradients within the pack. However, assuming no variability exists and applying the SOC/SOH algorithms to a pack can lead to erroneous results[21]. Alternately, applying these algorithms on each individual cell in the battery pack can be computationally expensive. Therefore, a significant amount of research is still required to develop an algorithm that can reliably estimate SOC and SOH at the pack level.

In addition, research is currently being carried out to build accurate battery models for battery simulation purposes as well as for hardware-in-the-loop (HIL) and software-in-the-loop (SIL) testing. These models can take a variety of different forms from multi-dimensional electro-chemical models [22]–[24], to numerous equivalent circuit models (ECM) [25]–[27]. A number of approaches have been proposed in improving the real-time simulation speed of these algorithms [28]–[30]. However not enough research has been carried out in reducing the time required to characterize these battery models. In addition, no research currently exists in simulating the effect of cell change out on a battery pack’s SOH.

This thesis will shift focus away from a single cell and towards research at the pack level. It attempts to address the lack of research that currently exists in pack-level SOC and SOH estimation as well as battery pack simulation for BMS and battery manufacturers. The main objectives of this thesis are summarized in the section below.

1.2 Research Objectives
Upon development of an algorithm in simulation, there are numerous hurdles before the results can be implemented on a commercial product. Real-world scenarios must contend with additional noise, unexpected disturbances, inaccurate sampling rates, limited computational resources, and various other factors that could result in poor algorithm performance. Therefore, this thesis will focus on developing tools and algorithms that bridge the gap between academic research and product implementation.
The objectives of this thesis are two-fold:

1. First, this research will aim to develop modeling and simulation tools that will allow:
   - BMS manufactures to optimize SOC and SOH algorithms by conducting HIL and SIL testing and;
   - Battery manufacturers to design optimal battery packs for electric vehicle and other applications. The novelty of these algorithms will be on developing characterization protocols with minimal experimental time and on building simulators that can be used to assess the feasibility of cell replacement in a battery pack.

2. Second, this work will attempt to develop dynamic SOC and SOH models which can be implemented on an embedded system. The goal is to find algorithms that meet the accuracy requirements of a particular application but are still efficient enough for execution on a BMS. The algorithms should be able to accurately predict the SOC and SOH metrics for a large number of cells in a battery pack and should behave logically to the battery user. Logical behavior in this work is defined as smooth transitions in SOC, where the SOC increases only during charge, decreases only during discharge and remains constant at rest.

1.3 Thesis Outline

The chapters of the thesis are organized as follows:

- Chapter 2 provides fundamental background on batteries and BMS, cell level modeling, SOC estimation and SOH estimation. The goal is to give the reader a clear definition of these terms and provide a thorough description of the techniques currently applied in literature.
- Chapter 3 focuses on building a comprehensive battery model that can be used by BMS manufacturers for HIL and SIL testing. A new characterization approach is proposed that requires a minimal number of experimental runs and uses replication data to predict the significance of model parameters. The results are compared with currently existing techniques with regards to characterization time and prediction accuracy.
- Chapter 4 shifts towards estimating battery health with the intent of developing an algorithm that can be run for a large battery pack composed of hundreds of cells. A
carefully designed validation test is carried out and the results from the algorithm are compared to current existing techniques.

- Chapter 5 extends the resistance values obtained in the preceding chapter to generate a stable SOH metric. Issues relating to temperature and SOC dependence, outlier detection, outlier removal and noise filtering are explored. A validation test is included to demonstrate the performance of the algorithm.

- Chapter 6 discusses SOC estimation, once again at the pack level. A comprehensive algorithm is developed that accounts for variation in cell parameters under different operating conditions, cell-to-cell variability in the pack due to inefficient cell balancing and logical SOC fuel gauge behavior. Once again, a set of carefully designed validation tests are carried out to test the tracking performance of the algorithm.

- Chapter 7 shifts from algorithm development to simulation; a battery pack is modeled and the concept of cell change-out is explored. Two different battery chemistries are utilized and the results at different degradation rates are compared.

- Chapter 8 summarizes the main research contributions of this work as well as offers new directions for future research.
Chapter 2: Background and Literature Review

2.1 Battery and Battery Management System Background

2.1.1 Lithium Ion Batteries

Lithium-ion (Li-ion) batteries are electrochemical devices that provide electrical energy from stored chemical energy through the transport of lithium ions. The battery is composed of two electrodes, and a separator both of which are immersed in an electrolyte solution (Figure 2-1).

![Figure 2-1: A schematic of L-Ion battery during charge and discharge [31].](image)

The positive electrode, which is the cathode during discharge and anode during charge, is normally coated with a lithium metal oxide ($Li_{1-x}MO_2$). The negative electrode, which is the anode during discharge and is the cathode during charge, is composed of graphite. During discharge, the lithium ions deintercalate from the negative electrode giving off electrons as shown in the equation below:

$$Li_xC \rightarrow C + xLi^+ + xe^-$$  \hspace{1cm} (2-1)

The ions from the negative electrode then move across the separator and intercalate into the metal oxide active material of the positive electrode:
\[ \text{Li}_{1-x}MO_2 + x\text{Li}^+ + xe^- \rightarrow \text{Li}_xMO_2 \]  \hspace{1cm} (2-2)

As shown in Figure 2-1, the electrons given off in the negative electrode travel across the load and are accepted by the positive electrode, completing the circuit. In the same way, during charge, the load is replaced by a power supply and energy is given to the system in order to move the lithium ions from the positive electrode to the negative electrode.

2.1.2 Battery Management System

The state-of-charge (SOC) represents the amount of useable charge remaining in the battery at any given time. When the battery is fully charged, the SOC is 100% and it is 0% when the battery is empty. It can be thought of as the ratio of the difference between the rated capacity and the discharged capacity to the rated capacity. The equation describing SOC is shown below:

\[ \text{SOC} = \frac{\text{Cap}_{\text{rated}} - \text{Cap}_{\text{discharged}}}{\text{Cap}_{\text{rated}}} \]  \hspace{1cm} (2-3)

where \( \text{Cap}_{\text{rated}} \) represents the rated capacity and \( \text{Cap}_{\text{discharged}} \) represents the amount of charge that was discharged. Estimating the SOC in a battery is challenging since it cannot be measured directly from the cell; rather the SOC needs to be estimated from other measurements such as voltage, current or temperature. Therefore, the development of a robust closed-loop SOC estimator, requires significant attention and will be one of the goals of this thesis.

In addition to SOC, a reliable battery management system (BMS) must also evaluate the health of the battery. Similar to SOC, the battery state-of-health (SOH) is a percent, where 100% and 0% represents a fresh and fully aged battery respectively. Defining when a battery is fully aged can be dependent on two variables: capacity and resistance. Therefore, the BMS is responsible for estimating either the resistance or capacity of the battery and converting these estimates in a stable SOH metric. Algorithms for estimating SOH and SOC will be explored in greater detail in the sections below.

The term BMS refer to the hardware and software components required to control and monitor the charging and discharging of a battery pack in a safe and efficient manner. In addition, the BMS is responsible for cell balancing and thermal management [32]. In order to carry out these tasks,
the SOC and SOH of the battery must be continuously monitored. BMS are required in both electric and hybrid electric vehicle as well as in portable electronics (PE). The BMS is responsible for:

**SOC update:** The voltage, temperature and current are measured at a certain frequency for each cell in the battery pack. At each sampling interval, these measurements are used to update the SOC of the battery pack.

**SOH update:** The capacity of the cell as well as its internal resistance is subjected to change throughout the lifetime of the battery. The BMS is responsible for using the voltage and current measurements to estimate cell degradation and determine whether any of the cells need to be replaced.

**Maximum available power:** The SOC value obtained can be used to determine the maximum power that is available at a given time for charge or discharge, such that the voltage and other battery limits are not exceeded.

**Equalization:** An essential part of the BMS is to ensure that all the cells in the battery pack have the same SOC throughout the charge/discharge cycle. This is accomplished by individually adding charge to cells with low SOC and depleting charge from cells that have high SOC. For applications in hybrid electric vehicles (HEV), this equalization process must occur continuously as the battery pack is being used.

**Safety:** The number one responsibility of the BMS is to ensure the battery pack is operating within its safety limits. For this purpose, voltage and temperature readings are obtained at the cell level for a battery stack. If an individual cell goes above or below the voltage and temperature thresholds, the battery pack is disconnected from the circuit.

**Fault detection:** Detection of faults in the voltage, temperature and current sensors is essential for accurate SOC/SOH estimation as well as safe and reliable battery operation. Therefore, a BMS should be able to detect and isolate faults within the energy storage systems (ESS). These faults could be a result of a loose voltage sense wire, or an eroded bus-bar.
2.2 Battery Modeling

Developing SOC and SOH algorithms often require an accurate battery model. These models are generally divided into three different categories: 1) equivalent circuit models (ECM) 2) behavioral models and 3) electrochemical models. When considering these models, it is important to determine how much fidelity is required for the given task and if there are any computational limitations. ECM do not require much computational effect; however, they are not always able to adequately capture the non-linear dynamics of the battery. In addition, the estimated parameters might not have any physical meaning. Electrochemical models, on the other hand, can provide a higher degree of accuracy and estimation of model parameters provide insights into the dynamics of the battery. These models, however, often require solving ordinary or partial differential equations (PDE), which can be problematic in an embedded system with limited processing capabilities. Therefore, there is no “best” model that should always be used; rather, a thorough analysis must be carried out to determine the simplest model that can be developed while still meeting the accuracy requirements of a specific application.

2.2.1 Equivalent Circuit Models (ECM)

ECM are empirical models that replace the electrochemical phenomena found in batteries with electrical components. The simplest ECM, known as the Rint model, simply has a resistance in series with the open circuit voltage (OCV) [33]. The terminal battery voltage, given as $U_{L,k}$, is dependent on the current, represented by $I_{L,k}$, as shown below:

$$U_{L,k} = U_{ocv,k}(SOC_k) - R_0 I_{L,k} \tag{2-4}$$

where $U_{ocv,k}$ is the OCV and $R_0$ is the ohmic resistor. The value of the current is positive during discharge and negative during charge. The OCV of the battery represents the battery potential when no current is flowing. It should be noted that the value of $R_0$ is not constant but rather is a function of battery SOC and temperature. A number of approaches in literature focus on estimating this term using computationally expensive techniques such as extended Kalman filter (EKF) and the recursive least squares (RLS) [34], [35]. One of the main contributions of this thesis will be accurately estimating the ohmic resistance value while minimizing computational cost.

Although this model is relatively simple and easy to implement, it is not able to capture the dynamic behavior of the battery as the concentration and activation polarization within the battery
cannot be modeled. To resolve this issue, models based on a pair of resistance-capacitors (RC) have also been proposed in literature. The two most commonly used models are the Thevenin model and the dual polarization model [36]–[38] and these models are shown in Figure 2-2 and Figure 2-3.

![Figure 2-2: The equivalent circuit diagram for the Thevenin Model.](image)

The model consists of the OCV represented by $U_{ocv}$, one resistor $R_o$ and one RC pair in parallel. The initial resistance is used to capture the ohmic resistance of the electrolyte, the cathode and anode, while the RC pair represents the electrochemical polarization effect of the battery. The ECM can be written in the form of a differential equation as shown below.

$$\frac{D(U_{th})}{dt} = -\frac{U_{th}}{R_1C_1} + \frac{I_L}{C_1}$$

(2-5)

$$U_L = U_{ocv} - U_{th} - I_L R_o$$

(2-6)

where $R_1$ is the Thevenin resistor, $C_1$ is the Thevenin capacitor and $U_{th}$ is the voltage drop across the RC pair.

In addition to the electrochemical polarization, concentration polarization is often present in the battery. To model this effect, another RC pair is often added to the Thevenin model. This model is therefore able to capture the electrochemical and concentration polarization and the diagram is shown below.
The battery model can once again be expressed using the following three equations.

\[
\frac{D(U_{DP1})}{dt} = -\frac{U_{DP1}}{R_1C_1} + \frac{I_L}{C_1} \quad (2-7)
\]

\[
\frac{D(U_{DP2})}{dt} = -\frac{U_{DP2}}{R_2C_2} + \frac{I_L}{C_2} \quad (2-8)
\]

\[
U_L = U_{ocv} - U_{DP1} - U_{DP2} - I_LR_o \quad (2-9)
\]

If the above models do not meet the accuracy requirements of a particular application, additional \(RC\) pairs can be added. These additional \(RC\) pairs do not represent physical elements within the battery, but rather are utilized for improving the model predictive capability. It should be noted that the \(RC\) elements in the ECM can be obtained by fitting the model with experimental data. Therefore, the developed model is only valid for the operating conditions during which the parameters were estimated. This means that simulating the voltage dynamics of the battery under a different operating temperature can yield inaccurate results.

### 2.2.2 Electrochemical Models

Electrochemical models are fundamental battery models that attempt to describe the chemical processes that can occur within the battery. These models are governed by a set of equations that relate their electrical and physical properties together. In many cases, the model consists of a set of PDEs that need to be solved simultaneously. Therefore, although a complex model can provide a higher degree of accuracy, it will also incur a higher computational cost. In addition, the physical parameters of the model are subjected to change due to aging of the battery over time. The first
The electro-chemical modeling approach to porous electrodes was introduced by Newman and Tiedemann in 1975 [39], where the electrode was modeled as a group of microscopic spherical particles. It should be noted that the proposed research will only consider ECM and behavioral models due to computational limitations.

### 2.2.3 Behavioral Models

Behavioral models describe the battery dynamics by using empirical equations and are often utilized when computational cost is an issue. The empirical equations are often carefully selected to mimic the voltage or temperature response of the battery under operation. Similar to ECM, behavioral models require experimental data for obtaining the model parameters.

Three different behavioral models were proposed by Plett. 2004 [40]. First, a zero-state hysteresis model has been developed to take into account the hysteresis effect, which is often present in Li-ion batteries. It is a characteristic of a battery system, where the battery voltage profile changes depending on the current direction. To resolve this issue, Plett added a constant parameter to the $R_{int}$ model, that takes into account the battery hysteresis. The zero-state hysteresis model is shown below:

\[
U_{L,k} = U_{ocv}(SOC_k) - s_k M(SOC_k) - R_0 I_{L,k} \tag{2-10}
\]

\[
s_k = \begin{cases} 
1 & I_{L,k} > \varepsilon \\
-1 & I_{L,k} < -\varepsilon \\
0 & |I_{L,k}| \leq \varepsilon 
\end{cases} \tag{2-11}
\]

where the variable $s_k$ is used to represent the sign of the current, and $\varepsilon$ is small, positive number. The term $M(SOC_k)$ is used to quantify the cell hysteresis and is calculated by taking the difference between the charge and discharge curve, dividing this value by two and subtracting the internal resistance $R_0 I_{L,k}$ loss.

Although the above model is simple to implement, it is not able to adequately capture all the hysteresis effect since the battery hysteresis voltage is a function of battery SOC. Therefore, to account for this issue, Plett proposed estimating the voltage hysteresis as an additional battery state in the model.
\[
\frac{dh(SOC, t)}{dz} = \gamma \text{sgn}(S\dot{OC})[M(SOC, S\dot{OC}) - h_{hys}(SOC, t)] \quad (2-12)
\]

Where \(M(SOC, S\dot{OC})\) is the maximum polarization due to hysteresis, \(\text{sgn}(S\dot{OC})\) is used to differentiate between charging and discharging and \(\gamma\) is used to describe the decay of the hysteresis voltage. The above model can be written in discrete state-space form and is shown below.

\[
\begin{bmatrix}
    h_{hys,k+1} \\
    SOC_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    F(I_{L,k}) & 0 \\
    0 & 1
\end{bmatrix}
\begin{bmatrix}
    h_{hys,k} \\
    SOC_k
\end{bmatrix}
+ \begin{bmatrix}
    0 & 1 - F(I_{L,k}) \\
    \eta \Delta t \frac{C_n}{I_{L,k}} & 0
\end{bmatrix}
\begin{bmatrix}
    I_{L,k} \\
    M(SOC, S\dot{OC})
\end{bmatrix} 
\]

\[
F(I_{L,k}) = \exp\left(\frac{\eta I_{L,k} \gamma}{C_n}\right) \quad (2-13)
\]

By solving the state space equation, the SOC and voltage hysteresis states can be obtained at each time step. The terminal voltage can then be updated using the above equations. Once again, the parameters of these models can be obtained by conducting a well-designed identification experiment.

### 2.3 State-of-Health

Over the lifetime of the battery, its capacity is known to slowly decrease while the battery’s internal resistance is found to increase, resulting in a reduction in the battery’s power capability [41]–[43]. This degradation can occur as a result of the battery being cycled multiple times or simply due to storage. Although degradation can occur at both the positive and negative electrode of the battery, majority of the degradation occurs at the negative electrode. This section will provide a brief overview of some of the major sources of degradation that occurs at the negative electrode.

The most significant source of battery degradation comes from side reactions at the electrode/electrolyte interface, which forms a solid electrolyte interface (SEI) film [41], [44], [45]. The formation of the SEI layer is rapid during the first few cycles and then proceeds to grow slowly for the remainder of the battery life. This layer is essential for battery safety since it slows down the intercalation kinetics at the electrode/electrolyte interface [46]. However, the layer consumes lithium ions resulting in a loss of cyclable lithium and thus causing capacity fade. On the other hand, as the SEI layer grows, it inhibits the transport of lithium ions resulting in an increased
charge transfer resistance within the cell [41], [43], [47]. The rate of SEI formation is dependent on the operating conditions, where cycling the cell at high temperatures can accelerate the degradation process, thereby driving the exothermic parasitic reaction responsible for SEI growth.

In addition to the formation of the SEI layer, degradation in the battery can also result from lithium plating, where lithium metal is deposited onto the active material in the negative electrode. Deposition can occur if there is a high concentration of lithium ions and the potential at the negative electrode is low enough to incur deposition [44]. Operating conditions such as low temperatures, high current rates and over charging can lead to lithium plating [47]. Lithium plating consumes a significant amount of lithium ions thereby reducing the capacity of the battery. Finally, physical changes in the negative electrode can also lead to battery degradation. For example, loss of contact between the separator, graphite, binder and current collector can result in an increase in cell impedance [44]. Structural changes can also occur at the graphite electrode resulting in both capacity fade and power fade. The following section will examine the estimation of each of these two quantities in greater detail.

2.3.1 Capacity Estimation

To understand the capacity estimation procedure, consider two batteries of the same type but one with a higher capacity. If both batteries are charged or discharged for a certain number of ampere-hours, the voltage change will be higher for the battery with the lower capacity. Therefore, capacity can be estimated based on the relationship between the ampere-hours charged/discharged and the voltage difference before and after this process. Majority of the capacity estimation methods are based on this principle and they can be divided further into four different groups. The following section will explore these different methods and discuss the advantage and disadvantage of each.

The first group of methods involves determining the change in the OCV before and after charge/discharge. It is based on the OCV-SOC relationship that is specific to the battery chemistry [48], [49]. The advantage of this method is that the OCV-SOC relationship does not significantly vary over the lifetime of the battery. However, the proposed technique requires finding the resting potential at different SOC intervals, something that is difficult to accomplish if the commercial application contains no rest periods in between. The second group of methods operate on similar
principles except, instead of measuring the OCV, these technique uses the terminal voltage to estimate the voltage [50], [51]. The OCV is determined using a battery model, which in most cases is an ECM. Although this approach is advantageous for use in an electric vehicle (EV), where OCV measurements are difficult to obtain, its accuracy is limited by the battery model. In addition, the battery model is also subjected to aging and therefore, must be able to accurately adapt to the degradation process.

The other two methods of capacity estimation are based on using an electrical model, where capacity and SOC are parameters that need to be estimated. The first technique is called joint estimation and it involves simultaneously estimating SOC and capacity using an adaptive technique. Techniques such as the EKF [52], [53], unscented Kalman filter (UKF) [54] and the RLS algorithm [55], [56] have been utilized for this purpose. The main disadvantage with these techniques is that it involves carrying out large matrix calculations. To resolve this issue, the dual EKF has been proposed, where two filters are utilized instead of one. This approach is a significant improvement with regards to computational time, since the parameters (including capacity) can be estimated using one adaptive filter and the state variables, such as SOC, can be updated using another filter. Adaptive techniques such as dual EKF [57]–[59] and the dual sigma point Kalman filter (SPKF) [56] have been used for this purpose.

2.3.2 Resistance Estimation

Power fade is a term used to represent the decrease in the amount of power that a battery can provide for a specific application. The value can be used in conjunction with capacity fade to provide an overall estimate of the battery SOH, as shown in the equation below.

\[
SOH = \min (SOH_{\text{cap}}, SOH_{\text{res}})
\]  

where \(SOH_{\text{cap}}\) represents the health based on capacity fade and \(SOH_{\text{res}}\) represents the health based on power fade. Capacity fade is significant for vehicle applications since it determines the range of the EV or PHEV. Power fade on the other hand is essential for stationary applications, where the battery needs to meet the power demands of the energy grid. For the purposes of this thesis, online estimation of capacity fade at the cell level will be carried out using the technique proposed by Einhorn et al. [60]. The approach determines the capacity based on two SOC points and by using the charge transferred between these two points. However, more research is still required in
accurately quantifying power fade at the cell level. Therefore, the main focus of this work will be on estimating resistance for each individual battery within the pack.

The resistance estimation techniques proposed in literature generally fall into one of two groups. In the first group, the authors used impedance spectroscopy in order to find the battery resistance [63], [64]. There is an additional cost associated with this technique since it requires using special circuits for active signal generation. Other authors have proposed passive impedance spectroscopy methods where current fluctuations from the batteries normal operation are used as the excitation signals [65]. This approach cannot always be applied since periodic current fluctuations at a certain frequency range must be always present.

Majority of the work in this field has been carried out in the second group of methods, which involve using electrical models. Battery resistance is a parameter in these models and is estimated using the voltage and current measurements. The most commonly used estimation technique is the Kalman filter, where battery resistance is estimated online. Other techniques for determining resistance include a linear adaptive filter [66], a sliding mode observer (SMO) [67] and an observer based on the Lyapunov-stability criteria [68]. Implementation of these techniques on an embedded platform can be problematic due to the computational cost of these algorithms. Therefore, development of algorithms that provide accurate resistance estimates, while requiring a smaller amount of computational resources, will be an important contribution of this research.

2.4 State-of-Charge
A variety of techniques have been proposed in literature in the area of SOC estimation and this section will provide a brief overview of these methods. For a more in-depth analysis of SOC estimation techniques, refer to the following review papers [69]–[72].

2.4.1 Conventional Algorithms

One of the simplest SOC estimation methods is based on the notion that one can count the coulombs entering and leaving the battery. The equation for calculating the SOC is

\[ SOC = SOC_0 - \frac{1}{C_n} \int \frac{I_s}{3600} \, dt \]  

(2-16)
where $I_L$ is the current measured in coulombs/second, and $C_n$ is the maximum battery capacity. There are however, two major limitations with this method. First, the method requires knowledge of the initial SOC and maximum capacity, which, in many instances, might be unknown [30]. Second, depending on the precision of the current shunt that is used, the current measurements might contain a high degree of noise. This can lead to a gradual drift in the actual current measurements, which will result in a larger and larger SOC error over time.

SOC estimation can also be carried out using knowledge of the battery’s OCV since there is a predictable relationship between this value and the SOC [31]. The method involves utilizing an ECM to estimate the OCV and inferring the SOC based on the OCV value. One of the simplest models in determining the OCV assumes only a resistance $R_0$ and is shown below:

$$U_{L,k} = U_{ocv}(SOC_k) - R_0 I_{L,k}$$

(2-17)

where $U_{L,k}$ is the measurement voltage at each time step. Although the method is easy to implement, it can be problematic for lithium iron phosphate (LFP) cells since they have an OCV curve that is relatively flat.

2.4.2 Adaptive Filter Algorithms

Most adaptive filtering algorithm in this area contain the following key steps. The battery is first modeled using an empirical or electrochemical model, where the terminal voltage of the battery is predicted. This voltage, which is dependent on the battery states, is then compared with the measured value and the states are updated based on the new measurement. In addition, these algorithms account for both process and measurement noise and can use this uncertainty in determining optimal state estimates. One significant advantage of using adaptive filtering methods is that not only does it provide optimal estimate of the states, it can also be used to correctly quantify the degree of uncertainty in the estimates [33], [73], [74].

The most commonly used filtering approach is the EKF. The EKF is an extension of the Kalman filter approach, where a first order Taylor series expansion is carried out to linearize a non-linear model. Plett in 2006 [73] introduced the EKF for estimating SOC in Li-ion batteries. Since then a number of approaches have expanded on this work to account for temperature variations, cell degradation, measurement noise and other disturbances [57], [75]–[77]. Mehrdad et al. [78]
applied the dual EKF to provide new insights into the battery dynamics for cells with different geometries. Xiong et al. [76] proposed an EKF algorithm, where model parameters were updated based on a larger time scale than SOC estimates. And Sepasi et al. [75] applied a fuzzy method for estimating the initial SOC and used this value in the EKF algorithm.

Although the EKF provides reliable results, it does require an appropriate initial guess for the process and measurement covariance matrix. The covariance elements are also assumed to be constant through the process. In order to account for changes in process and measurement covariance matrices as the cell is cycled, an adaptive extended Kalman filter (AEKF) is often applied [77], [79], [80]. Although the algorithm is shown to be able to improve the SOC estimation error to below 3%, it can be computationally expensive since the covariance matrices need to be updated on each iteration [77]. Building on this work, a variety of different filters have been proposed for SOC estimation including UKF [81]–[83], SPKF [59], [84], and particle filter (PF) [7], [85], [86].

2.4.3 Learning Algorithm

While adaptive filters and non-linear observers require internal knowledge of the battery dynamics, learning algorithms such as artificial neural networks (ANN) have the ability to learn based on a large amount of training data. This gives them a significant advantage since prior knowledge of the battery intricacies is not required. However, they are normally trained based on a large data set, which can be problematic in a BMS with limited storage space.

Neural networks models consist of three layers: the input layer, one of more hidden layers, and an output layer. For applications in batteries, the inputs are usually composed of the terminal voltage, applied current and temperature. The inputs are passed into the hidden layer, and the output is calculated based on a non-linear function of the sum of the inputs. The weights for each factor is determined using the large data set. The output for Li-ion batteries is normally the battery SOC. Figure 2-4 provides a schematic of the different layers with neural networks.
A number of neural network approaches have been proposed in literature for estimating the battery SOC. Chaoui et al. [14] proposed using dynamically driven recurrent neural networks to simultaneously estimate the SOC and SOH of the battery. The work has been extended to input time-delayed neural networks (ITDNN) by Chaoui et al. [15], where once again both SOC and SOH are estimated. The model has been shown to account for non-linearity within the system, including hysteresis effects and battery degradation. Chenghui et al., [87] used ANN for SOC determination, where the battery discharging current, accumulated ampere hours, battery terminal V, time-average terminal voltage and twice time-average voltage were used as inputs and the SOC was used as an output.

In addition, neural networks can often be coupled to adaptive techniques in order to improve their predictive capabilities. He et al. [88] incorporated unscented Kalman filter in the overall algorithm to reduce the errors in the neural network. The work by Chen et al. [89] integrated radical

**Figure 2-4:** Structure of neural network models with input, hidden and output layer.
basis function (RBF) neural network to adaptively estimate the upper bound on the system uncertainty. The value is then used in a robust sliding-mode observer in order to determine the SOC.

Another type of learning algorithm that is frequently used for SOC estimation is fuzzy logic. Once again this is a powerful tool for SOC estimation when a large data-set is available and enough computational power is accessible. The estimates are determined by incorporating a certain degree of uncertainty when dealing with noisy data. Burgos et al. [13] developed a new fuzzy model for modeling the discharge behavior of lead-acid (LA) batteries. An EKF approach is then used based on this fuzzy model for SOC estimation. And finally, Awadallah et al. [90] proposed an adaptive neuro-fuzzy inference systems (ANFIS) technique for considering the nonlinear characteristics of the battery at different operating conditions. The approach is combined with coulomb counting for determining the SOC with a high degree of accuracy.
Chapter 3: Comprehensive Cell Model for Lithium-Ion Battery Pack Simulation


The author’s specific contribution was in developing the comprehensive cell model, conducting thermal experiments, carrying out the simulations, preparing the results, graphs and manuscript. M. Mastali, J. Catton, E. Samadani, S. Janhunen and M. Fowler offered advice and guidance, while M. Mastali, J. Catton, E. Samadani offered additional assistance with the experimental set-up and provided advise throughout the research.

3.1 Introduction

Although popularity of electrified vehicles has increased significantly in the last few years, research is still required in improving the durability, performance and service life of lithium-ion (Li-ion) batteries. In addition, safe and reliable control of large battery packs demands a battery management system (BMS) that can accurately predict battery state-of-charge (SOC) and state-of-health (SOH). Improving algorithms on a BMS can be time-consuming, especially if new experiments need to be conducted on each model iteration. In many instances, experimental resources are not available for testing BMS products under various conditions. Therefore, the ability to carry out hardware-in-the-loop (HIL) and software-in-the-loop testing (SIL) is essential.

Development of a HIL and SIL framework requires a high-fidelity and computationally efficient battery model. These models can take a variety of different forms from multi-dimensional electro-chemical models to equivalent circuit models (ECM). Electro-chemical models attempt to describe the battery dynamics at the fundamental level using mass and energy balance equations [28], [91]–[94]. Electrochemical models can be extended to include thermal effects, where the batteries’ thermal response is coupled with its electrochemical behavior [23], [95]. These models
are governed by a set of ordinary differential equations (ODEs) or partial differential equations (PDEs) and solutions to these systems often require numerical solutions. Therefore, computational time can be a challenge, especially when applied to a battery pack composed of hundreds of cells.

In applications where computational time is an important factor, ECM have been proposed [96], [97]. The voltage response under load is captured using a resistor and \( n \) number of resistor-capacitor (RC) pairs in series. The value of \( n \) is dependant on the application; a larger number of RC pairs will yield a more accurate prediction of the terminal voltage. In addition, the low computational cost of the model is advantageous since it allows for simulation of a realistic battery pack with cell-to-cell variability [98]. It should be noted that the ECM parameters change with temperature, SOC and SOH [99], [100]. Therefore, a comprehensive battery simulator should account for these variations when modeling battery dynamics.

The changes in voltage response at different operating temperatures can be adequately captured using coupled electro-thermal models. The temperature dependence on parameters has been modeled by Hue et al. [101] using linear spline functions. Lin et al. [102] applied lumped parameter models to cylindrical batteries, where the temperature at the core was predicted. Samadani et al. [103] developed an empirical model for heat generation for application in electric vehicles. Research by Damay et al. [25] explored the extension of these electro-thermal models to include an entropic heat generation term. Low temperature modeling of these batteries has also been carried out by Jaguemont et al. [104].

All of the models described above require a response surface for describing how the ECM parameters change as a function of temperature and SOC. A look-up table (LUT) or polynomial fit is normally used in developing this surface. However, these approaches require conducting a large number of experiments to fully characterize the surface. In addition, statistical analysis of these models is essential in providing valuable insights into the dynamics of the battery. In light of these gaps in literature, the focus of this paper is to develop a response surface for the ECM parameters using a design of experiments (DOE) approach. Although DOE approaches have been used for SOC estimation by Liu et al. [105] and for predicted heat generation by Ehsan et al. [106], no work currently exists in using this technique for characterizing the ECM parameter model. In addition, statistical analysis is carried out to develop a robust model; the model can help the user better understand the battery dynamics at different operating conditions. Production and
commercialization of BMS often entails developing an accurate battery model that can be used for HIL and SIL testing. However, investing in model characterization can be expensive since a large number of experiments usually have to be carried out. The goal of this work is to provide future researchers with the tools to quickly develop fast and efficient models, that can in turn be used for improving BMS algorithms.

3.2 Experimental Procedure

3.2.1 Thermal and Voltage Experiments

All experiments are carried out on a lithium iron phosphate (LFP) battery from A123 systems. The battery specifications are shown in Table 3-1 below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A123 Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode Material</td>
<td>LiFePO₄</td>
</tr>
<tr>
<td>Anode Material</td>
<td>Graphite</td>
</tr>
<tr>
<td>Dimension (mm)</td>
<td>7.25 x 160 x 227</td>
</tr>
<tr>
<td>Mass (g)</td>
<td>496</td>
</tr>
<tr>
<td>Rated Capacity (Ah)</td>
<td>20</td>
</tr>
<tr>
<td>Nominal Voltage (V)</td>
<td>3.3</td>
</tr>
</tbody>
</table>

The battery was charged and discharged for a given current profile using Bitrode FTV:300/50-20 unit. The cell cycler has an upper voltage limit of 20 V and maximum current limit of 300 A. The voltage and current measurements were sampled at a frequency of 1Hz using the VisualLCN software. The ambient temperature of the battery was maintained at a constant value using the Cincinnati Sub-Zero Micro Climate unit. The temperature measurements were recorded using the National Instruments (NI) 8-channel thermocouple module and once again, the sampling time was taken to be one second. The experimental set-up is shown in Figure 3-1 below.
Figure 3-1: Experimental set-up for model development and voltage validation.

T-type thermocouples were placed on the surface of the battery to measure the surface temperatures at seven discrete points. It is also observed that the temperature gradient across the thickness of the cell is negligible; this finding has been shown to be true by Mastali et al. [107] for an LFP pouch cell. The thermocouple locations are shown in Figure 3-2. All thermocouples were connected to NI temperature measurement device, which is further connected to the computer using ethernet. An average of the seven thermocouple readings, shown in Figure 3-2, will be used as the experimental temperature value. Since the battery temperature is slightly higher close to the tabs, three thermocouples are located at the top portion of the cell, while the rest are distributed across the battery surface to provide a reasonable average battery temperature.
3.2.2 Open Circuit Voltage Characterization

In addition to the ECM parameters, the voltage response model requires knowledge of the battery’s open circuit voltage (OCV). The OCV which is a function of the SOC of the battery, represents the battery potential when there is no current flowing. Estimation of the OCV at different SOC points is essential for developing the voltage response model.

The open circuit voltage was developed using the following testing protocol:

1. The cell was charged to full using a constant current of 1C and maintained at a constant voltage of 3.65 V until the current drops to C/25. This will be referred to as constant-current constant voltage (CCCV) protocol.
2. The battery was allowed to rest for one hour
3. The battery was then discharged to empty using a current of C/25
4. After another one hour of rest, the battery was charged to full using a C/25 current.

By averaging the charge and discharge curves, the $U_{ocv}$ curve can be obtained.

3.2.3 Entropic Heat Generation Characterization

To complete the $dU_{ocv}/dT$ curve for the cell at various SOCs, the following procedure was utilized:
1. The cell was first charged to full using a CCCV protocol.
2. The cell was then rested for approximately 12 hours with the thermal chamber set to a constant temperature of 25°C. The long rest allows the battery voltage to reach its true $U_{ocv}$ value.
3. The temperature of the chamber was changed to 5°C. The cell was rested for an additional three hours in order to provide the battery enough time to reach the ambient temperature.
4. The chamber was then increased by 10°C every three hours, with the process for recording the $U_{ocv}$ being repeated for each temperature increase, until the temperature of the chamber reached 45°C.
5. To test the next SOC point, the chamber temperature is changed back to 25°C and the cell is discharged for 10% SOC at 1C rate; The above procedure is then repeated.

The diagram below shows the temperature profile that was applied at each SOC. A 1C discharge was carried out at the end of the temperature profile to bring the cell to a new SOC value.

![Temperature Profile Diagram](image)

**Figure 3-3:** The temperature profile used for determining $dU_{ocv}/dT$ term.

The value of $U_{ocv}$ at a particular temperature is determined by averaging the terminal voltage of the battery in the last 30 minutes of rest.

### 3.2.4 Heat Transfer Coefficient Estimation

Estimating the heat transfer for the battery environment is an important part of developing a thermal model. The value of the heat transfer co-efficient can be determined by bringing the cell to a higher temperature, usually by charging or discharging the cell, and monitoring the decrease
in temperature when no current is supplied. These temperature curves are often referred to as cooling curves.

The cooling curves can be generated using the following protocol:

1. Charge the battery to full using CCCV protocol
2. Discharge until the voltage limit of 2.0 V is reached
3. Rest the battery for 1 hour, allowing the temperature to reach ambient. Record the temperature at a frequency of 1Hz
4. Repeat the above procedure at different C-rates.

The cooling curves that are generated can be utilized for determining the heat transfer coefficient for the experimental setup.

### 3.2.5 ECM Parameter Estimation

The resistance characteristics of the cell changes with temperature, SOH and SOC. Incorporating SOH is beyond the scope of this paper and therefore, will not be discussed here. However, the effect of SOC and temperature on the battery ECM parameters was determined using the hybrid pulse power characterization (HPPC) test described in [108]. The test consists of a 10 second discharge at 1C, a 40 second rest period and 10 second charge at ¾ C. It is summarized in Figure 3-4 below.

![HPPC Test Diagram](image)

**Figure 3-4:** The HPPC test used for determining the battery ECM parameters.

The ECM parameters change with SOC and temperature; therefore, to identify these parameters, the HPPC test needs to be carried out at different temperature and SOC values. Since discharging to a new SOC point or temperature value requires an hour or two of rest,
characterization of these models can be time consuming. To resolve this issue, a design of experiments approach will be proposed in the next section, where HPPC runs will be carried out at select temperature and SOC points.

### 3.3 Algorithm Development

Development of a complete battery model requires four sub-models that need to be coupled together. These models include a heat generation model, a thermal model, a battery parameter model and a voltage response model. The diagram below shows the inputs and outputs of each of these models and how they are coupled with each other.

![Overall comprehensive battery simulator with all four sub-models.](image)

**Figure 3-5:** Overall comprehensive battery simulator with all four sub-models.

The full battery model takes inputs of ambient temperature and applied current and predicts the battery voltage and cell temperature. Simulation of battery voltage is essential for testing SOC or SOH algorithms on the BMS, while prediction of the cell temperature allows for better design of thermal pack management. Therefore, this paper will describe how each of these models can be developed and integrated together to build a battery simulator. Since the main contribution of this work is in the ECM parameter sub-model, this particular sub-model will be explored in greater detail.
3.3.1 Voltage Response Sub-Model

As previously mentioned, modeling of the battery’s voltage response is often carried out using an ECM. An example of the model is shown in the diagram below.

![Diagam of ECM model](image)

**Figure 3-6:** ECM with an OCV source, an ohmic resistance with n RC pairs in series.

There are three main components in the ECM: the OCV \( U_{ocv} \), a resistor and \( n \) number of resistor-capacitor pairs. The OCV represents the battery’s thermodynamic potential at rest. It is based on the SOC of the battery. The battery SOC can be determined using the coulomb counting approach shown in Equation (3-1)

\[
SOC = SOC_0 - \frac{1}{C_n} \int \frac{I}{3600} \, dt \tag{3-1}
\]

The single resistor component is used to represent the battery’s ohmic losses. This resistance is the sum of ohmic losses experienced at both electrodes as well as at the electrolyte. However, the battery also contains a time-dependent voltage loss due to polarization effects. This is usually modeled using a resistor-capacitor pair in series with the other components. The RC pair with the smaller time constant usually represents the activation polarization while the RC pair with the larger time constant presents the concentration polarization. Using additional RC pairs can improve the accuracy of the model at the expense of computational cost.

For the purposes of this paper, an ECM with only 1 RC pair was considered. The differential equations, introduced in Section 2.2.1, are shown below.

\[
\frac{d(U_{th})}{dt} = - \frac{U_{th}}{R_1 C_1} + \frac{I_L}{C_1} \tag{3-2}
\]

\[
U_L = U_{ocv} - U_{th} - I_t R_o \tag{3-3}
\]
It should be noted that current is positive when discharging and negative during charge. The differential equation shown above can be written in discrete form, for a time step \( k \).

\[
U_{th,t} = \exp \left[ -\frac{\Delta t}{\tau} \right] U_{th,k-1} + \left( 1 - \exp \left[ -\frac{\Delta t}{\tau} \right] \right) R_1 I_{L,k-1}
\]

(3-4)

where \( \tau = R_1 / C_1 \) represents the time constant of the exponential decay. While Equation (3-4) can be utilized for determining the Thevenin voltage drop across the RC pair at each time step, an expression is required for describing the OCV curve as a function of SOC. This can be accomplished by carrying out the characterization test described in Section 3.2.2. The results of the test are shown in Figure 3-7 below.

**Figure 3-7:** The OCV obtained by averaging the C/25 charge and discharge curves.

Examining the above figure, it is evident that the voltage response of the battery differs, depending on whether the battery is being charged or discharged. This difference can be attributed to the battery hysteresis, which depends on the battery’s charging/discharging history. For the purposes of this paper, hysteresis will not be modeled in this work. It should be noted that the term hysteresis in this paper will only refer to thermodynamic hysteresis. That is to say, the terminal voltage of the battery is dependent on the direction of the current. For a more comprehensive understanding of this hysteresis term, please refer to Dreyer et al. [109].
Finally, it is important to note that the parameters shown in Equation (3-4) are dependent on the battery temperature, SOC and SOH. Since the parameters are a function of the battery temperature, the thermal model needs to be coupled with the ECM in order to generate accurate predictions.

### 3.3.2 ECM Parameter Sub-Model

As previously mentioned in Section 3.1, the temperature and SOC dependence on the model parameters is usually described using a two-dimensional LUT. This approach is time consuming, however, as the accuracy of the look-up table is dependent on the size of the grid. A large number of tests need to be carried out in order to accurately model the region between sampling points. This is especially true if an additional, third variable such as SOH is included in the modeling approach. Therefore, this work proposes a design of experiments approach in developing the empirical model, where experiments are only conducted at optimal points. Although the design in this work will only consider battery temperature and SOC, the proposed framework could be easily extended to include battery SOH in future works.

A commonly used design is $2^k$, where $k$ represents the number of factors that are being studied. This approach selects the experiments at the high and low levels for each factor. Although the technique only requires $2^k$ runs, it can only be used to model response surfaces that do not have curvature. In order to account for curvature, the corner points in the $2^k$ design can be supplemented with additional star points. Experimental design that incorporates addition star points is referred to as central composite designs (CCD). The star points used in this work will be at the center of each face in the factorial space. In other words, the $\alpha$ value for the star points will be set to $\pm 1$. The designed experiment is illustrated in Figure 3-8.

![Figure 3-8: Face centered central composite design for ECM parameter surface.](image-url)
In Figure 3-8, the levels of the two factors are shown in coded form. The values of -1 and +1 represents the min and max for each individual variable. Since it is difficult to get precise HPPC curves when the battery is close to empty or full, the maximum and minimum value of battery SOC will be taken as 90% and 10% respectively. The temperature range for this work will be between 45°C and 5°C. Using the operating range, the experimental conditions for the corner and star points can be determined (Table 3-2).

In addition to the star and corner points shown in the Figure 3-8, center points need to be carried out to get an estimate of the noise. In this work, five HPPC experiments were carried out at the middle temperature of 25°C and middle SOC of 50%. To ensure that the experiments are true replicates, the battery was brought to the same equilibrium point for each run. Sampling error can be obtained by finding the standard deviation of the estimated parameters, $R_0$, $R_1$, and $C$, obtained from the HPPC test. The equation for standard deviation is shown below:

$$s_{p.e}^2 = \frac{(X_{i,rep} - \bar{X}_{rep})^2}{N_{rep} - 1} \quad (3-5)$$

where, $X_{i,rep}$ represents the obtained parameter value, $\bar{X}_{rep}$ is the average parameter value and $N_{rep}$ is the total number of replicate runs. In literature, it is often common practice to use the mean squared error (MSE) for obtaining an estimate of the noise variance. This assumption is only valid however, if the model is assumed to fit the data perfectly and the residuals are found to contain only noise. Using replicate runs will allow for a more accurate estimation of the noise variance, which can then be used to determine if the parameters in the model are significant. Finally, based on the experimental procedure described in Section 3.2.5, the HPPC test was conducted at the following test points.
Table 3-2: Experimentally designed conditions for the HPPC test used in developing the ECM parameter surface

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>SOC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>90</td>
</tr>
<tr>
<td>45</td>
<td>10</td>
</tr>
<tr>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>45</td>
<td>90</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
</tbody>
</table>

Developing the ECM parameter model presents a two-level regression approach. First, a non-linear regression analysis needs to be carried out on the HPPC test to identify the circuit parameters at the different operating conditions shown in Table 3-2. Next, a second-order empirical model is used to describe how the ECM parameters change with temperature and SOC. The second-order empirical model is shown below:

\[
\text{Parameter} = \beta_0 + \beta_1 T_c + \beta_2 \text{SOC} + \beta_3 T_c^2 + \beta_4 \text{SOC}^2 + \beta_5 (T_c \times \text{SOC}) + \beta_6 (T_c^2 \times \text{SOC}) + \beta_7 (\text{SOC}^2 \times T_c) + \beta_8 (T_c^2 \times \text{SOC}^2)
\]  

(3-6)

where \( T_c \) represents the surface temperature of the cell. The results from the empirical model are described in Section 3.4 and the developed model is incorporated into the comprehensive modeling frame-work.
3.3.3 Thermal Response Sub-Model

Prediction of the battery temperature requires carrying out an energy balance for the cell. Energy balance indicates that the change in the internal energy of the cell is equal to the heat generated within the cell minus the heat loss to the environment. This can be expressed using Equation (3-7)

\[
m_c C_{sp} \frac{dT_c}{dt} = \dot{Q}_{gen} - h_\infty A_{cs} (T_c - T_\infty)
\]  

where \( m_c \) is the cell mass, \( C_{sp} \) is the specific heat, \( T_\infty \) is the ambient temperature and \( h_\infty \) is the overall heat transfer coefficient. The term on the left-hand side of Equation (3-7) represents the cell temperature increase, and two terms of the right-hand side represent the heat generation and bulk heat transfer to the environment respectively. It is assumed that heat conduction through the cord, which transfers the current from the cycler to the battery, is negligible. Also, radiation from the cell surface is assumed to be small and is incorporated within the overall heat transfer coefficient.

To apply Equation (3-7), an estimate of the overall heat transfer coefficient is required. For this purpose, the cell temperature profiles during the rest (no-load) periods was utilized. These rest periods occur after each charge/discharge cycle. At the end of rest, it was observed that the cell temperature approaches the ambient temperature. As the current is zero and no heat is generated during the rest period, Equation (3-7) can be simplified as:

\[
\int_{T_0}^{T_f} \frac{dT_c}{T_c + T_\infty} = \int_0^{t_{rest}} \left( \frac{h_\infty A_{cs}}{m_c C_{sp}} \right) dt
\]  

where \( T_f \) is the final temperature after the rest period, \( T_0 \) is the initial temperature, \( t_{rest} \) is the total time of rest and \( \frac{h_\infty A_{cs}}{m_c C_p} \) is a constant that depends on the cell parameters. Assuming \( \frac{h_\infty A_{cs}}{m_c C_p} = \alpha \), the cell temperature during the rest period can be modeled as:

\[
T_c = T_\infty + (T_0 - T_\infty) e^{-\alpha t_{rest}}
\]  

Figure 3-9 shows the fitted and the experimental cell temperature profiles for certain test conditions. It must also be noted that the estimated value of \( \alpha \) is sensitive to the fluctuations of air circulation patterns in the thermal chamber and may change as the conditions vary.
Figure 3-9: The experimental and fitted values for the cooling curves at 1C, 2C and 3C discharge.

Figure 3-9 shows that a good fit is obtained for the cooling curves at various C-rates and starting from different temperature values. Fitting the model results against the experimental data, the average value of $\propto$ was identified as 0.00174 s$^{-1}$.

3.3.4 Heat Generation Sub-Model

As the battery is cycled, heat generation occurs inside the battery due to two different sources as shown in the equation below [110]–[112].

$$\dot{Q}_{gen} = R_0 I_L^2 - I_L T_c \frac{dU_{OCV}}{dT_c}$$  \hspace{1cm} (3-10)

where, $U_{OCV}$ is the OCV, $I_L$ is the applied current, $T_c$ is the cell temperature and $R_0$ is the internal resistance of the cell, determined through the HPPC test.

The first term on right hand side of Equation 3-10 accounts for the entropic heat generation and is often referred to as the entropic heat. This term can be either positive or negative depending on what direction the current is flowing. The second term lumps together all the irreversible sources and the heat that is generated from resistive dissipation. Since the value of resistance can be obtained from the HPPC test, estimation of the heat generation within the cell only requires knowledge of the $dU_{ocv}/dT_c$. To obtain the value of this term at a particular SOC, a linear fit is applied to the scatter plot of $U_{ocv}$ versus temperature at each SOC. For a more detailed analysis on how the entropic term can be obtained, please refer to [113]. Figure 3-10 shows the extracted $dU_{ocv}/dT_c$ as a function of SOC for the battery cell under study.
Examining Figure 3-10, it is evident that depending on the current direction and the SOC, the heat can flow in either directions.

3.4 Results and Discussion
The following section will first examine the ECM parameter results at different temperatures and SOCs. A statistical analysis will then be carried out in order to determine which parameters in the response surface are significant. Next the developed surface will be integrated into the electro-thermal comprehensive model and compared against the experimentally determined temperature and voltage response of the battery. Finally, the predictive capability of the proposed response surface is compared with currently existing approaches from literature.

3.4.1 ECM Parameter Results
The HPPC test was carried out at the experimental conditions shown in Table 3-2. The HPPC test is used to extract the battery resistance parameters at different operating conditions. The non-linear Thevenin model can be used in the identification procedure, where the parameter values are obtained by minimizing the mean sum of squared error.

\[
\min \left( \sum_{i=1}^{N} (U_{L,i} - U_{\text{exp},i})^2 \right)
\]  

(3-11)

where \( U_{L,i} \) represents the model voltage, \( N \) is the total number of runs and \( U_{\text{exp}} \) is the experimental voltage. The parameter identification procedure was executed in MATLAB using the Levenberg-Marquardt non-linear least squares.
The estimated battery resistance parameters will then be used as dependent variables in the second regression model. Since the second-order model, shown in Equation (3-12), is linear in the parameters, linear regression approaches can be utilized. It should be noted that three different response surfaces will be generated in this work, one for each ECM parameter. The following equation can be used to find the parameters in the second-order model.

$$\hat{\beta} = (X^T X)^{-1} X^T y$$

(3-12)

where \( \hat{\beta} \) represents the estimated parameters, \( X \) represents the design matrix based on the independent variables and \( y \) represents the response variable. In addition to the parameters, the standard error of each individual parameter can be obtained using the equation below.

$$S.E (\hat{\beta}) = \sqrt{(X^T X)^{-1} \cdot s_{p,e}^2}$$

(3-13)

where \( s_{p,e}^2 \) is the pooled error variance for each specific parameter, determined using center point runs. Using the proposed regression approach, the center point runs can be first analyzed to determine the standard error for each of the three response surfaces. The values are shown in Table 3-3 below.

Table 3-3: The sampling error for the ECM parameters surfaces.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sampling Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ohmic Resistance (Ohms)</td>
<td>1.88E-05</td>
</tr>
<tr>
<td>Thevenin Resistance (Ohms)</td>
<td>5.02E-04</td>
</tr>
<tr>
<td>Thevenin Capacitance (F)</td>
<td>2.18E+02</td>
</tr>
</tbody>
</table>

Examining Table 3-3, it is evident that although both the ohmic and Thevenin resistance values are in the same order of magnitude, the variance for estimating the Thevenin resistance is substantially higher than the ohmic resistance. Therefore, accurate analysis of how the ECM parameters change with temperature and SOC requires consideration of the sampling error. Failure to do so will result in incorrect conclusions about which effects are significant.

Once an estimate of the measurement error is obtained, the next step is to determine which parameter in the second order model is significant. A hypothesis test was conducted at a confidence level of 95% to determine if any of the model parameters can be removed. The p-value is shown in Table 3-4, where a value below 0.025 means that the estimated parameter is significant.
Table 3-4: Empirical model parameters for the change in $R_0$, $R_I$ and $C_I$ as a function of temperature and SOC.

### Ohmic Resistance Response Surface

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.39E-03</td>
<td>1.88E-05</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Temp</td>
<td>-2.06E-03</td>
<td>1.33E-05</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>SOC</td>
<td>-7.14E-05</td>
<td>1.33E-05</td>
<td>0.0058</td>
</tr>
<tr>
<td>Temp$^2$</td>
<td>1.43E-03</td>
<td>2.30E-05</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>SOC$^2$</td>
<td>-1.93E-05</td>
<td>2.30E-05</td>
<td>0.448</td>
</tr>
<tr>
<td>Temp*SOC</td>
<td>2.93E-04</td>
<td>9.38E-06</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Temp$^2$*SOC</td>
<td>-2.48E-04</td>
<td>1.62E-05</td>
<td>0.0001</td>
</tr>
<tr>
<td>SOC$^2$*Temp</td>
<td>-1.58E-04</td>
<td>1.62E-05</td>
<td>0.0006</td>
</tr>
<tr>
<td>SOC$^2$*Temp$^2$</td>
<td>1.77E-04</td>
<td>2.81E-05</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

### Thevenin Resistance Response Surface

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.00E-03</td>
<td>5.02E-04</td>
<td>0.0039</td>
</tr>
<tr>
<td>Temp</td>
<td>-1.35E-03</td>
<td>3.55E-04</td>
<td>0.0191</td>
</tr>
<tr>
<td>SOC</td>
<td>-1.38E-03</td>
<td>3.55E-04</td>
<td>0.0175</td>
</tr>
<tr>
<td>Temp$^2$</td>
<td>2.63E-04</td>
<td>6.14E-04</td>
<td>0.4893</td>
</tr>
<tr>
<td>SOC$^2$</td>
<td>1.20E-03</td>
<td>6.14E-04</td>
<td>0.1222</td>
</tr>
<tr>
<td>Temp*SOC</td>
<td>1.18E-04</td>
<td>2.51E-04</td>
<td>0.6637</td>
</tr>
<tr>
<td>Temp$^2$*SOC</td>
<td>3.53E-04</td>
<td>4.34E-04</td>
<td>0.4620</td>
</tr>
<tr>
<td>SOC$^2$*Temp</td>
<td>-9.91E-05</td>
<td>4.34E-04</td>
<td>0.8305</td>
</tr>
<tr>
<td>SOC$^2$*Temp$^2$</td>
<td>-4.94E-04</td>
<td>7.53E-04</td>
<td>0.5475</td>
</tr>
</tbody>
</table>

### Thevenin Capacitance Response Surface

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.41E+04</td>
<td>2.18E+02</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Temp</td>
<td>6.27E+03</td>
<td>1.54E+02</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>SOC</td>
<td>2.16E+03</td>
<td>1.54E+02</td>
<td>0.0002</td>
</tr>
<tr>
<td>Temp$^2$</td>
<td>-2.88E+02</td>
<td>2.67E+02</td>
<td>0.3409</td>
</tr>
<tr>
<td>SOC$^2$</td>
<td>-2.22E+03</td>
<td>2.67E+02</td>
<td>0.0011</td>
</tr>
<tr>
<td>Temp*SOC</td>
<td>8.51E+02</td>
<td>1.09E+02</td>
<td>0.0015</td>
</tr>
<tr>
<td>Temp$^2$*SOC</td>
<td>7.99E+01</td>
<td>1.89E+02</td>
<td>0.6943</td>
</tr>
<tr>
<td>SOC$^2$*Temp</td>
<td>-1.04E+03</td>
<td>1.89E+02</td>
<td>0.0052</td>
</tr>
<tr>
<td>SOC$^2$*Temp$^2$</td>
<td>7.35E+02</td>
<td>3.27E+02</td>
<td>0.0879</td>
</tr>
</tbody>
</table>
Table 3-4 shows that for the ohmic resistance response surface, all the parameters except for \( \text{SOC}^2 \) were found to be significant. The results reveal that the temperature has a significant effect on the ohmic resistance and second order quadratic terms are required in order to adequately capture this trend. This significant temperature effect stems from the fact that the battery transport properties such as ionic diffusion in electrode particles are highly temperature dependent. There are also significant interaction effects between temperature and SOC, which translates to saying that the effect of SOC on the ohmic resistance is dependent on the temperature.

The parameters for the Thevenin resistance empirical model was found to only contain linear temperature and SOC terms. As temperature and SOC decrease, the Thevenin resistance is found to increase in a linear fashion. Finally, the capacitance is found to change with both temperature and SOC, where a decrease in temperature is found to decrease the Thevenin capacitance. The parameters that were found to be insignificant can be removed and the remaining parameters can be re-estimated. The final parameter values are summarized in Table 3-5 below.

**Table 3-5:** The final parameter values for the response surface of ohmic resistance, Thevenin resistance and Thevenin capacitance.

<table>
<thead>
<tr>
<th>Ohmic Resistance</th>
<th>Thevenin Resistance</th>
<th>Thevenin Capacitance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>8.39E-03</td>
<td>Intercept 6.76E-03</td>
</tr>
<tr>
<td><strong>Temp</strong></td>
<td>-3.35E-04</td>
<td>Temp -7.07E-05</td>
</tr>
<tr>
<td><strong>SOC</strong></td>
<td>-1.93E-05</td>
<td>SOC -2.63E-05</td>
</tr>
<tr>
<td><strong>Temp^2</strong></td>
<td>4.16E-06</td>
<td>SOC^2 -4.74E-01</td>
</tr>
<tr>
<td><strong>Temp*SOC</strong></td>
<td>2.24E-09</td>
<td>Temp*SOC 5.25E+00</td>
</tr>
<tr>
<td><strong>Temp^2*SOC</strong></td>
<td>1.04E-08</td>
<td>SOC^2*Temp -4.19E-02</td>
</tr>
<tr>
<td><strong>SOC^2*Temp</strong></td>
<td>1.02E-08</td>
<td></td>
</tr>
<tr>
<td><strong>SOC^2*Temp^2</strong></td>
<td>-2.40E-10</td>
<td></td>
</tr>
</tbody>
</table>

The values obtained can be used to generate the response surface and the graphs are shown below.
Figure 3-11: Response surface plots and experimental data for the ohmic resistance (A), Thevenin resistance (B), and Thevenin capacitance (C) parameters.

Figure 3-11 shows good agreement between the model output and the experimental data points. The ohmic resistance and Thevenin capacitance surfaces contain a good amount of curvature and therefore a second-order model is required for these parameters. The Thevenin resistance, on the other hand, only requires a linear model in temperature and SOC. Although it is possible that other
correlations are present for this parameter, they cannot be statistically identified due to the higher sampling variance that was present when estimating the Thevenin resistance. Therefore, the results reveal the importance of carrying out a thorough statistical analysis before any conclusions are made.

3.4.2 Temperature Validation Results

Once the ECM parameter sub-model is developed, it was incorporated into the overall battery modeling framework to estimate the temperature and voltage response. To validate the temperature, the Li-ion battery was charged to full and brought to empty using the US-06 drive cycle. The US-06 drive cycle is used to simulate aggressive highway and city driving and can be converted to a current profile using Autonomie software. A Malibu plug-in hybrid, with a 19.7 kWh battery pack consisting of seven 15s3p modules, was used to generate the profile. Although the battery pack was sized for AMP20 pouch batteries, it can be scaled to any size. The current profile for one US-06 cycle is shown in Figure 3-12.

![Figure 3-12: Current profile for a US-06 drive cycle simulated in Autonomie.](image)

The validation test was carried out at ambient temperatures of 10°C, 25°C and 40°C and the temperature was monitored using the set-up described in Section 3.2. The temperature predicted by the model was compared to that obtained from the validation experiment, and the results are illustrated in Figure 3-13 below.
Figure 3-13: Temperature response of a LFP battery subject to a US-06 drive cycle at ambient temperatures of A) 40 °C B) 25 °C and C) 10 °C.

Figure 3-13 shows good agreement between the predicted temperature and the experimental data. The largest deviation between experimental and model data is detected at 10°C, where a root mean squared error (RMSE) of 1°C is observed. The RMSE is calculated for an SOC between 90% and 10% since the ECM parameter surface is identified within this range. The accuracy of the model is similar to predictive models that have been proposed in literature [102], [114]. It is also observed in Figure 3-13 that the battery temperature at the end of drive cycle suddenly decreases. This sudden drop in temperature is due to the entropic heat generation term that resembles an endothermic process at low SOC.

In addition to a drive cycle, the predictive capability of the comprehensive model was further validated by conducting a constant current 1C and 3C discharge experiment. Before discharging, the battery was allowed to rest for 1-hour to ensure it reached thermal equilibrium. The results are summarized in Figure 3-14 below.
Figure 3-14: Temperature response of a LFP battery subjected to constant current 1C and 3C discharge at ambient temperatures of A) 40 °C B) 25 °C and C) 10 °C.

Examining both Figure 3-13 and Figure 3-14, it is apparent that the temperature response dips slightly at the mid SOC region. This dip is a result of the positive $dU_{ocv}/dT$ values observed in Figure 3-10 at the middle SOC region, resulting lower heat generation and hence a smaller temperature rise. Therefore, the results demonstrate the importance of using the entropic heat generation term when an exact prediction of temperature is required. In addition, strong agreement is found between model and experiment at all temperatures and C-rates. Therefore, the results from these validation experiments suggest that the proposed framework can be utilized by future researchers to accurately predict the temperature response of the battery under dynamic load.

3.4.3 Voltage Validation Results

A comprehensive battery simulator should not only be able to predict the cell temperature but should also accurately capture the voltage drops across the battery terminal. The voltage profiles for the US-06 drive cycle and the 1C/3C discharge cycle are shown in Figure 3-15 and Figure 3-16 respectively.
Figure 3-15: The predicted and simulated voltage profile at 1C and 2C/3C charge for temperatures of A) 10 °C, B) 25 °C and C) 40 °C.

Figure 3-16: The predicted and simulated voltage profile at 1C and 2C/3C discharge for temperatures of A) 10 °C, B) 25 °C and C) 40 °C.
Inspection of the discharge curves (Figure 3-16) indicates excellent agreement between the model and experimental data for most voltage profiles. The model does deviate from the experiment data however, at a lower temperature of °10 C and towards the end of the cycle. One possible reason for this discrepancy could be that the capacity of the battery is not being modeled as a function of temperature. The drive cycle profiles reveal a similar trend, where the model deviates from experimental data at 10 °C. Future work can be carried out in determining whether this effect at cold temperatures can be captured by using additional RC pairs that are dependent on the battery temperature.

3.4.4 Comparison to Existing Approaches

The results reported in Section 3.4.3 show that the proposed model can sufficiently capture the temperature and voltage response of a LFP battery under dynamic loads. By using a design of experiments approach, an accurate battery model can be developed without running a lot of experiments. However, it is important to understand how accurate the ECM parameter surface is in comparison to existing techniques. Therefore, additional experiments were carried out at temperatures of 5 °C to 45 °C in intervals of 10°C and from 90% to 10% SOC in intervals of 10%.

As previously mentioned, there are two techniques that are frequently used to model the ECM parameter response surface. The first method uses a LUT, where sample points in-between are determined through linear interpolation. The second approach, referred in this work as Non-design of experiments (Non-DOE), uses all the data points to develop an empirical model. The approach proposed in this work uses a total of 14 runs, whereas the other two commonly used techniques require 50 runs in total. This can be time consuming since each run requires conducting an HPPC test every two hours. A large amount of time spent characterizing a battery can be expensive for a company. Although using the DOE technique can be economically beneficial to BMS manufacturers, it is important to quantify if there is any loss in accuracy by using this approach.

Using the additional 50 experiments, an LUT model and Non-DOE empirical model were developed and added to the existing battery simulation framework. The same validation profiles shown in Section 3.4.2 and 3.4.3 was run through the simulator and the RMSE for both temperature and voltage were determined. The equation for calculating the RMSE, for N samples is shown below.
\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(Y_{pred,i} - Y_{exp,i})^2}{N}} \tag{3-14}
\]

where \(Y_{i,pred}\) and \(Y_{i,exp}\) can be used to represent the predicted and experimental voltage or temperature. Since system identification occurred within the 90\% to 10\% SOC region, only the RMSE values obtained within this interval will be reported in this work. The value of the root mean squared error for the temperature response of the simulator is shown in below.

**Table 3-6:** Root mean squared error for the temperature response for LUT and Non-DOE techniques in comparison to the face-center CCD approach.

<table>
<thead>
<tr>
<th></th>
<th>Temperature RMSE (K)</th>
<th>10 °C</th>
<th>25 °C</th>
<th>40 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LUT</td>
<td>Non-DOE</td>
<td>CCD</td>
<td>LUT</td>
</tr>
<tr>
<td>1C Discharge</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>3C Discharge</td>
<td>0.60</td>
<td>0.65</td>
<td>0.57</td>
<td>0.59</td>
</tr>
<tr>
<td>us 06</td>
<td>0.95</td>
<td>1.07</td>
<td>1.07</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.57</strong></td>
<td><strong>0.63</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.38</strong></td>
</tr>
</tbody>
</table>

First, examining the temperature errors from the proposed approach (CCD), the highest error is observed for the US-06 drive cycle at a temperature of 10 °C. This error value is consistent with electro-thermal models proposed by Damay et al. [25], Lin et al. [102] and Sun et al. [115], where maximum RMSE values around 1 K are observed. Therefore, the results from this table further confirm the fact that the electro-thermal model can adequately predict the temperature rise in the battery. This is true for both drive cycles as well as constant current discharges.

Next, it should be noted that similar RMSE values are observed in all three approaches. In some situations, the CCD design fares better, and in others, it fares worse. Therefore, by using the CCD approach, the same degree of accuracy can be obtained while significantly reducing the time required to identify the model. The same analysis can be carried out for the voltage response of the battery and the results are summarized in Table 3-7 below.
Table 3-7: Root mean squared error for the temperature response for LUT and Non-DOE techniques in comparison to the face-center (CCD) approach.

<table>
<thead>
<tr>
<th></th>
<th>Voltage RMSE (mV)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 °C</td>
<td>25 °C</td>
<td>40 °C</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUT</td>
<td>Non-DOE</td>
<td>CCD</td>
<td>LUT</td>
</tr>
<tr>
<td>1C Discharge</td>
<td>35.7</td>
<td>31.9</td>
<td>29.3</td>
<td>9.1</td>
</tr>
<tr>
<td>3C Discharge</td>
<td>45.0</td>
<td>47.1</td>
<td>40.9</td>
<td>38.9</td>
</tr>
<tr>
<td>US-06</td>
<td>26.7</td>
<td>22.2</td>
<td>20.8</td>
<td>19.5</td>
</tr>
<tr>
<td>Average</td>
<td><strong>35.8</strong></td>
<td><strong>33.7</strong></td>
<td><strong>30.3</strong></td>
<td><strong>22.5</strong></td>
</tr>
</tbody>
</table>

The highest voltage RMSE errors, observed for 3C discharge, are similar in values to those obtained by Lin et al. [102], where the maximum RMSE value was found to be 45 mV. In addition, no difference is observed between the three approaches, leading to the conclusion that additional experiments will not yield more accurate results.

### 3.5 Conclusions

A comprehensive battery simulator has been developed in this work by considering four different sub-models. A Thevenin ECM was implemented for voltage predictions and an ECM parameter model was utilized for taking into account temperature and SOC dependencies. The ECM parameter model was developed using a DOE approach in order to reduce the number of experiments. The heat generation was determined by considering both irreversible and entropic terms and thermal effects were modeled upon estimation of the heat transfer coefficient. The main conclusions from this works are as follows:

1. The comprehensive battery model developed in this paper can accurately predict the temperature and voltage profiles of the battery under different operating conditions.
2. All three ECM parameters were highly dependent on temperature and SOC, although only a linear dependence was observed for the Thevenin resistance.
3. Replication runs are essential for accurately quantifying the sampling error and identifying which parameters in the model are significant.
4. Using a DOE approach provides the same degree of accuracy as existing techniques while significantly reducing the time required to develop the model.

The results from this chapter will help researchers develop robust real-time battery simulators and thereby advance applications of Li-ion batteries.
Chapter 4: Resistance Estimation Algorithm for Lithium-Ion Battery Packs

The following chapter is based on the paper by Manoj Mathew, Stefan Janhunen, Mahir Rashid, Frank Long, and Michael Fowler submitted to Energies entitled: “Comparative Analysis of Lithium-Ion Battery Resistance Estimation Techniques for Battery Management Systems”.

The author’s specific contribution was in developing resistance model and algorithms, conducting all experiments, carrying out the simulations, preparing the results, graphs and manuscript. Stefan Janhunen and Michael Fowler offered guidance on the research, while co-operative education undergraduate students Mahir Rashid and Frank Long helped in implementing the MATLAB code.

4.1 Introduction

The health of a battery changes over time due to the irreversible physical and chemical processes that occur within the cell. The process, known as battery degradation, results in a decrease in capacity and an increase in resistance. Therefore, depending on the type of application, the state-of-health (SOH) of the battery can be defined using either of these two metrics. The central focus of this work will be on developing algorithms for online estimation of the battery resistance.

The internal battery resistance is not a parameter that can be measured, but rather it needs to be inferred from noisy measurements. Inference of the battery resistance is further complicated by model error and computational limitations. Although a higher degree of accuracy can be obtained using a more complex model or algorithm, it often comes at the expense of computational efficiency. Therefore, implementation of a resistance algorithm requires careful consideration on the trade-off between simplicity and accuracy.

A number of approaches have been proposed in literature for estimation of the battery impedance. One commonly used technique is electrochemical impedance spectroscopy (EIS), where an AC excitation current is applied and the corresponding AC voltage response is recorded. Rodrigues et al. [116] used AC impedance to determine battery resistance and used these resistance estimates for determining state-of-charge (SOC). Momma et al. [117] examined the impedance effects at low battery temperatures using EIS. Waag et al. [118] explored the changes in battery
impedance characteristics over the lifetime of the battery, where SOC, temperature, cycling history and current draws are included in the analysis. Although EIS has proved to be a promising method for understanding the battery behavior offline, application of the technique in a battery management system (BMS) is challenging since it requires special circuits for generating the required signals.

Online estimation techniques of battery internal resistance generally fall into two distinct groups. In the first group, the battery is modeled using an electrochemical model, where the model parameters are estimated online [119], [120]. Inference of these parameters, especially the parameters associated with battery impedance can provide insights into the degradation of the battery pack. However, implementation of these complex models can be difficult in a BMS, where computational resources are limited.

The second, more frequently applied group of techniques involve modeling the battery using an equivalent circuit model (ECM) and estimating the circuit parameters online. Once again, the estimates of the circuit parameters are useful in determining the battery’s SOH. Adaptive filtering methods can then be utilized to obtain optimal parameter estimates from noise data. These methods are frequently coupled with SOC estimation, where estimation of the model parameters in the ECM can be used as an estimate for the internal resistance. For example, Sun et al. [34] applied an adaptive extended Kalman filter (AEKF) for estimation of battery resistance in conjunction with SOC. Chiang et al. [121] developed an algorithm based on the Lyapunov-stability criteria to estimate the internal resistance and the open-circuit voltage (OCV). Wei et al. [122] have proposed a recursive least squares (RLS) approach for estimating resistance based on an ECM. Remmlinger et al. [35] used a specific excitation signal, found during normal operation of a hybrid electric vehicle, along with RLS algorithm to estimate battery resistance. Finally, Dai et al. [123] proposed a parameter estimation framework composed on two modules running on different time-scales. The EKF algorithm was applied for estimating the parameters associated with battery slow dynamics, while the RLS algorithm was used for modeling the faster battery dynamics.

Although the methods mentioned above provide reliable resistance estimates, they can become computationally expensive when implemented on a large battery pack, composed on hundreds of cells. One approach to deal with this issue has been proposed by Lievre et al. [124], where the resistance is estimated from the voltage drop across the battery, caused by large current variations.
in the profile. However, Lievere et al. considered both the ohmic and diffusion resistance when calculating their SOH metric. This paper will explore the effectiveness of using only the ohmic resistance in determining whether a cell needs to be replaced. The algorithm implementation can be significantly simplified by only considering the ohmic resistance and not the other time dependent elements in the ECM. The proposed approach, referred to in this paper as direct resistance estimation (DRE), estimates the ohmic resistance only when the battery experiences sharp pulses in current. The resistance estimates from the DRE technique will then be compared to more advanced adaptive filtering methods such as the EKF and RLS. The goal of this paper is to determine under what conditions the DRE approach is sufficient and when a more advanced, computationally expensive algorithm is required. These findings will be beneficial for future researchers in trying to find a balance between algorithm complexity and accuracy.

4.2 Experimental Set-up and Procedure

4.2.1 Cell Selection and Degradation

The algorithms under consideration are tested on a battery pack composed of four lithium iron phosphate (LFP) cells. Two relatively fresh cells are used in the pack, combined with two cells with a significant amount of degradation. The addition of the two damaged cells allows one to test the robustness of the algorithms under different aging conditions.

Battery degradation that occurs during the charging and discharging cycles is referred to as cycling aging. Battery degradation can also happen when the battery is at rest, and this type of aging is known as calendar aging. In this paper, two LFP cells are brought to different SOH values through accelerated calendar aging, where the batteries are stored for extended periods of time at elevated temperatures. The capacity and resistance of each cell in the battery pack are reported in Table 4-1.
Table 4-1: Capacity and ohmic resistance of the four LFP cells used in this study

<table>
<thead>
<tr>
<th>Cell Number</th>
<th>Cell Capacity (Ah)</th>
<th>Ohmic Resistance (Ohms) at 50% SOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.5</td>
<td>0.00299</td>
</tr>
<tr>
<td>2</td>
<td>11.7</td>
<td>0.00675</td>
</tr>
<tr>
<td>3</td>
<td>18.4</td>
<td>0.00292</td>
</tr>
<tr>
<td>4</td>
<td>16.1</td>
<td>0.00452</td>
</tr>
</tbody>
</table>

Cell 2 was degraded by fully discharging the cell to 0% SOC and then storing the battery at 50°C for 24 months. Cell 4, on the other hand, was degraded by fully charging the battery to 100% SOC and then storing the cell at 50°C for six months. In both cases, a thermal chamber was utilized to maintain the battery at a constant temperature. The lower storage time for cell 4 resulted in a higher capacity and lower resistance, when compared to cell 2. Examination of the resistance values in Table 4-1 shows that there is a large spread in the ohmic resistance of the different cells in the pack. The goal of this paper is to test the algorithms and determine which ones can accurately detect this difference and correctly pinpoint the problematic cells in the pack.

4.2.2 Cell Characterization

Although the cell parameters for a given battery model will be identified online, the open-circuit voltage (OCV) curve is obtained offline. The OCV curve for the battery is generated using the following procedure:

1. The battery is charged to full at 1C using constant-current/constant-voltage (CCCV) protocol.
2. The battery is discharged to empty at a rate of C/25.
3. The battery is charged to full at a rate of C/25.

The OCV curve can be obtained by taking the average of the charge and discharge curves. It should be noted that the effect of aging on the OCV curve is not considered for this study. This effect should be minimal, however, since only the ohmic resistance of the battery is being estimated.

4.2.3 Test Bench for Algorithm Validation

The test bench shown in Figure 4-1 was developed to validate the resistance estimation algorithms.
Figure 4-1: Test bench used in validating the resistance estimation algorithms.

Charging and discharging of the battery pack can be carried out using the XBL load box and Lambda Zup power supply. The power supply can deliver a maximum of 40 A with a voltage limit of 20 V whereas the loadbox has a maximum voltage and current of 150 A and 80 V respectively. Both the power supply and load box communicate remotely using a serial interface, and the commands are executed using Python. For safety purposes, two contactors are included in the circuit, one for the charge loop and one for the discharge loop. A Nuvation Low Voltage Battery Controller™ is utilized for temperature, current, and cell voltage measurements along with cell balancing, and pack safety. The experimental data obtained from the test bench can be used for testing the different resistance estimation algorithms.

4.2.4 Current Profile for Algorithm Validation

To simulate what a battery pack would experience in a PHEV or HEV application, the current profile used on the test bench was derived from three drive cycle profiles: The Urban Dynamometer Driving Schedule (UDDS), Highway Fuel Economy Test (HWFET) and US06. UDDS is a cycle that is used to represent driving in an urban environment, while HWFET represents driving conditions on the highway. US06 drive cycle, on the other hand, is used to
simulate aggressive driving with extensive periods of acceleration. The combination of these three profiles will provide an accurate representation of the type of current transients a battery might experience during regular operation in a vehicle.

Drive cycles are reported as speed over time and therefore, was converted into a current profile using Autonomie software. Using the software, a Malibu plug-in hybrid with a 19.7 kWh battery pack consisting of seven 15s3p modules is simulated. Although the battery pack was sized for an AMP20 pouch battery, it can be scaled to any size. Figure 4-2(A-C) below shows the different drive cycles that are utilized in this paper.

![Figure 4-2](image)

**Figure 4-2:** (A) Urban Dynamometer Driving Schedule (UDDS), (B) Highway Fuel Economy Test (C) US06 and (D) HPPC current profile used in validating the resistance estimation algorithms.

In addition to the drive cycles, a hybrid pulse power characterization (HPPC) test was carried out at the beginning of each test. The HPPC test is frequently used in identifying the resistance of the battery [108]. The test consists of a 10 second discharge at 1C, followed by a 40 second rest
period and 10 second charge at ¾ C. The test profile is shown in Figure 4-2 D. The ohmic resistance obtained from the HPPC test provides a baseline upon which all other online estimation algorithms can be compared.

4.3 Algorithm Development
Before describing the estimation algorithms, it is important to define what is meant by battery internal resistance. Although this was briefly described in Section 3.3.1, a more comprehensive explanation will be given in this section. Figure 4-3 better illustrates the different resistances that are present in a lithium-ion (Li-ion) cell.

**Figure 4-3:** ECM commonly used in describing the voltage response of Li-ion batteries.

The battery impedance is the sum of a few different processes that occur within the battery. The first resistor in the above circuit, referred to as $R_o$, represents the sum of the ionic resistance of the electrolyte as well as the electric resistance of the current collector and the electrical tabs. It models the instantaneous voltage drop that occurs as soon as a current is applied. To capture the time-dependent voltage response, $n$ number of resistor/capacitor (RC) pairs can be added to the circuit. The RC pair with a smaller time constant is often used to represent the resistance associated with the charge-transfer reaction as well as the double layer capacitance that occurs at the surface of the electrode. The RC pair with a larger time constant represents the diffusion phenomenal that occurs within the battery. Additional RC pairs are often included to increase the accuracy of the ECM.

Determination of SOH in this paper will be based on the pure ohmic resistance. Studies have shown that $R_o$ is a strong indicator for the SOH of the battery [125]–[128]. Therefore, all three algorithms proposed in this paper will estimate the pure ohmic resistance of the battery. Comparison of the results from each technique will also provide insights into whether or not the ohmic resistance is sufficient for identifying a damaged cell at different operating conditions.
4.3.1 Direct Resistance Estimation

The proposed algorithm, referred to in this work as direct resistance estimation (DRE), utilizes a moving time window for continuously checking the current profile for rapid current transients. When a significant change in both current and voltage is detected by the BMS, Ohm’s law can be used to estimate the resistance (Equation (4-1)).

\[
R_{ohm} = \frac{(U_{L,t} - U_{L,t+\Delta t})}{(I_{L,t} - I_{L,t+\Delta t})}
\]

where \( R_{ohm} \) is referred to as the instantaneous resistance, \( \Delta U_L \) is the terminal voltage, \( I_{L,t} \) is the applied current and \( \Delta t \) is the time step of the moving window. Current and voltage fluctuations below a minimum threshold, represented by \( \Delta I_{min} \) and \( \Delta U_{min} \) respectively, will not be considered in determining the resistance. In addition, the length of the moving window (\( \Delta t \)) should be kept as small as possible to estimate only the ohmic resistance. Utilization of a larger time window would produce values that contain activation and concentration polarization effects in addition to the ohmic component. The algorithm is summarized in Figure 4-4.

**Figure 4-4:** DRE approach using a moving window to detect pulses in current and voltage.
The estimates obtained using Ohm’s law would contain a significant amount of noise due to measurement errors in the BMS sensors. Therefore, an exponentially weighted moving average (EWMA) filter will be utilized. The filter has been shown by Lievre et al. [124] to provide substantial noise reduction while being computationally efficient. One significant advantage of using this filter is that it requires only storage of the previous mean value. A smaller memory requirement is essential for implementation in a BMS, especially when considering a large battery pack composed of hundreds of cells.

The EWMA is a moving average filter where the past values are weighted by a tunable constant $\lambda_{EWMA}$. The constant represents the depth of memory, where using a large $\lambda_{EWMA}$ value will produce more smoothing in the output. The equation of EWMA can be written as follows:

$$R_{\text{filtered}, k} = (1 - \lambda_{EWMA}) \times R_{\text{filtered}, k-1} + (\lambda_{EWMA}) R_{\text{ohm}, k} \quad (4-2)$$

where, $R_{\text{filtered}, k}$ represents the current filtered resistance estimate, $R_{\text{filtered}, k-1}$ is the previous value of the filtered resistance estimate and $R_{\text{ohm}, k}$ is the raw ohmic resistance.

There are two significant advantages in using the DRE method for estimating the battery resistance. First, the algorithm does not require an OCV curve or other chemistry specific battery parameters. Therefore, no initial battery characterization or training data is needed before the algorithm can be used in a BMS. The second advantage of this algorithm is that unlike the EKF and RLS approaches, it does not require complex matrix calculations. The lower computational cost is a significant advantage, especially when one is considering implementing the algorithm in an embedded system. No research currently exists in literature that discusses the accuracy of such a simple resistance estimation technique in comparison to some of the more well-established algorithms. Therefore, in light of the advantages listed above, it is valuable to analyze the relative performance of these algorithms.

4.3.2 Extended Kalman Filter

Kalman filters have been utilized in a number of different fields including control of complex dynamic systems, such as aircrafts, ships, satellites as well as robotics[129]. As advancements continue to be made in the field of Li-ion batteries, Kalman filters are a promising algorithm that can help estimate the internal states of the battery[130]. They have also been utilized for online estimation of battery parameters such as $R_o$ and $R_I$ to provide insights into the health of the battery.
Therefore, the EKF algorithm will be one of the three algorithms that will be compared in this work.

As previously mentioned, resistance is an intrinsic property of the Li-ion battery that cannot be directly measured. Therefore, the EKF algorithm is used to estimate it based on measurable outputs. Before application of the algorithm, it is important to select a model for describing the battery voltage response in discrete-time. For this paper, the ECM shown in Figure 4-3 will be reduced to include only the ohmic resistance and one RC pair. This model is referred to as the Thevenin model, and the components of this model are shown in red in Figure 4-3.

Since the goal of this paper is to provide a comparison between different parameter estimation algorithms, only a brief discussion of the EKF will be given in this section. A more in-depth analysis of the filter equations will be presented in Chapter 6 of this work. In addition, a series of paper written by Plett [33], [73], [74], clearly demonstrate how these filters can be applied to Li-ion batteries. All the equations associated with the EKF implementation are summarized in Table 4-2 below.

Table 4-2: Summary of the EKF equations [74]

<table>
<thead>
<tr>
<th>State-space models for parameter estimation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{EKF,k+1} = \theta_{EKF,k} + r_{par,k} ) (4-3)</td>
</tr>
<tr>
<td>( y_{EKF,k} = g(x_k, u_k, \theta_{EKF,k}) + e_{EKF,k} ) (4-4)</td>
</tr>
<tr>
<td>( U_{L,k} = U_{OCV,k} - R_0 I_k - U_{th,k} )</td>
</tr>
</tbody>
</table>

**Definition:**
\[
C_k^\theta = \frac{dg(\hat{x}_k, u_k, \theta)}{d\theta} \bigg|_{\theta = \hat{\theta}_{EKF,k}}
\] (4-5)

**Computation:**

For \( k = 1, 2, \ldots, N \)

**Time update:**
\[
\hat{\theta}_{EKF,k}^- = \hat{\theta}_{EKF,k-1}^+ 
\] (4-6)

\[
\Sigma_{\hat{\theta},k}^- = \Sigma_{\hat{\theta},k-1}^+ + \Sigma_r 
\] (4-7)
Assuming that $\theta_{EKF}$ represents a vector containing the true values of the battery model parameters, the goal is to adapt $\hat{\theta}_{EKF}$ such that it converges to the true value. Equation (4-3) represents the state space model for the parameters, where the parameters are essential constant but can change gradually over time as the battery is operated during different conditions. The output equation, shown in Equation (4-4), represents the cell voltage output, which can be determined by solving the Thevenin equivalent circuit.

The EKF algorithm is composed of two distinct steps: the state/parameter update and the measurement update. The parameter update is based on the state-space equation, where the parameter estimates $\theta_{EKF}$ and the parameter error covariance matrix, $\Sigma_\theta$ are propagated in time one sampling interval using Equations (4-6) and (4-7). The measurement update is then used to incorporate additional knowledge acquired from the new measurement sample and updates the parameter value accordingly. The magnitude of the measurement update is based on the size of the Kalman gain, shown in Equation (4-9). If there is more confidence in the measurements than in the parameters, a large measurement update is carried out. Using this approach, the parameters can be continuously updated as new measurements are made available. It should be noted that initial guesses are required for both the process ($\Sigma_r$) and measurement ($\Sigma_e$) covariances as well as the parameter covariance ($\Sigma_{\hat{\theta},k}$). Therefore, development of an efficient filter requires tuning of these covariance matrices.

### 4.3.3 Recursive Least Squares

Online identification of the ohmic resistance can also be implemented using the RLS algorithm. The algorithm works by minimizing the difference between the estimated model voltage and the measured terminal voltage [34], [131]. Due to its recursive nature, an optimal forgetting factor is required to reduce the influence of old data and update the parameters as new data is made available. To apply the proposed RLS algorithm, an auto regressive exogenous (ARX) model is
required. For this paper, only the main model equations will be presented. For a more detailed analysis on the derivation of this model, please refer to He et al.

Equation (4-11) represents the ARX model, where $\phi_k$ is the input vector, $\theta_{RLS,k}$ is the parameters vector, $y_{RLS,k}$ is the estimated system output (i.e., terminal voltage $U_{L,k}$), and $k$ is a non-negative integer which represents the sample interval. The value of the constants $a_1, a_2, a_3$ can be used to solve for the ECM parameters $R_0, R_1, C$. Similar to the EKF, the new voltage measurements can be used to update the parameters, where the size of the update is dependent on the algorithm gain $L_{RLS,k}$. The update equation is shown below. The forgetting factor, $\lambda_{RLS}$, can be included when calculating the algorithm gain and was initially set to 0.999 in this work.

**Table 4-3: Summary of the RLS equations [131]**

**Auto Regressive Exogenous (ARX) Model:**

$$y_{RLS,k} = \theta_{RLS,k} \phi_k + e_{RLS,k} \quad (4-11)$$

where $y_{RLS,k} = U_{L,k}$

**Initialization:**

$$\hat{\phi}_k = [1 \ U_{L,k-1} \ I_{L,k} \ I_{L,k-1}] \quad (4-12)$$

$$\hat{\theta}_{RLS,k} = \left[\left(1 - a_{1,k}\right) \ast U_{ocv,k}\right] a_{1,k} \ a_{2,k} \ a_{3,k} \quad (4-13)$$

$$a_1 = -(T_s - 2R_1C_1)(T_s + 2R_1C_1)^{-1} \quad a_2 = -(R_0T_s + R_1T_s + 2R_0R_1C_1)(T_s + 2R_1C_1)^{-1} \quad (4-14)$$

$$a_3 = -(R_0T_s + R_1T_s - 2R_0R_1C_1)(T_s + 2R_1C_1)^{-1}$$

**Computation:**

For $k = 1, 2, \ldots$ compute

$$L_{RLS,k} = P_{k-1} \phi_k^T [\lambda_{RLS} + \phi_k^T P_{k-1} \phi_k] \quad (4-15)$$

$$P_k = P_{k-1} - (L_{RLS,k} \phi_k^T P_{k-1}) \lambda_{RLS,k-1}^{-1} \quad (4-16)$$

$$\hat{\theta}_{RLS,k} = \hat{\theta}_{RLS,k-1} + L_{RLS,k} [U_{L,k} - \phi_k \hat{\theta}_{RLS,k-1}] \quad (4-17)$$
4.4 Results and Discussion

4.4.1 Algorithm Validation at Different SOH Values

The Li-Ion battery pack was subjected to a current profile that would be typically experienced by an HEV or PHEV type application. The profile was developed by combining the UDDS/US06/HWFET drive cycles together. These three drive cycles were used to simulate both highway as well as urban driving conditions. In addition, an HPPC test was conducted before the start of each cycle. The input current profile along with the corresponding voltage response for the battery pack is shown in Figure 4-5.

![Figure 4-5: The validation current profile (A) and the corresponding voltage response (B) for the LFP battery pack at a constant temperature of 20°C.](image)

Examining Figure 4-5 B), it is evident that the resistance of cell 2 is significantly greater than the other three cells based on the significant voltage drops. Cell 4 has the second largest resistance while cell 1 and 3 have the smallest. Given the substantial difference in the voltage response among
the cells, all three resistance estimation algorithms will be tested on this profile to determine whether they can accurately estimate the battery resistance.

The three estimation algorithms were developed in MATLAB and executed using the voltage and current data obtained from the test bench. The nominal resistance of each cell was set to 2500 µOhms to determine whether the algorithm could intelligently converge to the actual resistance of the individual battery. The results are shown in the Figure 4-6 below.

![Figure 4-6: Resistance estimations from the HPPC test, EKF algorithm, RLS algorithm and DRE algorithm for cell one (A), two (C), three (B) and four (D) at a temperature of 20 °C.](image)

The resistance obtained from the HPPC profile will be used as the reference when comparing the accuracy of the three resistance algorithms. Examining the results shown in Figure 4-6, it is evident that all three algorithms converge to the reference resistance value, given by the HPPC test. Although the initial guess for each algorithm was set to 2500 µOhms, the output estimates matched the battery’s true resistance values after the first few cycles.
It should also be noted that the DRE approach can provide the same degree of accuracy when estimating the ohmic resistance, as the more advanced algorithms. Table 4-4 provides a comparison of the averaged percent error of all three approaches. It was assumed that each of the three algorithms have converged after 20,000 seconds and the percent error is averaged from this point to the end of the test. The percent error for the DRE algorithm is in the same range as the error for RLS and EKF. These results indicate that by using a more simplified and computationally efficient approach, the same degree of accuracy can be obtained in estimating battery resistance.

Table 4-4: Comparison of the average percent error from the DRA algorithm, RLS algorithm and EKF algorithm for a battery pack maintained at 20 °C.

<table>
<thead>
<tr>
<th></th>
<th>RLS Error (%)</th>
<th>EKF Error (%)</th>
<th>DRA Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell 1</td>
<td>6.21</td>
<td>5.11</td>
<td>5.04</td>
</tr>
<tr>
<td>Cell 2</td>
<td>1.66</td>
<td>1.39</td>
<td>1.58</td>
</tr>
<tr>
<td>Cell 3</td>
<td>6.10</td>
<td>7.68</td>
<td>5.15</td>
</tr>
<tr>
<td>Cell 4</td>
<td>7.43</td>
<td>2.91</td>
<td>6.87</td>
</tr>
</tbody>
</table>

It is also important to compare the convergence speed of the algorithm from its initial guess. The EKF can converge to the actual resistance value at a much faster rate than the other two methods. This is evident for all four cells in the battery pack. However, the disadvantage of using this approach is that it needs significant computational resources and requires careful tuning of the covariance matrices. The RLS method, on the other hand, requires less tuning but takes a longer time to converge to the correct resistance value. Finally, the DRE algorithm is not able to update the resistance during the initial part of the test, since this portion of the profile does not contain rapid changes in current. The algorithm does, however, quickly converge to the correct resistance value during the drive cycle portion of the profile. Therefore, although the direct resistance algorithm is simple, computationally inexpensive, and can accurately track battery SOH, it requires sufficient excitation in the input current to provide accurate results.

4.4.2 Algorithm Validation at Different Temperatures

In addition to battery degradation, temperature has a significant effect on the ohmic resistance of the battery. A decrease in temperature has been found to significantly increase the battery’s internal resistance. Therefore, to test the robustness of the algorithms under different operating conditions, the same profile is shown in Figure 4-5 A was carried out at three additional temperatures of 10
°C, 30°C and 40 °C. The results are captured in Figure 4-7 for a fresh cell and Figure 4-8 for the cell with the highest amount of degradation.

**Figure 4-7:** Resistance estimations from HPPC test, EKF algorithm, RLS algorithm and DRE algorithm for cell #1 (fresh cell) at temperatures of 10°C (A), 20°C (B), 30°C (C) and 40°C (D).
Figure 4-8: Resistance estimations from HPPC test, EKF algorithm, RLS algorithm and DRE algorithm for cell #2 (aged cell) at temperatures of 10°C (A), 20°C (B), 30°C (C) and 40°C (D).

Once again, there is strong agreement between the HPPC results and the output resistance estimates from all three algorithms. Given an initial guess of 2500 µOhms, all three algorithms were able to adapt to the actual battery resistance at different temperatures. This is true for both the fresh (Figure 4-7) and aged (Figure 4-8) cells. These trends are further confirmed when examining the mean percent error of the three different approaches (Table 4-5). The mean percent error is less than 10% at all temperature except for 10°C. Therefore, it can be concluded that the DRE algorithm, where only the ohmic resistance is estimated, can accurately track changes in resistance at different ambient temperatures.
Table 4-5: Comparison of the averaged percent error from DRA algorithm, RLS algorithm and EKF algorithm for fresh and aged cell at temperatures of 10 °C, 20 °C, 30 °C and 40 °C.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>RLS Error (%)</th>
<th>EKF Error (%)</th>
<th>DRE Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh Cell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 °C</td>
<td>16.95</td>
<td>11.51</td>
<td>9.06</td>
</tr>
<tr>
<td>20 °C</td>
<td>6.21</td>
<td>5.11</td>
<td>5.04</td>
</tr>
<tr>
<td>30 °C</td>
<td>3.90</td>
<td>4.48</td>
<td>4.80</td>
</tr>
<tr>
<td>40 °C</td>
<td>0.73</td>
<td>1.38</td>
<td>0.87</td>
</tr>
<tr>
<td>Aged Cell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 °C</td>
<td>12.63</td>
<td>11.89</td>
<td>6.32</td>
</tr>
<tr>
<td>20 °C</td>
<td>1.66</td>
<td>1.39</td>
<td>1.58</td>
</tr>
<tr>
<td>30 °C</td>
<td>5.56</td>
<td>7.76</td>
<td>5.60</td>
</tr>
<tr>
<td>40 °C</td>
<td>6.22</td>
<td>0.81</td>
<td>7.05</td>
</tr>
</tbody>
</table>

It should be noted that the error at the lowest temperature of 10 °C is significantly higher than at any other temperature. Examining Figure 4-7 A. and Figure 4-8 A., it is evident that the resistance estimates from all three algorithms are smaller than the HPPC result. To better understand this trend, it is important to examine the conditions under which the HPPC test is carried out. For this particular test, the battery is initially at rest, and the temperature of the battery is in equilibrium with the ambient temperature. The online estimation techniques, however, are estimating the internal resistance of the battery under operation. Heat generated from the applied current could result in a higher battery internal temperature and therefore, a lower resistance estimate. This effect would be more prevalent at low temperature since resistance increases exponentially as the temperature is lowered [104].

Another observation from Figure 4-7 and Figure 4-8 A as well as Table 4-5 is that at low temperatures, there is a significant amount of variation in the resistance estimates. As the temperature increases, the resistance output becomes significantly smoother. One possible reason for this is that at lower temperatures, there can be differences in the battery internal resistance.
depending on the battery SOC. Therefore, for SOH calculations, it is advisable to estimate the battery resistance at a higher temperature, where a more stable output is observed.

Finally, it is important to compare the computational complexity of each of these three algorithms. One approach is to express the required execution time in big O notation, which provides an upper bound to the running time of the algorithm. The EKF and RLS algorithms both have matrix calculations that are dependent on the number of states or parameters that will be estimated. Suppose that $N$ represents the number of states/parameters to be determined. Then, it can be shown that the EKF has a computational complexity of $O(N^3)$ [132], whereas the RLS algorithm has a complexity of $O(N^2)$[133]. The DRE approach, however, has a lower complexity of $O(1)$. Therefore, in conclusion, the results from this study indicate that the DRE algorithm can provide accurate results, while requiring significantly less computational resources.

4.5 Conclusions

Three different approaches for estimating the internal resistance of the battery have been presented in this paper. The proposed DRE approach searches the current profile for sharp pulses in the current and voltage. An EWMA filter is then applied to obtain a smooth resistance output. The findings from this approach are compared with the results from more advanced estimation techniques such as the EKF and RLS techniques.

To test these three algorithms, a battery pack composed of four LFP cells connected in series were utilized. The pack was made of two new cells combined with two cells with a significant amount of degradation. The battery pack was then subjected to a carefully designed current profile.

The conclusions from this study are as follows:

1. All three algorithms were able to converge from an incorrect initial guess to the actual internal battery resistance, given by the HPPC test. This is true at different temperatures and different battery SOH.

2. The DRE technique can estimate the cell’s ohmic resistance with the same amount of accuracy as the more advanced online estimation techniques. Therefore, utilization of this algorithm on a BMS can significantly reduce the computational cost. This can be extremely beneficial for a battery pack composed of hundreds of cells.
3. The DRE technique is only able to estimate the resistance when sufficient excitation is present in the current profile. Under operating conditions where the current does not change for long periods of time (i.e., constant current regions), the EKF or RLS approach should be used.

4. Comparison of the three techniques shows that the EKF has the fastest convergence to the true resistance value.

5. A more stable resistance output is obtained at a higher temperature for all three algorithms. These results seem to indicate that it might be advantageous to use resistance estimates at a higher temperature when evaluating SOH.

As previously mentioned, when considering the type of SOH estimation algorithm to use, it is important to consider the trade-off between simplicity and accuracy. The findings from this study will provide valuable knowledge on which algorithm is most the appropriate for a particular application.
Chapter 5: State-of-Health Estimation Algorithm for Lithium-Ion Battery Packs

The following chapter is based on the paper by Manoj Mathew, Stefan Janhunen, and Michael Fowler to be submitted to *Journal of Power Sources* (JPS) entitled: “Determination of State-of-Health Using Direct Resistance Estimation with Filtering Based on Temperature and State-of-Charge”. Submission will occur after provisional patent is filed.

The author’s specific contribution was in developing the SOH model and algorithms, conducting all experiments, carrying out the simulations, preparing the results, graphs and manuscript. Stefan Janhunen and Michael Fowler offered guidance on the research.

5.1 Introduction

Chapter 4 proposed an efficient algorithm for estimating battery resistance when there are constraints on computational resources. The next step is accurately converting these raw resistances estimate into a stable state-of-health (SOH) value. Before developing the algorithms, it is important to clearly define what is mean by SOH. Unfortunately, there is a great deal of ambiguity in literature on how the SOH of the battery is defined [70], [134], [135]. In general, a fresh battery is given an SOH rating of 100%, while a battery that has reached its end of life (EOL) has a SOH value of 0%. The limits at which the battery is said to have reached its EOL is left to the user. Therefore, the definition of SOH is normally tailored to a particular application for which the battery is being used. For example, in various stationary applications, the prediction of available power is essential for proper control of the battery pack and therefore the EOL for the battery is based on an increase in battery resistance[35], [136]. The EOL resistance, referred to as $R_{EOL}$ for the rest of this work, is the maximum acceptable resistance in the battery. Based on this definition, the SOH rating will be defined as:

$$SOH_{Res} = \left( \frac{R_{EOL} - R_{SOH}}{R_{EOL} - R_{fresh}} \right) \times 100 \tag{5-1}$$

where $SOH_{Res}$ represents the SOH value, $R_{fresh}$ represents the resistance of a new battery and $R_{SOH}$ is the current resistance of the battery. The EOL resistance, represented by $R_{EOL}$, can be based on
the power requirements for the application, where the EOL is defined as the point when the battery is no longer able to provide the necessary power.

For applications in electric vehicles (EV), the amount of available energy is important and thus capacity fade is the metric often used for calculation SOH [128], [61]. Given that an SOH rating of 0% represents a cell that has reached its EOL, the following equation can be used to quantify battery degradation on capacity.

\[
SOH_{\text{Cap}} = \left( \frac{C_{\text{EOL}} - C_{\text{SOH}}}{C_{\text{EOL}} - C_{\text{fresh}}} \right) \times 100
\]

(5-2)

where, \(SOH_{\text{cap}}\) represents the SOH value based on capacity, \(C_{\text{SOH}}\) is the current capacity of the battery, \(C_{\text{fresh}}\) is the battery capacity of a fresh cell and \(C_{\text{EOL}}\) is the capacity value at which battery is no longer usable. The EOL for an EV battery pack is normally defined as when the maximum capacity fades to 80% of its nominal maximum capacity [137]. One approach is to determine the overall battery SOH using the equation below:

\[
SOH = \min (SOH_{\text{Cap}}, SOH_{\text{Res}})
\]

(5-3)

Therefore, the depending on the application, either capacity or resistance can be the metric of choice for determining SOH. With regards to online capacity estimation, a number of approaches have been proposed in literature for determining SOH\(_{\text{cap}}\) [61], [60], [138]. However, a number of practical considerations still needs to be addressed when estimating \(SOH_{\text{res}}\). Therefore, the focus of this chapter will be on using resistance estimates to determine a stable \(SOH_{\text{res}}\) metric.

As the battery is cycled, side reactions occur at the electrode/electrolyte interface, forming the solid-electrolyte interface (SEI) layer [43], [47]. Formation and growth of this passive film increases the battery impedance over time. Therefore, resistance is a key metric that must be accurately estimated in order to monitor the battery SOH, especially in applications where available power is an important consideration.

As mentioned in Chapter 4, there are a large number of publications that explores various techniques for estimating the internal resistance of the battery [118], [139], [140], [34], [122]. More research is required, however, in turning these resistances values into a stable SOH metric. A number of practical issues must be considered when determining SOH on the BMS.
1. Outliers can be present in the raw resistance estimates due to timing mismatch in voltage and current sensors. Removal of these outliers is essential in obtaining an accurate SOH value.

2. Noise in the resistance estimates, must be properly filtered before being used for SOH calculations.

3. The temperature and state-of-charge (SOC) dependence must be taken into account before determining SOH. Otherwise, the SOH value can change depending on the battery application.

The goal of Chapter 5 is to develop a robust SOH algorithm that properly addresses the three issues described above. The direct resistance estimation (DRE) approach, proposed in Chapter 4, will be to generate the resistance values. Unlike Chapter 4, where all the results were obtained in simulation, this proposed SOH algorithm will be implemented on Nuvation’s BMS. In addition, the feasibility of using the DRE approach for frequency regulation type applications will be accessed.

### 5.2 Experimental

#### 5.2.1 Experimental Set-up

Experimental data was obtained using the battery test station described in Section 4.2.3. In addition, three different battery chemistries were used in this study as summarized in Table 5-1 below.

<table>
<thead>
<tr>
<th>Table 5-1: Manufacturer specifications for the batteries tested</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Cathode Chemistry</td>
</tr>
<tr>
<td>Type of Cell</td>
</tr>
<tr>
<td>Nominal Capacity (Ah)</td>
</tr>
</tbody>
</table>
The initial resistance was determined for all chemistries by applying a hybrid pulse power characterization (HPPC) test to a fresh battery and the values are summarized in Table 5-1. It should be noted that the resistance values listed in Table 5-1 refer to the ohmic resistance of the battery.

The operation of the test station involves selection of a current profile to be applied to the battery. The current profile was written as a text file and a Python script was used to communicate to the load box and power supply. The communication to the load box and power supply occurs at a frequency of 1 Hz, while the battery voltage, current and temperature were recorded from the BMS at a frequency of 2 Hz. The following section will explore the different current profiles that will be used to test the SOH algorithm.

5.2.2 Current Test Profile

The results from Chapter 4 revealed that accurate resistance estimates can be obtained using the DRE approach, given that there was sufficient current excitation. For example, applications where the current profile is in the form of a square wave is ideal since these profiles have significant changes in current and voltage. However, current profiles that are composed only of square waves are not typically seen in real world applications. To test the robustness of the algorithm under various applications, three carefully designed current profiles were utilized. The following section will provide a brief overview of each of these profiles. It should be noted that the applied current will be given in C-rates and therefore, can be easily scaled to different capacities.

5.2.2.1 Drive Cycle

The battery SOH is an important parameter that needs to be estimated in an electric or hybrid electric vehicle. Therefore, the algorithm was validated by running three commonly used drive cycles: Urban Dynamometer Driving Schedule (UDDS), Highway Fuel Economy Test (HWFET) and US06[141]. The current profiles are obtained using the same procedure as described in 4.2.4 and they are summarized once again in the figures below.
5.2.2.2 Frequency regulation profile

Depending on the type of application, the current transients experienced by the battery pack can be significantly different. For instance, the drive cycles described above contain rapid changes in current due to periods of braking and accelerating. Frequency regulation applications, on the other hand, do not always have the same degree of rapid current fluctuations. Therefore, in regards to grid storage applications, it is important to understand whether there is enough excitation in the current profile to accurately estimate resistance.

Figure 5-1: Current profile for the (a) UDDS drive cycle (b) US 06 drive cycle (c) HYFET drive cycle.
To simulate the typical current profile that a battery would experience in a frequency regulation setting, a sample regulation signal was taken from the PJM website. PJM is a regional transmission organization (RTO) in northeastern United States that “coordinates the movement of wholesale electricity” to 13 states in the US. A regulation signal that is frequently encountered in energy storage applications, referred to as a RegD signal [142], was used in this chapter. The data obtained from the PJM website is a normalized profile, which can be converted to a current profile for a particular battery configuration. The current profile that a battery would experience during a typical frequency regulation application is shown in Figure 5-2.

Excerpts from document:

**Figure 5-2:** Current profile for the RegD frequency regulation cycle

Examining Figure 5-2, it is evident that the rate of change of the regulation signal is small, resulting in a gradual charging or discharging of the battery. Therefore, the Li-ion battery pack will be subjected to a frequency regulation type current profile to determine whether there is sufficient excitation in the profile for accurate resistance estimation.

**5.2.2.3 Hybrid Pulse Power Characterization Test**
The HPPC test is often used to parameterize various equivalent circuit models (ECM) such as the Rint and Thevenin models [108]. It consists of a 10 second discharge at 1C, followed by a 40 second rest period and 10 second charge at \( \frac{3}{4} \) C. The current is summarized in Figure 5-3.
Figure 5-3: Current profile for the HPPC test.

The HPPC test will be incorporated in the testing current profile in order to obtain an accurate estimate of the ohmic resistance. The voltage drop as the current changes from zero A to 20 A discharge provides a sharp edge where the ohmic resistance can be estimated using Ohms law. As the battery ages, this test will be used to track the changes in the resistance and the value will be compared against the resistance estimates from the proposed algorithm.

5.3 Algorithm Development
The proposed SOH algorithm consists of three parts. First, the DRE technique will be used to generate resistance estimates online. Recall that the DRE algorithm examines the current profile for rapid changes in current and voltage and estimates the ohmic resistance when this change is observed. The ohmic resistance is updated based on Equation (5-4).

\[
R_{\text{ohm}} = \frac{(U_{l,t} - U_{l,t+\Delta t})}{(I_{l,t} - I_{l,t+\Delta t})}
\]  

(5-4)

These estimates will then be filtered to remove outliers and noise. Finally, an efficient windowing approach will be utilized to remove the dependence of temperature and SOC on the resistance values. Since the DRE method was explored in the previous chapter, the following section will
only develop the outlier and noise removal algorithms along with the technique for eliminating temperature and SOC dependence on resistance.

5.3.1 Removal of Outliers and Measurement Noise in Resistance Estimates

Although the DRE technique is advantageous with respect to computational efficiency, the approach is sensitive to variations in sensor timing as well as measurement noise. To illustrate the issue of outliers, consider the following test. The DRE method was successfully implemented on Nuvation BMS and incorporated within the experimental setup described in Section 5.2.1. Lithium cobalt oxide (LCO) chemistry was used for this particular test, and the battery was subjected to a square wave current profile, where a discharge current of 40 A was applied for five seconds and brought to zero for the next five seconds. This profile was carried out for over 30,000 seconds and the BMS output resistance is summarized in Figure 5-4.

![Figure 5-4: Outliers in the BMS resistance estimates for LCO, subjected to a square wave current profile.](image)

Examining Figure 5-4, it is evident that numerous outliers are present in the BMS output since the nominal cell resistance of the battery is 3200 µOhms. To better understand the cause of these outliers, the following experiment was conducted: The LCO battery that was being discharged at 20 A was suddenly subjected to 20 A of charge. Voltage and current measurements were recorded for six seconds at a frequency of 10Hz (or 10 times per second), and the results are shown in Figure 5-5.
Figure 5-5: Voltage and current measurements as the current is switched from 20 A of discharge to 20 A of charge.

Examining Figure 5-5, it can be seen that as the battery goes from 20 A of discharge to 20 A of charge, an intermediate current value (represented by $\Delta I_2$) is observed. This value is an artifact of the experimental setup and occurs due to a mismatch in the timing of the voltage and current sensors. Using $\Delta I_2$ in Equation (5-4) would produce an erroneous resistance estimate. Although the outliers seen in Figure 5-5 are a result of the experimental setup used in this study, it is still important to address potential measurement issues for practical real-world application. The goal of this work is to develop a SOH algorithm that can be used in a wide range of conditions and is robust to measurement noise and outliers.

One approach to removing these outliers is to use a control chart approach, where resistance estimates that fall above or below a certain threshold limit are rejected. The upper and lower threshold limits can be determined using the following equation:

$$UL = \bar{X} + \sigma \quad \text{and} \quad LL = \bar{X} - \sigma$$  \hspace{1cm} (5-5)

where $UL$ and $LL$ represent the upper and lower limits respectively and $\sigma$ represents the deviation from the mean. In a process control chart, the random variable is assumed to be Gaussian and the deviation is usually taken to be $3\times\text{Standard Deviation}$ at 99% confidence. In this chapter, the value of $\sigma$ will be another configurable parameter that can be tuned for a particular battery chemistry or
application. This approach is illustrated in Figure 5-6 A), where the nominal resistance is used as the mean $\bar{X}$ and the $\sigma$ is set to 500 $\mu$Ohms.

**Figure 5-6**: (A) Control chart approach using the correct mean value and a standard deviation ($\sigma$) of 500 $\mu$Ohms (B) Control chart approach using an incorrect mean value of 4500 $\mu$Ohms and a standard deviation ($\sigma$) of 500 $\mu$Ohms.

There are two disadvantages in using the nominal resistance value as the mean in Equation (5-5). First, if the initial guess of the nominal resistance is incorrect, then all resistance values might end up being rejected. This is illustrated in Figure 5-6 B), where the actual resistance is around 3200 $\mu$Ohms but the nominal resistance used in removing outliers was set to 4500 $\mu$Ohms. Therefore, all the values below 4000 $\mu$Ohms will be incorrectly rejected. Second, the internal resistance of Li-ion batteries is influenced by temperature and therefore it can increase or decrease depending on the operating conditions. Having fixed bounds on the estimates is not advantageous since the upper and lower limits would not be able to account for the temperature effect.

To resolve these issues, the following approach (Figure 5-7), is proposed for removing outliers and filtering measurement noise.
Figure 5-7: Flowchart of the proposed algorithm for removing outliers and filtering measurement noise.

Consider the left hand-side of the resistance estimation section (enclosed by black dashed line) shown in Figure 5-7. The algorithm starts by generating resistance estimates when a significant change in current and voltage is observed by the BMS. Then an exponentially weighted moving average (EWMA) filter, initially introduced in Section 4.3.1, is used for estimating the mean value $R_{CL,k}$, used in determining the upper and lower bounds.

$$R_{CL,k} = (1 - \lambda_{EWMA,CL}) \cdot R_{CL,k-1} + (\lambda_{EWMA,CL})R_{ohm,k}$$

(5-6)

where, $R_{ohm,k}$ is the resistance obtained using Ohms law, $R_{CL}$ is filtered resistance value used to determine the control chart limits and $\lambda_{EWMA,CL}$ is the forgetting factor. Recall that a larger $\lambda_{EWMA,CL}$ value means more smoothing of the output. Using this approach, the upper and lower limits of the control chart can then be defined as follows:

$$UL = R_{CL,k} + \sigma \text{ and } LL = R_{CL,k} - \sigma$$

(5-7)

where $UL$ represents the upper limit, $LL$ represents the lower limit and $\sigma$ is a factor that can be tuned for a particular application. If the user has a high degree of confidence in the resistance measurements, a smaller value of $\sigma$ can be used.
Using this approach, the upper and lower limits of the control chart change with the operating conditions of the battery. The value of $R_{CL,k}$ is determined using all the resistance estimates, including resistance values that might be outliers. This allows the algorithm to adapt to changes in battery operating conditions as well as to correct for any errors in the initial guess.

Before moving on to SOH estimation, it is important to first define the two terms that will be used throughout the chapter for describing the algorithm results. The resistance estimates obtained after removal of outliers will be referred to as instantaneous resistance and is shown in Figure 5-7. Measurement noise will cause a significant amount of variability in the instantaneous resistance estimates and therefore, a second EWMA filter will be used to smooth out the resistance trend as shown below.

$$R_{filtered,k} = (1 - \lambda_{EWMA}) \times R_{filtered,k-1} + (\lambda_{EWMA})R_{inst,k} \quad (5-8)$$

The output from this moving average will be referred to as filtered resistance and is illustrated in Figure 5-7. This value can be used to monitor the change in resistance as the surface temperature of the battery changes but it will not be used in SOH calculations.

### 5.3.2 Filtering based on temperature and state-of-charge

To develop an SOH algorithm, the resistance values need to be converted into a SOH metric between 100% and 0%. As previously mentioned, there is no clear consensus in literature on how the SOH of a battery should be defined. However, there are a few important variables that need to be addressed before building an accurate SOH algorithm.

First, it should be noted that the resistance estimates are dependent on the temperature and battery SOC [118], [143]. Estimating the resistance at low temperature versus high temperature can give significantly different results, and comparison of these results to nominal resistance values can result in erroneous SOH predictions. Therefore, the operating condition of the battery needs to be accounted for in the SOH calculations. This work proposes a windowing approach to account for fluctuations in temperature and SOC as the battery is cycled. The complete SOH algorithm, is shown in Figure 5-7 (enclosed by a green dashed line).

After the removal of outliers using the adaptive control chart, the resistance values are passed through an SOC filter. The filter removes all estimates obtained when the SOC is below 20% or
above 80% because the resistance is usually higher in this SOC region. [144]. In addition, the resistance is passed through a temperature filter, where resistance values are selectively removed based on the operating temperature of the battery. The range of the temperature window was taken to be around 2°C in order to remove the effect of temperature on resistance. For example, if the temperature window is taken to be between 25°C and 27°C, only resistance estimates obtained when the battery surface temperature lies in this range is used for SOH calculations. This approach represents a simple and efficient way to remove temperature dependence on resistance and thereby produce an SOH metric that is stable under various battery conditions.

Finally, the EWMA filter will be employed to reduce variance in the resistance estimates. The value of the tunable constant $\lambda_{EWMA,LT}$ is taken to be an order of magnitude higher when compared to the value used in determining the filtered resistance. The value of $R_{SOH}$ obtained from this approach can be substituted into Equation (5-1) to determine the SOH value.

### 5.4 Results and Discussion

To ensure the algorithm is able to provide reliable resistance estimates, testing was carried out using the battery station discussed in Section 5.2.1. It should be noted that the resistance estimation block in Figure 5-7 was implemented on Nuvation BMS and the instantaneous and filtered resistance values reported in this work are obtained from the BMS output.

#### 5.4.1 Internal Resistance Estimation

Validation of the proposed algorithm requires a current profile that is representative of current draws experienced by the battery pack in both automotive and stationary applications. Therefore, this test vector consists of the drive cycles, described in Section 5.2.2.1, along with two frequency regulation cycles and an HPPC test. The complete test is shown in Figure 5-8 below.
The profile starts with three consecutive drive cycles including HWFET, UDDS and US06 cycles. The battery is then brought to 50% SOC and a frequency regulation type profile is applied. Next the battery is discharged to 50% and an HPPC test is conducted. Finally, another frequency regulation profile is used, where the battery is fully discharged from 100% SOC to 0% SOC.
The current profile shown in Figure 5-8 (a) was first applied to LCO chemistry and the temperature, current, voltage and resistance values were sampled at a frequency of 2 Hz. It should be noted that the maximum charge/discharge C-rate for the LCO cell was 1.5 C and therefore, the profile was scaled to meet this requirement. The time window, minimum current threshold and minimum voltage threshold for the DRE method were taken to be 1 s, 2 A and 0.007 V respectively. The deviation for the upper and lower limits in Equation (5-7), denoted by $\sigma$, was taken to be 500 $\mu$Ohms and the results are shown in Figure 5-8 (c).

The black solid line in Figure 5-8 (c) represents the instantaneous resistance estimates obtained under different current profiles. Examining Figure 5-8 (c), it is clear that a significant number of resistance estimates can be obtained during the drive cycle portion of the profile. This number decreases, however, as the battery moves to the frequency regulation sections. This is to be expected as this section of the current profile contains only gradual changes in current and voltage. It is important to note that, although fewer resistance estimates were determined, there was still enough excitation in the frequency regulation profile to produce a stable resistance output.

The red dashed line in Figure 5-8 (c) is the filtered resistance estimates obtained after passing the resistance values through an EWMA filter with a $\lambda_{EWMA,ST}$ value of 0.01. Application of the filter was found to substantially reduce the variance that was present in the instantaneous resistance estimates. Figure 5-8 (c) also shows a large swing in the filtered resistance value when the drive cycle starts. To better understand this trend, Figure 5-8 (e) shows an enlarged portion of the above graph with temperature plotted on the right y-axis. It can be seen that the increase in resistance pertains to a decrease in the temperature of the battery. This result is encouraging as it confirms the ability of the algorithm to estimate the resistance of the battery under various operating conditions.

In order to check the validity of the proposed algorithm for different battery chemistries, the battery was switched from LCO to LFP. The cell parameters are shown in Table 5-1, and the same current profile applied to LCO was applied to the LFP cell (Figure 5-8 (b)). For this particular battery, the time window, minimum current threshold and minimum voltage threshold were set to 1 s, 3 A and 0.006 V respectively. Since the resistance values are similar in magnitude for the two cells, the same standard deviation was used for the control chart bounds. The LFP cell results are shown in Figure 5-8 (d).
Comparison of Figure 5-8 (c) and Figure 5-8 (d) shows that a similar trend is attained for both battery chemistries. The algorithm is able to adequately remove outliers and filter out measurement noise for the LFP battery. In addition, Figure 5-8 (e) illustrates that the filtered resistance value is able to adapt to changes in temperature. Therefore, the proposed algorithm can be used to estimate the resistance of different Li-ion batteries, without the need for a chemistry specific OCV curve or individual battery model parameters.

The number of times the resistance was estimated, for a particular section of the current profile, can be determined and is summarized in Table 5-2. The drive cycle section is composed of three individual drive cycles (US 06, UDDS and HWFET) while the frequency regulation section has two different profiles. Profile 1 in Table 5-2 refers to the RegD type frequency regulation profile while Profile 2 is the small part of the RegD profile carried out from 100% to 0% SOC.

Table 5-2: Number of resistance estimates obtained for LFP and LCO battery under different current profiles

<table>
<thead>
<tr>
<th></th>
<th>Time (hr)</th>
<th>LFP Resistance Estimates per hour</th>
<th>LCO Resistance Estimates per hour</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US 06</td>
<td>0.333</td>
<td>4218</td>
<td>4314</td>
</tr>
<tr>
<td>UDDS</td>
<td>0.761</td>
<td>1495</td>
<td>1640</td>
</tr>
<tr>
<td>HWFET</td>
<td>0.424</td>
<td>1970</td>
<td>1668</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profile 1</td>
<td>5.095</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>Profile 2</td>
<td>11.834</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

The results from Table 5-2 show that the drive cycles provide a significantly larger number of resistance estimates in comparison to the frequency regulation cycles. In regards to each specific drive cycle, the US06 profile provides the most resistance estimates. This is not surprising as examination of the US06 profile indicates that it is a highly aggressive drive cycle, where the current changes rapidly in a matter of seconds. The frequency regulation cycles, on the other hand,
produces a significantly lower number of estimates since the current gradually changes over time. For example, LFP pouch cell estimates the resistance 16 and 9 times per hour for profile 1 and 2 respectively. Although the estimates are generated at a much lower rate, it should be noted that the resistance of a battery changes in a matter of weeks if not months. Therefore, continuous cycling of the battery for days will provide sufficient estimates for accurate SOH estimation.

Another important factor that needs to be considered when evaluating the effectiveness of the algorithm is the influence of an incorrect initial guess. To ensure that the algorithm converges to a correct resistance value, an incorrect resistance value was assumed. The current profile shown in Figure 5-8 (a-b) was applied and the results are summarized in below.

![Figure 5-9: Estimation of the internal resistance of the battery when an incorrect resistance value of 8500 μOhms is initially assumed.](image)

From Figure 5-9, it is evident that the internal resistance of the battery, based on the filtered resistance estimates, quickly converges to the correct value after less than an hour of operation. During the first few minutes, the resistance remained at 8500 μOhms as the algorithm was not able to converge to the correct value due to the lack of resistance estimates. Examining the current profile in Figure 5-9, the beginning portion of the profile consists a of constant current section that would not present enough variation in voltage and current to obtain any resistance estimate. The
resistance starts to converge once the drive cycle profile begins since this particular section consists of rapid changes in current and voltage.

Finally, the algorithm was used to estimate the resistance of 320 cells in a high voltage battery stack. Cylindrical LFP cells, summarized in Table 5-1, were used in this study. A constant current charge/discharge cycle was applied to the cells for one day and the final filtered resistance value was recorded at the end of the test. Resistance estimates were made by the algorithm during the switching portions of the test. The filtered resistance values for the 320 cells are summarized in the histogram below.

![Histogram of Filtered Resistance Measurements](image)

**Figure 5-10:** The histogram of the filtered resistance measurements of 320 cells from the high voltage battery pack.

Figure 5-10 shows a distribution of cells that have been aged over time. Since the nominal resistance of a fresh LFP cell is 86500 µOhms in this case, it is evident that the majority of cells have increased in resistance due to cycling. It also appears that there are a few cells above 94000 µOhms. These cells will limit the power capability of the battery pack and therefore might require replacement. The results from this study indicate that the algorithm can be used to identify cells that deviate from the average and these cells can be considered for replacement in the battery pack.
In summary, the results so far have shown that the proposed resistance estimation algorithm is robust in the presence of outliers, under different temperature and incorrect initial guesses. In addition, it is simple and efficient enough to be implemented on a BMS that may be required to manage hundreds of cells.

5.4.2 State-of-Health Estimation

The goal of SOH estimation is to accurately track the degradation of the Li-ion battery until it reaches a point where it can no longer be used effectively. In this paper, internal resistance estimates will be used to provide an estimate of how much the battery has aged over time. Since resistance is correlated with the battery operating temperature and SOC, the algorithm will examine the effects of filtering out these two variables.

The current profile shown in Figure 5-8 (a-b) was applied continuously for a total of 27 days. The LCO cell was used for this particular test and the voltage, current, temperature and resistance readings were sampled at a frequency of 2 Hz by the BMS. The full testing profile for validation of the algorithm is shown in Figure 5-11 (a).

![Figure 5-11: (a) The long-duration current profile used in testing the lithium cobalt oxide battery (b) The instantaneous and filtered battery resistance values obtained for the current profile](image)

The resistance algorithm was used to calculate the instantaneous and filtered resistance estimates over a period of 27 days. The resistance estimates are summarized in Figure 5-11 (b). Once again, the sharp drop and rise in the filtered resistance is due to changes in the surface temperature of the battery as it moves from one current profile to a less demanding profile. It should be noted that the trend that was detected in Figure 5-8 (c-d) is also present in Figure 5-11 (b) after a full 27 days of cycling. Since the filtered resistance estimates vary with temperature
and SOC, using this value for calculation of SOH will not yield accurate results. To produce a stable metric for tracking battery SOH, the resistance measurements were filtered based on the battery operating temperature and SOC. Only resistance estimates obtained when the battery was between 20% to 80% SOC will be used. In addition, only resistance values estimated when the battery temperature fell in the range of 25 °C to 27°C were considered.

Once again, the EWMA filter was used to smooth out the noise, only this time, a $\lambda_{EWMA,LT}$ value of 0.001 was used. The SOH was calculated using Equation (5-1), where the resistance of a fresh cell was taken to be 3230 µOhms and the $R_{EOL}$ was taken to be 6600 µOhms. The value of $R_{SOH}$ and battery SOH is presented in Figure 5-11 A and B.

![Figure 5-12](image): (A) resistance used in calculating SOH for the LCO battery (B) The battery SOH rating over 27 days.

Figure 5-12 B shows that the SOH resistance values are stable when temperature and SOC effects are removed. The HPPC experiments, described in Section 2.2.1 can be used to provide an estimate of the experimental battery resistance, and is depicted as purple dots in Figure 5-11 B. Comparison of resistance results from the algorithm to the experimental HPPC values gives a mean error of 1.1% and a maximum error of 3.8%. Therefore, it can be concluded that the algorithm is able to accurately estimate the resistance of the battery over an extended period of time.

### 5.5 Conclusions

This paper proposes a SOH estimation approach. Any outliers present in the resistance estimates were removed using an adaptive control chart technique. This method was found to give accurate resistance estimates under different operating conditions and showed quick convergence to the nominal resistance when an incorrect initial guess was used. Since a simple resistance model is
assumed, the computational cost of this method is significantly less when compared to adaptive filtering algorithms that are frequently cited in literature. Therefore, it can be easily scaled to operate on a large battery pack without demanding large amounts of memory or computational resources.

To obtain an SOH metric, the internal resistance was filtered using temperature and SOC, and the resulting values were passed through a long term EWMA filter. The results show a very stable resistance estimate with an average error of 1.1% when compared to HPPC data over 27 days. Stable resistance values are essential for robust SOH estimation, specifically one that does not depend on temperature or battery SOC. In addition, the algorithm was used to estimate the distribution of resistances in a large pack of 320 cells illustrating how the algorithm proposed in this work can be utilized to successfully track the degradation of individual cells in a large Li-Ion battery pack.
Chapter 6: State-of-Charge Estimation Algorithm for Lithium-Ion Battery Packs

6.1 Introduction

Accurate estimation of state-of-charge (SOC) is one of the most challenging areas in battery research. A number of factors, such as control strategies, balancing algorithms and safety constraints are dependent on the SOC value. Therefore, determination of this battery state is critical in developing a robust battery management system (BMS). The difficulty in SOC estimation arises from the fact that unlike a gasoline tank, where the fuel level can be measured, the charge remaining in the battery needs to be estimated. The estimation of SOC for a battery pack is complicated by measurement noise, model inaccuracies, battery degradation, and cell-to-cell variability. Although a high-fidelity model can be developed, there might be computational limitations in how complex the model can be. Therefore, accurately estimating SOC while maintaining a computationally efficient algorithm will be the central focus of this work.

As explored in literature review, a number of approaches have been proposed for SOC estimation at the cell level, from various adaptive filters to artificial neural networks and fuzzy logic algorithms. These approaches however, estimate the SOC for one individual cell in the battery pack. The cells in the battery pack rarely have similar characteristics; that is to say, the resistance and capacity values tend to differ within cells. This inconsistency means that the SOC for an individual cell in the battery pack can be significantly different from that of its neighbors. Therefore, estimation of SOC at the pack level is essential for safe and reliable control of the battery pack.

Although a large number of publications address the development of cell-level SOC estimation algorithms, limited research currently exists for SOC estimation at the pack level. The publications that do exist can be grouped into one of four categories.

1. The first group of approaches extends a single cell SOC algorithm and executes them on each cell in the battery pack. Chen et al. [145] proposes carrying out the extended Kalman filter (EKF) algorithm to calculate the SOC of each individual cell. The minimum and maximum SOC of the pack is then used to calculate the pack’s SOC. Although this
approach can ensure accurate performance, implementation of the algorithm for each individual cell can become computationally expensive. This is especially true when more advanced filtering approaches are used, such as the particle filter (PF) and the sigma-point Kalman filter (SPKF). Therefore, application of these algorithms on a BMS is often infeasible.

2. The second group of methods utilize screening or filtering techniques to create a battery pack with cells having limited cell-to-cell variability. Research conducted by Kim et al. [146] shows that by selecting cells with similar electrochemical characteristics, a battery pack can be developed with cells of similar resistance and capacity. Estimation of SOC for this pack can be accomplished by using a lumped ECM model. Likewise, Xiong et al. [147] used filtering based on resistance and capacity to assemble battery modules with similar SOC values. However, there are two main limitations to the techniques described above. First, if the cells age at different rates, the uniform battery pack can become non-uniform over time. Second, BMS manufacturers may not have control over the assembly of the battery pack. The algorithm should be able to adapt to different pack topologies and chemistries.

3. Another common method is to determine the ‘average SOC’ first and then use the deviations between the averaged cell and the individual cell to determine the SOC for each cell. As an example, Plett [148] proposed a bar-delta filtering approach to estimate the SOC and SOH values of each cell in the battery pack. The work was extended by Dai et al. [149] who incorporated a dual time scale for estimating the average SOC and individual cell deviations. Although these approaches are advantageous in that they provide an estimate of the SOC for each individual cell, they can also be computationally expensive as it requires hundreds of delta filters running on the BMS.

4. The final approach, and one that is gaining traction recently, is pack level SOC estimation based on a select few cells. Hua et al. [150] proposed an approach for calculating pack SOC by determining the weakest cell in the pack and then using a nonlinear predictive filter on this cell to estimate SOC. Although this approach produced reliable results, it can only be applied to a pack with passive balance control. Zhong et al. [151], proposed an approach for an unbalanced pack, where the SOCs of two cells were related to the overall
pack SOC. However, this approach does not model the change in battery model parameters as the pack ages.

There are two gaps in pack SOC estimation literature that will be addressed with this work. First, the papers that have proposed an algorithm for an unbalanced pack, do not consider changes in cell model parameters. Whereas, the developed algorithms in literature that do take into account changes in model parameters, are not always applied to a battery pack that is unbalanced. A more in-depth analysis is required to understand how these algorithms behave for an unbalanced pack. Therefore, this research will develop a comprehensive pack-level SOC algorithm that will track the SOC of an unbalanced pack, while simultaneously estimating the model parameters online to ensure performance does not degrade over time.

The second contribution of this work is the development of an algorithm that behaves logically to the battery users. Since the EKF is a stochastic technique, the tracking behavior of SOC can behave erratically in certain situations. For example, when the battery is at rest, the EKF SOC estimate can appear to increase or decrease. This type of behavior is said to be “illogical” and can cause energy storage system (ESS) users to lose confidence in the accuracy of their BMS product. There is currently no work in literature that accounts for this effect. Therefore, this research proposes a novel adaptive coulomb counting component at the top level to ensure that the algorithm behaves logically.

6.2 Experimental Approach

6.2.1 Battery Test Stations

Two different test benches were constructed to carry out SOC estimation tests. The first test bench is the same one described in the experimental sections of Chapter 4 and 5 and is depicted in Figure 6-1 below. Since the test bench has been described in detail in previous chapters, only a brief description will be given in this section. The test bench can be used to provide a charging current up to 40 A and a discharging current up to 60 A. Since the capacity of all batteries used in this study fall between 15 Ah to 40 Ah, the given test bench can be utilized for validation of the proposed SOC estimation algorithm. The voltage, temperature and current will be sampled at a frequency of 1Hz and the current profile will be inputted into the load box and power supply at the same frequency. The above battery test station can only test a pack below 20V due to the voltage
limit on the power supply. Therefore, for testing of packs above 20V, a second test bench was constructed and is shown in Figure 6-2.

**Figure 6-1:** The first battery test station with an upper voltage and current limit of 20 V and 60 A respectively.

**Figure 6-2:** The battery test station with an upper voltage and current limit of 50 V and 12 A respectively.
The second test bench was constructed in a similar manner as the first. This battery test station will be used to test battery packs that have higher voltages but lower currents. For example, some of the future works on SOH/SOC estimation will be carried out using 12 18650 Li-Ion cells connected together in series. It should be noted that the test bench has an upper current limit of 12 A and therefore, the pouch cells cannot be tested using this set-up.

6.2.2 SOC Validation Benchmark

The challenge with algorithm validation is that the obtained results need to be compared to an accurate benchmark before any conclusions can be drawn regarding its accuracy. In this work, the “actual” SOC value will be obtained from coulomb counting. This might seem counter-intuitive since the goal of the research project is to improve on existing methods, such as coulomb counting. As previously stated, the two main drawbacks to coulomb counting is that 1) accumulation of an offset error can occur if the battery is not calibrated and 2) an initial SOC is required. To account for these errors, the following steps were taken. First, the initial SOC was obtained before the start of any test by charging the battery to full capacity. Second, to account for offset drift, the final SOC value after completion of the test was obtained. Using the initial and final SOCs, the offset drift was calculated and this value was incorporated into calculating percent error. By using this approach, an accurate SOC benchmark was established for evaluating algorithm performance under various operating conditions. All SOC estimates obtained using this approach will be referred to as actual SOC estimates for the rest of this section.

6.2.3 SOC Algorithm Validation Current Profiles

Testing algorithm accuracy requires careful selection of appropriate validation tests. Conducting battery experiments that stress the limits of the algorithm are essential in understanding the conditions where the proposed technique works and where it doesn’t. To this end, five different current profiles were generated, each meant to test a particular aspect of SOC estimation. The following section will provide more details about the generated current profile, and the rationale for using it. It should be noted that the RegD profile, initially described in Section 5.2.2.2, is used for many of the validation tests.
6.2.3.1 SOC Current Drift - Validation Profile

This particular current profile was generated to determine the algorithm performance when a 25-mA offset in current is introduced. The current profile is shown in Figure 6-3.

Figure 6-3: (A) The current profile used in evaluating algorithm performance when an offset error is present in the current measurements and (D) the corresponding SOC profile of the battery pack.

The validation test consists of the following steps:
1. The test begins with a constant-current constant-voltage (CCCV) charge to full and a three-hour rest to ensure that the battery has reached equilibrium.

2. Next, the battery is cycled for 24 hours at a constant current of 2C, between an SOC of 45% and 55%. This particular current profile is shown in Figure 6-3 B).

3. The battery is then allowed to rest for 2 hours and cycled once again between an SOC of 40% to 50%, only this time, a RegD profile was utilized (Figure 6-3 C).

4. After another 2-hour rest period, the battery is cycled between SOC regions of 30% to 70%, 20% to 80%, 45% to 55% and 35% to 65%, with subsequent 2-hour rests in between each SOC region. The final SOC profile for this test is shown in Figure 6-3 D).

The battery was exposed to various SOC swings and different current profiles to ensure that algorithm performance is not dependant on the battery SOC or current magnitude. The ultimate goal of this validation profile is to determine if the proposed algorithm can adequately remove offset errors present in the current measurements.

6.2.3.2 SOC Logical Behavior - Validation Profile

Before describing the validation profile, it is important to clearly define what is meant by SOC illogical behavior and why it is important to resolve this issue. A battery is said to behave illogically if one or more of the following events occur:

1. The battery is at rest but the SOC is increasing or decreasing
2. The battery is charging but the SOC is decreasing
3. The battery is discharging but the SOC is increasing
4. The SOC jumps rapidly between SOC points instead of smoothly transitioning between them. For example, the SOC changes from 20% to 10% and back to 15%.

A direct consequence of this type of illogical behavior is a loss in confidence of the SOC accuracy. A battery user that notices the SOC changing when the battery is at rest might question the reliability of the SOC algorithm. In addition, since the SOC represents the amount of energy remaining in the pack, random fluctuations in this value can lead to incorrect decisions at the system level. Therefore, developing an algorithm that can produce reliable SOC estimates, is essential.
The behavior described above is often observed for an LFP battery that is at rest between 40% and 60% SOC. The small gradient of the OCV-SOC curve, coupled with the hysteresis effect present in LFP cells, can lead to illogical behavior. Therefore, a current profile will be generated to evaluate algorithm performance under these operating conditions. The corresponding SOC profile is illustrated in Figure 6-4.

![SOC Profile](image)

**Figure 6-4:** SOC profile for testing whether the algorithm SOC estimates behave logically.

The following current profile was used for testing whether or not the algorithm produces well-behaved SOC values.

1. The battery pack is initially charged to full and the battery is cycled between 20% and 80% SOC for 21 hours using the RegD current profile.
2. The applied current is then removed when the battery is at 50% SOC, and the battery pack is allowed to rest for 8 hours.
3. The current is re-applied and the battery pack is once again cycled between 20% and 80%.

The purpose of this test is to determine whether the algorithm behaves logically in the rest period, where accurate SOC estimation is extremely difficult.
6.2.3.3 SOC End-Point Error - Validation Profile
A large number of BMS decisions occur when the battery is almost full or close to empty. Therefore, accuracy at the upper and lower SOC regions is more important than accuracy in the middle SOC region. To test the performance of the algorithm at the upper and lower SOC regions, the following current profile was implemented.

1. First the battery is brought to full so that an initial estimate of SOC can be obtained.
2. The cell is then discharged to 50% SOC using a constant current of 1C.
3. The RegD profile is used to cycle the battery for 24 hours between 45% and 55%.
4. After 24 hours of cycling, the battery is brought to empty (Figure 6-5 A) or full (Figure 6-5 B) using a constant current of 1C.

Figure 6-5: SOC profile for the end-point validation test, where the cell is brought to empty (A) or full (B) at the end of the test.

As previously mentioned, the largest SOC errors are observed in the flattest portions of the OCV curve. For LFP, this occurs between an SOC of 60% and 40%. Therefore, the goal of this test is to a). determine the worst case SOC error in this mid-SOC region and b). determine if the error is reduced as the battery is brought to empty or full. An SOC error of 10% may be acceptable for some BMS manufacturers at 50% but this same error at the lower and upper SOC regions will be much more problematic.

6.2.3.4 SOC Unbalanced Pack - Validation Profile
During the operation of a battery pack, individual cells within the pack can become unbalanced. This could occur for two reasons. First, if the battery pack does not have a balancing algorithm, the intrinsic variations within the batteries will led to some cells having a lower SOC than others. This can be problematic since the capacity of the battery is dependent on the weakest cell. In
situations where a balancing algorithm is present, the pack can still become unbalanced if the wrong cell is discharged. This can happen when balancing is based on the terminal voltage of the cell rather than its SOC. For example, consider two cells of the same SOC but different resistance. A larger resistance means the terminal voltage will be higher during charge, leading to the BMS discharging the cell when it should not. This can cause the battery pack to become unbalanced over time.

To test the algorithm performance for an unbalanced pack, the following two tests were carried out:

**Test #1:** Evaluate the performance of the algorithm when the battery pack is unbalanced and the BMS is not balancing.

1. All four cells within the pack are brought to an SOC of 50% using constant current discharge at 1C.
2. Two of the cells are discharged an additional 10% SOC.
3. The battery pack is then cycled from 95% SOC to 5% SOC for 24 hours.

The SOC profile for the *min* and *max* cell is shown in Figure 6-6. For the remainder of this paper, the *min* cell will refer to the cell that discharges to empty first, and the *max* will represent the cell that charges to full first.

![SOC profile for min and max cell for an unbalanced pack.](image)

**Figure 6-6:** SOC profile for the *min* and *max* cell for an unbalanced pack.
The purpose of this test is twofold. First, the algorithm is tested to determine whether it can accurately determine the SOC of the min and max cell within the pack. Second, the goal is to evaluate the algorithm performance in predicting the pack SOC as the cell is brought to full and empty. The pack SOC should seamlessly transition from the max cell SOC when it is full to the min cell SOC when it is empty.

**Test #2:** Evaluate the performance of the algorithm when the battery pack is initially unbalanced but becomes balanced during battery cycling.

1. All four cells within the pack are brought to an SOC of 50% using constant current discharge at 1C
2. Two of the cells are discharged an additional 10% SOC.
3. The battery pack was then cycled for over two days following the SOC profile shown in Figure 6-7.

![Figure 6-7](image)

**Figure 6-7:** SOC profile for the battery pack that is initially unbalanced but becomes balanced as the battery is cycled.

The purpose of test #2 is to determine whether the algorithm can accurately track SOC while the battery pack transitions from being unbalanced to balanced.
6.3 Algorithm Development

The proposed SOC estimation algorithm will be composed of three distinct sub-algorithms: cell level SOC estimation, pack level SOC estimation, and adaptive coulomb counting. The input and output for each sub-component is illustrated in Figure 6-8.

![Figure 6-8: Overall SOC estimation algorithm for implementation in BMS.](image)

It should be noted that there are minimal dependencies between the different modules, which permits one to make significant modification to a sub-algorithm without changing the other two components. In fact, SOC estimation at the cell level can be carried out using the wide array of techniques described in Section 2.4, without having to change the other two components. This allows for continuously iterative improvements in the future as more computational resources become available. The following section will develop the equations at each of the three levels and explain how each sub-algorithm relates to the overall SOC estimation framework.
6.3.1 Cell Level SOC Estimation

The SOC estimation step will be carried out in this work using an EKF, while the model parameters will be updated using the RLS approach. The battery states and model parameters for only two cells will be calculated in this work. By restricting the algorithm to a few select cells, the computational cost can be significantly reduced. Determination of these cells and the corresponding assumptions will be explored in greater detail in the pack level algorithm section. This section will develop the equations used for both estimating the SOC using EKF and updating the model parameters using RLS. The two algorithms and how they are coupled together are summarized Figure 6-9.

![Cell Level SOC Estimation Diagram]

**Figure 6-9:** Cell-level SOC algorithm using EKF for state SOC estimation and RLS for model parameter estimation.

Before the RLS algorithm can be executed, the battery model needs to be written in the following form:
\[
y_{RLS,k} = \theta_{RLS,k}\phi_k + e_{RLS,k}
\]  
(6-1)

Where, \(y_{RLS,k}\) represents the output terminal voltage to be estimated, \(\theta_{RLS,k}\) is the parameter vector, \(\phi_k\) is the exogenous inputs and \(e_{RLS,k}\) is the measurement noise. To develop the model in the above form, the Thevenin battery model needs to be first written in the frequency domain as shown in Equation (6-2).

\[
U_L(s) - U_{ocv}(s) = -I_L(s)\left(R_0 + \frac{R_1}{1 + R_1C_1s}\right)
\]  
(6-2)

Where, \(U_L\) is the battery terminal voltage, \(U_{ocv}\) is the battery open circuit voltage (OCV), \(I_L\) is the applied current and \(R_0, R_I\) and \(C_I\) are the battery parameters. It should be noted that \(s\) represents the Laplace domain and not the battery SOC. By defining \(E_T = U_L - U_{ocv}\) and using a bilinear transformation \(s = 2z(-1)/T/(z+1)\), the following transfer function can be obtained in discrete time, with a sample time \(T_s\).

\[
\frac{E_T(z^{-1})}{I_L(z^{-1})} = -\frac{(R_0 + R_1 + 2R_0R_1C_1)}{1 + R_1C_1s} + \frac{(R_0 + R_1 - R_0R_1C_1)}{1 + R_1C_1s}z^{-1}
\]  
(6-3)

The above equation can be written as:

\[
E_{T,k} = a_1E_{T,k-1} + a_2I_{L,k} + a_3I_{L,k-1}
\]  
(6-4)

where \(a_1, a_2, a_3\) are defined as follows:

\[
a_1 = \frac{T_s - 2R_1C_1}{T_s + 2R_1C_1}, \quad a_2 = \frac{(R_0 + R_1 + 2R_0R_1C_1)}{1 + R_1C_1s}
\]
\[
a_3 = \frac{(R_0 + R_1 + 2R_0R_1C_1)}{1 + R_1C_1s}
\]  
(6-5)

Given \(E_T = U_L - U_{ocv}\), an expression can be derived for the terminal voltage \(U_L\).

\[
U_{L,k} = (1 - a_1)U_{ocv,k-1} + a_1U_{L,k-1} + a_2I_{L,k} + a_3I_{L,k-1}
\]  
(6-6)

Equation (6-6) can be written as a autoregressive exogenous model (ARX) shown in Equation (6-1) where \(y_{RLS,k} = U_{L,k} \phi_k = [1 \ U_{L,k-1} \ I_{L,k} \ I_{L,k-1}]\) and \(\hat{\theta}_{RLS,k} = [(1 - a_1)U_{ocv,k} \ a_1 \ a_2 \ a_3]\).

Once the ARX model is developed, the RLS algorithm can be executed for determining the model parameter update. The RLS gain, \(L_{RLS,k}\), represents the confidence in the parameter update and is calculated using Equation (6-7).
\[ L_{RLS,k} = P_{k-1} \varphi_k^T \left[ \lambda_{RLS} + \varphi_k^T P_{k-1} \varphi_k \right] \]  

where \( P_{k-1} \) is the covariance matrix for the parameters at the last time step and \( \lambda_{RLS} \) is the forgetting factor. The covariance matrix can be continuously updated at each iteration using the following equation.

\[ P_k = P_{k-1} - (L_{RLS,k} \varphi_k^T P_{k-1}) \lambda_{RLS}^{-1} \]

Finally, the parameters can be updated using the new values of the RLS gain and covariance matrix as shown in the equation below.

\[ \hat{\theta}_{RLS,k} = \hat{\theta}_{RLS,k-1} + L_{RLS,k} [U_{L,k} - \varphi_k \hat{\theta}_{RLS,k-1}] \]

The parameter values obtained from the RLS algorithm can be used as inputs in the EKF. It should be noted that the value of the OCV, shown in Equation (6-6), can be obtained using the EKF algorithm. The rest of this section will explore the derivation of the EKF filter equations.

To clearly illustrate the EKF algorithm, consider the following non-linear system:

\[ x_{k+1} = f(x_k, u_k, \theta_{RLS,k}) + w_k \]
\[ y_{EKF,k} = g(x_k, u_k, \theta_{RLS,k}) + v_k \]

To apply Kalman filter theory, the above non-linear model needs to be written in discrete state-space form shown below:

\[ x_{k+1} = A_k x_k + B_k u_k + w_k \]
\[ y_k = C_k x_k + D_k u_k + v_k \]

Due to the non-linearity of the model, the battery equations can only be written in state space form by carrying out a Taylor series expansion. Linearization of the battery model will yield the following \( \hat{A}_k \) and \( \hat{C}_k \) matrices.

\[ \hat{A}_k = \frac{\partial f(x_k, u_k, \theta_{RLS,k})}{\partial x_k} \bigg|_{x_k = \hat{x}_k} \]
\[ \hat{C}_k = \frac{\partial g(x_k, u_k, \theta_{RLS,k})}{\partial x_k} \bigg|_{x_k = \hat{x}_k} \]

After linearization of the model, the Kalman filter equations can be utilized. This filter consists of two distinct steps at each measurement interval. It will first update the state vector and the
covariance matrices of the states. The state vector is updated by incorporating the system inputs into the state space model, where the expected process noise is assumed to be normally distributed with a mean of zero and a variance of $\Sigma_w$.

$$\tilde{x}_k^- = f(\tilde{x}_{k-1}^+, u_{k-1}, \theta_{RLS,k-1})$$

(6-16)

In addition, the covariance matrix is updated based on the $\hat{A}_{k-1}$ matrix shown above and the process covariance matrix $\Sigma_w$.

$$\Sigma_{\tilde{x},k}^- = \hat{A}_{k-1}\Sigma_{\tilde{x},k-1}\hat{A}_{k-1}^T + \Sigma_w$$

(6-17)

After the time update step, the measured value is used to obtain a better estimate for the state. This correction step takes new information from the measurement and is often referred to as the measurement update. The term $U_{L,k} - g(\tilde{x}_k^-, u_k)$ in the equation below represents the difference between the measured voltage and the predicted voltage from the battery model and is referred to as the output error or “innovation”. A large innovation will lead to a bigger update while a smaller innovation will result in a smaller update. This output error can be a result of measurement noise, incorrect state estimate or an incorrect model. The following equation can be used to update the battery states:

$$\tilde{x}_k^+ = \tilde{x}_k^- + L_{EKF,k}[U_{L,k} - g(\tilde{x}_k^-, u_k, \theta_{RLS,k})]$$

(6-18)

The Kalman gain matrix can be calculated using the equation below.

$$L_{EKF,k} = \Sigma_{\tilde{x},k}^- \hat{C}_k^T[\hat{C}_k^\theta \Sigma_{\tilde{x},k}^- \hat{C}_k^\theta + \Sigma_v]^{-1}$$

(6-19)

Intuitively, we can think of the Kalman gain as a matrix of weights that determines how large an update is required at a given time step. From the above equation, it can be seen that the value of the Kalman gain is determined by the covariance matrix of the state and that of the measurement noise. If the value of the state has a large amount of uncertainty, then the Kalman gain and update will be high. The opposite is true when the state has a small degree of uncertainty. Similarly, we can conclude from the above equation that a large error in measurement noise will result in a small Kalman gain and hence, less importance is given to the measurement. Finally, the covariance matrix can be updated using the equation shown below.

$$\Sigma_{\tilde{x},k}^+ = (I - L_{EKF,k}\hat{C}_k)\Sigma_{\tilde{x},k}^-$$

(6-20)
It is important to note that the model parameters used in Equation (6-18) are from the RLS algorithm. Therefore, both algorithms are running in parallel, simultaneously updating both the battery model parameters as well as battery states.

### 6.3.2 Pack Level SOC Estimation

Most real-world applications require connecting multiple cells in series and parallel in order to meet customer demands. Therefore, SOC values need to be determined at the pack level. To understand what is meant by pack level SOC, consider the schematic shown in Figure 6-10.

![Figure 6-10: A schematic used to illustrate how the min and max cells within the pack determine the overall SOC.](image)

Suppose there are three cells within the pack, each with slightly different capacity and at a different SOC. The capacity of the pack is limited by the first cell (in this case #3) to reach the upper voltage limit. In a similar way, when the pack is discharged, its capacity is based on the first cell (in this case #2) to hit the lower voltage limit. Therefore, the capacity of the pack can be defined as:

\[
C_{p,n} = \min_{1 \leq i \leq N_{cell}} (SOCl_{n,i}) + \min_{1 \leq j \leq N_{cell}} ((1 - SOC_j)C_{n,j})
\]  

where \(N_{cell}\) is the number of cells within the pack. The SOC of a pack can then be given as a ratio of the minimum remaining capacity to the total capacity of the pack given in the above equation. Therefore, the pack SOC can be defined as:
where $Cap_{min,r}$ represents the remaining discharge capacity and $Cap_{min,c}$ represents the remaining charge capacity. These two values can be determined using the first cell to charge to full and the first cell to discharge to empty. For this work, variables associated with the first cell to discharge to empty will be denoted with the subscript $min$ and the first cell to charge to full will be denoted with the subscript $max$. Based on the capacity and SOC of these two cells, the following equation can be developed for pack SOC.

$$SOC_p = \frac{SOC_{min} \times C_{min}}{SOC_{min} \times C_{min} + (1 - SOC_{max}) \times C_{max}}$$  

The advantage of using the above equation is that if the pack is balanced, then the pack SOC automatically equals the SOC of the weakest cell. In situations where the pack is unbalanced, the pack SOC will gradually track between the SOC of the $min$ and $max$ cell. As a result, the proposed algorithm can not only account for changes in model parameters, but it can also be used for unbalanced battery packs.

Finally, careful consideration should be given to selecting of the $min$ and $max$ cell. In this work, the cell with the highest voltage will be as the $max$ cell and the cell with the lowest voltage will be the $min$ cell. This technique has been shown to work by Wang et at. [152] for a 14-cell battery pack at various operating conditions; hence, this approach will be incorporated into the overall SOC estimation framework.

### 6.3.3 Adaptive Coulomb Counting

Pack SOC estimates are continuously updated based on new measurement samples using the Kalman filter. The filter works by determining optimal battery states that minimize the deviation between measured and predicted terminal voltage. However, problems can arise if, in addition to noise in the system inputs and measurements, there are additional errors due to an inaccurate battery model. This can result in the illogical behavior described in Section 6.2.3.2.

These random fluctuations in SOC estimates are a direct consequence of inaccuracies in the battery model, leading to an incorrect prediction of the terminal voltage. Although this issue can be resolved using advanced electrochemical models, implementation of these algorithms on an embedded platform are limited due to constraints on computational resources. Therefore, to
overcome this issue, a novel adaptive coulomb counting approach is proposed that uses the pack-level SOC estimates to update the final SOC value reported to the user. The adaptive coulomb counting approach is shown in Figure 6-11.

![Figure 6-11: Adaptive coulomb counting technique for ensuring algorithm SOC tracking.](image)

The algorithm works in a similar way as normal coulomb counting, except the pack level SOC is used to adapt the final SOC (represented as $SOCA$). Equation (6-24) shows the adaptive coulomb counting equation.

$$SOCA_{a,k+1} = SOCA_{a,k} - \frac{(I_{L,k} + I_{off,k}) \Delta t}{3600 \times Cp}$$

where $SOCA$ represents the final algorithm SOC output, $Cp$ is the capacity of the battery pack and $I_{off,k}$ is the offset current based on the pack level SOC. Employing an expression for coulomb counting at the top level ensures logical SOC tracking for the battery pack. For example, if the battery is at rest and the pack level SOC indicates that the SOC should decrease, the coulomb counting equation will ensure that the SOC remains constant. Therefore, rapid fluctuations in SOC that is often observed in Kalman filter approaches can be mitigated using this technique.
The magnitude of \( I_{\text{off},k} \) is proportional to the error between the SOC of the filter and the SOC from coulomb counting, as shown below.

\[
\text{Error}_{\text{soc}} = \text{abs}(SOC_{a,k} - SOC_{p,k})
\]  

(6-25)

The general idea is to slowly and logically adapt the algorithm SOC, in a manner that minimizes the term \( SOC_{p,k} - SOC_{a,k} \). An expression can now be derived for the offset current \( I_{\text{off},k} \).

\[
I_{\text{off},k} = I_{I,k} \ast K_{\text{const}} \ast \text{Error}_{\text{soc}}
\]

(6-26)

A fraction of the applied current

where \( K_{\text{const}} \) is a tunable constant and \( I_{I,k} \) is the applied current at that particular time step. Since only a fraction of the applied current is used, the displayed SOC value will not only behave logically, but will also have low estimation error. The value of \( K_{\text{const}} \) can be tuned based on how quickly the user wants to minimize the deviation between \( SOC_p - SOC_a \). From this work, it is observed that using a \( K_{\text{const}} \) value between 0.5 and 10 produces reliable results.

In addition, the \( K_{\text{const}} \) can be either negative or positive depending on the operating conditions. Since the sign of the current switches as the battery moves from charge to discharge, the offset current needs to adapt to this change. The table below shows the sign of the \( K_{\text{const}} \) variable for different scenarios.

<table>
<thead>
<tr>
<th>( SOC_p )</th>
<th>( SOC_a )</th>
<th>( K_{\text{const}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SOC_p &gt; SOC_a )</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>( SOC_p &lt; SOC_a )</td>
<td>Negative</td>
<td>Positive</td>
</tr>
</tbody>
</table>

To better understand how the algorithm works, consider the following scenario. The battery is charging and the Kalman filter \( (SOC_p) \) is suggesting that the true SOC is higher than the SOC reported by adaptive coulomb counting \( (SOC_a) \). Therefore, an additional offset current will be added to the applied current to raise the rate at which SOC increases. Using this approach, the SOC will gradually increase to meet the SOC of the Kalman filter slowly and in a well-behaved manner. The robustness of the adaptive coulomb counting algorithm will be examined in greater detail in Section 6.4.1.
6.4 Results and Discussion

The purpose of this section is to evaluate the performance of the proposed SOC algorithm under different operating conditions. More specifically, the following questions will be addressed:

1. When does illogical SOC behavior occur and how can the proposed algorithm solve this issue?
2. Can the proposed algorithm accurately account for measurement noise in the current sensor?
3. What is the highest SOC error that can be encountered in a battery pack and how does this error change as the battery enters the lower and upper SOC regions?
4. Can the proposed algorithm accurately track SOC when the battery pack is unbalanced?

To answer these four questions, the experimental tests were carried out on two types of battery chemistries: lithium iron phosphate (LFP) and lithium nickel manganese cobalt oxide (NMC). Each pack will consist of four batteries connected in series, where the capacity of each pack is between 20 Ah to 40 Ah. Nuvation BMS is used to measure the voltage, temperature and current at each time step. The obtained experimental data is then fed to the proposed SOC algorithm, which is implemented in MATLAB. The algorithm output is compared to actual SOC estimates and conclusions can be drawn about algorithm accuracy. It should be noted that the current profile, specifically designed to answer each of the four questions, is summarized in Section 6.2.3.

6.4.1 SOC Current Drift - Results

One of the main advantages of using a closed-loop SOC estimator is that an offset present in the current shunt can be accurately removed. To test whether this statement applies to the proposed algorithm, the first validation test was executed for NMC batteries at ambient conditions. The voltage response of each cell within the battery is shown in Figure 6-12. It should be noted that the voltage profile never reached the upper or lower voltage thresholds of the battery pack. Therefore, the BMS cannot calibrate its SOC and so the offset error will gradually increase over time.
Figure 6-12: Voltage response for NMC battery pack for the first SOC validation test.

Figure 6-12 illustrates the battery voltage response for NMC under different current transients. During constant current charge for the first 24 hours, the voltage gradually rises and decays as the battery is charged and discharged. As the applied load switches to a frequency regulation type profile, more rapid changes in voltage are observed as shown in the bottom right of Figure 6-12. The validation test stresses the battery under these different current transients to ensure that the algorithm will work under various battery cycling conditions. Figure 6-12 also shows that the voltage within the cells in series are within 5 mV of each other. Therefore, this test does not account for any pack imbalance upon cells.

Upon completion of the validation test, the battery was charged up to full to determine the final SOC value of the pack. Using this point, the offset error present in the current shunt can be determined. This offset error was then removed before applying the coulomb counting algorithm, to ensure that a proper benchmark was used. The results acquired from the validation test are shown in Figure 6-13.
Figure 6-13: SOC estimated by the algorithm in comparison to coulomb counting, which in this test is used as the benchmark.

Figure 6-13 depicts excellent agreement between coulomb counting results and the proposed SOC estimates, with the maximum observed error less than 4% and an average error of 1.2%. Unlike coulomb counting, the accuracy of the algorithm does not diminish as the battery is cycled over a period of several days, nor does the algorithm require calibration at any point. The results indicate that the proposed algorithm provides excellent SOC tracking and can be used in BMS applications that do not reach critical voltage thresholds.

Although the offset that was inherent to the current shunt was successfully removed, an additional current offset can be introduced in simulation to evaluate the robustness of the algorithm to measurement noise. For this particular simulation, an offset of 25 mA was introduced, a value commonly encountered for a hall effect sensor. The percent SOC error is shown in Figure 6-14 below.
Figure 6-14: Accumulation of SOC error over time for coulomb counting and the proposed algorithm when an offset error is introduced.

In this situation, coulomb counting is no longer accurate since a 25-mA offset error is introduced in the current measurements. The steadily increasing dashed line in Figure 6-14 is indicative of what would happen if coulomb counting was used in determining SOC. After a period of 7 days, an SOC error around 8% is observed and this value will continue to increase in a linear fashion until the BMS is calibrated by carrying out a full cycle. The solid line depicts the proposed algorithm error, where the simulated offset has no effect on performance accuracy. This result is beneficial to BMS manufacturers as it allows them to reduce hardware costs associated with a more precise current shunt.

6.4.2 SOC Logical Behavior – Results

Illogical SOC tracking is frequently observed in LFP batteries due to the flat characteristic of the OCV-SOC curve. For example, a battery that shifts from 60% to 40% SOC experiences a total voltage change of only 7 mV. Consequently, even small measurement noise or model error can produce a substantial estimation error in the SOC estimate. To test the accuracy of SOC tracking in this region, a battery pack composed of four LFP cells, were cycled in the battery test station
using the current profile generated in Section 6.2.3.2. The results of the algorithm with and without adaptive coulomb counting, are shown in Figure 6-15.

![Figure 6-15: Results of the SOC estimation algorithm with and without adaptive coulomb counting.](image)

The red line represents SOC tracking when no adaptive coulomb counting algorithm is included. It can be seen that during the 8-hour rest period, the SOC of the Kalman filter slowly tracks downward when it should remain constant. By incorporating the adaptive coulomb counting algorithm, the SOC estimates are shown to behave logically (dashed black line). In addition, the Kalman filter SOC error incurred during the rest period can be significantly reduced using the proposed three-level approach. A maximum SOC error can be reduced from 15% to under 7% by incorporating the adapting coulomb counting algorithm into the SOC estimation framework. Therefore, it can be concluded that by combining the adaptive capability of Kalman filtering with coulomb counting, a more reliable and accurate SOC estimate can be obtained.
6.4.3 SOC End-Points Error – Results

The purpose of this section is twofold. First, it is important to quantify the maximum error that could occur when the LFP battery pack is continuously cycled within the 40% to 60% SOC region. As discussed in Section 6.4.2, this is an extremely difficult area for SOC estimation since the gradient of the OCV-SOC curve is small. Second, it is essential to explore the change in SOC error as the battery pack is discharged to empty or charged to full. As the battery nears its upper and lower voltage limits, the OCV-SOC curve gradient is considerably higher and a more accurate estimate is conceivable. The error obtained throughout the test is summarized in Figure 6-16.

**Figure 6-16**: Algorithm performance throughout the validation test as a function of SOC.

Figure 6-16 A) illustrates the change in SOC error as a function of battery SOC for the first validation test. Recall that the consecutive steps involved in this experiment are: a discharge to 50%, constant battery cycling in the 45% to 55% SOC region for 24 hours and a discharge to empty. Following the SOC error curve in Figure 6-16 A) as the battery is discharged to 50%, the SOC error is initially under 4%. Subsequently, as the battery is cycled in the mid-band SOC region, the error begins to increase and reaches a maximum at around 8%. The higher error at this point is a result of the flat OCV observed in this region. However, it is important to notice that the error is significantly reduced as the battery reaches its lower SOC limits; the error at 10% SOC is once again back under 4%. Therefore, the magnitude of the SOC estimation error is dependent on the gradient of the specific battery chemistry. Using the proposed algorithm, although a high SOC error might be incurred at the mid SOC region, the error drops as the battery is discharged to empty. The same trend can be observed in Figure 6-16 B), where the cell is charged to full.
6.4.4 SOC Unbalanced Pack – Results

Two different validations tests were carried out to assess algorithm accuracy. It is worth noting that very little work currently exists in literature that examine SOC estimation for an unbalanced battery pack. The first test, described in Section 6.2.3.4, explores the scenario of an unbalanced battery pack, where no balancing algorithm is available. Two cells in the pack were brought to an SOC of 40%, while the other two cells were charged up to 50%. The algorithm SOC estimates for the min and max cell are first compared with the actual SOC estimate and the results are shown in Figure 6-17.

![Algorithm SOC estimates for min and max cell compared to actual SOC values for an unbalanced pack.](image)

**Figure 6-17:** Algorithm SOC estimates for min and max cell compared to actual SOC values for an unbalanced pack.

The key take-away from the results in Figure 6-17 is that the algorithm accurately estimates both the min and max cell. The maximum SOC estimation error was found to be below 3% throughout the test. Therefore, for a fresh battery pack, using voltage as an indicator for the min and max cell can yield favorable results. Next, it is important to monitor pack SOC tracking as the
battery is charged and discharged. The actual pack SOC should begin to match the SOC of the highest cell when the battery is almost full. At the middle SOC region, the pack SOC value should be an average of two cells. And finally, as the cell is discharged to empty, the SOC should gradually move towards the cell with the smallest SOC. The pack level results are shown in Figure 6-18.

**Figure 6-18**: SOC track behavior of the proposed algorithm for an unbalanced battery pack.

Examining Figure 6-18, it is important to notice that the algorithm SOC gradually shifts from the *min* cell to the *max* cell as expected. This indicates that the algorithm is able to accurately account for the smaller capacity that is present due to battery imbalance.

The second validation test, already described in Section 6.2.3.4, explores the scenario of a battery pack that is initially unbalanced but gradually becomes balanced upon cycling. The initial
imbalance can be a result of a number of factors, including cell replacement in the battery pack. To understand the effect of balancing, consider the min and max SOC estimates for both the algorithm SOC and coulomb counting SOC (Figure 6-19).

**Figure 6-19:** Coulomb counting and algorithm SOC for min and max cell in the battery pack

Since balancing is based on the cell with the highest voltage, the SOC of the min cell is not affected by BMS balancing. This is the reason why there is a strong agreement between the algorithm and coulomb counting SOC results shown in Figure 6-19 A). The deviation between algorithm and coulomb counting is more pronounced for the max cell as illustrated in Figure 6-19 B) and this difference continues to increase as the cell is cycled. This divergence over time is a direct result of balancing occurring on the max cell. The algorithm SOC is able to accurately estimate SOC of the max cell, whereas coulomb counting is unable to account for the capacity
discharged through balancing. These results indicate that the algorithm proposed in this work can successful resolve any changes in cell SOC due to balancing in order to provide a more reliable estimate compared to coulomb counting.

6.5 Conclusions
In this work, a comprehensive SOC estimation algorithm is proposed, consisting of three levels. The first level involves using RLS to estimate model parameters coupled with an EKF for updating the battery SOC. This approach is executed for the min and max cells within the pack, where the individual cells were selected based on the maximum and minimum terminal voltages. The second level takes the min and max SOC values and estimates a pack level SOC. Finally, an adaptive coulomb counting level is applied at the top to ensure the algorithm SOC output behaves logically. The algorithm is validated for NMC and LFP battery chemistries, and the following conclusions can be made

1. One computationally efficient approach to ensure logical and more accurate SOC tracking is to use the proposed adaptive coulomb counting approach
2. The SOC tracking in all situations behaves logically. This means that the SOC does not change during periods of rest and only increases or decreases when the battery is subjected to charging and discharging.
3. The proposed algorithm is able to account for a current offset as high as 25 mA. This indicates that a cheaper current shunt can be implemented for some ESS units, saving money for the BMS manufacturer.
4. The algorithm is shown to converge to the true SOC value at the upper and lower SOC limits. This is advantageous since a large number of decision are normally made in this regime.
5. The SOC algorithm is shown to accurately track between the min and max cell for an unbalanced battery pack. In addition, the algorithm can account for any changes to the cell SOC that is a direct result of BMS balancing.
Chapter 7: Simulation of Cell Replacement in a Lithium-Ion Battery Pack

The following chapter is based on the paper by Manoj Mathew, Quing Kong, Jake McGrory, and Michael Fowler published in Journal of Power Sources (JPS): “Simulation of lithium ion battery replacement in a battery pack for application in electric vehicles”.

The author’s specific contribution was in developing the cell replacement framework and algorithms, conducting experiments, carrying out the simulations, preparing the results, graphs and manuscript. Michael Fowler offered guidance on the research, while Quing Kong and Jake McGrory were co-operative education undergraduate student who assisted with implemented the code in MATLAB.

7.1 Introduction

The use of lithium-ion batteries (LIB) in vehicles is becoming increasingly prevalent and their market share is only projected to grow. Lithium-ion (Li-ion) batteries are considered to be the best battery choice for most applications at this time due to their high energy-density and high power-density. However, over time, the battery pack in an electric vehicle (EV) will age, decreasing its capacity to store energy (i.e. capacity fade) and losing its ability to deliver maximum power (i.e. power fade), until it is eventually not suitable for use in a vehicle [153].

It is generally accepted that the end of life (EOL) of a vehicle battery pack can be defined as when its maximum capacity fades to 80% of its nominal maximum capacity [62]. As it stands, a vehicle battery pack is either disposed of or repurposed for stationary applications at EOL [154]. However, due to cell-to-cell variations or position within the pack, not all the cells will degrade at the same rate. This can be due to variation in cell resistance, uneven thermal management of the pack, differences in active material and several other factors that are characteristic of the manufacturing process and pack configuration [155]. Therefore, this implies that in a battery pack that has reached its EOL, one can find cells that have lost more or less than 20% of their nominal capacity. Using a routine preventative maintenance strategy, degraded cells may be identified so that they can be replaced to prolong the service life of the pack as a whole. Also, any cell that may have failed for any other reason could also be replaced. This will require consideration in the
design phase of the battery pack, pack configuration or assembly, as well as consideration within the battery management system (BMS). In order to prolong the primary in-service lifetime of the battery pack, damaged cell or modules can be replaced with new ones.

This concept of routine maintenance and refurbishment is an established practice in the automotive industry in which a system, such as an engine, is not replaced entirely upon failure, but has certain parts replaced with regular maintenance. For some systems, the replacement of every component on a certain interval can extend the system’s life indefinitely [156]–[158]. The American automotive remanufacturing industry is a multi-billion dollar industry for fossil fuel vehicles, and the economic, environmental and legislative benefits of remanufacturing are well-documented [156]. Therefore, it is of interest to investigate this model as it pertains to future technologies such as LIB’s in vehicles by changing out degraded cells in the battery pack as they fail without replacing the entire pack. The goal of this is to maintain the capacity and available power of the battery pack above a defined EOL criterion.

Significant efforts have been made in going from single-cell battery models to pack-level models, taking into account cell to cell variability [159]–[161]. With respect to state-of-charge (SOC) estimation, many new considerations and challenges arise at the battery pack level [147]–[149], [151], [162]–[164]. For example, Sun et al. [164] employed an average pack model and model bias correction, taking into account model and parameter uncertainty in order to estimate SOC. The shift in focus towards the battery pack from the cell is important, because it is the battery pack that is implemented in electric vehicles (EVs), and it is the battery pack that must be accurately monitored and modelled. A battery pack configuration that is rigid is not advantageous to EV manufacturers since the performance of cells in series is limited by the weakest cell. Therefore, the idea of reconfigurable and/or maintainable battery packs have gained attention in recent years, where if certain cells or modules fail, they can be replaced or removed from the battery pack circuit.

Although a few studies in literature have explored the idea of reconfigurable battery packs, little research currently exists on simulating a battery pack with the concept of cell change out, and none on a vehicle scale. Adany et al. [165] have conducted preliminary work in switchable configurations, where the BMS removes a cell that is deemed to negatively impact the rest of the battery pack. Ugle et al. [166] proposed a metric called worthiness of replacement, a quantitative
A measure of whether a battery module that has degraded needs to be replaced with a new one. Although not specifically addressed by Ugle, nor examined in detail in this work, the concept of battery change-out could be applied to a single cell, a group or ‘gang’ cells, a ‘string’ of cells, or a ‘module’. Ganesan et al. [167] investigated the idea experimentally in the context of state-of-charge (SOC) estimation, and showed that the concept can extend the useful life of a battery pack. However, the investigation by Ganesan et al. lacked the scope that the current work will attain in terms of battery pack size and lifetime. Similarly, although there have been numerous articles that have proposed a comprehensive battery simulator that take into account degradation [168]–[170], none of these studies have examined the effects of replacing a damaged cell with a new one. The goal of this chapter is to provide a simulation framework for cell replacement in a battery pack for electric vehicles. This simulation results will then be used to examine how quickly the cells need to be replaced in order to maintain the state-of-health (SOH) of the battery pack above a certain threshold. If the model simulations show that cell change-out extends pack life indefinitely while maintaining pack performance at steady-state, the concept would be of interest to EV and battery manufacturers for its economic benefits. The change-out concept would hopefully lead to a reduced load of batteries on the recycling and disposal infrastructure as a ‘good’ or long-lasting cell would remain in service for extended longer period of time. This environmental benefit could also be legislatively advantageous if LIB disposal policy becomes strict [171].

7.2 Experimental

The two different battery chemistries used in this study were lithium iron phosphate (LFP) and a mixed cathode chemistry of lithium nickel magnesium cobalt oxide (NMC) and lithium magnesium oxide (LMO). Both were automotive patterned cells with a pouch configuration. Experimental data was collected in order to develop a robust battery pack model, where each battery in the pack has a slightly different voltage profile and degradation rate. This was accomplished by testing four different LFP cells and four different NMC/LMO cells. The variation in the parameters obtained from these cells were then used to develop a distribution that was applied to stochastically generate the parameters for each individual cell in the battery pack simulation. The manufacturer specifications for each battery are given in Table 7-1.
Table 7-1: Manufacturer specifications for the batteries tested

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode Chemistry</td>
<td>Lithium Iron Phosphate (LFP)</td>
</tr>
<tr>
<td></td>
<td>Lithium Nickel Magnesium Cobalt Oxide (NMC) /</td>
</tr>
<tr>
<td></td>
<td>Lithium Magnesium Oxide (LMO)</td>
</tr>
<tr>
<td>Type of Cell</td>
<td>Pouch</td>
</tr>
<tr>
<td>Nominal Capacity (Ah)</td>
<td>20</td>
</tr>
<tr>
<td>Rated Voltage Range (V)</td>
<td>2.00 – 3.65</td>
</tr>
<tr>
<td></td>
<td>2.80 – 4.15</td>
</tr>
</tbody>
</table>

7.2.1 Experimental Set-up and Procedure

All tests were carried out using a BioLogic EC-Lab VSP multi-channel potentiostat/galvanostat. The equipment is equipped with 4 channels, where each channel can provide a maximum of 400 mA. In order to test the pouch cells, a 100Amp booster was attached, allowing a maximum current of 100 Amps and a voltage range of 0V to 5V.

In order to determine the parameters of the equivalent circuit model (ECM), the following procedure was applied: The cell was initially charged at 1C constant current to its upper voltage limit followed by constant voltage charge until the current was below C/25. The hybrid pulse power characterization test (HPPC), proposed by the Department of Energy (DOE), was then carried out at 10% intervals from 100% to 0% SOC. The HPPC test consists of a 1C discharge for 10 seconds, a 40 second rest period and a ¾ C charge for 10 seconds. Constant current 1C discharge was applied to move to different SOC levels and a one-hour rest was conducted in between HPPC tests in order to ensure that the battery reached equilibrium.

The open circuit voltage (OCV) curve was determined by subjecting the cells to a C/25 discharge current for 25 hours followed by an hour of rest and a C/25 charge current for another 25 hours. The OCV curve was then calculated by taking the average of the charge and discharge curves.

7.3 Algorithm Development/Simulation Framework

The cell-level voltage response model and pack-level simulation framework were the exact same for each battery chemistry. The only difference between battery chemistries were the circuit
parameters values in the model and the degradation model chosen for the simulation. The decision to test the simulation with different battery chemistries was made to determine the robustness of the change-out concept.

7.3.1 Cell-Level Voltage Response Model Development

The cell-level model was built on the concept of an ECM due to constraints in computation time. The Thevenin ECM was used to represent cell voltage response since the model provided a good balance of accuracy and computational efficiency. This ECM was also chosen based on its merits in representing fundamental characteristics of LFP and NMC/LMO batteries [172], [173]. The ECM consists of the $R_0$ parameter, which represents the internal resistance of the cell and RC parameters $R_1$ and $C_1$, which model the transient voltage response to changing current. The voltage source of the ECM represents the open-circuit voltage (OCV) of the cell and is varied with SOC. The ECM is shown in Figure 7-1.

\[ \frac{d(U_{th})}{dt} = -\frac{U_{th}}{R_1 C_1} + \frac{I_L}{C_1} \]  (7-1)

\[ U_L = U_{oc} - U_{th} - I_L R_0 \]  (7-2)

The parameters $R_0$, $R_1$ and $C_1$ can be determined using the procedure outlined in Section 7.2.1. For a given current and SOC, solution of Equations (7-1) and (7-2) can yield the terminal voltage.
7.3.2 Degradation Model Development

The voltage response model needs to be coupled with a degradation model in order to adequately predict the degradation profile of a battery pack. During the simulation of the battery pack, the degree of degradation of the particular cell will continuously be evaluated based on its charge history. Several cycling aging models have been proposed in the literature, including both empirical and fundamental approaches. Generally, cycling aging models consider the effects of charge throughput, depth of discharge (DoD), current rate and average cell SOC [62], [174], [175] on capacity and power fade.

The empirical degradation model based on concepts originally proposed by Schmalstieg et al. [174] was used in this work to model degradation in the LFP cells. The model considers the effects of the depth of discharge of the cell as well as the average voltage of the cell throughout the current profile. The model was simplified slightly to depend only on cycling aging factors and neglect calendar aging. Equations (7-3) to (7-5) show the degradation equations modeling capacity fade and resistance increase. Although Chapter 4 and 5 focused only of resistance estimation, it should be noted that both capacity fade and power fade is modeled in this work. This is because Chapter 4 and 5 was tailored towards stationary applications, whereas this chapter attempts to develop a comprehensive model that can be applied to both stationary and vehicle applications. The terms $\beta_{cap}$ and $\beta_{res}$ represent fitting parameters and were calculated in the same form, shown in Equation (7-5), but with different values of $a$, $b$, $c$ and $d$. [174].

$$CAP_{cyc} = 1 - \beta_{cap}\sqrt{Q_{processed}} \quad (7-3)$$

$$Res_{cyc} = 1 + \beta_{res}Q_{processed} \quad (7-4)$$

$$\beta_{cap/res} = a(V_{avg} - b)^2 + c + d * DoD \quad (7-5)$$

The term $CAP_{cyc}$ represents the ratio of current cell capacity to the initial cell capacity. A ratio of one occurs when there is zero amp-hours processed, which indicates a new cell. This value decreases over time due to degradation of the cell. In a similar way, $Res_{cyc}$ represents the ratio of the current cell resistance to the initial cell resistance. As the resistance increases over time, the ratio increases. The ECM, shown in Equations (7-1) and (7-2) can be solved for a given current
profile in order to determine the average voltage used in Equation (7-5). The depth of discharge (DoD) can be estimated from the coulomb counting block in Figure 7-2.

The degradation model proposed by Cordoba-Arenas et al. [176] formed the basis of the degradation model applied to the NMC/LMO chemistry. It also considered average SOC and charge throughput, but neglected depth of discharge (DoD). It additionally considers C-rate and temperature, although the temperature was taken to be constant 298 K in the simulation. This degradation model is governed by Equations (7-6) to (7-9), where $R = 8.314 \text{ J K}^{-1} \text{ mol}^{-1}$.

$$\text{CAP}_{\text{loss}} = a_c \exp\left(\frac{-E_{ac}}{R_g T}\right) \times Q_{\text{processed}}$$ (7-6)

$$\text{Res}_{\text{inc}} = a_r \exp\left(\frac{-E_{ar}}{R_g T}\right) \times Q_{\text{processed}}$$ (7-7)

$$a_c = \alpha_c + \beta_c \times \text{Ratio}^e + \gamma_c (\text{SOC}_{\text{min}} - \text{SOC}_{0c})^f$$ (7-8)

$$a_r = \alpha_r + \beta_r (\text{SOC}_{\text{min}} - \text{SOC}_{0r})^q + \gamma_r \times \exp\left[g(CR_0 - CR) + h(\text{SOC}_{\text{min}} - \text{SOC}_{0r})\right]$$ (7-9)

The terms $a_c$ and $a_r$ represent the capacity and resistance severity factors that depend on C-rate (CR), the minimum SOC ($\text{SOC}_{\text{min}}$), and the ratio between the time spent depleting and regenerating charge ($\text{Ratio}$). The terms $e, f, z, \alpha_c, \beta_c, \gamma_c, \text{SOC}_{0c} \alpha_r, \beta_r, \gamma_r, \text{SOC}_{0r}, CR_0, g, h,$ and $q$ represents constants in the fitting equation, while $E_{ac}$ and $E_{ar}$ are the cell activation energy for the capacity fade and resistance increase processes respectively. The output from the models $\text{Cap}_{\text{loss}}$ and $\text{Res}_{\text{inc}}$, represent the percent capacity loss [%] and resistance increase [%] respectively.

The above models, developed by Schmalstieg et al. [174] and Cordoba-Arenas et al. [176] were used for two main reasons. First, using an empirical model instead of a theoretical one is essential for reducing computational time, which can become a significant issue when simulating a large number of cells, especially with stochastic considerations. Secondly, both models contain fitting parameters that can be varied stochastically allowing one to develop a more realistic battery pack, where certain cells degraded more quickly than others. Note that in this work variation in the degradation associated with location of the cell within a pack not considered but left to future works (e.g. different cells will experience different thermal histories). The variability of the cells is a factor that will be considered in the simulation, and the effects of having cells that have a high degree of variability will be discussed with respect to cell change out.
7.3.3 Pack level voltage model

The pack-level model acts to aggregate results from an array of single cell models and to summarize the overall performance of the pack. It assumes a series orientation for all of the cells contained in an array of cells and simplifies a series of \( n \) Thevenin-based ECM to a single Thevenin-based ECM with \( n \) RC circuits. The pack-level model also outputs pack-level voltage, OCV, and SOC information with respect to the current profile, which is then used to evaluate the performance of the overall pack as it degrades.

The other role of the pack-level model is to consistently update cell-level circuit parameters in the pack. This ensures that the overall pack model reflects realistic series pack performance, in which all cells are subjected to the same current profile. It should be noted, however, that variation in degradation rate of each cell will result in variance in cycling characteristics for each cell such as DoD and SOC.

7.3.4 Simulation Framework

The simulation framework proposed in this paper combines the cell level voltage response model, the cell level degradation model and the pack level model. The simulation procedure was conducted in a MATLAB using object-oriented programming. Working in an object-oriented environment allows one to emulate individual cells that have unique characteristics. In this study, the pack used for the simulation was made up of 40 randomly generated cells in series. Therefore, the scale of the simulation was more one of a ‘module’ than a full EV ‘pack’. The cells in the pack would vary in their equivalent circuit resistances and capacitance values as well as in how quickly they degrade. By stochastically varying these parameters, the simulation provides a more realistic prediction on how the pack would degrade over time. The battery pack was subjected to a charge/discharge cycle of 1C, between 20 and 80% average SOC. As the cells varied in capacity, the current profile was generated based on the average capacity of all the cells in the pack, in order to scale the 1C duty. Note that one cycle refers to one complete charge and discharge from 20% to 80% SOC. Therefore, if the cell was discharged from 80% SOC to 50 % SOC and charged back up to 80% SOC, this would only be considered as half a cycle. The framework used for the simulation is illustrated in Figure 7-2.
Figure 7-2: Framework of the cell change-out simulator for a battery pack.

At the beginning of the simulation, 40 new cells were created, each with its own unique parameters for the voltage response and degradation. Each cell has a meantime to failure (MTTF), which is defined as the amount of time it takes for the product, in this case a particular lithium ion battery cell, to reach its EOL. Stochastic variation was introduced by generating a distribution from the experimental data collected on the four LFP cells and four NMC/LMO cells drawing the ECM parameters from the distribution. Degradation rate was varied by stochastically varying the parameters the degradation model equations for both LFP and NMC/LMO (i.e. Equations (7-3) to (7-9)). Variations in capacity, cell parameters and degradation are well-documented in the literature [155], [161].

For a given current and array of cells in the battery pack, the first step is to calculate the SOC of each cell. One of the simplest SOC estimation methods is based on the notion that one can count the coulombs entering and leaving the battery. The equation for calculating the SOC is:

\[ SOC = SOC_0 - \frac{1}{C_n} \int \frac{I_L}{3600} \, dt \]  

(7-10)
Where $I_L$ is the current measured in coulombs/second, and $C_n$ is the maximum battery capacity. The simulation starts from an SOC value of 80% for each cell and by integrating the amount of current, the current SOC value can be determined.

Using the ECM model described in Equation (7-2), the voltage for each of the cells in the pack is determined. Note that each battery in the simulator will produce a slightly different voltage response due to variations in the individual cells. The degradation model then takes the voltage and SOC for the cell as an input in order to calculate the capacity fade.

The capacity of each of the cells in the entire pack will be checked at discrete interval to ensure that all the cells are above the cell failure limit. The interval at which cell degradation was checked and cells were replaced will be referred to as maintenance event interval and cells that have capacity below a critical value will be removed and replaced with new ones. The number of cells replaced during a maintenance event will be referred to as replacement rate. This concept is widely used in remanufacturing models, where a “perfectly maintained system” is one where the replacement check is done continuously and “discretely maintained system” refers to a system that is checked at discrete intervals. Note that the maintenance event interval is an important parameter in this discussion since in electric vehicle applications, the replacement of cells or modules in a battery pack utilized in an electric vehicle can only be carried out at discrete intervals. For example, in a typical vehicle, the cells or modules might be inspected for degradation during the car’s regular seasonal maintenance check.

One of the consequences of discretely maintained systems like EV battery pack is that irregular checks could theoretically miss the exact moment at which a cell exceeds its EOL capacity fade, and the cell would not be replaced until the next scheduled check for replacement took place. Therefore, the SOH of the battery pack could fall below 80% since an individual cell could fall below 80% in between checking intervals. Therefore, the individual cells need to be replaced when their capacity fade is above 80% in order to ensure that the entire pack does not degrade past 80%.

The capacity of each of the cells is recorded throughout the simulation procedure and a pack capacity is determined based on the capacity of the weakest cell. The ratio of the degraded cell capacity of the weakest cell with the nominal cell capacity allows for the estimation of SOH for the pack as shown in Equation 7-11.
\[ SOH_{pack,cap} = \frac{\min(C_{cell1}, C_{cell2}, \ldots, C_{cellN})}{C_{nominal}} \times 100 \]  

(7-11)

Where \( C_{nominal} \) represents the initial capacity of the specific battery. Although power fade is another metric that is often used to model SOH, previous works [176], [177] have shown that, for LFP and NMC/LMO batteries, the effect of resistance rise (via power fade) on cell performance is not significant compared to that of capacity fade for vehicle application. Although the analysis is not carried out in this work, examining stationary application will require battery resistance estimation rather than capacity estimation.

7.4 Results and Discussion

7.4.1 Cell Level Voltage Model Validation

Following the HPPC procedure taken by Scott [144], the ECM parameters were determined at various SOC’s for 4 LFP cells. The results are plotted in Figure 7-3 (a-c). It was concluded that the parameters were constant enough in the range of SOC that would be simulated not to vary the parameters with SOC. This simplification improved computational time and the stability of the model. The C/25 charge-discharge cycles allowed for the calculation of nominal cell capacities and helped in developing the OCV curve.
Examining Figure 7-3 (a-c), it can be seen that for all four LFP cells, the same trend is observed for the parameters $R_0$, $R_1$ and $C_1$. In terms of the internal resistance $R_0$, it can be seen that the value
decreases as the SOC increases. The resistance in the RC pair, represented by $R_1$, was found to be constant while the capacitance in the RC pair, represented by $C_1$, was found to increase with as the SOC increases. The variation in the parameters for the four LFP cells was used to generate the varying ECM parameters for the cell change-out simulator.

Urban Dynamometer Driving Schedule (UDDS), is a drive cycle that is used to represent driving conditions in the city. Since the change out concept will be used for an electric vehicle battery pack, it is important to validate the voltage response model using a drive cycle. Figure 7-3 (d), shows the current from a UDDS drive cycle that was applied to a new LFP battery. The experimental values obtained were compared to the values obtained from the ECM model. From Figure 7-3 (e), it can be seen that there is a good agreement between the model and experiment for the drive cycles. The maximum model error was calculated to be 1.56%. Although adding additional RC pairs would lower the model error, for the purpose of simulating cell change-out, these values were deemed to be adequate.

### 7.4.2 Cell Level Degradation

Having selected the degradation model proposed by Schmalstieg et al. [174], the model was parameterized to degradation rates found in the literature for LFP cells. Degradation rates were found to be highly varied, because the cycling conditions used by different sources were very different. Degradation rates found in the surveyed literature for cycling conditions similar to the simulation (1C current, 60% DOD) are summarized in Table 7-2.

<table>
<thead>
<tr>
<th>Cycling Conditions</th>
<th>Cell Life (# of Cycles)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current unspecified, 60% DOD</td>
<td>4000-5000</td>
<td>[32]</td>
</tr>
<tr>
<td>0.7C, 100% DOD</td>
<td>4000</td>
<td>[33]</td>
</tr>
<tr>
<td>2C, 50% DOD</td>
<td>3000-4000</td>
<td>[34]</td>
</tr>
</tbody>
</table>
For the purpose of this simulation, the approximate meantime to failure of the LFP cells was taken to be 4000 cycles. Given the rated capacity of the LFP cells (20Ah) and the DoD of the simulation cycles, this corresponded to 96000Ah of charge throughput. Ahmadi et al. [153] proposed an empirical capacity fade model based on charge throughput for constant cycling conditions. Collection of long-term degradation data was not in the scope of this work, which focuses on introducing the cell change-out concept and showing its feasibility.

The predictive model proposed by Ahmadi et al. [153] was sufficient for the purposes of this paper as it adequately describes capacity fade in an electric vehicle until the capacity fade reaches 20%. Therefore parameters in the degradation model for capacity fade were determined by fitting the degradation equation shown in Equation (7-3) and (7-5) to the curve obtained Ahmadi et al. [153] using least-squares regression. The results are shown in Figure 7-4.

**Figure 7-4:** Parameterized degradation curve used in the model compared with the objective degradation function.

Although the model is not able to fully capture the initial exponential growth of the capacity prediction model, the two curves do align once the charge throughput is greater than 40,000 Ah, which is important as cell change-out will normally occur towards the end of the cycle. In a similar way, the parameters for resistance increase can be identified according to LFP data from Zhang et
al. [28]. The estimated empirical parameters for capacity fade and resistance increase are described in Table 7-3 for LFP.

**Table 7-3: Parameters for the LFP cell degradation model**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Capacity Fade</th>
<th>Resistance Rise</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.00142</td>
<td>2.780*10⁻⁵</td>
<td>(\sqrt{\text{Ah} \cdot \text{V}^{-1}})</td>
</tr>
<tr>
<td>b</td>
<td>3.274</td>
<td>3.199</td>
<td>V</td>
</tr>
<tr>
<td>c</td>
<td>0.00119</td>
<td>-2.237*10⁻⁵</td>
<td>(\sqrt{\text{Ah}^{-1}})</td>
</tr>
<tr>
<td>d</td>
<td>-9.219*10⁻⁴</td>
<td>7.361*10⁻⁵</td>
<td>(\sqrt{\text{Ah}^{-1}})</td>
</tr>
</tbody>
</table>

The same approach can be applied for NMC/LMO cells, where the MTTF is 4000 cycles. The parameter values for the capacity fade and resistance increase models are summarized below.

**Table 7-4: Parameters for the NMC/LMO cell degradation model**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{ac})</td>
<td>2.16*10⁴ [J mol⁻¹]</td>
</tr>
<tr>
<td>(E_{ar})</td>
<td>4.76*10⁴ [J mol⁻¹]</td>
</tr>
<tr>
<td>(z)</td>
<td>0.516</td>
</tr>
<tr>
<td>(\alpha_c)</td>
<td>144.5 [Ah⁻²]</td>
</tr>
<tr>
<td>(\beta_c)</td>
<td>420.1 [Ah⁻²]</td>
</tr>
<tr>
<td>(\gamma_c)</td>
<td>9.39*10³ [Ah⁻²]</td>
</tr>
<tr>
<td>(e)</td>
<td>0.343</td>
</tr>
<tr>
<td>(f)</td>
<td>3</td>
</tr>
<tr>
<td>(\alpha_r)</td>
<td>3.46*10⁵ [Ah⁻²]</td>
</tr>
<tr>
<td>(\beta_r)</td>
<td>1.29*10⁹ [Ah⁻²]</td>
</tr>
<tr>
<td>(\gamma_r)</td>
<td>3.96*10³ [Ah⁻²]</td>
</tr>
<tr>
<td>(q)</td>
<td>6</td>
</tr>
<tr>
<td>(g)</td>
<td>1.02</td>
</tr>
<tr>
<td>(h)</td>
<td>1.75</td>
</tr>
<tr>
<td>(SOC_{or})</td>
<td>0.228</td>
</tr>
<tr>
<td>(CR_0)</td>
<td>4.430</td>
</tr>
</tbody>
</table>
It should be noted that although it is possible to use the degradation model from [1] directly, the degradation model of [27] was used in this paper for three reasons.

1. One of the main goals of this paper is to provide a simulation framework for cell replacement that can be used by other researchers for understanding the feasibility of this concept for different battery chemistries. Part of this framework is selecting a degradation model that is computationally efficient and to illustrate how this model can be coupled with the voltage response model in order to simulate cell change out.

2. The degradation model that was selected has inputs of average voltage (or SOC) and depth of discharge, in addition to charge throughput. When degradation data is available, this model can be used to determine capacity fade under different operating conditions.

3. The chosen degradation model has fitted parameters a, b, c, and d, which can be varied stochastically in order to generate variability among different batteries and these models can be coupled to power fade models.

7.4.3 Simulation Results – Variability in Degradation

One of the first simulations that will be discussed in this paper is the effect of variability in degradation rate on the cell change-out results. Depending on the type of battery and the battery pack manufacturer, there can be a significant difference in how quickly one cell degrades when compared to another. Therefore, the effect of varying degradation on the feasibility of cell change-out is a topic that needs to be addressed. This was investigated by changing the standard deviation of the distributions from which the degradation model parameters came from. Standard deviation of 10%, 5%, and 2% of the mean value were tested.

As previously mentioned, the simulation of the battery pack was carried out for 40 cells for a total of 15,000 charge-discharge cycles between 20% and 80% SOC. The simulation protocol illustrated in Figure 7-2 was utilized in order to generate the simulation results. In this particular simulation, it was assumed that the battery pack is a “perfectly maintained system”, which means that the battery pack was checked continuously (or at a very small maintenance event interval) in order to determine whether one or more of the cells had degraded. The minimum capacity for which a cell will be replaced was taken to be 85% of its nominal capacity for this particular simulation.
The capacities of each individual cell, the pack capacity, the end-of-charge and end-of-discharge voltages, and the voltage profiles were recorded throughout the simulation. The charge throughput history of each cell was updated at the end of each cycle, as it is required for updating the degradation status of the cells.

The simulation results are summarized in Figure 7-5 below. The plot shows the SOH of the battery pack as a function contains three different simulations carried out with different variability in the degradation parameters. The MTTF of the cell was taken to be 4000 cycles for this simulation presented in this section. For the simulation results shown below, the total number of cells replaced was found to be 227, 235 and 238 for a percent deviation from the mean of 10%, 5% and 2% respectively.

![Figure 7-5: The effect of variability in the degradation parameters on the SOH of the battery pack during cell change out simulation.](image)

Examining Figure 7-5, it can be seen that regardless of the variability in the cell degradation, the SOH of the battery pack reaches steady state after 15,000 cycles. These findings have been shown to hold true by [157], [158], who developed reliability models for the remanufacturing of a system with parts that can be replaced after failure. The results from this group showed that the average age of parts in a system can be maintained below their failure age indefinitely by remanufacturing. However, the findings by [157], [158] cannot necessarily be applied to the
battery pack since the capacity (analogous to age) of a serial battery pack is limited entirely by its weakest cell; the average age of the cells is not a consideration. Therefore, the findings from this study are important to EV manufacturers as it shows that by employing a cell replacement strategy, the state of the health of the battery pack can be maintained indefinitely.

The results from this simulation also show that regardless of what the variability in the cell degradation parameters, by using the cell change out concept, the SOH of the battery pack does not fall below 80%. A lower degree of variability results in larger oscillations in SOH as shown in Figure 7-5. This is due to the fact that a lower degree of variability means most of the cells will reach the maximum SOH value required for cell replacement at the same time, resulting in the large oscillations seen in Figure 7-5.

7.4.4 Simulation Results - Degradation Rate and Maintenance Event Interval

As previously mentioned, it is not possible to conduct cell change-out continuously as soon as one cell reaches its minimum capacity. Rather, the cell change out concept can only realistically be done at discrete intervals. The following section examines the relationship between the rate at which the cells degrade and how quickly the cells need to be replaced in order to ensure that the pack capacity does not drop below 80%. This is an important factor to considered for EV manufactures as this allows them to develop guidelines and how quickly the car needs to be taken in for service and what degree of degradation in the individual cell is acceptable.

Once again, the simulation of the battery pack was carried out by developing a battery pack of 40 cells in series and carried out a 1C charge/discharge for a total of 30,000 cycles. The first simulation was carried out for cells with a MTTF of 4,000 cycles. As noted previously, since the goal of cell change out concept is to ensure that the pack capacity does not fall below a minimal threshold value, it is important to change out the individual cells that are at a capacity higher than this value in order to ensure the pack SOH always remains above the threshold value. This higher threshold for the individual cells will be referred to as minimal cell capacity and a value of 15% capacity fade will be used in this simulation. The results are shown in the below.

Figure 7-6 (a) shows simulation results for cell change out for three different scenarios: when there is perfect replacement (replacement every 100 cycles), replacement every 1000 cycles and
replacement every 2000 cycles. The dashed line represents 80% SOH for the pack, where the battery pack normally has to be replaced.

Figure 7-6: The simulated SOH for a battery pack that has a MTTF of 4000 cycles, where the cells are replaced at discrete intervals of 100, 1000 and 2000 cycles (b) The replacement rate (or number of cells replaced) during each maintenance event for a lithium ion battery pack with a MTTF of 4000 cycles and maintenance event interval of 2000 cycles (c) The pack voltage at the end of discharge for a Li-ion battery pack with a MTTF of 4000 cycles and maintenance event interval of 2000 cycles.

The results show that when the maintenance event interval is 1000 cycles, the battery pack is maintained at a SOH that is above the 80% mark. However, at 2000 cycles, the SOH value dips below the required threshold. Therefore, this means that for this particular battery chemistry and battery life, the degraded cells must be replaced at least at a discrete interval of 2000 cycles in
order to ensure the capacity fade of the battery pack does not exceed 20%. These results are important since they illustrate that by using simulation, car manufacturers will be able to determine how quickly the battery pack in an electric vehicle needs to be serviced in order to prolong the pack life.

It is also important to consider the number of cells that need to be replaced during a maintenance event. Figure 7-6 (b) shows 30 consecutive maintenance events and the number of cells that have been replaced during each event. The results in Figure 7-6 (b) show that as the number of maintenance events increase, the number of cell that are replaced during these events appears to reach a steady state value.

In addition to capacity fade, the voltage of the battery pack will also decrease (power fade) as the battery is cycled. Figure 7-6 (c) shows the pack voltage at the end of discharge, recorded every 500 cycles. The initial decrease in voltage is due to an increase in resistance as the battery pack is cycled. The voltage of the battery pack increases when a maintenance event occurs where damaged batteries are replaced. Similar to the SOH of the battery, the pack voltage is found to reach a steady state value as the number of cycles increases.

The same simulation was carried out only this time the assumed MTTF of the cell was decreased to 2000 and 1000 cycles. The degradation data for an EV battery pack obtained by [153] was still utilized, only the data was scaled to match the lower MTTF of the cell. The results are shown in the two figures below.
Figure 7-7: The simulated SOH for a battery pack that has a meantime to failure of (a) 2000 cycles, where the cells are replaced at discrete intervals of 50 and 1000 cycles (b) 1000 cycles, where the cells are replaced at discrete interval of 25 and 500 cycles.

When the meantime to failure of the cell is taken to be 2000 cycles, the minimum maintenance event interval also decreased to 1000 cycles. The trend holds when the MTTF is decreased even further to 1000 cycles, as shown in Figure 7-7, where at a maintenance event interval of 500 cycles the SOH dips below 80%. For this particular chemistry, it appears that a ratio of meantime to failure to maintenance interval of 2 is required in order to ensure the pack is able to meet its capacity demands.
These results from Figure 7-6 and Figure 7-7 show that in order to decrease the number of maintenance events (or the number of replaced batteries), the meantime to failure needs to be increased. The meantime to failure for a particular battery depends on the battery chemistry as well as the operating conditions under which the battery pack is used. Therefore, the simulator presented in this paper can be utilized to access the feasibility of a particular battery for cell change out. Also, discrete change-out of the individual cell at lower minimum capacity threshold is viable, where the EOL chosen should be tuned to the meantime to failure of the cell and how often the cell can be checked for replacement. If a longer monitoring interval is selected, an earlier cell EOL will be required.

### 7.4.5 Simulation Results – Comparison of LMC/NMC Chemistry

The simulation results described above were obtained for a battery pack primary composed on LFP battery cells. In order to test the robustness of the cell change out application for electric vehicles, the change out concept was implemented on a different chemistry; this time a mixed cathode chemistry of NMC/LMO. It is important to understand whether the trends obtained in the above section for LFP is observed for other battery chemistries such as NMC/LMO. The meantime to failure for NMC/LMO cells was deliberately chosen to be the same as that of LFP cells and the standard deviation used in generating the stochastic degradation parameters was also chosen to be 5% of mean for both cases. New parameters for the ECM were developed based on HPPC tests carried out for NMC/LMO cells and the degradation model shown in Equations (7-6) to (7-9) was applied.

The simulation was once again carried out for 30,000 cycles for the perfect replacement case as well as discrete replacement case. For the discrete replacement example, a maintenance event interval of 2000 cycle was used for checking to determine whether the individual cell needs to be replaced. The results are summarized below.
Figure 7-8: The simulated SOH for a battery pack that has battery cells with a chemistry of LFP and NMC/LMO for the (a) perfect replacement and (b) discrete replacement cycles.

The findings from Figure 7-8 show that regardless of the chemistry of the battery, the SOH of the battery pack does reach steady state if the pack undergoes regular maintenance events where degraded cells are replaced. How quickly the SOH reaches steady state differs between the two chemistries, and on the mean time to failure assumed for the cells. As Figure 7-8 shows,
NMC/LMO chemistry has a greater degree of oscillation and takes longer to reach its steady state value using cell change out. This is an important consideration since a larger degree of oscillations in the SOH of the battery pack can have implications on how quickly the cells need to be checked for replacement i.e. how high pack maintenance event should be. Finally, the results illustrate that the cell change out concept is able to maintain battery SOH indefinitely with regular maintenance events where degraded cells are changed out regardless of the battery chemistry.

Besides the somewhat common LFP and NMC/LMO battery chemistries, novel chemistries have been proposed in [35], [36]. While these Lithium-Vanadium and Sodium-based chemistries were not considered in this work, the fact that the ultimate result of the simulation was consistent between different degradation models and cathode chemistries suggests that the change-out concept would hold for any battery chemistry. The frequency of maintenance events and the SOH threshold for these would need to be adjusted for new battery types, an adjustment that would be based on eventual experimental data. Future work could be carried out by considering these new battery chemistries as well as other battery configurations such as prismatic and spiral wound cells.

It should be noted that the battery pack used in this study is composed of cells connected in series. Therefore, the overall performance of the battery pack was limited by the most degraded battery. The old batteries act as a limiter on how much of the new batteries' capacity is used during cycling. Future work will be carried out in developing a battery pack composed of multiple battery strings in parallel. When using such a battery pack, the interaction effect between a new and old battery would be greatest since the resistance rise in one string would lead to more current being diverted to other strings. Applying the cell change out concept for this particular battery pack would be something that will be considered in future works.

7.5 Conclusions
Various studies in literature have carried out simulations of battery packs, while few have discussed the concept of cell change-out. This paper attempts to combine the two concepts by creating a battery pack model and utilizing the model to understand the concept of cell change-out. The battery pack model is developed by modeling each individual cell using a Thevenin equivalent circuit and an empirical degradation model. The individual cell parameters in the voltage response model as well as the parameters in the degradation model can vary stochastically in the simulation. The individual cells that have degraded below 80% capacity in the simulation
are changed out during maintenance events resulting in an overall cell replacement rate that appears to reach steady state as the number of maintenance events increase. The overall pack performance also reaches a steady state with the replacement of individual degraded cells during maintenance events. The paper provides a simulation framework for conducting cell change out and from the simulation results, the following conclusions can be observed:

- By changing out individual cells that have dropped below their minimum capacity, the overall SOH of the battery pack can be maintained indefinitely above a target specification of 80% pack capacity;
- The maintenance event rate at which the cells are replaced is directly related to the average mean time to failure assumed for the individual cells which is simulated using stochastic parameters. As expected a higher mean time to failure results in a longer period between maintenance events required to maintain the SOH. Therefore, by using the simulation protocol outlined in this paper, the optimal maintenance period for a particular pack can be established;
- The results show that regardless of the chemistry, the cell change out concept will result in a battery pack that reaches steady state performance with regular maintenance.

The contributions from this paper illustrates that if at some point the concept of cell change-out does become economically feasible, applying this approach would ensure that the battery pack operates for a much longer period of time in service.
Chapter 8: Conclusions and Recommendations

8.1 Conclusions and Contributions
The focus of this work has been on the development of algorithms for pack state-of-charge (SOC) and state-of-health (SOH) estimation along with the advancement of simulation tools for modeling battery and pack dynamics. The following sections summarizes the five main research contributions from this thesis, one from each chapter.

8.1.1 Contribution to Battery Modeling
The ability to predict battery behavior at various operating conditions and for different battery chemistries is an essential tool in generating robust SOC and SOH algorithms. Development of these models often requires complex modeling software, in the case of electrochemical models, or conducting a large number of experiments, which is often the case for equivalent circuit models (ECM). Therefore, the first contribution of this thesis is the building of a characterization protocol that requires a minimal number of steps. A face-centered central composite design (CCD) was utilized in order to extract as much information as possible about the ECM parameter response surface. A more in-depth statistical analysis was conducted, where replicate runs were utilized for estimating the noise variance. The model was then incorporated into a comprehensive battery simulator and the results show that the developed algorithm can accurately estimate both the voltage and temperature of the battery under various conditions. Furthermore, the prediction error, using the proposed approach was compared with existing techniques. The results show that by using the design of experiments (DOE) approach, the same degree of accuracy can be obtained while significantly reducing the required characterization time. This new model identification protocol can be used by future battery management system (BMS) developers as a tool for characterizing and modeling a battery in a short period of time.

8.1.2 Contribution to Resistance Estimation
Resistance estimation algorithms in literature normally involve modeling the battery, using some sort of ECM, and updating the model parameters in real-time. The ohmic resistance is then used for predicting the health of the Li-Ion battery. Although this approach works for a single cell, it can be challenging when implementing the algorithm for a large battery pack. Model parameters,
error co-variances matrices and algorithm parameters needs to be stored for each individual cell and the algorithm also needs to be executed at the cell level. Therefore, this research examined the feasibility of using a simple direct resistance estimation (DRE) approach for identifying problematic cells in the pack. The developed algorithm uses a moving window to search for rapid changes in the current and voltage and it estimates the resistance only when a significant change in these measurements is observed. In addition, an exponentially weighted moving average (EWMA) filter was utilized for filtering measurement noise and obtaining a smoother signal. This approach was compared to more advanced techniques such as the EKF and RLS. It was shown that while all three algorithms produced similar results, the direct resistance algorithm required significantly less computational time. Therefore, the second research contribution is a resistance estimation algorithm that is not only accurate but is computationally efficient enough for execution on an embedded platform.

8.1.3 Contribution to State-of-Health Estimation

Although a number of publications in literature attempt to determine the internal resistance of the battery, few papers examine how to convert these estimates into a stable SOH metric. A number of challenges can arise, including outlier resistance estimates, noisy data and the dependence of battery resistance on temperature and SOC. An adaptive control chart was applied to remove outliers present in the resistance data. In addition, variation in the estimated SOH was minimized by filtering the internal resistance, based on a small temperature and SOC window, and passing the values through an EWMA filter. The results show a good agreement between the proposed approach and HPPC data over a period of 27 days, with an average error of 1.1%. The contributions from this research can help advance the implementation of SOH techniques on the BMS.

8.1.4 Contribution to State-of-Charge Estimation

Estimation of SOC for a large battery pack is still a challenging topic for commercial applications. The algorithm needs to be accurate, while being computationally efficient for implementation on a micro-processor. The proposed technique needs to account for imbalance in SOC among the cells and for variation in cell model parameters. In addition, the algorithm needs to behave logically to the battery user. To address these concerns, a comprehensive SOC algorithm was proposed. A RLS approach was used to estimate model parameters, while an EKF technique was applied for updating the SOC. A novel adaptive coulomb counting algorithm is proposed to ensure
logical behavior of the li-ion battery. Unlike previous approaches, this algorithm was applied to both the min and max cell within the pack to evaluate its performance under a variety of different conditions. Results show that the algorithm is able to remove current offset and behave logically even when the battery pack is unbalanced. It is hoped these results will advance research in the area of SOC estimation at the pack level.

8.1.5 Contribution to Simulation of Cell Replacement

The concept of cell replacement, where an aged cell or module is replaced within a pack, is a relatively new idea. Currently, no work exists in literature that has examined the effects of changing out an aged cell within the battery pack. Therefore, the final contribution of this thesis is the development of a pack simulator that can predict the pack SOH as old cells are changed out. The findings indicate that the overall SOH can be maintained above a certain threshold value. In addition, the simulation framework can be used to determine the optimal maintenance period for a particular pack. The approach presented in this work can be used by battery manufacturers to develop optimal battery pack design.

8.2 Recommendations and Future Work

Although this work has started to explore the subtle details of pack-level SOC and SOH estimation, a significant amount of work still needs to be carried out in this area. The following points are offered to aid future research.

- The regression approach described in Chapter 3 consists of two-stages; the first stage estimates battery parameters which are subsequently used in the second stage as dependent variables. The regression approach carried out in this research can be used if the variance is assumed to be homogenous. In situations, where a non-constant variance is observed, a more advanced regression approach is required, such as weighted least squares. Therefore, in future works a more detailed statistical analysis can be conducted for the equivalent circuit parameter model, in order to ensure these assumptions are valid.

- In this work, the ECM parameter surface was only assumed to change with temperature and SOC. For future work, the battery degradation can be considered as a third factor and the design-of-experiments approach can be extended to include this additional variable. A
central composed design can be constructed with rotatable properties in order to ensure equal prediction variance in all directions. Two cells with varying SOH values will be used to validate the model prediction.

- Although the ohmic resistance provides insights into the degradation of the cell, the estimated value can be incorrect if the battery pack has additional resistance elements. For example, an eroded bus-bar can indicate a high cell resistance, when the problem lies with the cell connectors. Therefore, future work needs to be carried out in determining the optimal way to account for cell-to-cell tab resistance. One approach is to carry out a base-line after the battery pack is installed. The increase in resistance over time is then compared to this base-line value. This approach can be used to eliminate, to a certain degree, the effect of bus-bar resistance.

- In this work, the \textit{min} and \textit{max} cells were identified using the maximum and minimal terminal voltage. This approach works for a fresh pack that is unbalanced or an aged pack that is balanced. Research is still required to access the feasibility of using this approach on an unbalanced pack with significant degradation. One approach is to carry out SOC estimation on a different time scale than updating battery resistance parameters. This prevents divergence issues that could occur due to the coupled estimation of a large number of parameters. Upon estimation of the battery capacity and resistance, the \textit{min} and \textit{max} cell could be determined and an SOC estimation algorithm can be executed. The method described here assumes that capacity and resistance does not change in a period of days, a condition which is often found to be valid.

- Battery hysteresis is a term that was briefly introduced in this thesis but was not incorporated into the battery model. The hysteresis effect has been shown to be significant for lithium iron phosphate (LFP) batteries [178]–[180] and accurately modeling this behavior has been shown to improve the accuracy of the SOC estimation algorithm. Therefore, additional research can be carried out in developing new ways to incorporate hysteresis into the SOC estimation framework. Research is also required in constructing well-designed current profiles that can be used to identify the hysteresis parameters. The
hybrid-pulse power characterization test that is commonly used, might not be sufficient in all cases.

- Research can also be carried out to expand on the cell replacement simulation by examining the economic feasibility of this concept. Economic analysis could explore under what conditions (if any) replacement of the cell can be profitable for battery manufactures. In addition, there are a large number of degradation models available in literature, for a variety of different chemistries. By incorporating these models into the simulation framework developed in this research, conclusions can be made on the optimal chemistry and configuration for an electric vehicle battery pack. The simulation results will also provide insights into what are considered optimal servicing intervals for a particular battery chemistry.
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