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Abstract

Throughout recent years, polymers have been one of the most widely used materials in industry due to their suitability to a vast variety of fields from construction to biomedical and technological utilities. Their extensive and broad range of applications, demands the ever increasing necessity for extensive insight into the behavior and properties of this group of materials. Whilst some aspects of this demand can be addressed through experiments, the inherent difficulties and restrictions of studying polymeric systems with greater degrees of complexity, have motivated researchers to discover alternative means of examining these cases of interest effectively. The advent of polymer theory as well as the development of appropriate computer simulation techniques have proven to be invaluable sources of new insight. With the ever increasing use of polymeric materials in industrial applications, such as highly efficient coatings and adhesives, an in-depth knowledge of their behavior close to surfaces is needed. Moreover, for the development of effective materials, an accurate understanding of their physical properties such as their surface tension is also required.

In this light, our goal is to study the surface behavior of polymers melts, whether they be monodisperse or polydisperse. The study of the former system, which is a melt composed of chains of a single length, is more attractive theoretically as a basis for a comprehensive study of influential parameters. However, in reality, most polymeric materials are polydisperse, hence motivating the detailed assessment of both. Surfaces behave as reflecting boundaries for the most part but violations are seen to occur due to a number of parameters such as the finite width of surface profiles, discreteness of chains as well as excluded volume effects. These result in an excess of end monomers being observed at the surfaces of monodisperse melts and shorter chains segregating to the surfaces of polydisperse ones, from which the surface tension is seen to be affected as well. The source of these migrations could either be enthalpic, with a preference for ends to be closer to surfaces, but also purely entropic which is the case studied here. With the inherent difficulties of experimentally isolating these entropic phenomena, a more successful outcome is obtained through their theoretical study. Hence, for both of the aforementioned systems, we shall be performing mean-field calculations as well as Monte Carlo simulations, in addition to comparing them with universal predicted forms to test their accuracy.
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Chapter 1

Introduction

From the introduction of the macromolecular hypothesis by Staudinger in 1920 [4], which claimed polymers are made up of covalently bonded elementary units called monomers, the field of polymer science has advanced greatly [5, 6]. The following thirty years saw the establishment of fundamental polymer physics concepts as well as the production of polymer synthesis tools. Today, polymers are of vital importance in many commercial and industrial sectors, in light of their ability to be geared towards specific requirements, due to their customizable constituent molecules [7]. They are widely used in manufacturing products such as adhesives, protective coating and lubricants [8] for which most of the processing is carried out in the molten state. The industrial importance and relevance of these polymer melts, which are liquid polymers in the absence of solvents, resulted in an increased interest in their study to aid the development of the aforementioned applications. More specifically, the presence of polymer melts in proximity of solid surfaces is inherent in these utilities for which a detailed understanding is undeniably required.

The placement of polymer melts near surfaces affects their conformations, which will result in differences in bulk and surface behavior. With our focused interest devoted to the latter, we will present the general aspects of the bulk behavior before noting the differences among the two. The conformations of polymer chains in melts, in other words the way the monomers are arranged in space which in turn determines the spatial structure of the chain, are inherently simpler than real chains due to the fact that they are ideal chains. That is to say, the correlations between various chains are suppressed which makes the conformations of one to be almost independent of all others [9, 10]. This ideal chain behavior is realized because of excluded volume interactions between the segments being canceled out due to an effect called screening, which is best explained for the bulk behavior of polymers. Our first focus here will be to demonstrate one result of the screening effect in the bulk of
polymer melts, which is a universal scaling for the end-to-end distances of these chains, before focusing on their surface behavior.

Before the consideration of the surface of polymer melts, a review of previous literature looking at these systems will motivate the significance of our findings. In terms of experimental studies, the majority of preceding attempts convey difficulties encountered in these methods. This is both due to the multi-scale nature of these systems in addition to the level of accuracy desired for some topics of interest, which may become unfeasible using experiments. In this light, we owe a great portion of the current knowledge in this topic to theory as well as simulations. Hence, we shall review these approaches to highlight their triumphs in addition to their downfalls. With the methodology of the work at hand being a theoretical one and our focus being on polymer melt behavior, a detailed literature review on previous developments in this field shall be presented. This review will be considered in two sections, one aimed toward studies implemented on melts containing chains of the same length and the other considering melts consisting of chains of different lengths, which are denoted as monodisperse and polydisperse melts respectively. The monodisperse melt is a good foundation to consider the basics of the theory, but most polymeric materials are polydisperse and as such it is of great importance to characterize their behavior. The introduction shall be concluded by an outline of the thesis to provide a general scope and structure for the reader.
1.1 Polymer bulk behavior

With the large number of monomers in a polymer, one would think that gaining knowledge on the conformations of individual chains would be a daunting task [11]. However the opposite is seen to be true where the large molecular weight of these molecules, for which Staudinger first used the appropriate term of “macromolecules”, makes the atomic detail less noticeable and bestows universal behavior on different polymer types [10, 12]. An important property of this nature was first mentioned as part of the Flory hypothesis in 1949 [6, 13]. In the aforementioned work, it was stated that the conformations of a polymer molecule situated in a medium of similar polymer molecules would be undistorted by interference effects. In other words, Flory noted that the scaling of the random flight model as stated by Kuhn [14] would be restored for these chains.

The random flight approximation stated the configuration of a chain to be equal to a particle going through an unrelated series of displacements, the directions of which are entirely random and independent of one another [15]. This approximation gave the distance between two ends of such a path as proportional to the length of each step (segment length) as well as the square root of the number of steps taken (the number of monomers). For solutions of melts in good solvents, chains are seen to expand to larger sizes than the aforementioned scale, since it would grant higher degrees of configurational freedom. Flory’s hypothesis for this type of scaling for the end-to-end distances of polymer chains being restored for melts was reliant on the fact that no benefit would come from their expansion. That is to say for melts, should these chains expand, the configurational freedom of the system as a whole would not improve since it would result in increased interference with surrounding molecules. As such, the scaling mentioned before is restored for polymer melts where their size is seen to universally scale as their degree of polymerization to the power of an exponent which is not dependent on their chemical details. The underlying cause for this behavior can be better described in terms of an effect called screening which is seen to be present in these systems.

Polymer melts differ from simple liquids due to the existing connectivity that they have among their monomers. This connectivity results in long range entropic effects, however it is effectively screened in these systems [9]. The reason for this can be explained by the pair correlation function, $g(r)$, seen in figure 1.1, which shows the probability of one particle being found a distance $r$ away from another placed at the origin. For polymer liquids, the oscillations in the correlation function are small and they dampen out fairly rapidly [16], which is the essence of the screening effect seen in melts. That is to say, a monomer belonging to a polymer chain will not be greatly affected by another monomer at a certain correlation length away, which typically will be on the order of a monomer
size. The simplifications arising from this screening effect are key to the study of polymer melts.

One notable effect stemming from this screening is the random walk behavior of polymer chains exhibited in the bulk, seen as the end-to-end distance of a chain of size $N$ scaling $\propto \sqrt{N}$, for which the historical precedence was mentioned. Should this screening have not been applicable to polymer melts as suggested by Flory, an exponent other than 0.5 would have been the outcome for this end-to-end distance, which is not the case that is observed. Another is the applicability and accuracy of the mean-field theory for the study of the system. As we shall show, this theory replaces the interchain interactions with an external field. Furthermore, despite an absence of a rigorous treatment of the hardcore interactions among chains in this theory, it is seen to correctly describe polymer melt behavior, such as the $\sqrt{N}$ scaling in the bulk. The reason for this accurate outcome lies in the fact that these hardcore interactions are screened which in turn allows us to utilize a mean-field approximation in our study. In the following section, this scaling is shown theoretically and the role of the screening effect is made evident.

Figure 1.1: A generic pair correlation function from [1]
1.1.1 Average size of a polymer chain

As outlined in the previous section, in polymer melts it is known that the excluded-volume interactions, which could potentially be a source of complicated behavior, are screened to a good approximation. Consequently, chains in melts exhibit random walk statistics in the bulk, which gives the average end-to-end distance to be related to the square root of the chain length as will be shown here. In figure 1.2, a schematic of one representative chain is shown which contains \( N \) monomers and hence \( N - 1 \) bonds. With the subscript \( i \) allocated to each monomer ranging from 1 to \( N \), the position vector is shown with \( \mathbf{r}_i \) while bond vectors are given by \( \mathbf{R}_i = \mathbf{r}_i - \mathbf{r}_{i-1} \). The end-to-end vector of this polymer, denoted by \( \mathbf{R}_e \), is clearly the sum of all bond vectors,

\[
\mathbf{R}_e = \mathbf{r}_N - \mathbf{r}_1 = \sum_{i=1}^{N-1} (\mathbf{r}_{i+1} - \mathbf{r}_i) = \sum_{i=1}^{N-1} \mathbf{R}_i .
\]  

If we were to take an ensemble average of this quantity \( \langle \mathbf{R}_e \rangle \), which would mean the average of this quantity for one chain over all possible conformations, it would not grant us any useful information. Considering the fact that each conformation would correspond to a random walk as mentioned before, allowing for no correlations between various forms of the chain, this average would evaluate to zero \([5]\). In this light, another form of averaging needs to be taken into consideration. The simplest non-zero average to evaluate is the mean square end-to-end distance, the root of which could provide us with a useful length scale of these polymer chains. With \( \mathbf{R}_e \) obtained from equation 1.1, we see that the square of this quantity is

\[
R_e^2 = \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \mathbf{R}_i \cdot \mathbf{R}_j .
\]
This gives the ensemble average

$$\langle R_e^2 \rangle = \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \langle R_i \cdot R_j \rangle ,$$

$$= \sum_{i=1}^{N-1} \left( \sum_{j=1}^{i-1} \langle R_i \cdot R_j \rangle + \langle R_i^2 \rangle + \sum_{j=i+1}^{N-1} \langle R_i \cdot R_j \rangle \right) , \quad \frac{\langle R_i \cdot R_j \rangle = 0}{i \neq j} \rightarrow$$

$$= \sum_{i=1}^{N-1} \langle R_i^2 \rangle , \quad (1.3)$$

where again we have noted the absence of correlations among chains in the melt. In other words, the bond vector of monomer \( j \) is not related to the one for monomer \( i \) which results in only the term with \( i = j \) surviving (\( \langle R_i \cdot R_j \rangle = 0 \)). To see how this quantity is related to the bond lengths, we must define the bond potential, \( u_b(R_i) \). This allows us to define the square of the statistical segment length of a bond as

$$a^2 \equiv \langle R_i^2 \rangle = \frac{\int R_i^2 \exp \left( -u_b(R_i)/k_B T \right) \, dR_i}{\int \exp \left( -u_b(R_i)/k_B T \right) \, dR_i} , \quad (1.4)$$

where \( k_B \) is the Boltzmann constant and \( T \) is the absolute temperature. The bond potential can easily be scaled such that the denominator in equation 1.4 is one, which shall prove to be useful later on. By taking the definition of the statistical segment length into account, equation 1.3 gives

$$\langle R_e^2 \rangle = \sum_{i=1}^{N-1} \langle R_i^2 \rangle = \sum_{i=1}^{N-1} a^2 = (N-1)a^2 .$$

Finally we can obtain the rms end-to-end distance of the chain denoted by \( R_0 \) as

$$R_0 = \sqrt{\langle R_e^2 \rangle} = a\sqrt{N-1} \approx a\sqrt{N} ,$$

which is the same scaling that was mentioned in the prior section and now has been proven for melts. That is to say, we can see with the absence of correlations among chains, as Flory had hypothesized to be the case in melts of polymer chains, the \( \sqrt{N} \) proportionality is recovered. \( R_0 \) shall be used as a characteristic length scale of polymer chains, and the statistical segments length, \( a \), will be used as a characteristic size of a monomer. These will both provide us with appropriate length scales by which we can compare and explain the phenomena shown in the systems considered.
1.2 Polymer surface behavior

As evident from the previous discussions, polymer chains have various inherent lengths in their structure such as the monomer as well as the molecular length scales. In order to accurately characterize the behavior of the chain, the details of the system need to be determined on all relevant lengths. This multi-scale nature of polymer chains has indeed presented some challenges for their experimental study, whereas it is more readily dealt with by theoretical studies which sheds light on the advantages of this method compared to experiments. In this section, there will not be a focused discussion on the different theoretical treatments of these polymers, as it will be thoroughly considered later on. However, it is beneficial to point out that the ability to utilize polymer theories followed by computer simulations to confirm and later predict the properties of polymers has progressed greatly from its onset, mainly due to the increase in computational power and the development of improved theories. Furthermore, the insight granted by these methods has complemented and extended the results obtained from experiments, specially at the molecular scale.

From the development of polymer theory, there has been a keen interest in observing the effect of a surface on the conformations of chains [17]. As theoretical as this may seem, applications such as extrusion and polymer welding as well as their interactions with fillers [18] could benefit from this detailed knowledge as they involve polymers near surfaces. The reason for this focused interest is that interfacial thermodynamic properties such as surface tension, can be modified to ensure the successful design of a polymer material towards specific goals in applications such as the ones noted above [19]. We shall point out the difficulties involved with the experimental study of these systems when going through the literature, but as mentioned before, this is more successfully considered theoretically. The study of polymer melts at surfaces has long been a fundamental problem of interest which intrinsically involves knowledge of how chains behave at very minute scales. To a first approximation, the surface acts as a reflecting boundary hence leaving the chain statistics unchanged as first postulated by Silberberg [20]. Before commenting on the hypothesis, it would be beneficial to state the original argument as well as its assumptions.
1.2.1 Silberberg Hypothesis

Figure 1.3: Illustration of the Silberberg argument [2]. (a) shows a polymer taken from the bulk, while (b)-(d) show configurations of equivalent energy (and thus probability) obtained by reflections about the plane \( z = 0 \). The surface is created by removing (a)-(c) and doubling the probability of (d).

In order to look at chain conformations near a surface, we require statistical mechanics from which we know the probability of a given configuration with an energy \( E \), to be proportional to the Boltzmann weight of this energy, \( \exp(-E/k_B T) \). Accordingly, as long as the energy of the configuration remains the same, so will its probability of occurring. This is integral to the original argument made by Silberberg, which looked at the behavior of polymer surfaces. The discussion begins by considering an infinite polymer melt for which a surface is created at \( z = 0 \) by removing any material crossing that point and going to \( z < 0 \). One such polymer configuration is shown in figure 1.3a from which the subsequent configurations b, c and d, are determined from reflecting either one or both parts of the initial configuration about \( z = 0 \). For a flexible molecule, all of the arrangements shown in the figure will have equal energies and hence will occur with equal probability.

To place a surface at \( z = 0 \), the first three configurations in 1.3 must be removed. Removing the first two will reduce the concentration at \( z > 0 \) but it can be compensated for by doubling the concentration of configuration each time. To generalize, if we denote the number of times the polymer crosses the surface by \( m \), the occurrence of the allowed configuration will be needed to be increased by a factor of \( 2^m \). This will result in a uniform concentration for the total as well as the individual monomer concentration, which will include the ends. Furthermore, the free energy cost required for the creation of the surface would be proportional to the number of polymer bonds that initially crossed \( z = 0 \), which is not dependent on the number of monomers in a chain. These outcomes have been since disputed, owing to the assumptions discernible from this argument which are a total concentration with the shape of a step profile, as well as no bending penalty for the bonds. When these features are not applicable, which will be the case for more realistic representations of polymer melt surfaces, results will disagree with this hypothesis.
The Silberberg argument is true up to the edge of the surface, where the reduction in the conformational entropy of chains results in the polymers adopting the form that grants them the highest freedom of movement which will manifest differently depending on the system. For example, in polymer solutions, the freedom of movement that the solvent provides, allows the polymer molecules to move away from the hard surface so as to increase configurational entropy. This results in a depletion profile for the polymer close to the surface [21, 22]. However, if there is no solvent present, as in melts of polymeric materials, the situation will be somewhat altered. The surface reduction in entropy favors a chain depletion there but is inhibited by the space filling requirement for the melt, hence a competition exists. Moreover, in addition to the aforementioned entropic effect, it is not uncommon for the ends of polymer chains to chemically vary from the middle monomers, which could cause attractive or repulsive enthalpic potentials for ends to be at the surface [23]. That is to say, the segments with the lowest surface energy are enriched at the surface which has been observed both in theory and experiments conducted [5, 24, 25]. However, in the case of the polymer chains not varying chemically with ends being identical to middle segments, there is an entropic effect present that will manifest differently in monodisperse and polydisperse melts.

In the case of a monodisperse melt, which is a melt of polymer chains of the same length, this entropic effect is exhibited in the excess concentration of end monomers at the surface. The underlying reason being in the additional configurations that are made available to the polymer chain by having the end monomer segregate to the surface instead of a middle segment. On the other hand, for polydisperse melts, which are constituted of polymer chains of various lengths, this excess of ends results in the shorter components segregating to the surface, since they have a higher number of ends per unit volume. Both of these effects violate the hypothesis made by Silberberg, which would suggest a uniform end monomer concentration, and have been observed in previous literature as will be presented and discussed in sections 1.4.1 and 1.4.2, respectively. The overall goal in this work will be to conduct a thorough investigation into this entropic segregation of ends for monodisperse melts as well as the consequent segregation of shorter components to the surfaces of polydisperse melts. There are a variety of methods that can be successfully applied towards the theoretical study of polymer melts, each offering their own advantages and disadvantages. In this light, the following section will review different methods for studying polymers theoretically.
1.3 Methods used in theoretical studies

As mentioned previously, the theoretical developments on polymeric systems as well as the subsequent computer simulations that complemented these theories vastly broadened the understanding of polymeric materials. The wide range of structural variety [7] added to the multi-scale nature of polymeric systems [38, 39] motivated the use of several simulation techniques. At the smallest scale are atomistic models, which attempt to capture polymer properties at the atomic scale [40]. Typically, in these procedures, potential functions are used to describe the bond and molecular interactions involved. Equilibrium and non-equilibrium properties are thus obtained through the use of Monte Carlo (MC) or Molecular Dynamic (MD) methods [8]. The use of these techniques, whilst providing us with invaluable insight, is limited in the number of particles it can simulate due to the extensive computational requirements. Hence, any study involving a large number of molecules, multi-phase systems or other such complexities is a challenging task using these methods.

One attempt at solving this particular difficulty is through coarse grain models [41], where groups of atoms are regarded as larger particles. Interactions are replaced with an effective term and properties of systems obtained by MD/MC simulation methods once again [42]. One example is the bead-spring model in which each bead represents a number of polymer backbone atoms [40]. Even with these simplifications, the calculations prove to be still far too expensive to be carried out for intricate systems of interest. Another somewhat distinct but noteworthy method of applicable interest is the use of lattice models to specify the conformations of polymer molecules. Lattice models have contributed greatly to the simulation of polymeric systems [35, 36] as well as theoretical work but are prone to some shortcomings [16, 43], with the artificial nature of the lattice presence being the main concern.

These lattice models were first rigorously developed in a series of papers by Helfand et al. [44, 45, 46] whereby they considered many systems such as polymer melts, solutions and interfaces thereof. In 1980, Scheutjens and Fleer [47] developed a lattice model which gives the probabilities of chain conformations as a function of chain concentrations in each configuration. This is unlike the one by Helfand, for which chain conformations depend on segment concentrations. These two distinct methods were both based on the mean-field approximation and were given the respective names of site and bond lattice models in a paper by Theodorou in 1988 [48]. In site models, the chance of a conformation occurring is related to a product of the site probabilities as segments occupy positions on the lattice, whereas in bond models the conformation probability for a segment of a chain depends on preceding segments. The paper then provided a detailed description
of both methods for homopolymers at interfaces, and the results for the site model were presented in their following work [49]. In all the aforementioned literature, it is evident that lattice models grant a simple picture of these systems and therefore are well-suited for cases where conformational properties vary rapidly within a narrow region, as is true for polymer surfaces.

Having outlined these early developments of lattice models, for which the essence still remains unchanged, albeit with newer and more powerful computational methods being applied for their calculations, they do involve some inaccuracies as mentioned before. Whilst the presence of lattices in the system is undoubtedly artificial, it makes computationally intensive calculations such as MC lattice simulations, thoroughly investigated in [50], feasible. As evident from the work of Kumar et al. [43, 51] as well as many other attempts that shall be outlined later in detail, off-lattice simulations can be implemented in order to improve upon some of the aforementioned inaccuracies of lattice models but they become much more computationally intensive. This causes off-lattice simulations to be limited in the system and chain sizes that can be considered. A useful outline of off-lattice MC simulations is provided in the work of Binder and coworkers [52]. As things remain, when good statistics are needed, the preferred method remains to be simulations using lattice models since the simplicity of the model allows one to gather more statistics, hence resulting in a higher accuracy in the results. However, if off-lattice models are preferred, one can apply a mean-field treatment in order to simplify the calculation.

For the study of the polymer systems here, both a mean-field approach as well as Monte-Carlo simulations will be implemented, for which an in-depth description of each method is given in their respective chapters. In brief, the first method involves a field representing the non-bonded interactions between monomers and will be implemented for both an off-lattice and lattice model while the second method is exclusively applied to a lattice model. As mentioned previously, there are some downsides to including an artificial lattice for the monomers to be placed on, some of which will be outlined in a section to follow. We could have implemented an off-lattice MC simulation but that would have introduced an extra layer of complexity not necessary for the comparison in mind here. Additionally, we would have been more limited in terms of the systems we could effectively study while still maintaining a high level of statistical accuracy, that is readily obtained by having the simpler lattice model.
1.4 Literature review

As previously pointed out, the increasing industrial applications of polymeric materials throughout recent years has made an in-depth characterization of their surfaces a top priority for experimentalists and theorists alike. These surface effects manifest as the entropic excess of end monomers in monodisperse melts, which had been observed through simulations and theory but not directly by experiments until fairly recently. Nonetheless, what had been observed by experiments was the dependence of surface tension on chain length which is a direct consequence of the aforementioned entropic excess of ends as will be outlined here. For polydisperse melts, this entropic effect causes the surface segregation of shorter components, which consequently results in a modification of the surface tension that is seen and validated by experiments also. The timeline of previous efforts looking at these systems will be outlined so that the contributions of the current work as well as its advantages can become evident.

1.4.1 Monodisperse melts

As noted in section 1.2.1, Silberberg [53] had argued that the surfaces of polymer melts act as reflecting boundaries for polymer chains, which is a good approximation for the most part as investigated in previous works [54, 55]. Nonetheless, it would suggest a uniform end monomer concentration throughout polymer melts as well as no chain length dependence for the surface tension, whereas both have been refuted. Initially motivated by the idea of experimentally tracking down the position of chain ends, in order to confirm or dispute their enhanced presence near surfaces, attempts were made to replace the hydrogen at polymer chain ends. Due to the closeness of deuterium and hydrogen, it was believed that switching them at the end of polymer chains would have no adverse effect on the entropic behavior of the polymers being considered. The relative ease of tracking the position of deuterium particles gave rise to the belief of this being a good technique to observe the concentration of ends at surfaces of these systems of interest. The experiments were conducted and results obtained [56, 57]. However, as is seen in the aforementioned experiments, the surface energy of the polymer samples with deuterium changes [58], which proves the need for improvement on the quantitative accuracy of the experimental methods.
With the experimental difficulties in tracking the polymer chain ends becoming evident, the next focus was on observing the dependence of surface tension on chain length \([19, 59]\), which is the more readily observed experimental indicator of an excess of ends at surfaces of polymer melts. Many authors contributed to these studies \([19, 59]\), and experiments were able to verify this phenomenon \([24, 31, 32]\) thus presenting a counterargument for the Silberberg hypothesis. The reason for the dependence could be enthalpic due to a difference in the interaction of the end monomers versus the middle monomers, which is not uncommon for polymers \([23]\), in light of chemical processes used in their manufacturing. On the other hand, it could be purely entropic and seen to exist when there is no difference in the interactions, which is the case we are looking to consider in this work. For polymer chains, the number of ends is inversely proportional to the chain length, \(N\), therefore we expect the aforementioned end segregation to cause an \(N^{-1}\) correction to the surface tension.

Having outlined these experimental efforts, as well as the challenges they face, it is evident why a large portion of our current understanding on the topic stems from theoretical work in addition to computer simulations. These methods have ways of dealing with the systems that are exempt from the experimental difficulties but nevertheless face problems of their own. In computer simulations, the simplicity offered by having a lattice that chains could be placed on, motivated many to utilize this approach. On the other hand, theoretical studies such as mean-field theories have underlying assumptions that in turn allow them to simplify the study of the polymers. These simplifications provided opportunities for the consideration of more challenging problems, with the use of off-lattice models, and posed less of an issue when being carried out computationally. We shall begin with the historical precedence of lattice models before focusing on off-lattice simulations that looked at monodisperse polymer melts.

In 1975, Helfand et al. \([46]\) utilized a lattice model for the study of a polymer melt near a surface to consider its loss of conformational entropy as well as how the addition of solvent to the melt will make it adsorb near the surface to relieve this configurational loss for the polymer chains. They analyzed this behavior in terms of the surface tension, where they observed the quantity to decrease as the concentration of the solvent was increased, since the polymer melts were relieved from their constrained forms. Theodorou looked at this system in 1988 using both a bond model \([48]\) as well as a site model \([49]\), where these terms were mentioned in the prior section. They applied their generalized site model for homopolymers at interfaces, from which they confirm the Flory hypothesis that conformations in the bulk of polymer melts are unperturbed by the presence of other chains. They comment on restrictions imposed by the interface on polymer chains in addition to confirming the molecular weight dependence of the surface tension. When comparing to surface
tension values obtained from experiments, they mentioned factors such as simplifications
of the lattice model, ignoring chain stiffness as well as long range interactions, responsible
for the observed disagreement between experimental and theoretical values. Others have
also obtained results confirming this excess of ends by using lattice simulations [60, 61].

One argument that had been made early on by others against lattice calculations, was
their inability to perform simulations at full occupancy. This was disproved in the work
of Pai-Panandiker [62] in 1997 where they succeeded in observing the entropic excess of
ends in an incompressible melt, i.e. a completely filled lattice, by lattice MC simulations.
Another concern was how the placement of an artificial lattice might affect results, hence
prompting many to use off-lattice computer simulations. A notable early attempt is the
work of Kumar et al. in 1988 where their MC simulations aimed to consider the effect of
surfaces on polymers without the use of lattice sites to construct them [43]. In this work,
an excess of ends is observed close to the surface in the equilibrium configuration and the
dependence of surface tension on chain length is readily seen [51]. They later on confirmed
the same phenomenon for the free surface of a polymer melt [63]. Yethiraj et al. [64] used
a continuous MC simulation to look at entropic effects which was successful in discerning
this excess end concentration at surfaces of polymer melts. It is evident from their study
that the intensity of their computational work resulted in them choosing the lowest number
of possible monomers such that the chain could still exhibit polymeric behavior, which is
indeed a difficulty with off-lattice simulations. Another interesting observation is disclosed
through the first notable atomistic MC simulation done by Vacatello et al. in 1990 [65]
where they observe this excess of ends also. Other than MC methods, MD simulations
such as the work of Bitsanis et al. [16] have considered these systems and confirmed the
excess end concentration near neutral walls due to entropic effects as early as 1990.

Mean-field calculations looking at the excess of ends at surfaces of polymer melts, have
a great number of benefits to offer compared to simulations. The lower computational
requirement of these calculations allows one to consider the underlying phenomena that
could be at play, as well as more complex arrangements, which might be unfeasible using
the prior methods mentioned. For instance, off-lattice calculations are more readily imple-
mented using this technique and for longer chains at not such great costs. Some attempts
such as the work of Muller et al. [42] have looked at both methods in order to compare
their results. Historically, two of the most notable early attempts that had observed the
segregation of ends to surfaces of monodisperse melts were the mean-field consideration
of Wu et al. [33] as well as the simulations of Kumar et al. [43, 51]. In order to under-
stand their findings, it is beneficial to consider them with respect to the aforementioned
hypothesis by Silberberg.
In the work of Wu et al. [33] they observed violations to this hypothesis due to their concentration profile, being that of a compressible melt, not conforming to the step profile considered by Silberberg. Since they utilized the continuous Gaussian chain model, there was no penalty for chain bending and the only source for not conforming to this argument was the compressibility of the melt. Unsurprisingly, in the incompressible limit, they observed the excess of ends to vanish and recovered the uniform end monomer concentration that the Silberberg argument would suggest. They made the conclusion that this excess of ends was solely dependent on compressibility, but that was true only due to the model they had used. In the simulations of Kumar et al. [43, 51], where they had a discrete chain representation, there is a penalty for bending the chains. Thus, reflections will affect the energy [67] and in turn the probability of configurations occurring. This shows discreteness of the chains to be another factor of importance [42], which is seen to be influential even for an incompressible melt [66]. In this work, while studying the excess of ends at surfaces of monodisperse melts, we will be looking at various sources that cause deviations to the Silberberg hypothesis. By combining the effects of compressibility as well as chain discreteness for the monodisperse melt, we can ascertain the relative importance of each. Our mean-field calculations, unlike the ones by Wu et al. [33], still recover the excess of ends even as we go to the incompressible limit, the reasons of which will be thoroughly discussed in chapter 3.

Moreover, based the assumptions of the aforementioned hypothesis, we can anticipate additional influential factors that could affect the segregation of ends to surfaces of monodisperse melts. Excluded volume effects are an obvious choice, which can be considered by having hard-core interactions among monomers [68, 69]. These types of interactions would forbid chain overlaps, which could certainly occur as a result of chain reflections, thus altering the probability of certain configurations. We will consider this by having lattice model simulations that incorporate excluded volume interactions by rigorously enforcing only one monomer per lattice site. Another factor is chain stiffness, which can be taken into account by having a chain with a specified flexibility using a model such as the worm-like chain model [70]. In this case, a reflection would result in a kink in the chain that is disallowed, hence affecting the probabilities once more. Our plans for future work include consideration of the worm-like chain model in order to clarify the relative effect of chain rigidity, as noted in appendix B.
1.4.2 Polydisperse melts

The aforementioned entropic phenomenon of the segregation of ends to surfaces of monodisperse melts results in a similar occurrence for the surfaces of polydisperse melts. When there is a disparity in the chain lengths of the melt, the shorter chains have a higher number of ends per unit volume and as such tend to segregate to the surfaces of these melts. There are many implications arising from this excess of shorter components at surfaces such as the modification of surface tension [71, 72, 73], wall slip [74, 75, 76], entanglement of chains [77, 78], glass transition in thin films [79, 80, 81] and effective forces between polymer surfaces [82]. The same effect can also be seen in melts of polymers with a variety of architectural forms when they are chemically identical [37, 83, 84, 85, 86, 87]. Generally, as the number of ends in the structures is increased, such as stars versus linear chains, they tend to have a lower surface energy and as such migrate towards surfaces. The three most notable works that have theoretically studied the entropic segregation of shorter components to surfaces of polymer melts shall be summarized here.

Hariharan et al. [35] were among the first to theoretically demonstrate the entropic segregation of short chains to the surface of a bidisperse polymer melt, which contains polymer chains of two different lengths. Utilizing a mean-field lattice model for their calculations, polydispersity was noted to be a key property of polymer melts that needs to be taken into account. They stated the loss of configurational entropy to be greater for the longer chains at the vicinity of the surface hence resulting in an excess of short chains in that region, which was said to affect physical properties such as the surface tension of the melt. In their lattice model, chain back-folding was not prohibited, hence, excluded volume interactions were not directly taken into account. They went on to consider the absolute excess of short chains at the surface, as a measure of the net entropic loss in the system. In this light, influential parameters on the excess were determined to be factors such as the composition of the melt as well as the lengths of the chains. The integrated excess of short chains was also calculated and the surface tension seen to be related to the reciprocal of the number average degree of polymerization, given by $N_n$.

The aforementioned work was extended to a fully polydisperse melt by Van der Gucht et al. [36] using a lattice mean-field model. For their incompressible mixture of polymers of various lengths, they presented a simple expression that determined the surface excess of a component with a given length $N$, which was denoted by $\theta_N$. This empirically predicted form showed the amount of excess to be related to the weight average degree of polymerization, $N_w$, and was tested out against numerical results for a melt of chains with three different lengths. The strikingly good agreement observed between the numerical results and the given formulation provided tangible evidence towards its validity. They
went on to use the expression for the excess to find one for the surface tension, once more confirming its relation to $N_n$. Moreover, this proposed form agreed fairly well with its counterpart previously determined by Hariharan et al. These formulas postulated by the two previous studies mentioned, were later on derived for the first time by Minnikanti et al. [88]. In this work they considered Gaussian chains for which an enthalpic potential was chosen to represent the preference of the ends to be closer to the surface. By applying the mean-field approximation, they were able to obtain expressions that agreed nicely with the prior attempts mentioned, thus providing a collective argument in favor of the formulation proposed. Nevertheless, it should be taken into consideration that these relations were either empirical or derived using the wrong treatments of ends which shall be remedied in the work shown here.

Other than the mentioned theoretical attempts, simulations have yet to quantify this entropic short chain segregation in these melts, but have confirmed their existence in terms of the dynamics of the migrations [78] and the entanglement effects [77]. As for experimental evidence of the occurrence, many attempts have looked at studying similar setups [29, 80, 81, 82], the result of which confirm the segregation of short chains toward the surface in a blend of chemically identical polymers. Nevertheless, due to the difficulties present in these tests, they are usually qualitative in nature. For methods that have performed a quantitative study [80, 88], the comparison between experiment and theory elaborates great necessity for improvement. In account of these difficulties, theoretical attempts will be the main strategy for studying entropic effects at surfaces of polydisperse melts, which do not have the same difficulty as experiments in isolating these phenomena. Unlike the aforementioned theoretical attempts, we shall implement an off-lattice mean-field calculation for a polydisperse system, for which no potential will be considered for the ends. In this light the excess of short chains at the surface is seen to be due to purely entropic effects and the previously mentioned formulas for the excess as well as the surface tension will be derived using these assumptions. Moreover, we will conduct the first simulations considering only entropic effects for this surface segregation of shorter components.
1.5 Outline of thesis

Having outlined the previous literature regarding the polymer melts being considered here, the need for improvement in certain aspects of the work conducted thus far is clearly recognizable. By pointing out the experimental difficulties inherently intertwined in these studies, the advantages of theoretical methods motivated us to utilize them in the work at hand. The general outline of the document to be presented, is as follows. Prior to the detailed assessment of the systems of interest, a few key concepts require an in-depth introduction. In this light, theoretical topics central to the study shall be presented in chapter 2. Here, the main features of both the off-lattice mean-field study as well as the lattice mean-field and simulation methods are outlined and a semi-analytical calculation is introduced. The motivation for having a semi-analytical prediction is providing valuable insight in addition to means of testing numerical results, in order to judge their validity. Once the introductory topics are presented, the following two chapters are devoted to the study of each of the systems of interest, i.e. monodisperse as well as polydisperse melts, respectively. Hence, the segregation of ends to surfaces of monodisperse melts and the enrichment of shorter components at the surfaces of polydisperse melts will be the focus of chapters 3 and 4. Comparison of the results from different methods as well as discussions relevant to each system will be given in each respective chapter and the document will be concluded by a summary and outline of future work.
Chapter 2

Theory and simulation

2.1 Off-lattice model

In the model we are considering here, as the name suggests, the monomers are not constrained to be on lattice sites and can move freely in space. Since the systems we study are polymer melts, the chain conformations are ideal as the interactions among them are screened [5, 89], the reasons for which were outlined in the previous chapter. In this light, all non-bonded interactions amongst the polymers are represented with an effective field, \( w(\mathbf{r}) \) and the bonded interactions are given as suitable potentials, \( u_b(\mathbf{R}) \) as functions of position and bond vectors, \( \mathbf{r} \) and \( \mathbf{R} \), respectively. The field will be adjusted to ensure that the total polymer concentration conforms to a specific shape, which will create the surface that we are interested in exploring. The reasoning and motivation behind this methodology versus the one used by others such as the theoretical treatment of Wu et al. [33] of the surface is worth noting. In their work, they utilized a potential to penalize deviations from bulk density whereas in our study, by simplifying the calculation in this way, the focus can be on the phenomena involved.

One aspect of the theory that requires definition is the choice of the model for representing each individual polymer chain. In the previous chapter, a brief description of a number of possible models were given and the differences between them noted. For reasons that shall become evident, as we focus on each system to study the quantities of interest, the freely jointed model shall be utilized throughout the following chapters. For this model, no correlation is present for the direction of different bonds [5] and the bond length, \( b \), remains constant. In the application of the aforementioned model to our off-lattice calculations, the statistical segment length, \( a \), is equivalent to the bond length, which will not be the
case for the lattice model that shall be presented later on. The nature of these differences as well as their cause shall be pointed out as in the section involving lattice models.

In the off-lattice model, we shall consider the mean-field limit whereby the many body interacting system is replaced with a one body system with a suitable external field to represent the aforementioned interactions. The statistical mechanics of a chain placed in one such field will be presented in the following section as well as the steps required to determine its concentration. This will provide the theoretical background for the systems that are going to be studied. Once the general steps are outlined, their application to the polydisperse melt as well as the monodisperse melt, which are the systems of interest, will be given in complete detail. An additional quantity of interest is the surface tension of melts, for which the knowledge of the free energy is required, owing to its definition as the excess free energy at the surface. For each of the aforementioned systems, the free energy and the surface tension calculations will be provided in the current chapter.

2.1.1 Chain in an external field

In the current section, we are interested in using statistical mechanics to find the concentration of a polymer in a monodisperse melt acted on by an external field. The extension of these basic principles to the polydisperse melts are straightforward and will be given in detail later on. In subsequent sections, this external field will be determined self-consistently resulting from a suitably chosen pairwise interaction potential between the molecules [90] and satisfying a predefined criterion. That is to say, we shall have a desired form for the total concentration profile for which the field will be adjusted until its acquirement.

For the monodisperse melt, each polymer is of the same length and has $N$ monomers (beads) and subsequently $N - 1$ bonds. The schematic that was shown in the introduction, figure 1.2, depicts the beads starting from $i = 1$ and going up to $N$. The position and bond vectors are indicated in the figure for additional clarity, whereby for each monomer the corresponding subscript $i$ will be used. For all of the individual beads, we define a position vector pointing from the origin to its location and denote it by $\mathbf{r}_i$ while bond vectors are given by $\mathbf{R}_i = \mathbf{r}_i - \mathbf{r}_{i-1}$.
In the manner of mean-field calculations, the focus will be on one chain owing to the fact that the steps will not differ depending on the chain that is chosen, since any of them will be representative of the system. The energy of this chain will have two separate contributing factors. One will be the bonds connecting each individual monomer to the next in the chain, which will be dependent on the bond vector. The other being the field required to represent the interactions among different chains. The bond potential can be chosen suitably in order to represent a chain of desired properties whereas the field, as previously mentioned, will have to be determined self-consistently. The details of the latter will be given later on based on the specific requirements from the model utilized. Based on the aforementioned concepts, we have

$$H\{\{r_i\}\} = \sum_{i=1}^{N-1} u_b(r_{i+1} - r_i) + \sum_{i=1}^{N} w(r_i),$$  \hspace{1cm} (2.1)

which gives the single chain Hamiltonian as a function of the set of position vectors denoting where each monomer is situated in the chain. Having specified the energy of a chain, we can consider the probability of a state with that energy occurring. This should be scaled by the partition function, $Q$, such that the sum of the probabilities can accumulate to one [91]. As mentioned in the introduction, statistical mechanics will give the probability of a particular configuration of the chain by

$$P(\{r_i\}) = \frac{1}{Q} \exp \left( -\frac{H}{k_B T} \right),$$  \hspace{1cm} (2.2)

with the partition function determined from

$$Q = \int \exp \left( -\frac{H}{k_B T} \right) \prod_{i=1}^{N} d\mathbf{r}_i.$$  \hspace{1cm} (2.3)

Now if we hold $\mathbf{r}_i$ at a constant position and let all the other position vectors vary, the probability for this case is expressed by

$$P_i(\mathbf{r}_i) = \int P(\{\mathbf{r}_j\}) d\mathbf{r}_1 d\mathbf{r}_2 \ldots d\mathbf{r}_{i-1} d\mathbf{r}_{i+1} \ldots d\mathbf{r}_N = \int P(\{\mathbf{r}_j\}) \prod_{j=1 \atop j \neq i}^{N} d\mathbf{r}_j.$$  \hspace{1cm} (2.4)
If we substitute the expression for the energy from 2.1 inside the exponential we get

$$\exp \left(- \frac{H}{k_B T} \right) = \exp \left( \sum_{i=1}^{N-1} \left( - \frac{u_b(r_{i+1} - r_i)}{k_B T} \right) + \sum_{i=1}^{N} \left( - \frac{w(r_i)}{k_B T} \right) \right), \quad (2.5)$$

where it is seen that this expression is just the multiplication of two exponentials for which each is a multiplication of a number of terms. Hence, we simply have

$$\exp \left(- \frac{H}{k_B T} \right) = \prod_{j=1}^{N-1} \exp \left( - \frac{u_b(r_{j+1} - r_j)}{k_B T} \right) \prod_{j=1}^{N} \exp \left( - \frac{w(r_j)}{k_B T} \right) = \prod_{j=1}^{N-1} g(r_{j+1} - r_j) \prod_{j=1}^{N} h(r_j), \quad (2.6)$$

where we have defined two new functions $g(R) \equiv \exp \left( - \frac{u_b(R)}{k_B T} \right)$ and $h(r) \equiv \exp \left( - \frac{w(r)}{k_B T} \right)$. It is useful to note that the bond potential is chosen suitably such that it is normalized to satisfy

$$\int g(R) dR = 1, \quad (2.7)$$

as was noted in the definition of the statistical segment length in equation 1.4 as part of the introduction. Taking all previous steps into consideration, the probability becomes

$$P_i(r_i) = \frac{1}{Q} \int \prod_{j=1}^{N-1} g(r_{j+1} - r_j) \prod_{j=1}^{N} h(r_j) \prod_{j=1}^{N} d r_j. \quad (2.8)$$

In order to calculate these probabilities, we define two new functions labeled the forward and backward propagators, $G_i(r_i)$ and $G_i^\dagger(r_i)$, as follows:

$$G_i(r_i) = \int \prod_{j=1}^{i-1} g(r_{j+1} - r_j) \prod_{j=1}^{i} h(r_j) \prod_{j=1}^{i-1} d r_j, \quad (2.9)$$

$$G_i^\dagger(r_i) = \int \prod_{j=i}^{N-1} g(r_{j+1} - r_j) \prod_{j=i}^{N} h(r_j) \prod_{j=i+1}^{N} d r_j. \quad (2.10)$$

When inserting the last two equations in the formulation of $P_i(r_i)$ in equation 2.8, by taking into account that $h(r_i)$ has been counted twice, the probability is simply of the form

$$P_i(r) = \frac{1}{Q} \frac{G_i(r) G_i^\dagger(r)}{h(r)}. \quad (2.11)$$

All that remains to obtain this probability, is the evaluation of the propagators.
Evaluating Propagators

To specify the propagators, we begin from $i = 1$ for $G$ in equation 2.9 and $i = N$ for $G^\dagger$ in equation 2.10 for the definition of initial conditions. The remaining points can then be evaluated using a convolution integral which is subsequently presented for each. If we let $i = 1$ for $G$ inside integral 2.9 it becomes evident that $g$ and $dr$ have no components, which gives

\[i = 1: \quad G_1(r_1) = h(r_1),\]

\[i = 2: \quad G_2(r_2) = \int g(r_2 - r_1)h(r_2)h(r_1)dr_1,\]

\[i = 3: \quad G_3(r_3) = \int g(r_3 - r_2)g(r_2 - r_1)h(r_3)h(r_2)h(r_1)dr_2dr_1,\]

and in general

\[G_{i+1}(r_{i+1}) = \int G_i(r_i)g(r_{i+1} - r_i)h(r_{i+1})dr_i. \quad (2.12)\]

By looking at the last integral, it is observed that $h(r_{i+1})$ is not a function of $r_i$ and hence can come out of the integration to give

\[G_{i+1}(r_{i+1}) = h(r_{i+1}) \int G_i(r_i)g(r_{i+1} - r_i)dr_i. \quad (2.13)\]

If we let $r_{i+1} = r$ and $r_i = R$, the initial condition and equation 2.13 become

\[i = 1: \quad G_1(r) = h(r),\]

\[G_{i+1}(r) = h(r) \int G_i(R)g(r - R)dR, \quad (2.14)\]

in which equation 2.14 is seen to be a convolution integral. Following the same procedure for $G^\dagger$ we will obtain

\[i = N: \quad G_{N+1}^\dagger(r) = h(r),\]

\[G_{i-1}^\dagger(r) = h(r) \int G_i^\dagger(R)g(r - R)dR. \quad (2.15)\]

A note should be mentioned here that in the case of identical ends for both sides of polymer, e.g. homopolymers which are chemically identical from both ends, we have

\[G_i^\dagger(r) = G_{N+1-i}(r). \quad (2.16)\]
The partition function

From equation 2.11, we have an expression for the probability of a certain arrangement. As mentioned before, we know that the sum of all probabilities for all formations must equal one. Here, the sum takes the form of an integral

\[ 1 = \int \frac{1}{Q} \frac{G_i(r)G_i^\dagger(r)}{h(r)} \, dr. \]  

(2.17)

It is clear that the total partition function \( Q \) is thus evaluated from

\[ Q = \int \frac{G_i(r)G_i^\dagger(r)}{h(r)} \, dr. \]  

(2.18)

Total concentration

In a system comprised of \( n \) polymers each of length \( N \) with all monomers having an equal volume, \( \rho_0^{-1} \), the total volume would be \( V = nN/\rho_0 \). Based on the probability of monomer \( i \) being in position \( r \), we can find the concentration of the material at a certain position by summing the probabilities for any of the monomers being there. By inserting the form found for the probability in terms of the propagators, seen in equation 2.11, as well as noting that the system consists of homopolymers, allowing us to apply the simplification of equation 2.16, we have

\[ \phi(r) = \frac{V}{N} \sum_{i=1}^{N} P_i(r), \]  

equations 2.11, 2.16 \[ \rightarrow \] \[ \phi(r) = \frac{V}{NQh(r)} \sum_{i=1}^{N} G_i(r)G_{N+1-i}(r) \]  

(2.19)

where the concentration has been normalized so as to be one in the bulk. This will give the total concentration of the polymer chain at a given point in space in terms of the propagators. It can be shown that additive constants to the field do not affect the calculation, hence for simplicity we can set the field to be zero in the bulk. This would make \( h(r) = 1 \) in that region which based on equation 2.14, and by taking equation 2.7 into account would give \( G_i(r) = 1 \) for all monomers. Now, for the total concentration being scaled to be one in the bulk, equation 2.18 gives \( Q = V \) and the concentration is given by

\[ \phi(r) = \frac{1}{Nh(r)} \sum_{i=1}^{N} G_i(r)G_{N+1-i}(r). \]  

(2.20)

With the general quantities and concepts thus defined, the details of the self-consistent field calculations for the more general case of polydisperse melts as well as the monodisperse ones will follow.
2.1.2 Self-consistent field theory for polydisperse melts

Having demonstrated the basic concepts of self-consistent field theory (SCFT) for a chain in an external field in the previous section, the specifics of the theory will be given for the two systems of interest in this section and the next. Here, the outline of SCFT will be presented for a polydisperse melt of polymers each comprised of $N$ monomers with a concentration of $\rho_0$, where $N$ is no longer a constant value among the components. As before, the bonds have an energy $u_b(R)$, with $R$ being the bond vector and an effective field, $w(r)$, represents the interactions among the monomers which gives the energy of a single chain by equation 2.1. Since the amount of each component in the melt is not known beforehand, we solve the system in the grand-canonical ensemble where the number of chains are controlled by the chemical potential, $\mu_N$ [12, 90]. The concentration of a chain with length $N$ is calculated as before and is seen to differ by the coefficient

$$\phi_N(r) = \frac{z_N}{h(r)} \sum_{i=1}^{N} G_i(r) G_{N+1-i}(r),$$

(2.21)

where $z_N$ is the fugacity of the polymer chain given by $z_N = \exp(\mu_N/k_BT)$, $G_i(r)$ is the propagator of monomer $i$ at position $r$, $h(r) \equiv \exp(-w(r)/k_BT)$ is the Boltzmann weight for the field acting on a monomer. Once more, by noting that additive constants to the field do not affect the calculations, the field is set to be zero in the bulk. Following the same logic as before, by defining the bulk volume fractions of each of the components to be given by $\bar{\phi}_N \equiv \lim_{z \to \infty} \phi_N(r)$, the fugacity will have to be $z_N = \bar{\phi}_N/N$ so that the concentration is given by the correct value in the bulk. All the previous considerations determine its form as

$$\phi_N(r) = \frac{\bar{\phi}_N}{Nh(r)} \sum_{i=1}^{N} G_i(r) G_{N+1-i}(r).$$

(2.22)

As previously seen, the propagators are determined from the recursion relation given by equation 2.14 that starts from $G_1(r) = h(r)$. From before, we know that the bond potential is $g(R) \propto \exp(-u_b(R)/k_BT)$ which is normalized so as to satisfy equation 2.7. As previously shown in 1.1.1, the rms end-to-end length of the chains with the statistical segment length $a$, defined in equation 1.4, is $R_0 = a\sqrt{N-1} \approx a\sqrt{N}$ for large $N$, which is a good measure of the size of the polymer molecules. This value, in conjunction with the statistical segment length shall provide appropriate length scales for the characterization and specification of the phenomena being observed later on. By imposing the surface of the melt to be at $z = 0$, quantities such as $w(z)$, $h(z)$, $G_N(z)$ and $\phi(z)$ would all have translational invariance in the other two directions ($x$ and $y$). This, in turn, will provide
further simplifications for other expressions involved in the calculations. For example, by implementing the integration over the $X$ and $Y$ coordinates for the bond potential we get

$$g(Z) \equiv \int g(R)dXdY,$$

hence the dimensionality of the problem is reduced from 3d to 1d. The concentration of the chain is now

$$\phi_N(z) = \frac{\bar{\phi}_N}{Nh(z)} \sum_{i=1}^{N} G_i(z)G_{N+1-i}(z),$$

and the propagators are evaluated from

$$G_{i+1}(z) = h(z) \int G_i(z - Z)g(Z)dZ,$$

in which the bonds are taken to be Hookean springs with the potential

$$g(Z) = \left(\frac{3}{2\pi a^2}\right)^{1/2} \exp\left(-\frac{3Z^2}{2a^2}\right),$$

that already has the scaling requirement of equation 2.7. The SCFT study is implemented such that the field is adjusted to have the total concentration, $\phi(z) = \sum_N \phi_N(z)$, conform to a specific profile shape. The sigmoidal profile will be given focused attention as it is the shape that has been observed for the surface of melts in detailed atomistic simulations [8]. As for the implementation of the method, the field is initialized with some given value and the resultant concentration profile is determined through the equations shown thus far. If this calculated profile does not match the required one within a desired error tolerance, adjustments should be made to the field which can be implemented in many ways. A straightforward approach would be to use the simple mixing method whereby the next iteration of the field is related to the previous one by

$$\frac{w^{(m+1)}(z)}{k_BT} = \frac{w^{(m)}(z)}{k_BT} + \lambda(\phi(z) - \phi_{\text{target}}(z)),$$

and $0.01 < \lambda < 0.1$ is a mixing parameter. However, this method is not greatly efficient, therefore, the Anderson mixing scheme is utilized [92] which takes previous iterations of the calculation into account [93]. Having this history often leads to faster convergence when its parameters, such as the mixing parameter as well as the number of histories, are suitably chosen.
Free energy for polydisperse melts

As mentioned previously, the variation of the composition at the surface compared to the bulk, alters various properties of melts such as the surface tension. In order to quantify the change in the aforementioned quantity, it requires knowledge of the system’s free energy. That is to say, by having the expression for the free energy of the system, the surface tension can be determined by the calculation of the excess free energy at the surface. Having already gone through the steps of the mean-field theory method, the goal was to find the field, $w(z)$, such as to provide the target surface profile, $\phi(z)$, for the total concentration. Once that is done, the free energy of a polydisperse melt, considered in the grand-canonical ensemble, is determined by

$$\mathcal{F} = -k_B T \rho_0 \sum_N z_N Q_N - \rho_0 \mathcal{A} \int w(z) \phi(z) \, dz ,$$

(2.28)

where $\mathcal{A}$ is the surface area and $Q_N$ is the single-chain partition function for a polymer of length $N$ given by

$$Q_N = \mathcal{A} \int \frac{G_i(z) G_{N+1-i}(z)}{h(z)} \, dz .$$

(2.29)

By noting equations 2.24 and 2.29 it is seen

$$z_N Q_N = \frac{\mathcal{A}}{N} \int \phi_N(z) \, dz ,$$

(2.30)

which inserted into equation 2.28 gives

$$\mathcal{F} = -k_B T \rho_0 \mathcal{A} \sum_N \frac{1}{N} \int \phi_N(z) \, dz - \rho_0 \mathcal{A} \int w(z) \phi(z) \, dz .$$

(2.31)

By remembering the field adjustment, which sets it to be zero in the bulk, the free energy far away from the surface would be

$$\mathcal{F}_{\text{bulk}} = -k_B T \rho_0 \mathcal{A} \sum_N \frac{1}{N} \int \bar{\phi}_N \phi(z) \, dz .$$

(2.32)

Subtracting equation 2.32 from equation 2.31, diving by $\mathcal{A}$ and introducing the notation $\delta \phi_N(z) = \phi_N(z) - \bar{\phi}_N \phi(z)$ to give the concentration difference of a component from its bulk value at each position, the entropic contribution to the surface tension of a polydisperse melt is given by

$$\gamma_{\text{en}} = -k_B T \rho_0 \sum_N \frac{1}{N} \int \delta \phi_N(z) \, dz - \rho_0 \int w(z) \phi(z) \, dz .$$

(2.33)
Self-consistent field theory for monodisperse melts

Having outlined this theory for the polydisperse melt, the differences of SCFT applied for the monodisperse melt will be presented here. The theory for the polydisperse melt is more general and can readily be altered to correspond to monodisperse melts, which is the reason for its presentation preceding the other system in all of the sections that follow. The system now consists of \( n \) polymer chains each of the same length, \( N \), where once more the non-bonded interactions are given by a field, \( w(z) \). Since the amount of material is fixed, we solve the system in the canonical ensemble. The field is adjusted using one of the methods previously described, such that the concentration profile calculated from

\[
\phi(z) = \frac{1}{Nh(z)} \sum_{i=1}^{N} G_i(z)G_{N+1-i}(z) ,
\]

conforms to the desired surface profile shape. Here, the expression in the sum is the monomer concentration determined from

\[
\phi_i(z) = \frac{G_i(z)G_{N+1-i}(z)}{h(z)} ,
\]

where for \( i = 1 \) we have the end monomer concentration. This is the quantity we are interested in looking at for the monodisperse melts, which is given by

\[
\phi_e(z) \equiv \phi_1(z) = G_N(z) .
\]

Free energy for monodisperse melts

The entropic segregation of polymer chain ends to surfaces of polymer melts, as will be shown in the following chapters, alters the surface composition therefore changing the surface tension of the melt. As was observed for the polydisperse melt, a knowledge of free energy is required for the determination of surface tension. The free energy expression for monodisperse melts differs from the one for polydisperse melts presented in equation 2.31. That is to say, its general form in the canonical ensemble is given in previous literature as

\[
\frac{F}{nk_B T} = -\ln \left( \frac{Q}{V} \right) - \frac{N}{k_B TL} \int w(z)\phi(z)dz ,
\]

where \( L \) is the length of the system in the \( z \) direction. If the field is set to be zero in the bulk, this requires \( Q = V \) as was noted in the section describing the behavior of a chain in an external field. This will allow the specification of the free energy in the
bulk, $F_{\text{bulk}}$, for which the first term in equation 2.37 will be zero. Additionally, by noting

$$V = AL = nN/\rho_0,$$

we can determine the entropic contribution to the surface tension as

$$\gamma_{\text{en}} = -\rho_0 \int w(z)\phi(z)dz.$$  \hspace{1cm} (2.38)

### 2.1.3 Semi-analytical calculation for polydisperse melts

In order to have a deeper understanding of our SCFT results, we shall compare them to a semi-analytical calculation that is described in the current section. This methodology will require the determination of the field and propagators for infinitely long chains, the placement of finite chains in these fields followed by correcting the field to account for the chains being finite (and not infinite) using linear-response theory [94]. The details for each of the three aforementioned steps will be duly explained. Linear-response (LR) theory has been developed for Gaussian chains, [33] which are chains that behave as flexible strings [12] and would be the large $N$ limit of our model. We shall introduce the steps to the semi-analytical approach for the general case of the polydisperse as well as the monodisperse melt, while providing insight towards the LR theory in this section. The details of the theory presented here will closely follow previously utilized approaches [3, 66].

**Step 1 : Infinite molecular weight limit**

The first step will be to extend the calculations shown for mean-field theory to the $N \to \infty$ limit. In order to help distinguish these quantities from the previous ones, a subscript of infinity will be used for variables corresponding to this limit. The field now accordingly becomes $w_\infty(z)$ which gives $h_\infty(z) \equiv \exp(-w_\infty(z)/k_B T)$. Once more, the field will have to be adjusted such that the total concentration, previously given by equation 2.34 and now determined from

$$\phi(z) = \frac{G^2_\infty(z)}{h_\infty(z)},$$  \hspace{1cm} (2.39)

conforms to the chosen surface profile. This propagator will satisfy

$$G_\infty(z) = h_\infty(z) \int G_\infty(z - Z)g(Z)dZ,$$  \hspace{1cm} (2.40)

and is either found through iterating equation 2.40 multiple times or, as shown in previous work [2], through a more efficient method that involves solving the integral equation

$$G_\infty(z) = \int h_\infty(z)G_\infty(z')g(z - z')dz' = \int I(z, z')G_\infty(z')dz',$$  \hspace{1cm} (2.41)
where \( I(z, z') = h_\infty(z)g(z - z') \). In the form given by equation 2.41, discretizing the \( z \) coordinate makes this into a matrix equation for which it becomes an eigenvalue problem as seen in Appendix A. In other words, \( G_\infty(z) \) is the eigenvector of the matrix \( I(z, z') \) corresponding to an eigenvalue of one. The aforementioned problem can be solved using a standard linear algebra subroutine. This method is evidently much more efficient at determining the propagator for infinitely long chains compared to the multi-iteration method mentioned prior. In this light, the matrix method is notably the preferred one used for calculations.

**Step 2: Finite chains in \( w_\infty(z) \)**

After determining the field for infinitely long chains, finite chains are placed in \( w_\infty(z) \) and their concentrations are determined as before. From previous work [3, 2] there is an expression to predict the concentration form for a chain of length \( N \), when placed in \( w_\infty(z) \). That is to say, the form of the propagators in \( w_\infty(z) \) are known [67, 66] from which the concentration can be evaluated. This quantity is denoted by \( \phi_N^0(z) \) where the superscript denotes the chains being in the field of infinitely long ones and is given by

\[
\phi_N^0(z) \approx \tilde{\phi}_N \phi(z) + 4A\tilde{\phi}_N \sqrt{\frac{6}{\pi N}} \frac{\phi(z)}{G_\infty(z)} \left\{ \left[ f(z/aN^{1/2}) - 1 \right] H(z) + G_\infty(z) \right\} , \quad (2.42)
\]

where \( H(z) \) is the Heaviside step function that switches from zero to one at \( z = 0 \),

\[
f(\zeta) \equiv \int_0^1 \frac{1}{2\sqrt{s}} \exp \left( -\frac{3}{2s} \zeta^2 \right) ds , \quad (2.43)
\]

and

\[
A = \frac{1}{a} \int [G_\infty(z) - \phi(z)] dz . \quad (2.44)
\]

The significance and meaning of this coefficient, \( A \), will be explained further in the following chapters and its dependence on model details will be discussed. Due to the chains being finite in length, they will not have the correct concentration in \( w_\infty(z) \) and will subsequently require corrections. The excess of concentration due to the field not being correct is denoted by \( \delta\phi_N^0(z) = \phi_N^0(z) - \tilde{\phi}_N \phi(z) \) for which the sum over all the components will not give zero i.e. \( \sum_N \delta\phi_N^0(z) \neq 0 \). The adjustment needed for the field so as to correct these concentration profiles will be the last step of the semi-analytical calculation.
**Step 3 : Correction to \( w_{\infty}(z) \)**

As previously pointed out, the concentrations determined in the last step require corrections for which adjustments must be made to the field. In other words, we need to make a change to the field, \( \delta w(z) \) to make the total excess zero and restore the target surface profile shape. Therefore, the final form of the field will be \( w(z) = w_{\infty}(z) + \delta w(z) \). If the molecular weight is high, this field alteration will be small and its relation to the change in concentration for a component of length \( N \), denoted by \( \delta \phi^1_N(z) \), can be given in Fourier space by linear-response theory \([12, 33]\). With the Fourier transform given by

\[
\hat{g}(k_z) \equiv \int_{-\infty}^{\infty} g(z) e^{-ik_z z} \, dz ,
\]  
(2.45)

linear-response states

\[
\hat{\delta \phi^N}(k_z) = -N \hat{\phi}_N \hat{s}_\phi(x_N) \frac{\hat{\delta w}(k_z)}{k_B T} ,
\]  
(2.46)

where \( s_\phi(x) = 2(e^{-x} + x - 1)/x^2 \) is the Debye function and \( x_N \equiv k_z^2 a^2 N/6 \). By applying these corrections we expect the total excess to be zero or

\[
\sum_N [\hat{\delta \phi^0_N}(k_z) + \hat{\delta \phi^N}(k_z)] = 0 .
\]  
(2.47)

The first term in this equation is given by taking the Fourier transform of 2.42 which gives

\[
\hat{\delta \phi^0_N}(k_z) = 4Aa \hat{\phi}_N \hat{s}_e(x_N) ,
\]  
(2.48)

where \( s_e(x) = (1 - e^{-x})/x \) is a Debye-like function. Substituting equations 2.48 and 2.46 into equation 2.47 and noting that the change in the field can come out of the sum, gives

\[
\sum_N 4Aa \hat{\phi}_N \hat{s}_e(x_N) - \frac{\hat{\delta w}(k_z)}{k_B T} \sum_N N \hat{\phi}_N \hat{s}_\phi(x_N) = 0 ,
\]  
(2.49)

or

\[
\frac{\hat{\delta w}(k_z)}{k_B T} = 4Aa \sum_N \frac{\hat{\phi}_N \hat{s}_e(x_N)}{N \hat{\phi}_N \hat{s}_\phi(x_N)} .
\]  
(2.50)

By knowing the required modification to the field through equation 2.50, we can determine the correction to the concentration from equation 2.46. As this is determined in Fourier space, we can obtain the quantity in real space by performing an inverse Fourier transform

\[
g(z) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{g}(k_z) e^{ik_z z} \, dk_z .
\]  
(2.51)
Now we can adjust the excess concentration that was determined in the field of infinitely long chains (equation 2.42) by adding the correction to it, i.e. \( \delta \phi_N(z) = \delta \phi_0^N(z) + \delta \phi_1^N(z) \), where \( \delta \phi_N(z) \) is the corrected excess concentration. For example, for the bidisperse melt which we will consider in detail later on, the final form for the excess of short chains at the surface, denoted by \( \delta \phi_s(z) \), after adding this correction is

\[
\delta \phi_s(z) \approx \begin{cases} 
AN_s^{-1/2}C(0)\phi(z), & \text{for } z < 0 , \\
AN_s^{-1/2}C(z/aN_s^{1/2}), & \text{for } z > 0 ,
\end{cases}
\]

where

\[
C(\zeta) = 4\bar{\phi}_s \left( \sqrt{\frac{6}{\pi}} f(\zeta) - c(\zeta) \right) .
\]

The first term in equation 2.53 comes from the long range limit of equation 2.42 written for the short chains in a bidisperse melt and the function \( c(\zeta) \) is obtained from an inverse Fourier transform of

\[
\hat{c}(k\zeta) = \frac{s_\phi(x)[s_e(x) + \eta s_e(\alpha x)]}{s_\phi(x) + \alpha \eta s_\phi(\alpha x)} , \quad (2.54)
\]

where \( x = k^2/6 \), \( \alpha = N_l/N_s \) and \( \eta = \bar{\phi}_l/\bar{\phi}_s \) and the subscripts \( s \) and \( l \) denote each quantity specific to short and long chains of lengths \( N_s \) and \( N_l \) respectively. This is found from noting that equation 2.46 written for the short chains is

\[
\hat{\delta \phi}_s^l(k_z) = -N_s\bar{\phi}_s s_\phi(x) \frac{\hat{\delta w}(k_z)}{k_B T} , \quad (2.55)
\]

where

\[
\frac{\hat{\delta w}(k_z)}{k_B T} = 4AAa \frac{\bar{\phi}_s s_e(x) + \bar{\phi}_l s_e(\alpha x)}{N_s \bar{\phi}_s s_\phi(x) + N_l \bar{\phi}_l s_\phi(\alpha x)} . \quad (2.56)
\]

The accuracy of these predictions as well as the model dependent aspects of the universal function \( C(\zeta) \) given by equation 2.53, which describes the general form of the excess of short chains in a bidisperse melt, will be one of the main topics addressed in chapter 4.
Semi-analytical calculation for monodisperse melts

As noted before, another system of interest that will be thoroughly investigated is the monodisperse melt so that the excess concentration of ends can be determined at the surface. Once more, by going through the semi-analytical calculation, a deeper understanding of the underlying phenomena will be obtained. The main steps of the method will be as before with the difference here being that we are interested in the concentration of ends, for which the formulas are presented. Determination of \( w_∞(z) \) will not change and we shall focus on the things that are altered. The expected form that the propagators will have in the field of infinite chains is given by [66]

\[
G_N^0(z) \approx G_∞(z) + A \sqrt{\frac{6}{\pi N}} \times \left\{ \exp \left( -\frac{3z^2}{2a^2N} \right) - 1 \right\} H(z) + G_∞(z) \right\} , \quad (2.57)
\]

where all quantities have been introduced before. Based on equation 2.36, we can see equation 2.57 is the estimation for the concentration of ends in infinite fields. We can once again determine a form for the concentration in \( w_∞(z) \) by substitution of these propagators into equation 2.35

\[
\phi^0(z) \approx \phi(z) + 4A \sqrt{\frac{6}{\pi N}} \frac{\phi(z)}{G_∞(z)} \times \left\{ f \left( \frac{z}{aN^{1/2}} \right) - 1 \right\} H(z) + G_∞(z) \right\} , \quad (2.58)
\]

where \( f(\zeta) \) is as before (equation 2.43) and terms have been kept up to order \( N^{-1/2} \). Similar to equation 2.46, with \( \delta\phi^0(z) = \phi(z) - \phi^0(z) \), from linear-response, we have

\[
\tilde{\delta\phi^0}(k_z) = -N s_φ(x) \frac{\tilde{\delta w}(k_z)}{k_B T} , \quad (2.59)
\]

and the Fourier transform of the correction to the concentration of ends, \( \tilde{\delta\phi^1}(k_z) \), is given by LR to be related to the change in the field by [66]

\[
\tilde{\delta\phi^1}(k_z) = -N s_e(x) \frac{\tilde{\delta w}(k_z)}{k_B T} , \quad (2.60)
\]

where all quantities have already been introduced. Combining 2.60 and 2.59 and by knowing

\[
\tilde{\delta\phi^0}(k_z) = -4A a s_e(x) , \quad (2.61)
\]

from the Fourier transform of equation 2.58, we obtain

\[
\tilde{\delta\phi^1}(k_z) = -4A a \frac{s_e^2(x)}{s_φ(x)} . \quad (2.62)
\]
Equation 2.62 will be converted back to real space to be added to the approximate form for the concentration of ends, equation 2.57, to correct for the chains being finite, i.e. \( \delta \phi_e(z) = \delta \phi_e^0(z) + \delta \phi_e^1(z) \). By going through these steps, we are able to obtain the final expression for the concentration of end monomers from the semi-analytical calculation which is

\[
\phi_e(z) \approx G_\infty(z) + \frac{A}{N^{1/2}} \times \left\{ B \left( \frac{z}{aN^{1/2}} \right) - B(0) \right\} H(z) + B(0)G_\infty(z),
\]

(2.63)

where

\[
B(\zeta) = \sqrt{\frac{6}{\pi}} \exp\left(-\frac{3}{2}\zeta^2\right) - b(\zeta),
\]

(2.64)

is a universal function. In this form, \( b(\zeta) \) is obtained by performing a numerical inverse Fourier transform of

\[
\hat{b}(k) = \frac{2 \left[ \exp\left(-\frac{1}{6}k^2\right) - 1 \right]^2}{\exp\left(-\frac{1}{6}k^2\right) + \frac{1}{6}k^2 - 1},
\]

(2.65)

which is obtained from equation 2.62. Equation 2.64 will give the universal shape of the depletion of ends in the long range limit which is a result of the excess amount present at the surface. The in-depth discussion of these phenomenon shall be deterred until chapter 3 where the model dependent and universal features are described.

To summarize this section, there are some key features to be pointed out about the predicted forms presented here for both the excess of short chains for bidisperse melts as well as the depletion of chain ends for monodisperse melts. The steps involved in obtaining these predictions, other than the initial evaluation of the field for infinitely long chains, have been analytical and hence provide a good measure for testing the accuracy of the other methods used to look at these systems later on. If the forms presented by the semi-analytical calculation are truly universal, we should observe agreement among the results regardless of the model utilized. As a test, we will perform simulations to study the same systems, for which the simplest model is chosen in order to ensure high statistical accuracy in the calculations. In this light, lattice models need to be introduced which have the simplicity we require. Moreover, we perform mean-field calculations using the same lattice model so that comparisons between the results can successfully be carried out. The next section shall provide the details for the lattice mean-field model as well as the simulation method, to complete the theoretical considerations of this work before results can be presented for each of the systems mentioned up to this point.
2.2 Lattice model

The universal forms predicted for the aforementioned systems thus far, i.e. \( \delta \phi_e(z) \propto B \left( z/a\sqrt{N} \right) \) and \( \delta \phi_s(z) \propto C \left( z/a\sqrt{N_s} \right) \), are very powerful. If the concentrations found in this manner are truly universal, other methods of calculating the behavior, such as simulations and experiments should give the same results as mean-field theory. One aspect that is not fully considered in the mean-field theory is excluded-volume interactions which could result in inaccuracies for results obtained this way. The reason for this being that excluded volume interactions, which are not explicitly taken into account by SCFT, cause violations to the Silberberg argument and as such could be a major contributing source to the entropic segregation. One simple method of assessing this inaccuracy will be to compare mean-field results to those of simulations but only when they are applied to the same identical model, such that comparisons are justified. In this section, the lattice models utilized for both the mean-field theory and the simulations are introduced so that later on they can be applied to both systems of interest and their results compared.

2.2.1 Self-consistent field theory for polydisperse melts

Firstly, we will describe the lattice model for mean-field theory as well as giving the details of its application for each of the systems considered, before introducing the simulations implemented. As noted in the introductory chapter, the use of mean-field theory for lattice models has been developed for some time \[45, 47, 48\]. The basics of the SCFT remains similar to what was presented previously in 2.1.1 such as the non-bonded interaction given by an external field, \( w(z) \), as well as its adjustment such that the resultant concentration profile is of a desired shape. Hence, only the main differences will be outlined and explained here. Since the polymer chains are placed on discrete lattice sites, the previous recursion relation given by equation 2.25 for the evaluation of the propagators is now a sum

\[
G_{i+1}(z) = h(z) \sum_Z g(Z)G_i(z - Z)
\]

starting from \( G_1(z) = h(z) \), where \( h(z) \equiv \exp(-w(z)/k_BT) \) as before. The bonds are between nearest neighbor sites and the coordination number is twelve, since an fcc lattice is considered, which is created by deleting every second site from a simple-cubic lattice \[95\]. In order to determine \( g(Z) \) for the plane at the position \( z \), we need the fraction of nearest neighbors at \( z + Z \) with \( Z \) being the bond length. If we are looking at bonds on the same plane as the monomer, \( Z = 0 \) and \( g(0) = 4/12 = 1/3 \) since four of the twelve
The nearest neighbors are on the same plane. For the two adjacent planes, $|Z| = 1$ and we have four nearest neighbors on each which gives $g(\pm 1) = 4/12 = 1/3$ [95, 96]. The value of this quantity will be zero elsewhere.

The recursion relation, eq 2.66 is evaluated as before starting from $G_1(z) = h(z)$ where $h(z) = 0$ for $z < 0$. The size of the system is chosen such that bulk behavior is obtained at far away distances and a reflecting boundary is placed at the ends of the system. The field is adjusted using the simple mixing method that was described by equation 2.27 in 2.1.2, such that the total concentration is uniformly one throughout the domain. This can also be explained in terms of the target surface profile described before, now being enforced to be a step profile, which is chosen for its simplicity that will prove beneficial once we are looking to implement simulations. Additive constants to the field do not make a difference in the calculation and as such it is adjusted to be zero in the bulk for convenience. For polydisperse melts, the total concentration is $\phi(z) = \sum N \phi_N(z)$, where the concentration of a polymer with the polymerization $N$ is exactly the same as equation 2.24. Once this quantity conforms to the step profile, comparisons between the concentration of the shorter components at the surface and bulk can be made.

**Self-consistent field theory for monodisperse melts**

For the lattice model applied to the monodisperse melt, everything will be implemented as was just described for the polydisperse melt, with the difference that now the system is only comprised of polymers of constant chain length $N$ for which the total concentration is determined from equation 2.34. The field, $w(z)$, is adjusted through simple mixing once more such that the total concentration is uniformly one throughout the system. As was the case in the off-lattice calculations, for this system we are interested in determining the average end-monomer concentration which is given by $\phi_e(z) = G_N(z)$. The excess of this quantity at the surface compared to unity, which should be the total concentration throughout the system and therefore at the surface, will give the excess end monomer value we are seeking. Having outlined the differences between the previous off-lattice SCFT and the current lattice model, we shall do the same to highlight the changes in the semi-analytical calculation for this new method in the next section.
2.2.2 Semi-analytical calculation for polydisperse melts

As mentioned before, for the semi-analytical results to be truly universal, they should also be able to describe the results from the lattice model calculations, whether implemented in the mean-field approximation or by simulations. With this goal in mind, the results from the mean-field lattice model will be compared to the semi-analytical predictions later on. The application of this theory to the lattice model is just as was mentioned in 2.1.3 with minor alterations, and the differences noted here will be exactly the same for both the polydisperse and monodisperse melts. Here, with the points being placed on lattice sites, the integrals mentioned before for the calculations become sums. For example, to determine $G_\infty(z)$ which was previously given by equation 2.40, the following sum needs to be evaluated [95]

$$G_\infty(z) = h_\infty(z) \sum_Z g(Z) G_\infty(z - Z), \quad (2.67)$$

where $h_\infty(z)$ is adjusted for the total concentration to be uniformly one, i.e. $G_\infty^2(z)/h_\infty(z) = 1$. Once this quantity is determined, the magnitude of $A$ is found by

$$A = \frac{1}{\sqrt{2}} \sum_z \left[ G_\infty(z) - 1 \right], \quad (2.68)$$

which completes the quantities required for the semi-analytical calculation. In this manner, we observe that the details of the model affect the constant $A$, which appears as a coefficient in the semi-analytical predictions for both the monodisperse and polydisperse systems. Nonetheless, the main features of the results, such as the shape of the observed excess or depletion given by this theory, should not change. The aforementioned behavior shall be one of the main points of interest in our comparisons to be conducted using the result from simulations. The outcome of these will be deferred for the detailed discussions of results in each respective chapter. For the last section of the theoretical topics introduced here, we shall go over the main concepts of the Monte Carlo simulations.
2.2.3 Monte Carlo simulations

For the lattice model simulations, the Monte Carlo method will be implemented for which the basics are introduced in this chapter. There are prerequisite concepts which will need to be mentioned prior to the details of the MC simulations. Firstly, this method involves statistics since different states of the system are sampled for which, based on the energy of the new state, a transition will occur with some probability [5]. Therefore, the understanding of the statistical mechanics involved here requires knowledge of Boltzmann weights and how they are used to obtain averages. Additionally, these weights will be related to the probability of transitions between states as shall be shown.

The simulation results that will be presented in the following chapters will be for polymer melts (both monodisperse and polydisperse) and as such will encapsulate a large number of interacting molecules. As shown previously, the interactions between the aforementioned system constituents are given by a suitable Hamiltonian. By determining the Boltzmann weights of the various states they can be in, we can attain thermodynamic averages for desirable quantities such as the energy of the system. This, in turn, will allow us to find the most stable arrangement with the highest probability of occurring by using the MC method [39]. A brief introduction on the aforementioned concepts interwoven in the study will follow shortly and the steps to the metropolis algorithm used for the MC method will be outlined. The specific details of the implementation of this method for studying the polymer melts will conclude the section.

Boltzmann weights

It is clear that information about the state of the system is required to determine its energy as well as the probability of that state occurring. When talking of a many particle system, the specification of the state of all these particles is denoted as a microstate. Whereas the general state of the whole system is given by a macrostate which could correspond to a multitude of microstates [91]. The probability of a system being in a given microstate denoted by \( \text{m} \), with the energy \( H \), is proportional to the Boltzmann factor \( P_\text{m} \propto \exp (-H_\text{m}/k_B T) \), where the proportionality constant is the partition function, \( Z = \sum_\text{m} \exp (-H_\text{m}/k_B T) \) which also ensures that the probabilities add up to one [97]. In other words

\[
P_\text{m} = \frac{1}{Z} \exp \left(-\frac{H_\text{m}}{k_B T}\right) = \frac{1}{Z} \exp (-\beta H_\text{m}) ,
\]

with \( \beta = 1/k_B T \) defined for convenience. This equation will be greatly utilized in simulations as it can help us determine thermodynamic quantities as well as averages that are required for the problem at hand [97].
Average values

With simulations, we can look at variables at each step, or consider the more relevant quantity of their average over a certain number of simulation steps, chosen to be large enough for the system to reach a desired state. In order to determine the average of any quantity, we need to determine its value in the current state of the system and take into account the probability of that state occurring. In other words, having obtained knowledge of the Boltzmann weights of each state, we can find the average value of a quantity, e.g. the energy, by multiplying it by the chance that the system is currently in that state. For the energy of the system mentioned as an example here, we can obtain its average for a given microstate, denoted by $\bar{H}_m$, by [97]

$$\bar{H}_m \equiv \sum_m P_m H_m \quad \text{equation 2.69} \quad \bar{H}_m = \frac{\sum_m H_m \exp(-\beta H_m)}{\sum_m \exp(-\beta H_m)}.$$  \hspace{1cm} (2.70)

Monte Carlo

In the study of physical systems, one of the main simulation methods is Monte Carlo which involves random sampling of the possible states [5]. In this method, the initial state is chosen arbitrarily following which a set of transition rules are implemented to attempt it going into a different state. The probability of these transitions occurring depends on the differences in their respective energies. This is due to the fact that the ratio of probabilities for going from state m to n based on equation 2.69 is

$$\frac{P_m}{P_n} = \frac{\exp(-\beta H_m)}{\exp(-\beta H_n)} = \exp(-\beta (H_m - H_n)) = \exp(-\beta \Delta H_{m\rightarrow n}),$$  \hspace{1cm} (2.71)

where the partition function cancels out and only the difference in the energies of these respective states is seen to affect the likelihood of the occurrence. This is a key concept in the Metropolis algorithm that will be introduced next.
**Metropolis MC algorithm**

One of the simplest implementations for MC methods is the Metropolis algorithm [98, 99]. Here, going to a state with a lower energy than the initial one is always accepted. However, going to a higher energy state is accepted with the Boltzmann weight of the difference of their energies [5]. In other words

\[
P_{m \rightarrow n} = 1 \quad \text{if} \quad H_n < H_m ,
\]

\[
P_{m \rightarrow n} = \exp \left( -\beta (H_n - H_m) \right) \quad \text{if} \quad H_n > H_m .
\]

The computational implementation of the method differs somewhat in that if the energy of the state is increased from the transition, a random number is generated and compared to the Boltzmann weight of the difference in energies. If the random number is smaller, the transition is accepted else the system will stay in the initial state [97]. Another important aspect of the algorithm is the moves that are utilized for these transitions, which greatly affect its efficiency. A description of the moves that will be used later on for the study of the polymer melt systems should be provided, to conclude all the required introductory concepts involved.

**Monte Carlo moves**

As mentioned previously, the Monte Carlo method samples different states of the system from an initial starting point. The energy of the system is changed through the use of suitable moves applied to the particles in the system, here the polymer chains, in order to see whether they would result in an energy reduction or increase. In the cases studied here, two moves are utilized with equal probability of occurrence which are the slithering snake and the crankshaft moves as introduced in [96]. We shall describe them briefly here.
Figure 2.1: Illustration of the (a) slithering snake move and the (b) crankshaft move.

For the slithering snake move shown in figure 2.1a, a chain end is chosen randomly with one of its nearest neighbor sites. It then involves moving the chain end to that site which means all the other monomers are shifted by one site along the chain. The transition will occur if the site chosen is vacant, or if full, it contains the other end of the same chain. This is because the excluded volume interactions included in these lattice model simulations, strictly prohibit double occupancy in any of the sites. The other move attempted is the crankshaft move, as shown in figure 2.1b, which involves choosing one of the non-end monomers and moving it while its two bonded neighbors are fixed. Based on the angle of the chosen bonds, the move will either have different possible choices or none at all. In the case of multiple possibilities, one is selected at random and the move is implemented.
MC simulations for polymer melts

Having covered the basic concepts of MC simulations, its application to our polymer melt systems can be presented [95]. As was previously mentioned, with the aim of comparing the results to those of the SCFT lattice model, the polymers are constrained to be on an fcc lattice in this case as well. Bonds of length $b$ between monomers are on nearest neighboring sites and each lattice site will be occupied by a maximum of one monomer. To constitute the lattice, a simple cubic $L \times L \times L$ lattice is created and every other site is deleted to create a total of $L^3/2$ sites. The average monomer density is set to be $\rho_0 \approx 0.8\sqrt{2}/b^3$ to allow the polymers room to move around. From previous studies [100] we know the segment length $a$ to be related to the bond length $b$ by $a = 1.233b$, where the bond length is equal to the lattice spacing.

Similar to what was outlined in 2.2.1 for the mean-field lattice model, the surface is created by applying a field to ensure the total concentration is of a specific shape. That is to say, the average polymer concentration is constrained to be $\phi(z) \equiv \langle \hat{\phi}(z) \rangle = 1$ by applying a field $w(z)$ to polymers confined in the $z$ direction. For this to occur, periodic boundary conditions are applied in the $x$ and $y$ directions while the material is set to be between $z = 0$ and $(L - 1)\Delta z$, where $\Delta z = b/\sqrt{2}$ is the distance between lattice planes. Needless to say, the magnitude of $L$ is chosen such that bulk properties are exhibited in the middle of the box.

With the monomers placed on lattice sites and the bonds being between nearest neighbor sites, we ensure that the bond length is constant and the energy of the system results from the field interacting with the monomers. The total number of monomers in a lattice layer are given by the quantity $\hat{m}(z)$, which will give the energy as

$$E = \sum_z \hat{m}(z)w(z), \quad (2.72)$$

and the dimensionless concentration by

$$\hat{\phi}(z) \equiv \frac{2\sqrt{2}\hat{m}(z)}{\rho_0 b^3 L^2}. \quad (2.73)$$
In order to allow the system to adopt its correct form, we start from an initial state where the polymers are placed on the lattice sites in an extended configuration from which moves are attempted to allow the system to evolve. With each Monte Carlo step (MCS), a polymer chain is chosen randomly and one of the two moves presented previously, i.e., a slithering snake or crankshaft move is attempted, with equal probability allocated to both [96]. The acceptance rate of the moves is determined by the Metropolis criterion as mentioned before. The start of the simulation usually involves a large number of MCS (typically $10^6$ per monomer) such that the polymers attain realistic configurations. Then, as before, the field is adjusted by simple mixing

$$w^{(k+1)}(z) = w^{(k)}(z) + \lambda(\hat{\phi}(z) - 1), \quad (2.74)$$

with a mixing parameter of $\lambda = 0.01$ for about $10^5$ MCS per monomer. This is followed by fixing the field and collecting statistics for about $10^7$ MCS per monomer. Once every 40 MCS per monomer, thermodynamic averages of interest are calculated.

It has already been noted that the size of the box, $L$, should be big enough to allow bulk behavior to be achieved in the middle of the system. However, having a larger box will be more computationally extensive, hence the trade-off should be considered carefully. In this light, mean-field calculations will guide the value chosen for the length, which will be used to run the simulations and tweaked if the concentrations in the bulk are not within a desired tolerance (usually one percent) of the target value. This will all be done while ensuring that the overall monomer concentration is kept to be $\rho_0 = 0.8\sqrt{2}/b^{2/3}$. With the considerations mentioned thus far, we can conclude the theoretical concepts that are prerequisites to presenting the results, and begin our presentation of the findings for each of the systems described to this point.
Chapter 3

Monodisperse melts

As noted in the introduction, the presence of a surface hinders and constrains the configurational space of polymer chains, thus resulting in a decrease in entropy. The end monomers suffer less of an entropy loss when placed near the surface compared to the middle monomers. This becomes evident when we consider the greater freedom of movement the chain has with an end close to the surface, as compared to having the middle monomers there. The resulting entropic end-monomer segregation to melt surfaces, as observed in simulations [8, 16, 43, 51, 64] as well as theory [2, 66], is in disagreement with the Silberberg argument which stated the surface to act as a reflecting boundary. As previously noted in section 1.4.1, there should be an $N^{-1}$ dependence for the surface tension. This relation stems from the ends of chains of length $N$ being proportional to its reciprocal, thus signifying alterations in surface tension with changes in molecular weight, which is observed and confirmed in many experiments [24, 31, 32].

We have already mentioned a number of reasons for these violations of Silberberg’s theory in the introduction. One being the finite width, $\xi$, over which the surface concentration goes to zero. This was shown by Wu et al. [33], where they had also observed the $N^{-1}$ dependence in the surface tension. Another is chain discreteness as seen from both simulation [42] as well as theory [66]. We begin by implementing an SCFT calculation in order to combine the effects of both chain discreteness as well as the surface width to compare and gauge the influence of each. Moreover, the results will be compared to the semi-analytical calculations introduced in the previous chapter, in order to attain which aspects of the results are universal and which depend on microscopic details. Simulations will also be done in order to test the universality of the behavior observed. In keeping with the order of presentation in the previous chapter, the results for the off-lattice model precede the ones for the lattice model, each of which shall be followed by a detailed discussion of the observed phenomena.
3.1 Off-lattice model

Having presented the theory for this model for a monodisperse melt in the previous chapter, we shall briefly summarize the main equations to be followed by the results for our SCFT calculations. Both the end monomer concentrations as well as the surface tension, which will be affected by the segregation of ends, will be investigated. Instead of utilizing an equation of state to provide the relationship between the field and the concentration, which would give the shape of the surface as a result, we will simply assume a reasonable functional form for the surface profile. The logic of this choice will be explained in detail in the discussion following the results. Two distinct surface profiles, sigmoidal and linear shapes, will be considered to surmise the dependence of results on the chosen forms. The surface width of the aforementioned profiles, $\xi$, is simply an input in our study. In this light, we will be able to investigate how the excess of ends depends on the interfacial width in addition to other parameters. The semi-analytical prediction and its comparison to our numerical findings from SCFT will grant us a deeper insight into the behavior of the system.

3.1.1 Theory

Here we have $n$ polymer chains each containing $N$ monomers connected with bonds of a Hookean spring nature, whereby the effect of this chosen bond potential has been tested and characterized previously [66]. The total volume of the system is $V = nN/\rho_0$ with the denominator being the segment concentration. The surface of the melt is placed at $z = 0$ and extends in the $x$-$y$ plane with an area of $A$. With the non-bonded interactions given by a field, $w(z)$, the propagators required for the determination of the concentration are evaluated by the recursion relation

$$G_{i+1}(z) = h(z) \int g(Z) G_i(z - Z) dZ,$$

where $G_1(z) = h(z) \equiv \exp(-w(z)/k_BT)$ and for Hookean springs

$$g(Z) = \left( \frac{3}{2\pi a^2} \right)^{1/2} \exp \left( -\frac{3Z^2}{2a^2} \right).$$

Having obtained the propagators, if the field is set to be zero in the bulk, the concentration of monomer $i$ is given by

$$\phi_i(z) = \frac{G_i(z) G_{N+1-i}(z)}{h(z)},$$
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which gives the total concentration as

$$\phi(z) = \sum_{i=1}^{N} \phi_i(z) / N,$$  \hspace{1cm} (3.4)

where the concentration has been scaled to be one in the bulk. The SCFT calculation is carried out by adjusting the field such that \( \phi(z) \) conforms to the chosen surface profile. The field is initialized with a given value and the total concentration is attained through the use of the aforementioned equations. Should the resultant total concentration not agree with the target surface profile, the field will be altered and the steps implemented once more until the field and the concentration satisfy the self-consistent set of equations above. The field adjustment is done through the Anderson mixing algorithm \([92, 101]\) as it is more efficient than the simple mixing method for the systems studied here, specially as the profile width increases. We consider two surface profile shapes to test the sensitivity of the results to the chosen form, one being the sigmoidal profile

$$\phi(z) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{2z}{\xi} \right) \right],$$  \hspace{1cm} (3.5)

and the other a simple linear shape

$$\phi(z) = \begin{cases} 
0, & \text{if } z < -\frac{\xi}{2}, \\
\frac{1}{2} + \frac{z}{\xi}, & \text{if } -\frac{\xi}{2} < z < \frac{\xi}{2}, \\
1, & \text{if } \frac{\xi}{2} < z.
\end{cases}$$  \hspace{1cm} (3.6)

The case of the sigmoidal profile is given special attention, as it is seen to occur in polymeric melt surfaces in simulations \([8, 63]\). With the previous definitions, which resulted in the simplified form of the monomer concentration in equation 3.3, we can see that the concentration of ends, which we are looking at determining, are given by

$$\phi_e(z) \equiv \phi_1(z) = G_N(z).$$  \hspace{1cm} (3.7)

Lastly, the steps to calculating the surface tension have been previously shown, where its form was given by equation 2.38. This shall give us the numerical results for the surface tension, which can then be compared to values obtained from the semi-analytical prediction. With the theoretical considerations developed in this manner, we proceed to present the results for the mean-field calculation of the monodisperse melt using the off-lattice model, in the section that follows.
3.1.2 Results

Figure 3.1: (a) Concentration of ends, $\phi_e(z)$, and (b) self-consistent field, $w(z)$, for the sigmoidal polymer profile, eq. (3.5), of width $\xi = a$, as shown by the dashed curve in plot (a). The red curves denote the infinite molecular weight limit while the finite length results are shown by the black curves.

As the width of the polymer surface is generally seen to be similar to the size of the monomers [8, 43, 68], here being $a$, we focus on a sigmoidal profile of the width $\xi = a$ for the total concentration. In figure 3.1 the end monomer concentration, $\phi_e(z)$, is given for chains with $N$ being finite (black curves) as well as the infinite limit (red curve) where they are compared to the total concentration, $\phi(z)$ (dashed curve). There is a clear excess of ends.
(i.e., $\phi_e(z) > \phi(z)$ for $z \lesssim a$) near the surface which is followed by a depletion. The self-consistent field required to produce this sigmoidal profile for the total concentration of each individual case is shown in figure 3.1b. Here it is clear that the effect of chain length is very small since the field, $w(z)$, for finite chains of length $N \gtrsim 100$ is almost indistinguishable from $w_\infty(z)$ (red curve). Similar to figure 3.1, the end monomer concentrations as well as the self-consistent fields used to obtain them are shown for the linear profile, eq. 3.6, in figure 3.2. Once more the surface width is set to be $\xi = a$, and the behavior is observed to be qualitatively the same.

![Figure 3.2](image)

Figure 3.2: Analogous plots to those of fig. 3.1, but calculated for a linear polymer profile, eq. (3.6), of width $\xi = a$. 
Figure 3.3: The surface excess of ends per unit area, $\Delta \sigma_e$, plotted in terms of the width, $\xi$, of the concentration profile in the infinite molecular-weight limit. The ratio appearing in the vertical axis is precisely the $A$ appearing in eqs. (3.10), (3.11), (3.13) and (3.20).

Now that we have shown the existence of an excess of ends at the surface, we can find the total excess of ends by

$$
\Delta \sigma_e = \frac{2\rho_0}{N} \int_{-\infty}^{z_0} \left[ \phi_e(z) - \phi(z) \right] dz ,
$$

(3.8)

where $z_0$ is the point at which $\phi_e(z_0) = \phi(z_0)$. With an excess of ends observed at the surface, there must be a depletion of them in the bulk since this is where they must segregate from. The range of this phenomenon is seen to be proportional to $N^{1/2}$, which makes the depth of the depletion scale as $N^{-1/2}$. Hence, in the infinitely long chain limit, the distribution of ends given by $G_\infty(z)$, has only an excess and no depletion (as evident from the red curves in figures 3.1a and 3.2a). This gives the approximation for the large $N$ to be

$$
\lim_{N \to \infty} \frac{\Delta \sigma_e N}{2a\rho_0} = \frac{1}{a} \int_{-\infty}^{\infty} [G_\infty(z) - \phi(z)] dz ,
$$

(3.9)

as shown in figure 3.3. This figure provides evidence that the surface width plays a comparable role to chain discreteness (the value at $\xi = 0$) in terms of the entropic excess of ends. That is to say, the intercept at $\xi = 0$ gives the end excess for a sharp step profile for which the cause of the segregation would solely be the discreteness of the chains [66]. As the width is increased however, its influence becomes evident and presents itself to result in an effect of approximately equal magnitude for the excess, e.g. at $\xi = a$. 
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From our semi-analytical calculation, for which the details were presented in the previous chapter, we can see how $\phi_e(z)$ relates to $G_\infty(z)$ (e.g., the red curves in figures 3.1a and 3.2a). Having previously gone through the steps of this calculation, they will be omitted here for brevity, hence only the final forms of interest are mentioned. A reminder is given that the superscript of zero denotes the quantities when the chains are placed in the field of infinitely long ones. The propagator in $w_\infty(z)$ assumed the form given by equation 2.57

$$G_N^0(z) \approx G_\infty(z) + A \sqrt{\frac{6}{\pi N}} \times \left\{ \left. \exp \left( -\frac{3z^2}{2a^2N} \right) \right\} - 1 \right\} H(z) + G_\infty(z) \right\},$$

which gave the total concentration in this field by equation 2.58

$$\phi^0(z) \approx \phi(z) + 4A \sqrt{\frac{6}{\pi N}} \frac{\phi(z)}{G_\infty(z)} \times \left\{ \left[ f \left( \frac{z}{aN^{1/2}} \right) \right] - 1 \right\} H(z) + G_\infty(z) \right\} .$$

The coefficient $A$ appearing in these equations needs to be determined from [66]

$$A = \frac{1}{a} \int_{-\infty}^{\infty} \left[ G_\infty(z) - \phi(z) \right] \mathrm{d}z .$$

To show the validity of the aforementioned formulations from the semi-analytical calculation, we compare the value given by these expressions to numerical results obtained by placing finite chains in $w_\infty(z)$. That is to say, we compare values from the SCFT calculation to those obtained from the aforementioned expressions, i.e. equations 3.10 and 3.11. In this light, we begin by considering the propagator in $w_\infty(z)$. Parts a and b of figure 3.4 show the short and long range corrections to $G_N^0(z) - G_\infty(z)$ as given by equation 3.10, for the sigmoidal profile of width $\xi = a$. We see that the numerical results (black curves) converge to both limits as the length of the chain increases which shows the validity of the predicted forms. As mentioned in the previous chapter, the next step of the semi-analytical calculation requires the field to be corrected by linear-response theory to remove the excess polymer concentration $\phi^0(z) - \phi(z)$ as seen in figure 3.5. Both parts of this figure serve to validate the form given by equation 3.11 for each length scale. Following the logic of the steps formerly shown for this calculation, the change in the end monomer concentration due to the change in the field can be determined. The addition of the correction to the predicted form from equation (3.10) gives the final result presented in equation 2.63, which was

$$\phi_e(z) \approx G_\infty(z) + \frac{A}{N^{1/2}} \times \left\{ \left[ B \left( \frac{z}{aN^{1/2}} \right) - B(0) \right] H(z) + B(0)G_\infty(z) \right\} ,$$

with the universal function $B(\zeta)$ defined in equation 2.64.
Figure 3.4: Correction to $G^0_N(z) \approx G_\infty(z)$ plotted on the (a) monomer and (b) molecular length scales for different values of $N$. The red curves show $A\sqrt{6/\pi}G_\infty(z)$ and $A\sqrt{6/\pi}\exp(-3z^2/2a^2N)$, depicting the short and long range parts of equation 3.10, respectively.
Figure 3.5: Correction to $\phi^0(z) \approx \phi(z)$ plotted on the (a) monomer and (b) molecular length scales for different polymerizations, $N$. The red curves denote $4A\sqrt{6/\pi}\phi(z)$ and $4A\sqrt{6/\pi}f(z/aN^{1/2})$, depicting the short and long range parts of equation 3.11, respectively.
Figure 3.6: Correction to $\phi_e(z) \approx G_\infty(z)$ plotted on the (a) monomer and (b) molecular length scales for polymers of various lengths $N$, calculated for a sigmoidal surface profile of width $\xi = a$. The red curves denote $AB(0)G_\infty(z)$ and $AB(z/aN^{1/2})$, verifying both length scales of the semi-analytical formulation as proposed by equation 3.13, respectively.
Figure 3.6 confirms the short and long range corrections from equation 3.13 in parts a and b respectively. That is to say, the assumption that the field of infinitely long chains would not be the correct self-consistent field required for chains of finite length has been applied and the correction from linear-response theory included. Once more, the black curves show the results from mean-field theory and are seen to approach the red curves (corresponding to the predictions) as the chain lengths increase, which is in agreement with our expectations. This figure is for the sigmoidal profile of width $\xi = a$ and a similar one is presented for the linear profile of the same width in figure 3.7.

Figure 3.7: Analogous plots to those in figure 3.6, but calculated for a linear surface profile of width $\xi = a$. 
Figure 3.8: Entropic contribution to the surface tension, $\gamma_{en}$, as a function of the width, $\xi$, of the concentration profile in the infinite molecular-weight limit. The dimensionless ratio plotted on the vertical axis equates to the $\Gamma_\infty$ appearing in equation 3.20.

The last remaining quantity to be considered is the entropic contribution to the surface tension, $\gamma_{en}$, given by the expression in equation 2.38. In the manner of the previous predicted forms we obtained for the propagator as well as the concentration of ends, a corresponding equation for the surface tension would help us test the accuracy of the mean-field results through comparison. To obtain such a prediction for the surface tension, the same steps must be followed as before. In this light, we must first calculate its large $N$ limit to then correct it from LR theory. This gives the surface tension as

$$\gamma_{en} = -\rho_0 \int w(z)\phi(z)dz \approx -\rho_0 \int [w_\infty(z) + \delta w(z)]\phi(z)dz$$

or in dimensionless form

$$\frac{\gamma_{en}}{\alpha \rho_0 k_B T} \approx -\frac{1}{ak_B T} \int w_\infty(z)\phi(z)dz - \frac{1}{ak_B T} \int \delta w(z)\phi(z)dz$$

$$= \Gamma_\infty - \frac{1}{ak_B T} \int \delta w(z)\phi(z)dz .$$
Both parts of equation 3.16 require further explanation and will be outlined here. For a more detailed clarification of the steps involved, the reader is referred to previous work by Matsen et al. [66]. The first term is the dimensionless surface tension of an infinitely long chain

\[
\Gamma_\infty \equiv \lim_{N \to \infty} \frac{\gamma_{en}}{a \rho_0 k_B T} ,
\]

\[
= - \frac{1}{a k_B T} \int w_\infty(z) \phi(z) dz , \quad \text{equation 2.39}
\]

\[
= \frac{1}{a} \int \phi(z) \ln \left[ \frac{G_\infty^2(z)}{\phi(z)} \right] dz , \quad (3.17)
\]

where the values for \( \Gamma_\infty \) are presented in figure 3.8 as a function of the width \( \xi \) of the surface profile. For the second term, from linear-response theory for homopolymer melts, equations 2.59 and 2.61 give

\[
\tilde{\delta w}(k_z) = \frac{4 A a s_e(x) k_B T}{N s_\phi(x)} . \quad (3.18)
\]

By noting the Fourier transform definition given in equation 2.45, we see

\[
\int_0^\infty \delta w(z) dz = \frac{1}{2} \hat{\delta w}(0) , \quad (3.19)
\]

where we have made use of the reflecting BC placed at \( z = 0 \) which makes this an even function. From the definitions of the Debye function and the Debye-like function, \( s_\phi(x) = 2(e^{-x} + x - 1)/x^2 \) and \( s_e(x) = (1 - e^{-x})/x \), it is evident that \( s_e(0) = s_\phi(0) = 1 \). Considering all of the above, we obtain \( \hat{\delta w}(0) = 4 A a k_B T/N \). The inclusion of this expression, which by considering equation 3.19 will give the second part of equation 3.16, allows us to obtain the predicted form for the surface tension as

\[
\frac{\gamma_{en}}{a \rho_0 k_B T} \approx \Gamma_\infty - \frac{2A}{N} . \quad (3.20)
\]
Figure 3.9: Entropic contribution to the surface tension, $\gamma_{en}$, as a function of polymerization, $N$. The symbols denote the full SCFT calculation while the red curves denote the approximation from equation 3.20.

All quantities in equation 3.20 have already been fully introduced, hence all that remains is the comparison of mean-field numerical results to values obtained from this expression. It is worth mentioning that the two quantities $A$ and $\Gamma_\infty$ are seen to be dependent on model details such as the interfacial width, as is evident from figures 3.3 and 3.8, respectively. The accuracy of this approximate form is illustrated in figure 3.9 (red curves) through its comparison to the full SCFT calculation (symbols) from which it is seen to perform adequately. Once more, we observe better agreement at the higher chain lengths between the two methods. The aforementioned behavior is in line with our expectations, since this is where the discrete chain model approaches the Gaussian chain limit, for which linear-response theory is developed.

### 3.1.3 Discussion

In our presentation of the original argument made by Silberberg in section 1.2.1, it became evident that factors such as the discreteness of the chains as well as the total concentration not conforming to a step profile would be influential in observing the excess of end monomers. Here we have considered the combined effects of chain discreteness as well as compressibility by imposing a specific shape with a given width for the surface profile. Nonetheless, we have yet to fully motivate our method of choice for approaching the calculations which, in turn, should highlight the significance of the results obtained and emphasize the importance of their universality. We had initially thought to utilize the
equation of state used by Wu et al. [33], which relates the field to the concentration of the melt by \( w(z) = \phi(z)/\kappa \), where \( \kappa \) is the compressibility of the melt. Although this treatment would give the shape of the surface profile with a width, \( \xi \), that depends on \( \kappa \), the results would be unphysical due to the unrealistic nature of this equation of state.

Firstly, as is evident from their energy functional, \( U[\phi] \), given by

\[
\frac{U[\phi]}{A} = -\frac{\rho_0^2}{2\kappa} \int \phi^2(z)dz ,
\]

this treatment would allow the melt to fill all the space in the system, similar to how a gas would behave. Their solution for this is setting the concentration to be zero at the wall, which is key to the results they obtained. In addition, it was their use of a Gaussian chain model that resulted in a continuous profile, which would not be the case for the discrete chain model we had sought to use. That is to say, by setting the constraint of zero concentration at the wall we would observe a discontinuous profile. Lastly, their method is not tractable, as is evident in them resorting to solving the last steps of their calculation numerically. In considering all of the above, we decided to separate the issue of having a realistic equation of state and looking at the surface behavior of a polymer melt. We could have used a more intricate equation of state, thus allowing us to obtain the actual shape of the surface profile instead of assuming one for the melt. However, as the work of Wu et al. [33] would suggest, even with a simple albeit unrealistic equation of state, one would get lost in the numerical calculations. This does not bode well for the tractability of the method in terms of using a more elaborate equation of state. In addition, we had wanted to obtain analytical results to enhance our understanding, which is what they were unsuccessful in completing.

In our implementation, instead of obtaining a profile shape, we chose to assume one for the total concentration with a width, \( \xi \), that is simply an input parameter in our study. This simplification enabled us to look at realistic surface shapes, such as a sigmoidal profile, that were not as sharp as the ones obtained in the results of Wu et al. [33] and hence were more representative of polymer air surfaces. In addition, we were able to complete our analytical calculation for the long range depletion of the ends given by \( B(z/aN^{1/2}) \). Our calculation involved only one step that required numerical evaluation, that being the simple evaluation of \( G_\infty(z) \). As a result of our method, the coefficients \( A \) and \( \Gamma_\infty \) from the semi-analytical results will depend on model details such as the value of \( \xi \), as seen in figures 3.3 and 3.8, respectively. This would suggest the need for an atomically realistic model to obtain the quantitative amount of the surface end excess, that is not within the scope of a coarse-grain model. Nonetheless, the general trends observed here such as the increase in \( \phi_e(z) \) at the surface as \( N \to \infty \), can be trusted since they are also observed by simulations.
Moreover, once $N$ is large enough, the universal predictions such as the shape of the long range depletion in equation 2.64, should be quantitatively accurate.

It should be noted that although our semi-analytical method involved one numerical step, its extension to the continuous Gaussian chains can be made fully analytical. In this case, with the field spread evenly along the chain contour, $G_\infty(z) = \sqrt{\phi(z)}$ instead of $G_\infty(z) = \sqrt{h_\infty(z)}\phi(z)$. Insertion of this into equation 3.12 gives the value of the coefficient $A$ as

$$A \approx \frac{1}{a} \int \left( \sqrt{\phi(z)} - \phi(z) \right) \, dz ,$$

and further simplification using approximations for the Gaussian chains [12] gives

$$\Gamma_\infty \approx \frac{a}{24} \int \frac{[\nabla \phi(z)]^2}{\phi(z)} \, dz .$$

By using equations 3.22 and 3.23 in conjunction with equation 3.20, we should be able to analytically determine the entropic contribution to the surface tension in terms of a given surface profile shape. This, in turn, should allow us to obtain the equilibrium surface profile since we can find the total surface tension by having a realistic functional, $U[\phi]$. We would have to minimize the total surface tension, $\gamma = \frac{U[\phi]}{A} + \gamma_{en}$ under the constraint $\int \phi(z) \, dz = \text{constant}$, since the total amount of material is fixed. In lieu of the unrealistic energy functional mentioned in equation 3.21 that does not produce two-phase coexistence between melt and vapor states, we can use a more elaborate $U[\phi]$, e.g. from density functional theory [102, 103]. This would allow us to obtain fully analytical results, which Wu et al. [33] were not able to do. The aforementioned arguments highlight the benefits of our method of choice, in terms of its simplicity as well as its capability in allowing us to obtain semi-analytical, or in terms of Gaussian chains fully analytical, results.

To test the universality of the aforementioned predictions, a comparison to computer simulations will be presented in the following section. Segregation of end monomers to surfaces of monodisperse melts has been observed by numerous studies [8, 16, 43, 51, 62, 64] with Müller et al. [42] having even considered the effect of chain discreteness. The goal of performing these simulations will be observing the compensating depletion of ends as well as comparing the simulation outcome to both the numerical SCFT and semi-analytical results explained here. An issue with simulations is the difficulty of performing them at high molecular weights (e.g. $N \gtrsim 100$) due to the great demand of computational resources. This is resolved by performing the simplest simulation possible, which is done by placing the polymers on a lattice as well as choosing a step profile for the surface shape. As noted in the previous chapter, we shall also apply the mean-field calculation such that both are implemented for the same model.
3.2 Lattice model

As previously mentioned, excluded volume interactions are one of the ways the Silberberg argument is violated. We shall focus on this effect by implementing our calculations for a lattice model with MC simulations as well as the mean-field method [95]. In order for comparisons between the two methods to be justified, the same model will have to be applied for both. Thus, in contrast with the previous section, a lattice model will be utilized for the SCFT method, for which the principle definitions have been introduced in the preceding chapter. The changes implemented to the previous theory are seen in full in 2.2.1 and will be outlined here. Once the necessary descriptions have been presented, the combined results which compare both methods are given and tested against the semi-analytical predictions to gauge the universality of the predictions.

3.2.1 Theory and simulation

Mean-field Theory

The mean-field theory for lattice models was given in the previous chapter in section 2.2.1 hence the equations that were previously introduced are utilized here. We have the non-bonded interactions among the monomers expressed by the field, \( w(z) \), determined self-consistently such that the total concentration conforms to a step profile. In the monodisperse melt, where all chains are of the same length \( N \), we are interested in determining the end-monomer concentration, \( \phi_e(z) = G_N(z) \), where the propagator is determined by the recursion relation, as given by equation 2.66.

Simulation

The general implementation of the MC simulation was given in 2.2.3 which is what shall be applied here. As previously described, the non-bonded interactions are represented by a field that is adjusted to provide the desired step profile for the total concentration. The lattice model considered here is equivalent to the model being implemented for the mean-field theory so that comparisons can readily be made. With \( \rho_0 \) giving the average monomer density and \( L \) being the size of the box, from equation 2.73 we can determine the end-monomer concentration by

\[
\hat{\phi}_e(z) \equiv \frac{\sqrt{2}N\hat{m}_e(z)}{\rho_0b^3L^2},
\]

(3.24)
in which \( \hat{m}_e(z) \) is the total number of end monomers at \( z \). This is defined such that the average of the end concentration, \( \phi_e(z) \equiv \langle \hat{\phi}_e(z) \rangle \), goes to one in the bulk so the excess of ends is given by

\[
\delta \phi_e(z) \equiv \phi_e(z) - 1,
\]

which will be compared to the SCFT results.

Similar to the previous section, a comparison to the semi-analytical calculation will also be implemented, to grant us a deeper understanding. That is to say, the predictions have already been tested against the numerical mean-field results for the off-lattice model and in addition to doing the same for the lattice model at hand, we would like to extend this to include the simulation results. It was shown at the end of 2.1.3 that by evaluating the field for infinitely long chains, placing the finite chains in this field and correcting the field from linear-response theory, the end monomer concentration had the form shown in equation 2.63, which for the long range limit is

\[
\delta \phi_e(z) \approx \frac{A}{N^{1/2}} B \left( \frac{z}{a N^{1/2}} \right),
\]

where \( B(\zeta) \) was introduced in equation 2.64 as a universal function. This is the form that will be compared to both methods as we shall see in the results that follow.

### 3.2.2 Results

In figure 3.10a, the simulation result for the total concentration profile, \( \phi(z) \) is shown for polymers of length \( N = 80 \). The blue curve shows the concentration without the field, which is clearly not the step profile we are seeking. However, once the correct field (shown in the inset) is applied, the profile conforms to the correct shape (black curve). The end-monomer concentration corresponding to this desired form of the total concentration, is shown for both the simulation (solid curve) as well as theory (dashed curve) in figure 3.10b where the agreement is observed to be reasonable. There is a clear excess of ends for both cases near the surface \( (z = 0) \) which is followed by a depletion. For the ends in the system to be conserved, this excess of ends at the surface should be balanced by the depletion in the bulk. As previously mentioned, this depletion is expected to have a universal shape, the investigation of which shall be one of the focal points of the study.
Figure 3.10: (a) Total concentration, $\phi(z)$, for a monodisperse melt of $N = 80$ polymers from simulation without (blue curve) and with (black curve) an external field, $w(z)$. The inset shows the field for the step profile. (b) Distribution of end monomers, $\phi_e(z)$, from the simulation for the step profile (solid curve) compared to SCFT (dashed curve).

In this light, in figure 3.11a the depletion of ends for simulations (solid curves) is compared to SCFT results (dashed curves) for three values of the polymerization index, $N$. The range of depletion is seen to be greater for longer chains, as is expected. The agreement between the two methods is reasonable, with an evident overestimation in the depth from the simulations. It should be pointed out that this plot is scaled by the bond length, $b$. With the statistical segment length given by $a$, it is useful to note that for SCFT $a = b$ whereas for the simulation, $a = 1.233b$ [100]. Hence, once the data is scaled by $a\sqrt{N}$,
there is excellent agreement between not only the two methods but also with the universal prediction from LR theory for the depletion (red curve), for which the formulation is given in equation 3.13. This further solidifies the idea that the prediction holds irrespective of the model utilized and is therefore universal.
3.2.3 Discussion

Universality is very powerful property that states the behavior of all systems, whether theoretical or experimental, to be quantitatively the same. The universal depletion of ends we previously obtained for the monodisperse melts, utilized linear-response theory which still relied on the mean-field approximation. So it remained to be seen whether the results were truly universal and if they would hold once excluded volume interactions, not strictly enforced in mean-field theory, were rigorously incorporated by preforming simulations. To attain higher statistical accuracy in these simulations, we simplified the study by placing the polymers on lattice sites as well as setting the total concentration to be a step profile. We applied the same model for mean-field theory so that the results could be compared and analyzed. Once more, in place of an equation of state, we have a field representing the non-bonded interactions so that we could focus on enhancing our understanding of violations to the Silberberg hypothesis, instead of dealing with the complexities the former method would entail. By having the same setup in both the simulation as well as the mean-field calculation, we ensured any variable affected by details, e.g. $A$, is changed by the same amount and no concern should arise from effects such as these.

As mentioned in the previous chapter, the excluded volume interactions considered here are screened in the bulk to a good approximation [50]. Hence mean-field theory, which in contrast to the simulations does not take excluded volume interactions into account explicitly, should be reasonably accurate. In this light, the predictions should hold for the lattice mean-field results, based on the previous argument as well as the proposed universality of the predictions, which is confirmed by the results. The excluded volume interactions are treated more rigorously by the MC simulations, since they strictly prohibit the placement of more than one monomer on each site, unlike mean-field theory which only restricts the average of this quantity and not its amount at each position. The screening is evidently still effective close to the surface since the results obtained from simulations, while treating the excluded volume interactions correctly, are seen to agree with the mean-field results. The aforementioned observance provides evidence towards the accuracy of the mean-field calculation, despite the lack of a precise treatment for excluded volume interactions. Lastly, the convergence of results from these two different methods to the prediction from linear-response theory, further solidifies the universality of these forms.
Chapter 4

Bidisperse Melts

The entropically driven end-monomer segregation observed in the previous chapter has a
direction implication for polydisperse melts. When there are many chain lengths present
in the system, the shorter components will be enriched near the surface due to having a
higher number of ends per unit volume, and the longer constituents will be depleted in
that region. The characterization of this phenomenon has been the focus of other previous
works, in order to determine the integrated excess of a chain of length $N$ at the surface,
denoted by $\theta_N$, as well as the entropic contribution to the surface tension, $\gamma_{en}$. This was
first demonstrated by Hariharan et al. [35] for a bidisperse melt, using a mean field lattice
calculation, where they looked at the amplitude as well as the range of this enrichment.
They also considered the effect on the surface tension and found a simple expression for it

$$\frac{\gamma_{en}}{a\rho_0 k_B T} = 0.1842 \frac{\rho_0}{N_n} - 0.1934 \frac{N_n}{N},$$  \hspace{1cm} (4.1)

where

$$N_n = \left( \sum_N \bar{\phi}_N \right)^{-1},$$  \hspace{1cm} (4.2)

is the number average degree of polymerization and $\bar{\phi}_N$ is the volume fraction of chains of
length $N$ (here $a$ is the lattice spacing and $\rho_0 = 1/a^3$).
The lattice SCFT calculations were extended to polydisperse melts by Van der Gucht et al. [36], whereby they determined a simple expression for the integrated excess

$$\frac{\theta_N}{a\rho_0} = 0.195\bar{\phi}_N \left(1 - \frac{N}{N_w}\right),$$

(4.3)

where

$$N_w = \sum_N N\bar{\phi}_N,$$

(4.4)

is the weight-average degree of polymerization. Later on, the enthalpic attraction of chain ends to surfaces was considered by Minnikanti et al. [88]. The chains were taken to be Gaussian and the surface a reflecting boundary, in which a Dirac-delta potential attracted the ends to the surface. They applied a mean-field approximation and utilized linear-response theory. In brief, they were successful in obtaining the two aforementioned expressions with minor differences in the coefficients, which showed good agreement among the three studies.

Here we begin by extending the off-lattice SCFT considerations from the previous chapter towards the study of a polydisperse melt, in order to examine this entropic enrichment of shorter components at the surface. By preforming the semi-analytical calculation for the system at hand we derive expressions analogous to equations 4.1 and 4.3, that were postulated in the works of Hariharan et al. and Van der Gucht et al. respectively. To check the accuracy of the semi-analytical findings, they are fully tested against the numerical SCFT method for the special case of bidisperse melts. Moreover, in the concluding section of this chapter, we utilize our lattice model for this system to compare the aforementioned quantities of interest to results from MC simulations applied to the same model.
4.1 Off-lattice model

This model has been fully described in 2.1.2, hence only the main equations are outlined following which the results for the SCFT calculations will be given. The theory is presented for a polydisperse melt and the results consider the more specific case of the bidisperse melt. In accordance with the methodology of the previous chapter, the accuracy of the semi-analytical prediction is tested against the numerical SCFT results. Additionally, expressions for the integrated excess of short chains as well as the entropic contribution to the surface tension are derived and compared to numerical results. The agreement between the attained expressions and the results shown from previous literature, i.e. equations 4.3 and 4.1, are discussed and noted.

4.1.1 Theory

The necessary equations and definitions are presented here for the numerical self-consistent field theory (SCFT) of a polydisperse melt with a surface area $A$ at $z = 0$. Each chain has $N$ monomers with a concentration of $\rho_0$, connected with freely-jointed bonds that are taken to be springs, for which the bond potential was given in equation 3.2. The total concentration is obtained from the sum of the component concentrations of various lengths, $\phi(z) = \sum_N \phi_N(z)$, where the volume fraction of each component in the bulk is given by $\bar{\phi}_N \equiv \lim_{z \to \infty} \phi_N(z)$. A field, $w(z)$, represents the non-bonded interactions which, as seen in equation 2.22, gives the concentration for each component by

$$\phi_N(z) = \frac{\bar{\phi}_N}{Nh(z)} \sum_{i=1}^{N} G_i(z)G_{N+1-i}(z),$$  \hspace{1cm} (4.5)

with $h(z) \equiv \exp(-w(z)/k_BT)$. Again, for convenience, we set the field to zero in the bulk. The evaluation of the propagators, $G_i(z)$, is exactly as before in section 3.1.1. The statistical segment length is $a$, which gives a rms end-to-end length of $R_0 \approx aN^{1/2}$ as seen in section 1.1.1.
Based on the argument mentioned in section 3.1.1, we enforce a specific surface profile with a width that is chosen as a parameter. Having already tested the effects of various profiles in the previous chapter, we focus on the more realistic sigmoidal shape here. This method is in place of handling the difficulties arising from an equation of state, relating the non-bonded interactions to the profile, which adds unnecessary complications without contributing to our understanding. As before, we start with an initial field, calculate the resultant concentration and adjust the field by the Anderson mixing algorithm [92] such that the profile conforms to the desired shape.

Once the correct field is determined and the concentration profiles for each of the components are known, we can look at the two quantities that were calculated in the previous studies. The first one being the integrated excess which requires evaluating the excess concentration for a chain of length \( N \), found by \( \delta \phi_N(z) = \phi_N(z) - \bar{\phi}_N \phi(z) \), to then give

\[
\theta_N = \rho_0 \int \delta \phi_N(z) dz . \tag{4.6}
\]

The second quantity was the entropic contribution to the surface tension, which based on equation 2.33 and equation 4.6 is

\[
\gamma_{en} = -k_B T \sum_N \frac{\theta_N}{N} - \rho_0 \int w(z) \phi(z) dz . \tag{4.7}
\]

Moreover, by utilizing the semi-analytical theory for polydisperse melts developed in 2.1.3, we can find predicted forms for the integrated excess as well as the surface tension for the system at hand, the details of which shall follow. The excess concentration defined in equation 4.6, can be described as the sum of the excess in the infinite field plus the correction as seen in equation 2.36. This gives

\[
\theta_N \approx \rho_0 \int \delta \phi_N^0(z) dz + \rho_0 \int \delta \phi_N^1(z) dz = \frac{\rho_0}{2} \left[ \delta \phi_N^0(0) + \delta \phi_N^1(0) \right] , \tag{4.8}
\]

where based on the Fourier transform definition in equation 2.45, each integral is determined in the manner of equation 3.19. The first term is determined from equation 2.48 to be \( 4Aa \delta \phi_N \) where \( s_e(0) = 1 \) as noted before. The second term is evaluated from knowing equations 2.46 and 2.50 to amount to \( -4Aa \tilde{\delta}_N \phi N/N_w \) where \( s_\phi(0) = 1 \). Substitution of both into equation 4.8 gives

\[
\frac{\theta_N}{a \rho_0} \approx 2A \bar{\phi}_N \left( 1 - \frac{N}{N_w} \right) . \tag{4.9}
\]
Using equation \( 4.9 \) and \( w(z) \approx w_{\infty}(z) + \delta w(z) \), the surface tension of equation \( 4.7 \) becomes

\[
\gamma_{en} \approx -k_B T \sum_N 2A a \rho_0 \tilde{\phi}_N \left( \frac{1}{N} - \frac{1}{N_w} \right) + a \rho_0 k_B T \Gamma_{\infty} - \frac{\rho_0}{2} \tilde{\delta w}(0) ,
\]

(4.10)

where the definition of \( \Gamma_{\infty} \), the dimensionless surface tension of a chain with infinite molecular weight, was given in equation \( 3.17 \). Based on equation \( 2.50 \), the value of the last term in the equation above is seen to be \( \tilde{\delta w}(0) = 4A k_B T / N_w \). This gives the surface tension by

\[
\frac{\gamma_{en}}{a \rho_0 k_B T} \approx \Gamma_{\infty} - \frac{2A}{N_n} .
\]

(4.11)

As noted in the previous chapter, the values of \( A \) and \( \Gamma_{\infty} \) are dependent on the interfacial width, as shown in figure 4.1 which highlights the influence of model details. This concludes the theoretical considerations of the off-lattice mode, therefore we can proceed to present the obtained results followed by a detailed discussion of the phenomena observed.
4.1.2 Results

For these results, the focus will be on a bidisperse melt of short and long polymers. One being the shorter chain with the length \( N_s \), the other a longer chain of length \( N_l = \alpha N_s \) with bulk compositions of \( \phi_s \) and \( \phi_l \), respectively. By considering only two components, the quantities of interest are reduced to be three, \( i.e. \) the concentration of short chains, \( \phi_s(z) \), their integrated excess, \( \theta_s \) as well as the surface tension, \( \gamma_{en} \). The number of independent system parameters are also seen to be only four, \( i.e. \) the ratio of lengths, \( \alpha = N_l / N_s \), the surface width, \( \xi \), composition of the bulk, \( \bar{\phi}_s \) and the degree of polymerization for the shorter chains, \( N_s \). The numerical SCFT results for each of the three aforementioned quantities will be given in terms of these four parameters. In addition, the accuracy of the semi-analytical results will be compared and tested for each.

![Figure 4.2: Polymer concentrations, \( \phi_{\nu}(z) \) (\( \nu = s \) or \( l \)), in a 50:50 mixture of \( N_s = 40 \) and \( N_l = 320 \) polymers, calculated for a surface profile, \( \phi(z) \), of width \( \xi = a \). The dashed curve denotes the reference concentration, \( \phi(z)/2 \), corresponding to zero surface segregation.](image)

As was mentioned in 3.1.1, the surface width is predominantly seen to be similar to the size of the monomers \([8, 43, 68]\), hence we focus on the \( \xi = a \) case. The general behavior of the melt is seen in figure 4.2 for the parameters \( \alpha = 8 \) and \( \bar{\phi}_s = 0.5 \). There is a clear excess of short chains at the surface, as compared to the value in the bulk (dashed curve), in addition to an evident depletion of the long chains in that region. This is a direct result of the fact that the total concentration should amount to be the sigmoidal profile, as defined by equation 3.5. The area between the upper solid curve and the dashed line would give the integrated excess of short chains, \( \theta_s \).
Figure 4.3: Dependence of $C(\zeta)$ on $\alpha \equiv N_l/N_s$ and $\bar{\phi}_s = 1 - \bar{\phi}_l$. Plot (a) demonstrates the dependence of its magnitude on the parameters, while plots (b) and (c) show how its shape changes with $\alpha$ and $\bar{\phi}_s$, respectively.
We have seen that the semi-analytical calculation predicts the excess of short chains in bidisperse melts to be given by equation 2.52 stating

\[
\delta \phi_s(z) \approx \begin{cases} 
AN_s^{-1/2}C(0)\phi(z), & \text{for } z < 0, \\
AN_s^{-1/2}C(z/aN_s^{1/2}), & \text{for } z > 0,
\end{cases}
\]

where all the quantities have been introduced in section 2.1.3. The function \( C(\zeta) \) seen in this equation, turns out to be a universal form that only depends on the system parameters \( \alpha \) and \( \bar{\phi}_s \). In figure 4.3a, the dependence of \( C(0) \) on the molecular weight distribution is shown. In the limit of monodisperse melts, e.g. \( \bar{\phi}_s = 0, \bar{\phi}_s = 1, \) or \( \alpha = 1, \) this amplitude is seen to be zero as expected. Parts (b) and (c) of figure 4.3, depict an exponential decay for the function, in which the decay length is order one. This would imply that this excess scales with the size of the shorter component \( \zeta = aN_s^{1/2} \) and not the larger polymer, \( \zeta_\alpha^{1/2} = aN_t^{1/2} \).

![Graph](image)

Figure 4.4: Excess concentration of short polymers, \( \delta \phi_s(z) \equiv \phi_s(z) - \bar{\phi}_s\phi(z) \), plotted on the (a) monomer and (b) molecular length scales for \( \alpha = 8 \) and \( \bar{\phi}_s = 0.5 \). Dashed curves denote SCFT results and solid curves correspond to the approximation in equation (4.12).

In figure 4.4, the SCFT results for the excess concentration of short chains are plotted on the (a) monomer and (b) molecular length scales for the parameters being \( \alpha = 8 \) and \( \bar{\phi}_s = 0.5 \) with various values for \( N_s \). While the dashed curves represent the SCFT results, the semi-analytical predictions are shown by solid lines for both length scales. The accuracy of the prediction is seen to increase as the length of the chain is increased which is as we expect. As previously mentioned, the underlying reason for this occurrence is that the linear-response theory is an approximation about the \( N = \infty \) limit.
Having shown the concentration profiles of the short chains, the other two quantities of interest, \( \theta_s \), and the entropic contribution to surface tension, \( \gamma_{en} \), remain. These can be determined numerically by SCFT, from equations 4.6 and 4.7, which for a bidisperse melt would be

\[
\frac{\theta_s}{a\rho_0} = \frac{1}{a} \int \delta \phi_s(z) dz ,
\]  

(4.13)

and

\[
\frac{\gamma_{en}}{a\rho_0 k_B T} = -\frac{\theta_s(\alpha - 1)}{a\rho_0 \alpha N_s} - \frac{1}{ak_B T} \int w(z) \phi(z) dz .
\]  

(4.14)

In addition to the previous numerical method, they can also be calculated from the semi-analytical predictions. The forms given by equations 4.9 and 4.11 for polydisperse melts will reduce to

\[
\frac{\theta_s}{a\rho_0} \approx \frac{2A(\alpha - 1)\bar{\phi}_s(1 - \bar{\phi}_s)}{\alpha - (\alpha - 1)\bar{\phi}_s} ,
\]  

(4.15)

and

\[
\frac{\gamma_{en}}{a\rho_0 k_B T} \approx \Gamma_\infty - \frac{2A[(\alpha - 1)\bar{\phi}_s + 1]}{\alpha N_s} ,
\]  

(4.16)

for bidisperse melts. In the next three figures, the effect of each of the parameters will be presented for both \( \theta_s \) and \( \gamma_{en} \) and the accuracy of the semi-analytical calculations will be tested against the numerical SCFT.
Figure 4.5: (a) Surface excess of short polymers, $\theta_s$, as a function of the surface width, $\xi$, calculated for different chain lengths, $N_s$. (b) Entropic surface tension, $\gamma_{en}$, as a function of $N_s$ calculated for different values of $\xi$. All results are for fixed values of $\alpha \equiv N_l/N_s = 8$ and $\bar{\phi}_s = \bar{\phi}_l = 0.5$. The SCFT calculations are denoted by symbols and the semi-analytical approximations, equations 4.15 and 4.16, are plotted with continuous curves.

Firstly, the effect of the surface width, $\xi$, is considered for $\alpha = 8$ and $\bar{\phi}_s = 0.5$ in figure 4.5. The solid curves are the predictions and the symbols give the SCFT results for various $N_s$ values. The semi-analytical prediction varies with the width, since as seen in figure 4.1, both $A$ and $\Gamma_{\infty}$ are dependent on $\xi$. We see that as the interface broadens, the semi-analytical theory becomes less accurate. Also, as before, we observe an improvement in accuracy with the increase in $N_s$. The fact that figure 4.5a has a significant value at the step profile interface, i.e. at $\xi = 0$, suggests that the discreteness of the chain causes a significant fraction of the chain segregation at the interface. This would in turn imply that chain discreteness has a comparable effect to profile details [2] as suggested in the previous chapter also, which is not true in general. The dashed lines in figure 4.1 show the results corresponding to a continuous Gaussian chain, where it can be seen that the values for either set of plots converge after $\xi \gtrsim a$, suggesting that discreteness loses its effect in this region.
Figure 4.6: Analogous plots to those of figure 4.5 examining the dependence of $\theta_s$ and $\gamma_{en}$ on $\alpha$ for fixed values of $\xi = a$ and $\bar{\phi}_s = \bar{\phi}_l = 0.5$.

Secondly, we focus on the effect of the ratio of the chain lengths $\alpha \equiv N_l/N_s$, on $\theta_s$ and $\gamma_{en}$ in figures 4.6a and 4.6b respectively, for fixed $\xi = a$ and $\bar{\phi}_s = 0.5$. For $\theta_s$, it is evident that the excess should be zero for $\alpha = 1$, since this would represent a monodisperse melt. There seems to be a rapid rise with the increase of $\alpha$, which turns into a plateau that from the large limit case of equation 4.15 is given by $2Aa\rho_0\bar{\phi}_s$. The change in the surface tension as a function of $N_s$ is shown for various $\alpha$ in figure 4.6b. This effect of changing $\alpha$ is seen to be relatively weak compared to changing $N_s$, since this is what controls the number of ends. As is also discernible from figure 4.5, the linear-response theory is seen to be more accurate for the surface tension than the integrated excess.
Figure 4.7: Analogous plots to those of figure 4.5 examining the dependence of $\theta_s$ and $\gamma_{en}$ on $\bar{\phi}_s$, for fixed values of $\xi = a$ and $\alpha = 8$.

All that remains is to examine the effect of the composition of the blend, $\bar{\phi}_s$, for fixed $\alpha = 8$ and $\xi = a$. If the volume fraction of the short chain, $\bar{\phi}_s$, is zero or one, there should be no excess since this would correspond to a monodisperse melt. From the semi-analytical prediction given by equation 4.15, the peak would have to occur at $\phi_s^{\text{max}} = 1/(1 + \alpha^{-1/2})$, which in this case corresponds to $\bar{\phi}_s^{\text{max}} = 0.739$. This is reasonably accurate with what is observed from figure 4.7a. As for the dependence of $\gamma_{en}$, we observe noticeable reductions for higher volume fractions of short chains in figure 4.7b as well as a greater accuracy for the prediction compared to the $\theta_s$ results, as was noted for the two prior cases as well. With these comparisons carried out and the two methods tested for the system parameters, we move on to the discussion of the data presented thus far.
4.1.3 Discussion

As seen in figure 4.5, the predicted form for the excess $\delta \phi_N(z)$, and hence the integrated excess, $\theta_N$, becomes inaccurate as the interface broadens. Nevertheless it does offer us a general understanding. For example, it shows universal behavior in the limit of $z \gg a$ as seen in figure 4.4b, which depends on the molecular weight distribution (i.e., $\bar{\phi}_N$) and has a non-universal amplitude given by $A$. As seen in figure 4.1, the parameter $A$ is affected by $\xi$, i.e. the compressibility of the melt. It has also been seen to depend on the type of interactions between monomers expressed as the bond potential [66], and will generally be affected by all microscopic details. It is interesting to note that the predictions are reasonably accurate for the entropic contribution to the surface tension even for broader surfaces seen in figure 4.5b. The formulation also shows the dependence on $N_n^{-1}$ (equation 4.11) that has been previously observed by Hariharan et al. [35]. In the previous chapter, we observed the surface tension of monodisperse melts to be given by equation 3.20, which stated

$$\gamma = \gamma_\infty - k_B T \Delta \sigma_e,$$

with $\Delta \sigma_e = 2a\rho_0 A/N$ denoting the surface excess of chain ends. By noting that for polydisperse melts the excess would generalize to

$$\Delta \sigma_e = 2a\rho_0 A \sum_{N} \frac{\bar{\phi}_N}{N} = \frac{2a\rho_0 A}{N_n},$$

this illustrates that the effect originates from the segregation of ends.

For the monodisperse melts, we have already looked at the effect of chain discreteness as well as the width of the surface profile in causing violations to the Silberberg hypothesis, which resulted in an excess of end monomers at the surfaces of these melts. In the bidisperse melt, due to the same argument, the ends will still want to go to the surface so the shorter chains which have a higher number of ends per unit volume will have an excess near the surface. Evidently, these are only two of the many possible influential factors, with examples of others being excluded volume interactions as well as the stiffness of the chains. Similar to previous chapters, the focus of the next section will be to study the former effect by performing simulations for this system. For the latter, more realistic models such as the worm-like chain [12, 104, 105] should be utilized. The additional stiffness parameter incorporated into the aforementioned model can be used to consider both limits of very rigid (rigid rods) to very flexible (Gaussian chain) chains, allowing for comparisons to be made to each of these cases [104]. To aid our goal of attaining a comprehensive understanding of these entropic effects, it becomes necessary to incorporate this model accounting for chain rigidity into our calculations which shall be the focus of the section pertaining to future work.
4.2 Lattice model

As noted in the previous chapter, other than chain discreteness and the surface width, excluded volume interactions will also violate the Silberberg argument [20]. In a manner similar to what was shown in section 3.2, the MC simulation method is applied to a bidisperse melt as described in section 2.2.1. By performing Monte Carlo simulations as well as the SCFT calculations on the same lattice model [95], we are able to compare their results. The theory has been outlined before in 2.2.1, hence only the key points will be mentioned here. Following a very brief description of each of the methods being carried out (i.e. SCFT, simulations), the results are presented and tested out against one another as well as the semi-analytical calculation. For simplicity, we will again restrict the study to a step profile i.e. $\xi = 0$. Thus, we only have three system parameters $N_s, \alpha$ and $\bar{\phi}_s$.

4.2.1 Theory and simulation

Mean-field Theory

For the mean-field theory being applied to the lattice model at hand, all variables and quantities have been introduced in 2.2.1, hence they will be omitted here. With the non-bonded interactions between the monomers given by $w(z)$, it is adjusted such that the total concentration conforms to the desired shape. The quantities and variables of the theory were introduced for the more general case of a polydisperse melt. However, in the manner of the previous section, the focus for the results will be a bidisperse melt composed of short and long chains of lengths $N_s, N_l = \alpha N_s$ and bulk volume fractions $\bar{\phi}_s, \bar{\phi}_l = 1 - \bar{\phi}_s$ respectively. The total concentration is $\phi(z) = \phi_s(z) + \phi_l(z)$, with the component concentrations being determined by equation 2.24 written for the bidisperse melt as

$$\phi_\nu(z) = \frac{\bar{\phi}_{N_\nu}}{N_\nu h(z)} \sum_{i=1}^{N_\nu} G_i(z) G_{N_\nu+1-i}(z) , \quad (4.19)$$

where $\nu = s$ or $l$. 
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Simulation

Details of the MC simulation method were presented in the previous chapter. In addition, the general application and formulation of the lattice model for polydisperse melts was given in 2.2.3. The same principles shall be applied here. Once more, the non-bonded interactions are given by a field determined such that the target surface profile is attained. Applying the same strategy as before, instead of the focus being on a truly polydisperse melt, a bidisperse melt is examined in the results that follow. With $L$ being the size of the box and $\rho_0$ giving the average monomer density, the concentration of each component is obtained from equation 2.73 written as

$$\hat{\phi}_\nu(z) \equiv \frac{2\sqrt{2}m_\nu(z)}{\rho_0 b^3 L^2},$$

(4.20)

where $m_\nu(z)$ is the total number of monomers at $z$ which belong to $\nu$-type polymers.

From this, the excess of short chains, $\delta\phi_s(z)$, can be evaluated with the bulk now being determined as the middle of the simulation box. For $\theta_s$, equation 4.13 is altered by having the integral become a sum

$$\theta_s \equiv \rho_0 \sum_z \delta\phi_s(z) \Delta z,$$

(4.21)

where the summation is from $z = 0$ to the middle of the box (i.e., to the point where $\delta\phi_s(z) = 0$).

Having already compared the SCFT as well as the simulation results to the semi-analytical prediction for the monodisperse melt in 3.2.2, the details of which were presented in 2.1.3, we would like to apply the same idea to bidisperse melts. That is to say, the aim will be to extend the previous comparison between the different methods to this system as well, which shall give us a greater understanding of the underlying phenomena. In the bidisperse case, we are interested in observing the excess of short chains at the surface and determining its integrated value, which can then be tested against the predicted values given by equation 4.15 as well as the mean-field result from equation 4.13. From the theory presented in the previous section, based on equation 2.52, the long range form of the excess of short chains should be

$$\delta\phi_s(z) \approx AN_s^{-1/2}C(z/an_s^{1/2}),$$

(4.22)

where the universal function $C(\zeta)$ is given by equation 2.53. By integrating this approximate form, we can obtain a prediction for the value of the integrated excess, to then be compared to the those obtained from fully numerical SCFT and simulation results.
4.2.2 Results

Figure 4.8: (a) Concentration of short chains, \( \phi_s(z) \), for bidisperse melts of different polymerizations with fixed \( \alpha \equiv N_l/N_s = 8 \) and \( \bar{\phi}_s = 0.5 \), obtained from simulation (solid curves) and SCFT (dashed curves). (b) scaling plot comparing the results to the semi-analytical prediction in eq 4.22 (red curve). (c) integrated excess of short polymers, \( \theta_s \), from simulations (crosses) and SCFT (circles) compared to the semi-analytical prediction in equation 4.15 (red line).
We begin by presenting the concentration profiles for a 50:50 mixture of short and long chains \( (i.e., \bar{\phi}_s = 0.5) \), with the ratio of lengths being \( \alpha \equiv N_l/N_s = 8 \). In figure 4.8a the concentration profiles of the short chains, \( \phi_s(z) \), are presented from both simulations (solid curves) as well as SCFT (dashed curves) for various values of \( N_\nu \) while the ratio of lengths is kept to be constant. A decrease in the amplitude followed by an increase in depth of the profile is observed as \( N_\nu \) is increased. The comparison between the two results shows reasonable agreement, with a consistently larger amplitude and range for simulations. In light of the theory presented in the previous section, a scaling with respect to the length of the short chains should give us the universal behavior predicted by equation 4.22, if the two methods agree. This is plotted in 4.8b where the red line denotes the value given from the equation. The agreement seen in this graph suggests that the discrepancies in part a are due to the differences in the segment lengths between the two methods, as described in detail in 3.2.2.

The integrated excess, \( \theta_s \), given by equations 4.13 and 4.21 for SCFT and simulations respectively, is the focus of figure 4.8c. Here, the red line is the predicted value of \( \theta_s \) as determined from the semi-analytical calculation, equation 4.15, which clarifies why it remains constant. That is to say, based on the aforementioned equation, the integrated excess is only seen to depend on model details (as represented by \( A \)) as well as molecular weight distributions (as given by \( \bar{\phi}_s \) and \( \alpha \)) all of which are constant here. By looking at the integrated excess as just the area underneath the curves in figure 4.8a, it is not surprising that this quantity is higher for the simulation results compared to SCFT. Nonetheless, it is worth noting that as described in previous chapters, the SCFT results are seen to approach the predicted value as the length of the chains are increased, due to linear-response theory being developed for the long chain limit of the model at hand. Having considered the effect of changing the lengths of the components here, whilst keeping \( \alpha \) and \( \bar{\phi}_s \) constant, next we shall alter each of these remaining parameters individually whilst the other two are kept constant.
Figure 4.9: (a) Plot of the excess concentration of short chains in a bidisperse melt for $N_l = 80$ and 320 with fixed $N_s = 20$ and $\bar{\phi}_s = 0.5$, obtained from simulation (solid curves) and SCFT (dashed curves). (b) Integrated excess of short polymers from simulation (crosses) and SCFT (circles). The red curves denote the semi-analytical predictions.

In the next figure, for a fixed value of $N_s$ and $\bar{\phi}_s$, we consider the effect of changing the ratio of lengths, $\alpha$, on the excess profile as well as $\theta_s$. Part (a) of figure 4.9 shows the profiles calculated from both simulation and SCFT for two values of $\alpha$ while the composition is kept to be 50:50. As seen in figure 4.3b, the universal function $C(\zeta)$ depends on $\alpha$ and hence the two red lines denote the values from the predicted form. Good agreement is observed between the different methods as well as the semi-analytical results. The changes in $\theta_s$ are shown in part (b) of figure 4.9, where both methods seem to give values that follow the trend predicted from theory (given by equation 4.15) as the ratio of length varies. The inaccuracy observed can clearly be attributed to the length of the short chains, $N_s = 20$. The small magnitude of this value is a certain cause of error in results derived using linear-response theory, as confirmed by comparisons we have seen in the previous sections.
Figure 4.10: Analogous plots to those of figure 4.9 showing the dependence on $\bar{\phi}_s$ for $N_s = 20$ and $N_l = 160$.

Lastly the composition of the bidisperse melt is altered whilst the ratio of lengths is kept constant at $\alpha = 8$ and the short chain lengths held to be $N_s = 20$. Once more, referring to figure 4.3c, we see that the value of the universal function, $C(\zeta)$ depends on the composition. Hence in figure 4.10a, where the excess short chain profiles are given for both methods, two red lines are required to denote the values given from the prediction. As before, reasonable agreement is observed for both methods as well as the semi-analytical results. Focusing on figure 4.10b, we observe that the general trend foreseen from equation 4.15 with changing $\bar{\phi}_s$ is kept here. Additionally, $\theta_s$ is higher as calculated from simulations compared to SCFT results. Both are reasonably close in giving the point of maximum segregation, which from the previous section was calculated to be $\bar{\phi}_s^{\text{max}} = 1/(1 + \alpha^{-1/2}) = 0.739$. This figure concludes our exploration of the effects of changing each of the three influential parameters in the study, hence we can begin to discuss the observed effects.
4.2.3 Discussion

By considering a lattice model applied identically for both the simulation as well as the mean-field theory [95], comparisons were justified between their results. An important benefit of having a lattice model for the simulation was the ability to consider systems with relatively long polymers that would have been very computational otherwise. Since our aim was to look at the excluded volume effects in the simplest form possible, we created the surface by applying a field instead of having terms defining more realistic molecular interactions. The latter would have nevertheless created a surface, but at the expense of added complications. By creating the surface with the method utilized here, excluded volume interactions can be studied efficiently to see their effect on violations to the Silberberg theory. Furthermore, variables such as $A$ which are affected by model details will be altered by the same amount for both methods since they have identical setups and hence will not cause any concerns.

In the first part of this chapter, the semi-analytical calculation had been shown to agree quite nicely with SCFT for an off-lattice model, specially in the large $N$ limit. With the simulation results now at hand, comparisons were possible between not only the simulations and SCFT (both using the same lattice model) but to the predicted form of the quantities of interest also. In the previous chapter we saw good agreement between the excess of ends at the surface given by simulations and the form predicted by $B(\zeta)$. Here, this agreement seems to be also validated by the bidisperse melt results since the excess of short chains given by the simulations agrees to a good extent with $C(\zeta)$ determined from linear-response theory. An explanation for this is that the screening effect for the excluded volume interactions in the bulk, that would give accurate results for mean-field theory in that region, seems to extend to the surface as well. The fact that the amplitude of the excess agrees so well between the simulation and theory for this simple lattice model is quite fascinating and holds possible interest for further investigation, e.g. with a more realistic off-lattice model.
Another point of discussion is how our results compare to previous works that were mentioned in the initial section of this chapter. The lattice model utilized for our calculations, can be extended to the ones previously used by Hariharan \textit{et al.} and Van der Gucht \textit{et al.}. For this, the total concentration is set to be a step profile and the integrals implemented on $Z$, the bond coordinate, are replaced by sums over $Z = -a$, 0 and $a$ for which $g(Z) = 1/6$, $2/3$, and $1/6$, respectively. The coefficients in equations (4.1) and (4.3) would turn out to be $2A = 0.1951$ and $\Gamma_{\infty} = 0.1842$ which are in agreement with the forms presented by Minnikanti \textit{et al.} [88]. It should be mentioned that these values are specific to a simple cubic lattice with a surface normal to the (001) direction. If instead the focus was on the (001) surface of an fcc lattice, the values of $g(Z) = 1/3$ would hold at $Z = -a/\sqrt{2}$, 0, $a/\sqrt{2}$, for which the coefficients would become $2A = 0.3789$ and $\Gamma_{\infty} = 0.3088$. From the values above, it is evident that the choice of the artificial lattice plays a vital role in the magnitude of these quantities which would suggest that off-lattice models are better suited for more accurate predictions.
Chapter 5

Conclusions

The surface properties of polymer melts vary from their bulk behavior, due to the chain statistics being affected by the presence of a surface. This seemingly minute effect alters the physical properties of these materials, such as their surface tension, hence the study of polymer melt surfaces is a fundamental problem of interest. One phenomenon occurring at these scales is the entropic excess of end monomers towards polymer melts surfaces. As previously noted, most of the knowledge regarding this entropic effect has been obtained from theoretical studies as well as computer simulations, which were described in the introductory chapter. In this work, we have aimed to improve the previous works considering such behaviors whilst looking to obtain analytical results to gain valuable insight. By using both off-lattice as well as lattice models, which have many differences in their implementation as well as initial assumptions, we were able to exploit the advantages each had to offer whilst gaining the ability to compare results from both. In addition, we could test the universality of our semi-analytical predictions by comparing them to results from both models. For the entropic effects studied here, the concepts considered thus far represent a small portion of factors influencing the observed phenomena, thus elucidating a need for further investigation. A concise review is given to bring cohesion to the aforementioned concepts which presents an outlook for future work that could contribute immensely to our current understanding.
5.1 Summary

Polymer melt surfaces were initially postulated by Silberberg to simply behave as a reflecting boundary. While this is true to a first approximation, we were able to determine factors such as excluded volume interactions, the discreteness of chains, the profile shape as well as the width of the interface to be causes for disputing this hypothesis. The reasons for the disagreement with the Silberberg argument were discussed in detail in chapter 3 and were seen to stem from the assumptions utilized. By inclusion of the aforementioned factors, we were able to observe a surface excess of end monomers, which can be attributed to a lower loss of configurational entropy by having them segregate to the surface instead of middle segments. The segregation of shorter components to surfaces of polydisperse melts stems from the same entropic effect, since the shorter chains have a higher number of ends per unit volume. This phenomenon can also be seen for different architectural shapes of the same molecular weight, whereby the more ends the structure has, the higher chance of it migrating towards the surface.

The entropic enrichment of chain ends at surfaces of monodisperse polymer melts and the related segregation of shorter chains to surfaces of polydisperse melts constituted the main topic of the work at hand. With the difficulties in studying these systems experimentally outlined in our introductory chapter, the focus was on implementing both a mean-field theory approach as well as MC simulations for two different models (i.e. off-lattice and lattice). Using mean-field theory in conjunction with the more realistic off-lattice model enabled us to gain a solid understanding of the underlying phenomena, as well as being able to perform a semi-analytical calculation to obtain universal predictions for the observed entropic effects. These universal forms still relied on the mean-field approximation and as such required simulations to test their accuracy, which were simplified by utilizing lattice models. In this sense, we could rigorously incorporate excluded volume effects to judge the applicability of our semi-analytical findings. In terms of creating the surface of the melt, as per our previous discussions, we chose to enforce a certain profile shape in lieu of using an equation of state. By steering clear of the latter, we were able to eliminate unnecessary complexities from the calculations, which resulted in our ability to obtain analytical forms for both systems of interest following a straightforward initial numerical step. We will summarize the main findings of both models for the monodisperse as well as the polydisperse melts before focusing on possible future considerations.
For the off-lattice calculations, certain profile shapes (sigmoidal as well as linear) were enforced with a width given by the parameter $\xi$. The polymers were represented by a discrete bead-spring model of length $N$ and the statistical segment length $a$. In the case of the monodisperse melt, both $\xi$ and the discreteness of the chain were seen to have a comparable effect on the entropic excess, which is necessarily followed by a complementing depletion of ends observed to extend a molecular distance of $a\sqrt{N}$ into the bulk. The effect of this excess of ends on surface tension was shown and results from the semi-analytical predictions provided us with equations for both the long-range depletion of ends as well as the modification to the surface tension, which were compared to the numerical results. The coefficients present in these formulas were noted to depend on model details such as the shape of the surface profile and its interfacial width, in addition to the bond type [66]. This observation indicated the need for more realistic models for the quantitative evaluation of the excess. Nevertheless, the semi-analytical calculation suggested the form for the bulk end depletion as well as the reduction in surface tension to be universal and hold irrespective of model details.

Using the off-lattice model, we also considered the specific case of bidisperse melts as a representative for including polydispersity in the system, since realistically polymer melts are rarely monodisperse. The melt contained only short and long chains of lengths $N_s$, $N_l$ of volume fractions $\tilde{\phi}_s$ and $\tilde{\phi}_l$, respectively, and the total concentration was made to conform to a surface profile of width $\xi$ once more. This allowed the system to be fully determined in terms of four parameters, $\xi$, $\alpha \equiv N_l/N_s$, $\tilde{\phi}_s$ and $N_s$. Having already considered the effect of various surface profile shapes for the monodisperse melts, we focused on the more realistic sigmoidal profile for the total concentration. The excess of short chains was seen at the surface of the melt, for which both the monomer and molecular length scale behavior, i.e. at lengths $a$ and $a\sqrt{N}$, were in good agreement with the form of the semi-analytical calculation extended to bidisperse melts. We went on to consider the outcome of changing each of the influential variables in the parameter space of the problem, to see the corresponding effects on the integrated surface excess of short chains as well as the surface tension. The expressions for the predictions were seen to be fairly accurate for both quantities but more so for the surface tension. Some inaccuracy was observed for the integrated excess as the interfacial width was increased, but was seen to improve as the chains were made to be longer.
As previously mentioned, the predictions for both the long range depletion of ends in a monodisperse melt as well the excess of short chains in bidisperse melts should be universal and independent of model details. Hence, by performing the previous studies using a different model, similar agreement should be observed. In this light, we performed simulations as well as mean-field calculations for the same lattice model. By utilizing this model, we ensured better statistics for the simulations, such that their results were more representative of equilibrium configurations. Moreover, by using the same model for the mean-field method, comparisons between the results are justified. One of the main differences between the two methods used, is the ability to accurately treat excluded volume effects. The simulations enforce these effects by strictly prohibiting the double occupancy of a site, whereas this is only true on average in mean-field theory, hence providing a less rigorous treatment. Despite this shortcoming of mean-field theories, results were seen to agree fairly well between the two methods, owing to the screening effect present in polymer melts. In addition, the long range depletion of the ends in monodisperse melts as well as the enrichment of short chains in bidisperse melts, were in good agreement with the predicted forms. This provided further tangible evidence not only towards the reliability and accuracy of the mean-field calculations, but also towards the universality of the predictions derived using the semi-analytical method.

Having observed good agreement between our semi-analytical results and the numerical findings, some further considerations should be noted. Undoubtedly, the most elaborate test for these calculations would be to gauge them against experimental results, for which the difficulties of solely focusing on entropic effects were previously pointed out. Very recently, Dr. Foster’s group at the University of Akron were successful in conducting experiments looking at the entropic enrichment of shorter components at surfaces of polydisperse melts, using a novel approach [106]. In a collaborative effort, through our off-lattice SCFT calculations, we obtained results for the same system which showed qualitative agreement. Nonetheless, a quantitative comparison suggested a need for improvement, which could be stemming from a number of contributing factors. For instance, in reality, the end monomers may chemically vary from the middle segments and hence, there could be an enthalpic interaction that we have yet to incorporate in our study, which could be readily taken into account. In addition, real polymer chains have a degree of rigidity in their backbones, which has not been considered in our calculations thus far and could enhance this entropic effect. Flexibility of chains can be considered by utilizing a different model such as the wormlike chain model [12, 104, 105], which we will briefly introduce in Appendix B. This will give the outlook of the future work that could complement the studies implemented thus far and aid our understanding of prior results.
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Appendices
Appendix A

Convolution integral for infinitely long chains

As seen in equation 2.25, the propagator is determined through a convolution integral, which will be the case for \( N \to \infty \) as well. Using the notation defined before, the integral will now be

\[
G_\infty(z) = h_\infty(z) \int g(Z)G_\infty(z - Z)dZ .
\] (A.1)

By noting that the coordinate is placed on discrete points, this integral is actually a sum. Hence, with a change of variables, \( z - Z = z' \), it becomes

\[
G_\infty(z) = h_\infty(z) \sum_{z'} g(z - z')G_\infty(z') = \sum_{z'} h_\infty(z)g(z - z')G_\infty(z') .
\] (A.2)

The previous equation is seen to be similar to a matrix equation, \( i.e \) if \( G_\infty(z) = X \) and \( A(z, z') = h_\infty(z)g(z - z') \), we have \( X = AX \). As this is not seen to be symmetric, a few alterations should provide us with a symmetric matrix that will make the calculations much more efficient. After rewriting the previous equation as follows,

\[
\frac{G_\infty(z)}{\sqrt{h_\infty(z)}} = \sum_{z'} \sqrt{h_\infty(z)}\sqrt{h_\infty(z')}g(z - z')\frac{G_\infty(z')}{\sqrt{h_\infty(z')}} ,
\] (A.3)

we get

\[
\frac{G_\infty(z)}{\sqrt{h_\infty(z)}} = A \frac{G_\infty(z')}{\sqrt{h_\infty(z')}} ,
\] (A.4)

where \( A \) is a symmetric real matrix given by \( A(z, z') = g(z - z')\sqrt{h_\infty(z)}\sqrt{h_\infty(z')} \). By using this method, \( G_\infty \) can be determined from solving \( X = AX \Rightarrow (A - I)X = 0 \), where \( X = \frac{G_\infty(z)}{\sqrt{h_\infty(z)}} \) is the eigenvector corresponding to an eigenvalue of 1.
Appendix B

Wormlike Chain model

Polymers are not all completely flexible and in fact possess a degree of rigidity in their backbone due to factors such as the chemistry of the constituent monomers, the type of bonds or steric effects. These chains cannot be accurately described with the models presented thus far and require a representation with the ability to incorporate stiffness of the chains. The worm-like chain model developed by Saito et al. [105] can provide the means for a more realistic consideration of these chains, as it takes their local bending into account. Chain stiffness has been seen to affect various aspects regarding the properties of chains such as the phase behavior of copolymers [107, 108, 109, 110, 111, 112] and homopolymers [113, 114, 115], the structures they form [116, 117, 118, 119], as well as chain alignment [120] and the response to confinement [17, 121, 122, 123, 124] to name a few. Due to the additional parameter considered in this model for chain rigidity, which is usually given by a bending modulus, $K$, it does involve extra layers of complexity with respect to its calculations compared to the other models mentioned thus far. Consequently, a considerably lower number of theoretical works have utilized it in their studies and even then, some have opted to facilitate the calculations by looking at the systems in the limits of high/low flexibility for which the theory can be simplified.

Despite the clear advantages offered by this model, there have been some issues raised towards its applicability in certain cases, such as its treatment of polymers in good solvents where excluded volume interactions find importance [125, 126, 127]. While taking these shortcomings into consideration, there is no doubt of it providing a clear advantage over the older models utilized, due to the higher degree of accuracy and tunability in its representation of the polymer chains. This widespread applicability of the worm-like chain model in providing a more realistic representation of various systems, ensures the pursuit towards the exploitation of all its available features. In terms of methods used for incorporation of this model into studies, both simulations as well as theoretical attempts have contributed to the available insight from literature. A number of simulations have looked
at the behavior of semi-flexible chains, due to their high technological and industrial im-
portance, using lattice MC methods for which detailed reviews are outside the scope of the
current document and have been addressed elsewhere [127]. It is worth noting that these
attempts still dealt with the problem of having an artificial lattice present, as was outlined
in the previous chapters. In this light, evidently the focus needs be shifted to off-lattice
models which include MC simulations, MD methods in addition to theoretical work. We
will choose to focus on the theoretical developments made thus far, for which a review will
be presented, followed by the consideration of extending our previous study to incorporate
this model.

B.1 Literature review

The initial model proposed in 1949 by Kratky and Porod [128] was based on a discrete
representation of a polymer chain with a bending penalty, which later on lead to the
establishment of a continuous counterpart denoted as the worm-like chain model [123]
presented by Saito et al. [105] in 1967. In this work, they obtained the average end-to-end
distances for stiff chains of both constant and variant lengths, by first enforcing and then
relaxing the condition for the tangent vector to be a unit vector in each respective scenario.
The comparison of their results to the limits of flexible (Gaussian) as well as rigid chains,
for which the end-to-end distances are well known, is used to confirm the validity of their
results. They also looked at obtaining the scattering function of this model before providing
insight on the motion of these chains. For comparing the results of the worm-like chain to
both the very rigid and very flexible limits, there are two length scales of the chain that
find significance. The flexibility of polymer chains can be considered in terms of the ratio
of their contour length, \( l_c \), which is the total length of the chain, to the persistence length,
\( l_p \), that is the distance along the contour over which orientational correlations decay [5, 90].
When \( l_c/l_p \gg 1 \), the chain is flexible on the large scales and rigid on scales smaller than \( l_p \).
If however \( l_p \) becomes comparable to the bond length \( b \), the chain is mostly flexible [127]
and when \( l_c/l_p \ll 1 \) the chains are fairly rigid.

Morse et al. [70] applied a self-consistent field theory approach to find the equilibrium
properties of the interfaces formed from semi-flexible polymeric components. They utilized
the worm-like chain model, focusing on the two limits of completely rigid (high \( K \)) as
well flexible chains (Gaussian limit at low \( K \)). In this light, they could compare the
results obtained using this model to other well known calculations for each case, prior
to focusing on intermediate rigidity and its effects. Their chain Hamiltonian contained a
term allocated to the bending energy as well as a field representing the interaction of each
monomer with the average environment, as is the case in the mean-field treatment. To
calculate average monomer densities, the propagators require evaluation which are seen
to satisfy a generalized diffusion equation that is solved subject to an initial condition.
For the worm-like chain model, the resultant concentration is seen to be a function of not
only the position, but the orientation of the chains as well. Their results focused on the
chains with dimensions much larger than their persistence length, \( l_p = K b \), with \( b \) giving
the bond length. From these assumptions, they simplified the equation required for the
determination of the propagator, which was solved numerically for the large \( N \) limit. They
also evaluated the surface tension for various rigidity of chains, which was seen to agree
with the flexible chain limit \[129\] as \( K \) was reduced.

In the work of Schmid et al. \[130\], they use the rigidity constraint from the worm-like
chain model to look at the interfaces of a blend of homopolymers. Additionally, they include
the formalism for the Gaussian chain limit of their system, such that comparisons can be
made between both models. For obtaining the solution for the semiflexible chains, they
expand the orientational dependence of the propagator in terms of Legendre polynomials
and present the resultant form after incorporating the simplifications stemming from this
expansion. The consideration of the distribution of chain ends at the interface leads to the
conclusion of there being an entropic preference for them to reside in their vicinity, which
results in the chains adopting a parallel orientation in that region. Their results for chains
of various rigidities are compared to MC simulations as well as the Gaussian chain limit,
whereby both the advantages and the downsides of SCFT are noted. Another instance
of incorporating the worm-like chain model using SCFT was subsequently developed by
Matsen \[107\] some years later. He uses this model to account for the effect of rigidity on the
order-disorder transition (ODT) of block copolymer melts, whereby the rigidity of chains
is pointed out to be influential for microstructures formed by the molecules, specially when
\( l_p \) is comparable to the interfacial width \( \xi \). In this work, periodically ordered structures
are being considered, which motivates expansions for both the spatial and orientational
dependence of the partition function required for solving the diffusion equation. In terms of
results, a shift is seen in the ODT as the rigidity changes, which is attributed to reductions
in conformational entropy.

Some years later, Daoulas \[38\] et al. utilized this worm-like chain model to study the
behavior of polymers at solid interfaces. In the adsorption problem being considered, they
mention rigidity to be influential in determining the entropic penalty of the polymer being
close to the surface, which is in competition with the enthalpic gain. They noted the fact
that with the chain stiffness being incorporated in only the worm-like model, comparing
its results to those obtained from the Gaussian chain will result in a significance difference
in observations for the system. With this in mind, they mention the advantage of the
worm-like chain model to stem from its incorporation of an additional length scale, i.e. $l_p$, which results in its enhanced capability in predicting key properties exhibited from the chains. They develop the formalism for the polymer adsorption problem using SCFT for a worm-like chain as well as the Gaussian chain model and compare their results to atomistic simulations to test their accuracy. For finding the propagators, they choose to expand the orientational dependence in terms of Legendre polynomials. After pointing out the lack of an extensive consideration on the numerical methods required to solve this equation for the problem of polymers at an interface, they present the details for the implementation of the calculation as well as the stability criterion. In this work they observe better agreement between the atomistic results and the worm-like chain model compared to the Gaussian chain, which shows the superior capabilities of the former model. Nonetheless, the results of both are said to converge for high molecular weights since the effects of local chain structure on global chain conformations are seen to decrease.

As is discernible from the aforementioned literature, there is a distinct lack of theoretical works using the worm-like chain model, owing from the difficulties involved in obtaining its solutions. The majority this model’s applications consist of considering the structures formed by diblock copolymers by incorporating different persistence lengths in each block or altering the rigidity of the copolymer chains, or looking at the effect of changing the polymer concentration in solutions in order to obtain the phase behavior of these molecules [131]. There are additional considerations pointed out for the worm-like chain model, such as the ease of evaluating some problems in curvilinear coordinates [132], having the right boundary conditions at the walls adjacent to these melts [123] as well as difficulties arising from the constraint of having the tangent vector scaled to be a unit vector. Attempts at relaxing the latter restriction mentioned have been conducted using alternative implementations, which in some instances are observed to cause undesirable effects [133, 134]. Evidently, there is a distinct gap in considering the behavior of neat melts using this model, which is what we hope to achieve and contribute to. With the entropic effect being considered in the prior chapters, the presence of a surface was seen to affect the conformational entropy of the system, hence resulting in certain components being enriched there. For the monodisperse melt, we have observed an enrichment of chain ends at the surfaces of these melts, as was also noted in the work mentioned above. In hopes of expanding and strengthening our understanding of this phenomenon, as well as previous literature which have suggested chain stiffness to play a vital role in these entropic effects, the additional parameter of chain rigidity is incorporated into the calculations. We will highlight the extension of the previous theoretical steps to include this new model and note the numerical methods that will be required to find the solution for it in the following sections.
B.2 Theory

The statistics of worm-like chains are not as readily determined as the flexible ones, hence the determination of quantities such as the distribution function for their end-to-end distance has been the focus of various studies [135, 136, 137, 138, 139]. As noted previously, the inextensibility constraint of this model results in difficulties and challenges for obtaining the statistics throughout the range of rigidities possible. Nevertheless, it has been incorporated into the majority of works utilizing the worm-like chain model due to the results having a higher degree of accuracy. By having good knowledge on the statistical behavior of these systems, quantities such as the single chain structure function can be determined. This quantity has great value in that it can be readily compared to experimental results obtained using scattering techniques, which give great insight into local and global structural details of the system at various length scales. The methods used to obtain the structure function for the worm-like chain as well as their developments are well summarized in recent reviews [140, 141] and obtained for any dimensionality in ref [137].

Figure B.1: Schematic of the (a) Gaussian and the (b) worm-like chains

For introducing the theory for the worm-like chain, it is useful to provide comparisons to state how it differs from the well known Gaussian model, hence schematics for both are presented in figure B.1. For the Gaussian chain, there is an energy penalty for local stretching but none for local bending, whereas the latter is taken into account in the worm-like chain model. The smallest characteristic length scale in the Gaussian chain is the statistical segment length, \( a \), whereas for the worm-like chain it is the segment bond length, \( b \), which is taken to be a constant in the method being applied here. This last constraint results in a constant total chain contour length \( l_c = Nb \) where \( N \) is the
number of monomers as before. Both models have a space curve \( r_\alpha(s) \) where \( s \in [0, 1] \) gives the position along the chain backbone and \( \alpha \) specifies each of the \( n \) chains in the system. In addition, the worm-like chain has a tangent vector \( u_\alpha(s) \equiv \frac{1}{bN} \frac{d}{ds} r_\alpha(s) \) which is constrained to be a unit vector \( |u_\alpha(s)| = 1 \). We are considering a monodisperse melt here with \( n \) polymers each containing \( N \) monomers and the total volume \( V = nN/\rho_0 \). With these definitions, the propagators are not only a function of the chain position, \( r_\alpha(s) \), but the placement along the contour length, \( s \), but the orientation at that position determined by the tangent vector as well. In other words, compared to the Gaussian chain which would have \( G(r, s) \), for the model at hand we have \( G(r, u, s) \). As before, we need to find the propagators, in order to determine the total partition function and subsequently, the concentration. To this end, a modified diffusion equation bearing resemblance to the one required for the calculation of the Gaussian chain propagators, must be solved.

We shall be looking at the surface behavior of the ends of these polymer chains which will have an excess followed by a depletion in the bulk. This depletion will be compared to the universal form we have for the Gaussian chain limit, which should hold in the flexible limit of the worm-like chain model \( (l_c \gg l_p \text{ or } K \to 0) \). It will be interesting to see how the chain stiffness affects this entropic excess of ends since real polymer chains exhibit rigidity in their backbones. The surface of this melt will once more be created by having a sigmoidal target profile of a given width \( (\xi) \) and adjusting the field such that the concentration conforms to this shape. Before stepping into the equations at hand, it is worth mentioning what the independent parameters of the study are. A multitude of length scales are needed here which are not all separate and uncorrelated from one another. The ones required for the study are \( l_p \), \( l_c \) and \( \xi \). We will look at the results in terms of the ratios \( l_p/\xi \) and \( l_c/\xi \) for a defined surface width, which are seen to fully define the system. Moreover, separate studies using the Gaussian chain model will be conducted, for which we will use the length scale of the rms end-to-end length scaled by the interfacial width \( R_0/\xi \) to compare. For the Gaussian chain, which will also be the flexible limit of the worm-like chain, we have

\[
R_0 = a\sqrt{N} \xrightarrow{a=b\sqrt{2K}} \sqrt{2b^2KN} = \sqrt{2l_pl_c}, \tag{B.1}
\]

which helps clarify the relationship between these different length scales.
Calculations

As recurrently shown in the theoretical sections of this work, we need to find the propagators from which the total partition function can be found and the concentration subsequently determined. The total concentration will be compared to the target shape and the field, \( w \), adjusted if necessary. After the completion of the aforementioned steps, we will be interested in determining the concentrations of end monomers at the surfaces of these monodisperse melts in order to observe the effect of chain rigidity on the amount of entropic excess at the surface. The process of evaluating the propagators for the worm-like chain model presented here will be seen to be more involved than what is required for the Gaussian chain. The details of the latter will not be covered in this section in sake of brevity, as well as in-depth elaborations presented for it elsewhere \([12, 38, 130]\). To look at the more general case, the worm-like chain is first considered in 3d whereby determining the propagator \( G(r, u, s) \) would allow the evaluation of the single chain partition function from

\[
Q = \int dr \, du \, G(r, u, s)G^\dagger(r, u, s), \tag{B.2}
\]

with \( G \) given by the modified diffusion equation

\[
\frac{\partial G}{\partial s} + bN u \cdot \nabla_r G = \frac{N}{2K} \nabla_u^2 G - w(r) G. \tag{B.3}
\]

By considering \( l_c = Nb \) and \( l_p = K b \), the equation is seen to be defined in terms of only these two length scales as mentioned before

\[
\frac{\partial G}{\partial s} + l_c u \cdot \nabla_r G = \frac{l_c}{2l_p} \nabla_u^2 G - w(r) G. \tag{B.4}
\]

Similar to the previous chapters, the propagator for the other end of the chain for a homopolymer is given by \( G^\dagger(r, u, s) = G(r, -u, 1 - s) \). The total concentration could then be determined from

\[
\phi(r) = \frac{1}{Q} \int_0^1 ds \int du \, G(r, u, s)G(r, -u, 1 - s). \tag{B.5}
\]
As in our previous theoretical calculations, when a surface is placed at the origin of the \( z \) coordinate and there is spatial invariance in the other two directions, the field only depends on one coordinate and hence becomes \( w(z) \) in place of \( w(r) \). In this sense we have \( G(z, u_z, s) \) instead of \( G(r, u, s) \) where \( u_z = |u| \cos \theta = \cos \theta \) with the angle being defined with respect to the \( z \) axis, as seen in figure B.1. With these simplifications, equation B.4 becomes

\[
\frac{\partial G}{\partial s} + l_c u_z \frac{\partial G}{\partial z} = \frac{l_c}{2l_p} \nabla^2 u G - w(z)G , \quad (B.6)
\]

which will give the concentration by

\[
\phi(z) = \frac{1}{Q} \int_0^1 ds \int_{-1}^1 du_z G(z, u_z, s)G(z, -u_z, 1 - s) , \quad (B.7)
\]

with

\[
Q = \int_0^L dz \int_{-1}^1 du_z G(z, u_z, s)G(z, -u_z, 1 - s) . \quad (B.8)
\]

Here the size of the system in the \( z \) direction, \( L \), is chosen to be suitably large so as to allow bulk properties to be obtained far away from the surface. The problem now comes down to solving equation B.6 for which there have been a few approaches, as noted in the literature review. In this work, we choose to expand the orientational dependence of \( G(z, u_z, s) \) using Legendre polynomials which will simplify the modified diffusion equation. Moreover, the properties of these polynomials give us a relatively simpler form for the aforementioned equation, which aid the development of a straightforward numerical method of calculation. Let us first determine what the propagator expansion will look like.

\[
G(z, u_z, s) = \sum_{l=0}^{\infty} \underbrace{G_l(z, s)}_{\text{function of } \cos \theta} \underbrace{P_l(u_z)}_{\text{independent of } u} . \quad (B.9)
\]

As seen in the equation above, the dependence on direction has been separated from the two other variables, which will prove to be useful in the subsequent equations. By determination of the propagator in this manner, the derivatives required for solving equation B.6 can be written accordingly. That is to say, they become

\[
\frac{\partial G}{\partial s} = \sum_l \frac{\partial G_l}{\partial s} P_l(u) , \quad (B.10)
\]

\[
\frac{\partial G}{\partial z} = \sum_l \frac{\partial G_l}{\partial z} P_l(u) , \quad (B.11)
\]

\[
\nabla^2 u G = \sum_l G_l \nabla^2 u P_l(u) . \quad (B.12)
\]
Before insertion of these forms into equation B.6, we note two properties of Legendre polynomials that will be useful for further simplification, which are
\[ \nabla^2 u P_l(u) = -(l+1)P_l(u) \] and \[ P_1(u_z) = u_z. \] By taking these into account, the form of the modified diffusion equation becomes
\[
\sum_l \frac{\partial G_l}{\partial s} P_l(u) + l_c P_1(u) \sum_l \frac{\partial G_l}{\partial z} P_l(u) = -\frac{l_c}{2l_p} \sum_l G_l(l+1)P_l(u) - w(z) \sum_l G_l P_l(u),
\]
which evidently requires further simplification. By noting the orthogonality of Legendre polynomials \[142\], it would seem that we could benefit from the multiplication of the equation above by a Legendre polynomial of a different degree which would evidently be followed by an integration. The expression for the aforementioned orthogonality relation of the Legendre polynomials is given below, by noting their weighting function to be 1. As for the norm, which corresponds to the evaluation of the integral when the order of the two polynomials are identical, the value is obtained from concepts outlined in detail by mathematical texts \[142\]. Thus, we observe the following for the integral of two Legendre polynomials
\[
\int du_z P_l(u_z)P_{l'}(u_z) = \frac{2}{2l+1}\delta_{ll'}.
\]
By consideration of equation B.13 in conjunction with equation B.14 there is a clear opportunity for simplification. That is to say, it would appear that we could make the latter relation show up in the former by multiplying equation B.13 by \[P_{l'}\] and integrating over the dependent variable. This will give
\[
\sum_l \frac{\partial G_l}{\partial s} \int du P_l(u)P_{l'}(u) + l_c \sum_l \frac{\partial G_l}{\partial z} \int du P_1(u)P_l(u)P_{l'}(u) = -\frac{l_c}{2l_p} \sum_l G_l(l+1) \int du P_l(u)P_{l'}(u) - w(z) \sum_l G_l \int du P_l(u)P_{l'}(u),
\]
such that it simplifies to
\[
\frac{\partial G_l}{\partial s} + \frac{l_c(2l+1)}{2} \sum_{l'} \frac{\partial G_{l'}}{\partial z} \Gamma_{ll'} = -\frac{l_c}{2l_p} G_l(l+1) - w(z)G_l,
\]
which evidently requires further simplification. By noting the orthogonality of Legendre polynomials \[142\], it would seem that we could benefit from the multiplication of the equation above by a Legendre polynomial of a different degree which would evidently be followed by an integration. The expression for the aforementioned orthogonality relation of the Legendre polynomials is given below, by noting their weighting function to be 1. As for the norm, which corresponds to the evaluation of the integral when the order of the two polynomials are identical, the value is obtained from concepts outlined in detail by mathematical texts \[142\]. Thus, we observe the following for the integral of two Legendre polynomials
\[
\int du_z P_l(u_z)P_{l'}(u_z) = \frac{2}{2l+1}\delta_{ll'}.
\]
By consideration of equation B.13 in conjunction with equation B.14 there is a clear opportunity for simplification. That is to say, it would appear that we could make the latter relation show up in the former by multiplying equation B.13 by \[P_{l'}\] and integrating over the dependent variable. This will give
\[
\sum_l \frac{\partial G_l}{\partial s} \int du P_l(u)P_{l'}(u) + l_c \sum_l \frac{\partial G_l}{\partial z} \int du P_1(u)P_l(u)P_{l'}(u) = -\frac{l_c}{2l_p} \sum_l G_l(l+1) \int du P_l(u)P_{l'}(u) - w(z) \sum_l G_l \int du P_l(u)P_{l'}(u),
\]
such that it simplifies to
\[
\frac{\partial G_l}{\partial s} + \frac{l_c(2l+1)}{2} \sum_{l'} \frac{\partial G_{l'}}{\partial z} \Gamma_{ll'} = -\frac{l_c}{2l_p} G_l(l+1) - w(z)G_l,
\]
where $\Gamma_{1ll'} = \int du\ P_l(u)P_{l'}(u)$. This remaining integral is another well known property of these polynomials [142]. It is shown to be

$$\Gamma_{1ll'} = \int du\ u_1(u)P_{l'}(u) = \begin{cases} \frac{2(l+1)}{(2l+1)(2l+3)}, & \text{for } l' = l + 1 \\ \frac{2l}{(2l-1)(2l+1)}, & \text{for } l' = l - 1 \end{cases}$$

which means that the sum over $l'$ in equation B.16 only contains two non zero terms, which further simplifies it to be

$$\frac{\partial G_l}{\partial s} + l_c \left[ \frac{\partial G_{l+1}}{\partial z} \Gamma_{1l(l+1)} + \frac{\partial G_{l-1}}{\partial z} \Gamma_{1l(l-1)} \right] = -\frac{l_c}{2l_p} G_l(l+1) - w(z)G_l \Rightarrow$$

$$\frac{\partial G_l}{\partial s} + l_c \left[ \frac{\partial G_{l+1}}{\partial z} \frac{l+1}{2l+3} + \frac{\partial G_{l-1}}{\partial z} \frac{l}{2l-1} \right] = -\frac{l_c}{2l_p} G_l(l+1) - w(z)G_l . \quad (B.17)$$

By expanding the propagators in this manner and using the properties of Legendre polynomials, we have gone from finding the solution for equation B.6 to determining the answer to equation B.17. This is now the point where we will have to introduce a suitable boundary condition for the propagator, as well as a numerical method of solving each of the remaining derivatives. As seen in equation B.9, $G_l(z,s)$ is a function of two variables and will need to be determined in terms of each. For the initial point of the chain contour we have $G_l(z,s=0) = \delta_{l_0}$, which signifies the system being isotropic as well as homogeneous since there is no preference for the orientation or the position of the end. As for the direction in space, reflecting boundary conditions are considered. For the evaluation of the derivatives, as well as the method to solve the equation such that it is stable, we follow the mannerism proposed in [38], an outline of which will be the focus of the subsequent section.
Numerics

We have derivatives in equation B.17 that require evaluation, one with respect to the direction in space and the other with respect to the chain contour variable. These derivatives will need to be evaluated numerically, for which the chosen methods are identical to the ones utilized by Daoulas et al. [38] due to the similarities of the problems being considered. For the derivative with respect to $s$, they applied a first-order forward method and a second-order central for the one with respect to $z$, which will give

$$\frac{\partial G}{\partial s} \approx \frac{G(s + \Delta s) - G(s)}{\Delta s},$$  \hspace{0.5cm} (B.18)

$$\frac{\partial G}{\partial z} \approx \frac{G(z + \Delta z) - G(z - \Delta z)}{2\Delta z},$$ \hspace{0.5cm} (B.19)

with $\Delta s$ and $\Delta z$ denoting the discretized steps taken along the chain length and in the $z$ direction, respectively. The leading order term for the error involved is mentioned to be $-\frac{\Delta s}{2} \frac{\partial^2 G_i}{\partial s^2}$ which needs to be added to the right hand side of equation B.17. To evaluate this term, equation B.17 should be differentiated with respect to $s$, which gives

$$\frac{\partial^2 G_i}{\partial s^2} + l_c \left[ \frac{l + 1}{2l + 3} \frac{\partial^2 G_{i+1}}{\partial s \partial z} + \frac{l}{2l - 1} \frac{\partial^2 G_{i-1}}{\partial s \partial z} \right] = -\frac{l_c}{2l_p} l(l + 1) \frac{\partial G_i}{\partial s} - w(z) \frac{\partial G_i}{\partial s}. \hspace{0.5cm} (B.20)$$

As noted by the aforementioned work [38] and in light of the multitude of equations involved, the notation can be simplified by utilizing $D$ to show the derivatives which would make equation (B.20) become

$$D_{ss} G_i + l_c \left[ \frac{l + 1}{2l + 3} D_{sz} G_{i+1} + \frac{l}{2l - 1} D_{sz} G_{i-1} \right] = -\frac{l_c}{2l_p} l(l + 1) D_s G_i - w(z) D_s G_i. \hspace{0.5cm} (B.21)$$

In order for $D_{ss} G_i$ to be obtained from equation B.21, we require knowledge on $D_{sz} G_{i+1}$ and $D_{sz} G_{i-1}$. We can determine the first derivatives of these two terms with respect to $s$ from equation B.17 by changing $l$ to $l + 1$ and $l - 1$, respectively. If we differentiate these expressions with respect to $z$, we obtain the quantities needed for the calculation. Hence, first by writing equation B.17 for these two indices we have
\[
D_s G_{l+1} + l_c \left[ \frac{l+2}{2l+1} D_z G_{l+2} + \frac{l+1}{2l+1} D_z G_l \right] = -\frac{l_c}{2l_p} (l+1)(l+2) G_{l+1} - w(z) G_{l+1}, \tag{B.22}
\]

\[
D_s G_{l-1} + l_c \left[ \frac{l}{2l+1} D_z G_l + \frac{l-1}{2l-3} D_z G_{l-2} \right] = -\frac{l_c}{2l_p} (l-1)(l) G_{l-1} - w(z) G_{l-1}. \tag{B.23}
\]

Now taking the derivative with respect to \( z \) we obtain

\[
D_z s G_{l+1} + l_c \left[ \frac{l+2}{2l+5} D_{zz} G_{l+2} + \frac{l+1}{2l+1} D_{zz} G_l \right] = -\frac{l_c}{2l_p} (l+1)(l+2) D_z G_{l+1} - w(z) D_z G_{l+1} - G_{l+1} D_z w(z) \tag{B.24}
\]

\[
D_z s G_{l-1} + l_c \left[ \frac{l}{2l+1} D_{zz} G_l + \frac{l-1}{2l-3} D_{zz} G_{l-2} \right] = -\frac{l_c}{2l_p} (l-1)(l) D_z G_{l-1} - w(z) D_z G_{l-1} - G_{l-1} D_z w(z) \tag{B.25}
\]

A summary of the equations requiring evaluation is

\[
D_s G_l + l_c \left[ \frac{l+1}{2l+3} D_z G_{l+1} + \frac{l}{2l-1} D_z G_{l-1} \right] = -\frac{l_c}{2l_p} G_l (l+1) - w(z) G_l + \frac{\Delta s}{2} D_{ss} G_l \tag{B.26}
\]

\[
D_{ss} G_l + l_c \left[ \frac{l+1}{2l+3} D_{zz} G_{l+1} + \frac{l}{2l-1} D_{zz} G_{l-1} \right] = -\frac{l_c}{2l_p} l(l+1) G_l - w(z) D_{ss} G_l \tag{B.27}
\]

\[
D_{zz} G_{l+1} + l_c \left[ \frac{l+2}{2l+5} D_{zz} G_{l+2} + \frac{l+1}{2l+1} D_{zz} G_l \right] = -\frac{l_c}{2l_p} (l+1)(l+2) D_{zz} G_{l+1} - w(z) D_{zz} G_{l+1} - G_{l+1} D_{zz} w(z) \tag{B.28}
\]

\[
D_{zz} G_{l-1} + l_c \left[ \frac{l}{2l+1} D_{zz} G_l + \frac{l-1}{2l-3} D_{zz} G_{l-2} \right] = -\frac{l_c}{2l_p} (l-1)(l) D_{zz} G_{l-1} - w(z) D_{zz} G_{l-1} - G_{l-1} D_{zz} w(z) \tag{B.29}
\]
The order of the calculation will be as follows. Initially equations B.29 and B.28 require evaluation such that $D_{ss}G_l$ can be determined from equation B.27. This in turn, will allow the calculation of the propagator for the next step in the contour from equation B.26 since we know what it will be at $s = 0$ from the condition set for this boundary. By following this methodology, we will require derivatives which are first order with respect to $s$ as well as first and second order for $z$. The first two are evaluated using the schemes given by equations B.18 and B.19, the last one is determined through a second order central method given by

$$D_{zz}G = \frac{\partial^2 G}{\partial z^2} \approx \frac{G(z + \Delta z) - 2G(z) + G(z - \Delta z)}{(\Delta z)^2}.$$  \hfill (B.30)

For the implementation of the method, a certain number of Legendre polynomials are required to represent the orientation dependence. Hence, there will be a value at which $l$ will be truncated, for which the equations above will need to be solved up to that point. Furthermore, the coefficients are only dependent on system parameters as well as this value of the polynomial order, which grants us the ability to calculate them \textit{a priori}. As mentioned in the theory section, through the governing equations we have confirmed $l_c$ and $l_p$ as influential lengths of the system. The interfacial width of the surface shape needs to be known, so that the target profile is defined and can be compared to the total concentration obtained. Hence, by knowing $l_c/\xi$ as well as $l_p/\xi$ for a chosen value of the width, \textit{e.g.} $\xi = 1$, we will have all the information required to complete the study. We will conclude the section by presenting some preliminary results as obtained through collaborative work in our group led by Steven Blaber [143]. Furthermore, results for the Gaussian chain model were obtained for the same system and provided by Dr Russell Spencer from the group, which shall be compared to the flexible chain limit of our model.
We conclude this chapter by presenting some preliminary results from our current work in progress [143]. This graph focuses on the depletion of ends in the bulk, which results from there being an excess of them at the surface. In previous chapters, we observed good agreement from comparing our semi-analytical predictions for this end depletion to off-lattice mean-field results in figure 3.6 as well as the lattice model mean-field and simulation results seen in figure 3.11. If these predictions are truly universal, they should also become valid as the worm-like chain approaches the Gaussian chain limit which is what is being investigated in figure B.2a. In this plot, for a small constant value of the persistence length, $l_p = 0.25$, compared to the width which is set to be $\xi = 1$ we see the
results from the worm-like chain model calculations for various values of the chain contour length, $l_c$. The red curve in this plot is the quantity $AB(\zeta)$, which was the prediction from the semi-analytical calculation for the end depletion as obtained in the previous chapters. As we would expect, with an increase in the chain contour lengths for a constant persistence length, $l_c/l_p$ increases and chains become more Gaussian. In this light, we observe good agreement with the prediction shown by the red curve at high values of chain length. In part (b) the rms end-to-end distance, $R_0$, is kept to be the same hence by decreasing $l_p$, $l_c$ needs to be increased such that as noted from equation B.1, which gave $R_0 = \sqrt{2l_p l_c}$, it is kept constant. Here, the dotted curve denotes results obtained from the Gaussian chain model from a separate calculation, which we see the worm-like chain results approach as the ratio $l_c/l_p$ is increased.

From both of these plots we observe the worm-like chain results approaching the Gaussian chain ones, as the chain is made to be more flexible. This is in-line with our expectations as well as previous works that have considered this model. In addition, from the change observed in the amount of this bulk depletion as the chain stiffness is altered, the effect of rigidity on this entropic surface excess becomes apparent. This is as we had postulated in the previous chapters and provides evidence for the effectiveness of this new model for further exploration of these phenomena in the near future.