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ABSTRACT
In this paper, a numerical model using ANSYS Fluent for a minichannel cold plate is developed for water-cooled LiFePO₄ battery. The temperature and velocity distributions are investigated using experimental and computational approach at different C-rates and boundary conditions (BCs). In this regard, a battery thermal management system (BTMS) with water cooling is designed and developed for a pouch-type LiFePO₄ battery using dual cold plates placed one on top and the other at the bottom of a battery. For these tasks, the battery is discharged at high discharge rates of 3C (60 A) and 4C (80 A) and with various BCs of 5°C, 15°C, and 25°C with water cooling in order to provide quantitative data regarding the thermal behavior of lithium-ion batteries. Computationally, a high-fidelity computational fluid dynamics (CFD) model was also developed for a minichannel cold plate, and the simulated data are then validated with the experimental data for temperature profiles. The present results show that increased discharge rates (between 3C and 4C) and increased operating temperature or bath temperature (between 5°C, 15°C, and 25°C) result in increased temperature at cold plates as experimentally measured. Furthermore, the sensors nearest the electrodes (anode and cathode) measured the higher temperatures than the sensors located at the center of the battery surface.
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1. Introduction
Currently, the automotive industry is rapidly moving toward electric vehicles (EVs), hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and fuel cell vehicles (FCVs) to alleviate the environmental issues. Currently, lithium-ion batteries are gaining widespread acceptance in the development of EVs, HEVs, and PHEVs [1]. Their extensive usage is due to: 1) high specific energy and power densities [2, 3]; 2) high nominal voltage and low self-discharge rate [4]; and 3) long cycle-life and no memory effect [5]. The optimal operation of lithium-ion batteries, in terms of both efficiency and cycling life, depends critically on their thermal management [6, 7]. A battery thermal management system (BTMS) is required to secure the desired performance of a battery or battery pack in a low-temperature environment and the desired lifetime in a high-temperature environment. In addition, the temperature, an important factor, affects several aspects of a lithium-ion battery, including the thermal and electrochemical behaviors, and ultimately affects the vehicle performance.
and cost of the cycle life [8, 9]. A typical range of temperature is between 20°C and 40°C [10], and an extended range is between −10°C and +50°C for tolerable operation [11, 12] for lithium-ion batteries. There are different methods of BTMS that include: i) air cooling and ii) water cooling. Air cooling has attracted the attention of many researchers because of its simplicity [13] and light weight. Water cooling is a more efficient method because of its ability to absorb more heat, compared with air cooling, and it occupies less volume, but brings more complexities as well as high cost and weight [14–16]. In addition, because of the low thermal conductivity of air [17], very high velocity of air is necessary to sufficiently cool the lithium-ion batteries using active cooling methods [18, 19]. On the other hand, liquid cooling gives better cooling compared with air cooling due to its high thermal conductivities [20].

There are various papers in the open literature available for battery thermal modeling, using different approaches such as artificial neural network [21–23], finite element model (FEM) [24, 25], lumped parameter model (LPM) [6], linear parameter varying (LPV) model [26], partial differential equation (PDE) model [27], and computational fluid dynamics (CFD) model [8, 16, 28–33]. A liquid cooling system with two cold plates placed one on the top and the other at the bottom of the battery removes heat generated within the lithium-ion battery using a metal thin-wall structure with several channels. This kind of system is able to reduce the operating temperature, which maintains the uniform temperature distributions. Lin, Xu, Chang, and Liu also developed a three-dimensional numerical model of the battery pack with passive TMS using ANSYS Fluent. Their experimental results showed that phase change material (PCM) cooling significantly reduced the battery temperature rise during short-time intense use. It was also found that temperature uniformity across the module deteriorates with the increase of both discharge time and current rates. Rao, Wang, and Huang [34] developed a three-dimensional battery thermal model using ANSYS Fluent and studied the effect of various influencing factors, especially mass flow rate of water, phase change temperature, and thermal conductivity of PCM. Their results showed that the liquid volume fraction of PCM was greatly influenced by the thermal conductivity and the phase change temperature of PCM. The increasing number of channels results in a decrease of the maximum temperature (Tmax) and maximum temperature difference (ΔT) of battery packs. Anderson, Devost, Pakdee, and Krishnamoorthy [35] also studied heat transfer and fluid flow simulation of a novel heat exchanger/cold plate fabricated from k-core high thermal conductivity material in order to realize the thermal control system.
hardware design for applications to very large power density (~1kW/m²) electronics packaging scenarios. In another study, Ye et al. [5] proposed an optimized heat pipe thermal management system (HPTMS) for fast-charging lithium-ion battery cell/pack. A numerical model was developed and validated with the experimental results. Then the model was employed to investigate the thermal performance of the HPTMS under steady-state and transient conditions. Lastly, Huo et al. [36] also designed a minichannel cold plate-based BTMS to cool a rectangular lithium-ion battery. They studied the effects of number of channels, flow direction, inlet mass flow rate, and ambient temperature on temperature rise and distribution of the battery during the discharge process, and found that the maximum temperature of the battery decreases with increase in the number of channels and inlet mass flow rate.

The performance of a liquid cooling-based BTMS with dual cold plates depends on various factors like mass flow rate of the liquid and ambient temperature or battery casing temperature. In this paper, a minichannel cold plate-based BTMS was designed and comprehensive investigation and simulation were conducted on the lithium-ion battery performance under different constant current discharge rates of 3C and 4C, and boundary conditions (BCs) of 5°C, 15°C, and 25°C for water cooling and 22°C for air cooling, and the performance was evaluated. To the best of the authors’ knowledge, no similar studies on the thermal testing of minichannel cold plates placed on prismatic lithium-ion battery have been reported in the open literature.

2. Experimental study

In this section, the experimental details are provided through the experimental setup, battery, cold plate setup, thermocouple locations, thermal data acquisition system, battery cooling system, and experimental plan and procedure.

2.1. Experimental setup

The battery and cold plate setup is shown in Figure 1. Two commercial available cold plates were used for this experimental work to remove the heat generated from the lithium-ion battery during discharge. One cold plate was placed on the top surface of the battery and the other cold plate was placed on the bottom surface of the battery. The plates are characterized as having a single flow channel with one inlet and one outlet placed on both the top and bottom of the battery. The single
flow channel runs down the length of the plate before turning back on itself, stepping one channel width across the plate with each turn. This flow pattern results in a thermal profile where the coolant temperature gradient is the largest across the width of the plate. A prismatic lithium-ion battery used in EVs was selected for this work. It was chosen because it is suitable as a basic block for a large battery pack foreseen for commercial automotive vehicle applications. The prismatic battery has the following specifications according to the manufacturer’s data sheet: (i) a nominal capacity of 20 Ah; (ii) LiFePO4 as the cathode material (LFP), (iii) graphite as the anode material, (iv) a nominal voltage of 3.3 V, (v) a mass of 496 g, (vi) an internal resistance of 0.5 mΩ, (vii) dimensions of 7.25 mm × 160 mm × 227 mm (as thickness × width × height), and (viii) operating temperature range of −30°C to 55°C. For an ambient air cooling temperature, the lithium-ion battery was placed in a vertical position on a stand inside the lab where the temperature was 22°C. Total nineteen thermocouples were used for this experimental work, out of which, ten T-type thermocouples were placed on the surface of the battery. Three additional thermocouples were also pasted: the first one near the cathode, the second near the anode, and the third near the midbody. Two more thermocouples were used to measure the tab (electrode or current collector) temperature values during different discharge rates at various BCs. Finally, four K-type thermocouples were used to measure the water inlet and outlet temperatures for the top and bottom cold plates.

2.2. Experimental procedure and measurement

In the experimental measurements, three different coolant temperatures or BCs were used for the water cooling method: 5°C, 15°C, and 25°C, and for the air cooling method: 22°C. Two different discharge rates (constant current) were selected: 3C and 4C. The charge rate (constant current–constant voltage) is 1C. The experimental plan is shown in Table 1. The following procedure was performed. i) The isothermal water fluid bath and pump were turned on, two hours prior to beginning the cycling, in order to bring the battery, bath, and compression rig to a steady-state temperature. The valves leading to the cold plates were observed and set to open. The isothermal water fluid bath was set to the desired cooling temperature or BCs of 5°C, 15°C, and 25°C for the test. ii) The LabVIEW code for the charge/discharge stand (battery electrical data collection) was loaded and the relevant test parameters, such as charge current, discharge current, charge voltage, discharge voltage, and sampling rate, were input to the program. iii) The thermal data acquisition PC (Computer-2) and Keithly 2700 were turned on and allowed to initialize. On the PC, the Excel Link recording software was prepared for data acquisition such as surface temperature and water inlet and outlet temperatures at the top and bottom of the cold plate.

3. Numerical modeling

3.1. Governing equations

The water flow in the cold plates is turbulent and therefore the flow was modeled using the Reynolds-Averaged Navier–Stokes Equations (RANS). Since the temperature field is also of interest, the Reynolds-Averaged Energy equation was solved as well. The governing equations are:

\[ \nabla \cdot \vec{V} = 0 \]
\[
\rho \left[ \frac{\partial \mathbf{V}}{\partial t} + (\mathbf{V} \cdot \nabla) \mathbf{V} \right] = -\nabla p + (\mu \nabla^2 \mathbf{V} - \lambda) \tag{2}
\]

\[
\frac{\partial \rho \mathbf{V}}{\partial t} + \rho \mathbf{V} \cdot \nabla \mathbf{V} = \nabla \cdot \left[ \left( \frac{\mu}{Pr} + \frac{\mu_t}{Pr_t} \right) \nabla \mathbf{V} \right] \tag{3}
\]

where \( \nabla \) is the gradient operator, \( \bar{V} \) is the average velocity (m/s), \( V \) is the speed (m/s), \( \rho \) is the density (kg/m\(^3\)), \( P \) is the pressure (Pa), \( \mu \) is the viscosity (Pas), \( \lambda \) is the gradient of Reynold's stress, \( Pr \) is the Prandtl number, and \( Pr_t \) is the turbulent Prandtl number.

Since the flow in the problem is assumed to be turbulent, an appropriate turbulence model is required. In this study, the standard k-\( \varepsilon \) turbulence model was used given the robustness of the model, reasonable accuracy for a wide range of flows, and its proven capability in heat transfer and flow analysis. The equations in ANSYS Fluent for turbulent kinetic energy and rate of dissipation are as follows [37]:

\[
\frac{\partial \rho k}{\partial t} + \nabla \cdot \left( \rho \mathbf{V} k \right) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla k \right] + G_k + G_b - \rho \varepsilon - Y_M + S_k \tag{4}
\]

\[
\frac{\partial \rho \varepsilon}{\partial t} + \nabla \cdot \left( \rho \mathbf{V} \varepsilon \right) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla \varepsilon \right] + C_{1\varepsilon} \frac{\varepsilon}{k} (G_k + C_{3\varepsilon} G_b) - C_{2\varepsilon} \rho \frac{\varepsilon^2}{k} + S_\varepsilon \tag{5}
\]

where \( C_{1\varepsilon}, C_{2\varepsilon}, C_{3\varepsilon} \) are the model constants, \( \sigma_k \) and \( \sigma_\varepsilon \) are the turbulent Prandtl numbers for \( k \) and \( \varepsilon \). \( G_k \) represents the generation of turbulence kinetic energy due to the mean velocity gradients, \( G_b \) is the generation of turbulence kinetic energy due to buoyancy. \( Y_M \) represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate. \( S_k \) and \( S_\varepsilon \) are user-defined source terms. The turbulent (or eddy) viscosity is computed by combining \( k \) and \( \varepsilon \) as follows:

\[
\mu_t = C_\mu \rho \frac{k^2}{\varepsilon} \tag{6}
\]

where \( C_\mu \) is a constant. The ANSYS Fluent was used in this study because of its flexibility and availability. Starting from an initial condition, the solution strides towards a steady-state. Convergence was judged against the normalized continuity, momentum and energy residuals and is considered converged when these residuals have been reduced to \( 1 \times 10^{-6} \).

### 3.2. Geometry and BCs

The full geometry with the top and bottom cold plates along with the lithium-ion battery in NX 8.5 is depicted in Figure 2. In a CFD simulation, the term “wall” refers to any solid surface that the flow cannot penetrate and thus includes the walls, the floor, ceiling, and surfaces of the test battery. The following is a summary of the BCs that have been applied to the model based on the experimental study. The plate temperature is kept constant. The inlet velocity is specified to obtain the desired value of Reynolds number. The following parameters were selected for model development: 1) viscous model: \( Re = 8.7 \times 10^3 \); 2) the wall distance was \( 1.1 \times 10^{-4} \); 3) \( C_1 = 1.44 \); 4) \( C_2 = 1.92 \); 5) TKE Prandtl number = 1; 6) TDR Prandtl number = 1.3; 7) energy Prandtl number = 0.85; 8) wall Prandtl number = 0.85; 9) in the turbulent specification method: turbulent intensity of 5% and turbulent viscosity ratio of 10; 10) solver: type: pressure-based; time: steady state; velocity formulation: absolute velocity; 11) residuals convergence variables: X-velocity, Y-velocity, Z-velocity, energy, k-\( \varepsilon \); 12) wall treatment (\( y^+ = 5 \)); 13) number of elements: approximately 20 million; 14) method for meshing: unstructured tetrahedral with the prism wall layers; 15) convergent criteria: 0.000001 residuals; 16) 1st or 2nd order: 2nd order; 17) type of flow: turbulent. Finally, the following
assumptions were made: 1) symmetry about the center of the battery, and 2) adiabatic on the outside surface of the cooling plate.

### 3.3. Mesh generation and grid independence study

The meshing of the domain is a very important step since various meshing parameters, such as the number of nodes and the shape of the elements, have a significant impact on the accuracy of the results and the numerical behavior of the solution. A fine unstructured tetrahedral mesh was generated using ANSYS ICEM to resolve all flow features of interest. The overall meshing generated within the assembly is shown in Figure 3. The flow along the various surfaces in the space is resolved by using a finer mesh size around those obstacles, while the boundary layers along all surfaces are resolved by clustering three layers of prismatic elements near the walls. The prismatic layers are also adjusted such that the first node is 0.1 mm away from the wall. This wall node spacing yields a dimensionless wall distance of $y^+ \sim 1$, where $y^+$ was chosen to be 5. This value is consistent with the recommended value for near-wall flows, while being closer to the acceptable values for the standard $k-\varepsilon$ turbulence model. It trades off extreme resolution with lower $y^+$ values but still maintaining some approximation of the boundary layer. The total number of elements used for the mesh is approximately 20 million. It was ensured that the numerical results are mesh-independent by

![Figure 3. Meshing in ICEM-CFD.](image)
conducting grid independence tests. Negligible effect in the reattachment points was observed for mesh elements greater than 10 million. It was assured that the numerical residuals were in the order of magnitude $10^{-6}$ and the solution was considered converged as numerical residuals reached the convergence criteria. The solution did not change much after this criterion was achieved.

A grid independence study was undertaken to verify that the solutions generated by the numerical analysis were not dependent on the resolution of the meshes generated. As a result, a coarser mesh of 20 million cells and a finer mesh of 40 million cells were made and had solutions computed from the 4C discharge 15°C BCs. This was compared to the standard 33-million-cell medium-detail mesh used for the rest of the simulations. Tables 2 and 3 show the grid independence data for the temperature and velocity data taken across the width of the outlet. The velocity data is a near match across the coarse-, medium-, and fine-detail meshes, showing that the solution calculated was not dependent on the mesh resolution. The temperature data again shows very high correlation, with the maximum variance between the coarse- and medium-detail mesh being 1.03%. This is far less than the 10% accepted range of error for CFD solutions [38], again validating the mesh resolution. Given the difference in computational times for the meshes – approximately 10 hours for the coarse mesh, 12 hours for the medium mesh, and 18 hours for the fine mesh – it was decided that the medium-detail mesh was a good balance between computational time and accuracy.

### 4. Results and discussion

After the controlled experimental and model development study described in the preceding section, this section explains the results obtained for a particular prismatic lithium-ion battery at

---

### Table 2. Grid independence data for temperature contours.

<table>
<thead>
<tr>
<th>Chart Count</th>
<th>20 million cells</th>
<th>33 million cells</th>
<th>40 million cells</th>
<th>% coarse to nominal</th>
<th>% fine to nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50% Larger</td>
<td>Nominal</td>
<td>Next Inlet</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Temperature [K]</td>
<td>Temperature [K]</td>
<td>Channel</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Finer (0.2 mm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>288.35</td>
<td>291.11</td>
<td>291.27</td>
<td>0.94</td>
<td>−0.05</td>
</tr>
<tr>
<td>0.1</td>
<td>288.42</td>
<td>291.39</td>
<td>291.36</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.2</td>
<td>288.42</td>
<td>291.42</td>
<td>291.38</td>
<td>1.02</td>
<td>0.01</td>
</tr>
<tr>
<td>0.3</td>
<td>288.43</td>
<td>291.43</td>
<td>291.37</td>
<td>1.02</td>
<td>0.01</td>
</tr>
<tr>
<td>0.4</td>
<td>288.43</td>
<td>291.40</td>
<td>291.34</td>
<td>1.01</td>
<td>0.02</td>
</tr>
<tr>
<td>0.5</td>
<td>288.44</td>
<td>291.38</td>
<td>291.34</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>0.6</td>
<td>288.44</td>
<td>291.37</td>
<td>291.35</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.7</td>
<td>288.43</td>
<td>291.40</td>
<td>291.37</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.8</td>
<td>288.41</td>
<td>291.42</td>
<td>291.37</td>
<td>1.03</td>
<td>0.01</td>
</tr>
<tr>
<td>0.9</td>
<td>288.35</td>
<td>291.18</td>
<td>291.29</td>
<td>0.97</td>
<td>−0.03</td>
</tr>
</tbody>
</table>

---

### Table 3. Grid independence data for velocity contours.

<table>
<thead>
<tr>
<th>Chart Count</th>
<th>20 million cells</th>
<th>33 million cells</th>
<th>40 million cells</th>
<th>% coarse to nominal</th>
<th>% fine to nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50% Larger</td>
<td>Nominal</td>
<td>Next Inlet</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity [m/s]</td>
<td>Velocity [m/s]</td>
<td>Channel</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Finer (0.2 mm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.09</td>
<td>0.01</td>
<td>0.00</td>
<td>30.76</td>
<td>46.15</td>
</tr>
<tr>
<td>0.1</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>1.21</td>
<td>0.17</td>
</tr>
<tr>
<td>0.2</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.15</td>
<td>0.60</td>
</tr>
<tr>
<td>0.3</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.27</td>
<td>−0.13</td>
</tr>
<tr>
<td>0.4</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.13</td>
<td>−0.13</td>
</tr>
<tr>
<td>0.5</td>
<td>0.77</td>
<td>0.78</td>
<td>0.77</td>
<td>0.12</td>
<td>0.25</td>
</tr>
<tr>
<td>0.6</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>−0.12</td>
<td>0</td>
</tr>
<tr>
<td>0.7</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.63</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>1.04</td>
<td>0</td>
</tr>
<tr>
<td>0.9</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>−152.63</td>
<td>21.05</td>
</tr>
</tbody>
</table>
different discharge rates (3C and 4C) for the water cooling (BCs of 5°C, 15°C, and 25°C) method.

### 4.1. Temperature and velocity contours at 3C discharge and 5°C, 15°C, and 25°C BC

Figure 5a–5c shows the temperature contours as obtained through the numerical study at 3C discharge rate and 5°C, 15°C, and 25°C BC (water cooling method). These contours were obtained at Plane 1 and Plane 4 (planes are shown in Figure 4) of the cooling plate. It should be noted that 10 thermocouples were located on the principal surface of the battery: three were placed near electrodes, three were placed at the center of the battery, two were placed between the top and the middle of the battery, one was placed at the bottom of the battery, and one was located between the center and the bottom of the battery. It is observed that there is a great impact of BC on the performance of battery as well as the circulating water inside the cold plates and it is observed that as the BC increases between 5°C and 25°C for a particular discharge rate of 3C, the temperature contour values also increase. The general cooling patterns are the same, showing greater temperature differences at the inlet of the cooling plate when the water is the coldest. The temperatures vary with the inlet temperature BC, but the overall pattern remains roughly the same. The cooling patterns follow what is seen on the batteries experimentally, with the outlet having a higher temperature than the inlet. The velocity contours are identical in all the cases. This is expected, given the low temperatures involved in the simulations that would have little to no effect on the density of the water. Table 4 provides the summary of water inlet and outlet temperatures at 3C discharge rates and different BCs of 5°C, 15°C, and 25°C. The corresponding velocity contours at 3C discharge rate and 5°C, 15°C, and 25°C BC appear in Figure 5d–5f.

### 4.2. Temperature and velocity contours at 4C discharge and 5°C, 15°C, and 25°C BC

Figure 6a–6c shows the temperature contours at 4C discharge rate and 5°C, 15°C, and 25°C BC. These contours were obtained at Plane 1 and Plane 4 (planes are shown in Figure 4) of the cooling plate. It is observed that as the battery discharges, the circulating water in the cold plates gets heated. As the discharge rate increases from 3C to 4C, there is an increase in temperature values as well. The trend observed is that increased discharge rates and increased BCs result in increased temperatures in the cold plate. Table 4 provides the summary of water inlet and outlet temperatures at 4C discharge rates and different BCs of 5°C, 15°C, and 25°C. Again, the general cooling patterns are the same, similar to the results in Section 4.1. There are greater temperature
differences at the inlet of the cooling plate when the water is the coldest. The temperature values vary with the inlet temperature BC, but the overall pattern remains roughly the same. Likewise, the velocity contours are the same in all the cases. Figure 6d–6f shows the corresponding velocity contours at 4°C discharge rate and 5°C, 15°C, and 25°C BC.

Table 4. Summary of water inlet and outlet temperature at 3°C and 4°C discharge rates and different boundary conditions.

<table>
<thead>
<tr>
<th>Cooling type</th>
<th>Boundary condition [°C]</th>
<th>Water inlet and outlet temperature [K]</th>
<th>3°C</th>
<th>4°C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Inlet Outlet</td>
<td>Inlet Outlet</td>
<td></td>
</tr>
<tr>
<td>Water cooling</td>
<td>5</td>
<td>278.15 283.05</td>
<td>278.15 284.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>288.15 291.60</td>
<td>288.15 292.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>298.10 301.21</td>
<td>298.10 301.91</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Temperature and velocity contours at 3°C discharge and 5°C, 15°C, and 25°C BC.
5. Conclusions

This paper presented a comparative study of the temperature and velocity distributions within the minichannel cold plates placed in a prismatic lithium-ion battery cell. The study was conducted both experimentally, and numerically using the RANS models in ANSYS Fluent. The discharge rates of 3C and 4C, and boundary conditions of 5°C, 15°C, and 25°C were investigated. It was found that the temperature distributions within minichannel cold plates increased as the C-rates increased. It was also observed that the increased discharge rates (between 3C and 4C) and increased operating temperature (between 5°C, 15°C, and 25°C) resulted in the increased temperatures measured at 10 distributed locations on the battery surface. The cooling patterns from the numerical results are consistent with those obtained experimentally. Lastly, it was also found that the thermocouple sensors closest to the electrodes provided higher temperatures than the centerline-thermocouple sensors.

Figure 6. Temperature and velocity contours at 4C discharge and 5°C, 15°C, and 25°C BC.
These results provide useful new information for the design and optimization of battery cooling systems.
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