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Abstract

In clothing and particularly in footwear, the variance in the size and shape of people and of clothing poses a problem of how to match items of clothing to a person. This is specifically important in footwear, as fit is highly dependent on foot shape, which is not fully captured by shoe size. 3D scanning can be used to determine detailed personalized shape information, which can then be used to match against product shape for a more personalized footwear matching experience. In current implementations however, this process is typically expensive and cumbersome. Typical scanning techniques require that a camera capture an object from many views in order to reconstruct shape. This usually requires either many cameras or a moving camera system, both of which being complex engineering tasks to construct.

Ideally, in order to reduce the cost and complexity of scanning systems as much as possible, only a single image from a single camera would be needed. With recent techniques, semantics such as knowing the kind of object in view can be leveraged to determine the full 3D shape given incomplete information. Deep learning methods have been shown to be able to reconstruct 3D shape from limited inputs in highly symmetrical objects such as furniture and vehicles.

We apply a deep learning approach to the domain of foot scanning, and present methods to reconstruct a 3D point cloud from a single input depth map. Anthropomorphic body parts can be challenging due to their irregular shapes, difficulty for parameterizing and limited symmetries. We present two methods leveraging deep learning models to produce complete foot scans from a single input depth map. We utilize 3D data from MPII Human Shape based on the CAESAR database, and train deep neural networks to learn anthropomorphic shape representations. Our first method attempts to complete the point cloud supplied by the input depth map by simply synthesizing the remaining information. We show that this method is capable of synthesizing the remainder of a point cloud with accuracies of $2.92 \pm 0.72$ mm, and can be improved to accuracies of $2.55 \pm 0.75$ mm when using an updated network architecture. Our second method fully synthesizes a complete point cloud foot scan from multiple virtual view points. We show that this method can produce foot scans with accuracies of $1.55 \pm 0.41$ mm from a single input depth map.

We performed additional experiments on real world foot scans captured using Kinect Fusion. We find that despite being trained only on a low resolution representation of foot shape, our models are able to recognize and synthesize reasonable complete point cloud scans. Our results suggest that our methods can be extended to work in the real world, with additional domain specific data.
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Chapter 1

Introduction

In the footwear market, there are countless brands and models that come in all shapes and sizes. Similarly, individual feet vary widely and pairing a person to the best-suited footwear is not obvious [35]. Finding the optimal footwear can be of importance to consumers as their fit largely determines performance and comfort. Additionally, ill fitting footwear can cause pain and various foot deformities [27]. The American Podiatric Medical Association recommends properly fitted shoes as a preventative measure against foot pain [73].

In footwear, typically the only indicator used to estimate fit is shoe size, which does not fully characterize the profile of a shoe or a foot [33]. Foot morphology for describing foot shape can be complex and include measures for various lengths, widths, girths and angles [31]. This makes it difficult to determine how some footwear will fit without trying them on. This can be especially inconvenient with the rise of online shopping, where items cannot be tried-on before purchase. This process could be improved if the precise 3D shape of a foot could be virtually fitted with the 3D volumetric shape of a shoe cavity.

The first step of this process includes determining the shape of a person’s feet beyond what is captured by a simple shoe size measurement. 3D scanning presents a great solution to this problem, as it can provide an accurate and complete model of a person’s foot. Such systems have already started to hit the retail space, including the Vorum Yeti [18] and the Volumental scanner [78], however they tend to be expensive or cumbersome to operate.

In developing a cheap and simple 3D scanner, RGBD cameras are compelling as they are affordable with sufficient accuracy and easy to operate [16, 54]. These cameras use an infrared projector and camera pair that can measure the depth of a surface using a structured light or a time of flight system. 3D scanning using RGBD cameras does however present a number of challenges. A RGBD camera can only capture points from
a single viewpoint at a time, and obtaining a full 3D scan of an object requires either a moving camera or multiple fixed cameras. When scanning a person, stationary cameras are a better solution, as they are not as mechanically complex but also faster and leave less opportunity for a person to move during scanning. When using multiple RGBD cameras however, interference between their projector patterns prevents them from being able to capture simultaneous images, which can still allow for some movement by the person [46]. Another complication is that in order to form a 3D scan, the data from each view point needs to be registered to produce a properly aligned scan. This process typically works best when there is significant overlap between views, thus requiring many views that are close together. When using fixed cameras, more required views results in more required camera hardware (e.g., 8 cameras are needed to have just one at each 45 degree interval around an object).

Many of the described complications in building a 3D scanner have to do with the need to capture every aspect of an object to reconstruct a model. Humans do not tend to be limited in this same way. We have the ability to form a complete mental model of an object from far less information. This has been shown in experiments that demonstrate our ability to perform “mental rotation” on 3D objects [71]. We seem to be able to leverage prior information and semantics about objects to more efficiently create models and to fill in missing information. Brain inspired neural networks and deep learning approaches have been shown to perform well in a multitude of vision related tasks [44] by leveraging abstract representations to implicitly learn and classify models from large databases. Deep learning methods have been shown to be able to model 3D shape from limited inputs through voxel volume representations [14, 22, 66, 75, 81, 83, 84], primitive shapes [91] and with view synthesis [6, 63, 76, 88, 89] in objects such as furniture and vehicles.

Here we explore how deep learning techniques can be used to address the shortcomings of current scanning systems. We build deep models which learn to produce complete foot scans from partial scans given in the form of a single depth map. These models learn to extract the necessary information, including knowledge about left vs. right foot, and various foot structures and their measures from a partial representation and apply it to produce a full 3D reconstruction of the overall foot. Our initial models are based on previous view synthesis architectures [76], which we subsequently improve upon using components of ResNet [34].

Due to a lack of freely available foot scan data, a depth map dataset was constructed from renderings of body models from MPII Human Shape [64] built from the CAESAR database [67]. The feet of each body model were isolated, and virtually scanned at various azimuth angles, elevation angles, roll angles and at varying radii around the profile of a foot. We virtually scan using conditions that are representative of a real world scanning
system, such that systems trained on this data can suggest their capabilities when applied to the real world.

We implement two methods of complete foot scanning from a single depth map. In one technique, we use a deep learning model to learn only to complete the point cloud provided as input. In this method, we keep the process as simple as possible, by requiring only a single forward pass through a deep network to generate all required points, in such a way that they are automatically aligned to the input. Using this method, we are able to achieve point cloud accuracies of up to $2.55 \pm 0.75$ mm.

In our second technique, we use a deep learning model to learn to fully synthesize the foot point cloud. This method requires multiple forward passes through our network and alignment steps to produce the overall point cloud, but is able to produce very accurate results. Using this method, we are able to achieve complete point cloud accuracies of up to $1.55 \pm 0.41$ mm.

Our models are trained using MPII Human Shape models, which only gives a rough idea of how the system might work in a real setting. To get a better idea of our methods in the real world, we collect a small set of real scans using Kinect Fusion [58]. We show that our models are able to understand real world data however are not fully generalized to support this domain. We will discuss further work that could be used to adapt our methods for real world use.

1.1 Contributions

Overall, the aim of this thesis is to describe, implement and demonstrate methods of producing a complete point cloud foot scan from only a single depth map input.

1. We propose a method for leveraging a profile depth map of a foot to produce a complete point cloud with direct alignment to the input points (Section 3.2).

2. We propose a method for fully synthesizing a complete anthropomorphic point cloud using view synthesis principles (Section 3.3).

3. We demonstrate the impact and benefits of utilizing residual block network architectures in our method of point cloud completion (Section 3.4/4.4).

4. We discover the limitations of how our deep models generalize from MPII Human Shape data to real world scanning, which primarily revolve around a requirement to match real foot pose and posture to that seen in training (Section 3.5/4.5).
5. We are the first to apply deep learning to implicitly learn and synthesize 3D shape of anthropomorphic body parts.

Three publications have resulted from the work presented in this thesis:


1.2 Thesis Outline

We will review the relevant literature and technologies in Chapter 2. We will then discuss our various algorithms and methods in Chapter 3. Here we will discuss creating a large foot shape dataset (3.1), and present our point cloud completion (3.2), and point cloud synthesis (3.3) methods. We will also discuss improvements to the network architecture (3.4) and finally the collection of a small set of real world scans (3.5). In Chapter 4 we will discuss our results and compare our methods. Here we will present our metrics (4.1) and discuss the results of each of our methods (4.2, 4.3, 4.4). We will also discuss how our methods performed on real world data, and suggest how to tune our methods such that they can be deployed in the real world (4.5). Finally, Chapter 5 will contain our final discussions and conclusions.
Chapter 2

Background

2.1 Foot Measurements

Foot shape is complex and in order to properly characterize it requires many measures of lengths, widths, girths and angles [31]. Shoe size systems currently in use typically only rely on a single length measurement which does not do enough to characterize shape.

Foot measurements classically are done using caliper rules for heights, widths and other length dimensions, as well as tape measures for various circumferences [31]. The Brannock Device® [15], shown in Figure 2.1, is a commonly used foot measuring instrument, which packages a caliper for foot length and breadth into an easy to use tool. This device is used in many retail stores as a way to quickly determine a customer’s shoe size.

Figure 2.1: The Brannock Device® [15].
Pedographs are another simple way to collect measurements of the foot. This tool measures the shape and pressure distribution under the feet. Originally, this system works by having a person stand on a pad with ink on its reverse side that would be imprinted on a pedograph paper placed underneath [31], although more advanced electronic plantar pressure measurement systems have since been developed. These systems are largely used for orthotic and footwear design, as well as for foot health monitoring [3]. These machines have also been used in retail environments, such as the Dr. Scholls Custom Fit Orthotics Center [37], which recommends orthotic products to customers based on their individual pressure profile. Examples of these systems are shown in Figure 2.2.

![Examples of pedograph systems](image)

Figure 2.2: Examples of pedograph systems. Top-Left: The ink pedograph [57], Bottom-Left: The emed® electronic pedograph system [60], Right: The Dr. Scholls Custom Fit Orthotics Center [37].

In describing overall foot morphology, a collection of measures are typically used. These measures are based on anatomical structures and use various landmarks on the foot to define the precise areas to measure. The measures used in describing foot morphology are shown in Table 2.1 and includes 19 measures of various lengths, widths, circumferences, heights and angles. Another separate set of measures also exists for describing foot posture and arch structure, which are shown in Table 2.2. This data is valuable in designing footwear, but typically is not used to fit customers with specific shoes that may have been designed for similar morphology. Statistical analysis of foot morphology among the population has shown that there foot proportions significantly vary between feet of the same

<table>
<thead>
<tr>
<th>Category</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lengths</td>
<td>Foot length</td>
</tr>
<tr>
<td></td>
<td>Ball-of-foot length</td>
</tr>
<tr>
<td></td>
<td>Outside ball-of-foot length</td>
</tr>
<tr>
<td></td>
<td>Toe length</td>
</tr>
<tr>
<td></td>
<td>Heal to medial/lateral malleolus</td>
</tr>
<tr>
<td>Widths</td>
<td>Ball-of-foot width</td>
</tr>
<tr>
<td></td>
<td>Orthogonal ball-of-foot width</td>
</tr>
<tr>
<td></td>
<td>Heel width</td>
</tr>
<tr>
<td></td>
<td>Orthogonal heal width</td>
</tr>
<tr>
<td></td>
<td>Plantar arch width</td>
</tr>
<tr>
<td></td>
<td>Bimalleolar width</td>
</tr>
<tr>
<td>Circumferences</td>
<td>Ball girth</td>
</tr>
<tr>
<td></td>
<td>Minimum arch girth</td>
</tr>
<tr>
<td></td>
<td>Heel girth</td>
</tr>
<tr>
<td>Heights</td>
<td>Medial/lateral malleolus height</td>
</tr>
<tr>
<td>Angles</td>
<td>Ball angle</td>
</tr>
<tr>
<td></td>
<td>Hallux angle</td>
</tr>
<tr>
<td></td>
<td>Digitus minimus angle</td>
</tr>
</tbody>
</table>

For this reason, more detailed measurements are needed for designing and fitting shoes, as using the mean measurement values is not suitable for the majority of people. These measures are unfortunately difficult and time consuming to measure manually, and often require repeated measurements to collect, as individual measures can be inconsistent [33]. On top of the many complications in manual measurements, shape can also change with the load placed on the foot (e.g. standing vs. sitting) [69], adding to the variability.
Table 2.2: Foot measures describing foot posture and arch structure [31].

<table>
<thead>
<tr>
<th>Category</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthropometric Values</td>
<td>Arch height</td>
</tr>
<tr>
<td></td>
<td>Plantar arch width</td>
</tr>
<tr>
<td></td>
<td>Rearfoot angle</td>
</tr>
<tr>
<td></td>
<td>Arch angle</td>
</tr>
<tr>
<td>Foot Indices</td>
<td>Arch Index</td>
</tr>
<tr>
<td></td>
<td>Chippaux-Smirak Index</td>
</tr>
<tr>
<td></td>
<td>Staheli Index</td>
</tr>
</tbody>
</table>

2.2 Shoe Shape Design

The shape of a shoe is largely determined by a shoe-last, such as those shown in Figure 2.3, which are used extensively in the manufacturing process of shoe-making [26]. Traditionally, lasts were made of wood and were usually based on a small set of reference measurements. The shoe-last maker would shape and sand the model until the measures were correct, but the specifics of how it was sanded would also impact the fit. This may take several iterations, and the skill of the shoe-last maker largely determines the quality of the shoe-last. With modern technologies, CAD software is used to more efficiently and accurately design shoe-lasts, with CNC machines used to create the physical last.

![Figure 2.3: Examples of shoe-lasts [72].](image)

Shoe-last shape is not necessarily the same as foot shape. Shoe-lasts are a more regular shape, and are often designed to obtain a specific shoe appearance, as well as to make
Table 2.3: Increments used in various shoe sizing systems [31].

<table>
<thead>
<tr>
<th>Sizing System</th>
<th>Starting Unit</th>
<th>Length Increment</th>
<th>Girth Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>4 in. = 101.6 mm</td>
<td>1/3 in. = 8.46 mm</td>
<td>1/4 in. = 6.35 mm</td>
</tr>
<tr>
<td>American</td>
<td>3 11/12 in. = 99.48 mm</td>
<td>1/3 in. = 8.46 mm</td>
<td>1/4 in. = 6.35 mm</td>
</tr>
<tr>
<td>Continental</td>
<td>100 mm</td>
<td>2/3 cm = 6.66 mm</td>
<td>5 mm</td>
</tr>
<tr>
<td>Chinese</td>
<td>90 mm</td>
<td>5 mm</td>
<td>3.5 mm</td>
</tr>
<tr>
<td>Mondopoint</td>
<td>-</td>
<td>10 mm</td>
<td>5 mm</td>
</tr>
</tbody>
</table>

constructing the shoe around the last easier [31]. Shoe-lasts can have many measurements describing their shape, including those shown in Figure 2.4. The American Footwear Manufacturers Association defines as many as 61 last dimensions [26], however these may differ based on designer or manufacturer.

Figure 2.4: Various shoe-last shape measurements [26].

The sizing systems used to describe shoes primarily uses foot length and girth. There are differing systems around the world, with the Continental (common in Western Europe) and American systems being the most widely used [31]. Table 2.3 describes the standard increments used in length and width for each system, however these sometimes differ based on the individual manufacturer. These measures only encompass one length and one girth measurement, and neglects any measure of circumference, height, angle or arch.
2.3 Foot Shape Modeling

Collecting foot morphology measures are used in shoe design, but rarely used in shoe fitting. This is largely due to practical reasons, as capturing the necessary measurements is time consuming and requires some skill.

An alternative approach to taking the full set of morphological measurements is to collect only sufficient information, such that accurate estimates of the overall shape can be made. It has been shown that the parameters of foot shape can be compacted using statistical models while still containing sufficient information to reconstruct the overall shape from as few as 4 input measurements [50]. This was done by characterizing foot shape by 4 measurements at 99 cross sections along the foot as shown in Figure 2.5. Each of the 4 measurements for each cross section are used to deform a standard foot, which can be used to estimate the overall foot shape by predicting the 4 measurements of all cross sections given the measures from only one cross section. A similar outcome can also be achieved by using plantar and profile foot outlines, which contains information about cross section widths and heights [51].

![Figure 2.5: Model parameters for a foot used by Luximon et al. [50].](image)
In the application of building body shape models that can be manipulated, such as for creating personal avatar characters, other works have similarly explored creating parameterized models of bodies [9, 64, 92]. These methods work by fitting a reduced set of vertices to a set of complete body scans, and isolate body shape from pose. Using PCA, the parameters characterizing overall body shape can be even further compressed.

2.4 3D Reconstruction and Scanning

To properly characterize the shape of a foot, it is best to capture its entire surface. This surface contains all the measurements previously described, while also capturing aspects not typically measured. This is useful because in feet, with the possible exception of the space between the toes, all surfaces are important in most cases [31]. Various techniques exist for capturing 3D information about an object, many of which have been applied to capturing 3D foot shape.

2.4.1 Passive Triangulation

In passive triangulation techniques, objects or scenes can be reconstructed in 3D by finding correspondence of points across images taken from different poses [56]. Based on where a corresponding point appears in at least two image, as shown in Figure 2.6, its relative 3D position to the cameras can be determined using triangulation. Passive triangulation typically is done either using stereo cameras, or with a moving camera. In the stereo case, two cameras with known relative pose, typically with the same orientation but separated by some baseline distance, are used. With stereo, the 3D position of corresponding points found in images from both cameras can easily be found. A similar process can be done using multiple images taken from a moving camera, and is known as structure-from-motion. In this case, the 3D position of corresponding points found in images across time from different camera poses can be triangulated (assuming a static object or scene). In either case however, they rely on the ability to accurately determine corresponding points across images, which works best on feature rich objects.

Passive triangulation on its own is not popular in the application of foot scanning, as feet tend to be smooth and featureless. In order to mitigate this issue, a simple solution has been to apply a texture pattern to the object being scanned, for example a foot can wear a feature rich sock. This is the strategy used by the Lightbeam Scanner by Corpus.e, shown in Figure 2.7. This system works with a yellow and green sock, with a single camera and light source mounted on an arm which moves around the foot in a circular path [19].
2.4.2 Active Triangulation

Active triangulation techniques use various methods to simplify the correspondence problem in stereo triangulation. They do this by replacing one of the cameras in the system with a light source that projects a point or pattern from a calibrated position into the environment, where it can be easily found in the image of a paired camera, as shown in Figure 2.8.

Laser Scanning

Laser scanning is a form of active triangulation, where a calibrated laser and sensor pair are used to determine 3D geometry. Typical laser scanning works with a combination of a laser source and camera system. A laser projects a line or set of lines onto an object, where a camera tuned to the specific wavelength is used to measure the deformation of the line [56]. This information is used to turn each line into a 3D curve. The laser is moved along the entire surface of the object, such that the captured 3D curves can form the entire 3D surface [31].
Laser scanners typically come as either stationary scanners or as handheld scanners. A notable example of a stationary scanner is the Yeti 3D Scanner by Vorum Research Corporation [18], shown in Figure 2.9. The Yeti scanner uses four laser sources with eight cameras to capture 3D shape, and has a scanning process that takes around four seconds [31]. In the handheld scanner segment, a notable example is the scanGogh, also by Vorum Research Corporation [17], shown in Figure 2.9. This uses a single laser source and a single camera to capture shape, with a sensor that tracks the position and orientation of the device using magnetic fields.

**Structured Light**

Active triangulation systems can also further simplify the 3D reconstruction using images. In these systems a projector projects a pattern onto a surface, where a camera at a known relative position can view and measure the distortions in the pattern to determine 3D positions. This technique, often referred to as structured light, simplifies the correspondence problem by projecting spatially or temporally coded patterns [56]. Using a camera, the positions of points in the pattern seen on a surface can be easily looked up to find their position in the reference pattern, and thus be used for triangulation.

A notable example of a scanner using structured light is the FotoScan 3D, by Precision 3D [1]. The scanner uses a set of projector camera pairs placed all the way around a foot, as well as below, for a total of five pairs. The system can capture the complete 3D surface
Figure 2.8: Active triangulation where a light source L projects onto a point P in the environment, where it can be seen and easily distinguished in image I [56].

of a foot, and takes approximately 3-4 seconds to complete. A similar system was also produced by Volumental [78]. Both scanner systems are shown in Figure 2.10.

2.4.3 Time of Flight

Time-of-flight sensors are another method of capturing 3D coordinates. They work by projecting light into a scene or onto an object, and measuring how long that light takes to reflect and return to a sensor [56]. This often uses scanning laser such as LIDAR systems, which collects individual points from the surrounding environment. This same idea also exists with time-of-flight cameras, where each pixel on the camera sensor measures the time the light takes to reach it. With time-of-flight cameras, 3D images (depth maps) can be captured, with a similar result as structured light cameras.

2.4.4 RGBD Cameras

RGBD cameras have become very popular in recent years for many applications, most notably with the Kinect [54], which was originally developed as an input device for the XBOX 360 game console. Intel has recently also been developing their own Intel RealSense
RGBD camera systems, with the intention to equip devices to better understand their environments [16]. Examples of RGBD cameras are shown in Figure 2.11. These cameras typically utilize either a structured light or time-of-flight system to supply a depth map image, which is paired with an RGB camera to supply color information.

Due to the abilities of RGBD cameras to quickly deliver depth maps, while being available at a low cost, they have become very popular in 3D scanning. One widely used method is the Kinect Fusion algorithm [58], which reconstructs a scene from a moving RGBD camera’s video. This system captures many frames from a scene and is able to produce high quality scans of objects; however, the process can take a long time to complete as the camera must be moved through all necessary viewpoints. Additionally, these moving camera scanning algorithms often suffer from tracking stability issues as well as loop closure problems when circling an object. Multiple RGBD cameras can be used to provide faster scans [1, 12, 46, 78], however a large camera apparatus is then needed, as well as complex calibration and registration techniques to produce final scans, making these systems less ideal for a real world use.

RGBD cameras offer an accessible and capable system for capturing object shape from one prospective. Extending this to capture whole shape using traditional reconstruction techniques brings with it various limitations and complications. With the speed of advances in technology today, recent research demonstrates that limited inputs can be extrapolated in intelligent ways, which may alleviate some complications, and allow for more efficient depth map scanning.
2.5 Deep Learning

Machine learning techniques have been in use for many years and applied to a vast number of problems. Despite this, these algorithms have been limited in their ability to process unstructured inputs such as raw natural data. In order to overcome this limitation, the typical solution has been to collect domain specific expertise and to carefully engineer feature extractors that can transform raw data into a form more suitable to traditional machine learning methods [53, 70, 90], such as support vector machines [20], random forests [10] or multilayer feedforward networks [36].

More recently, deep learning has begun to revolutionize the machine learning world, and enable new applications. Deep learning refers to large neural networks that work by combining many layers of neurons which can form many levels of representations describing the input data. The major advantages of deep learning techniques are that they do not require any designed features or data representations, and instead have a very large capacity to learn powerful representations on their own using only a general purpose learning process [44].

Deep networks are organized by stacking layers of neurons. Input layers are connected to the input data, and feed forward into a set of hidden layers (middle layers) which process the data. The final layer of a deep network is the output layer, which tries to predict some desired output or produce a desired value. Every neuron has a number of input connections, each of which have an associated learned weight, which is used to transform the data in
some way. In a standard neural network, each neuron’s input is fully connected to the outputs of every neuron in the previous layer. The output of any neuron is computed by first calculating the weighted sum of all inputs, then by applying a non-linear activation function \[^{44}\]. This non-linear activation function makes each layer non-linear as well as the neural network as a whole non-linear, allowing it to approximate non-linear functions and decision boundaries. In many cases neurons also have a learned bias term that is added to the weighted sum before applying the non-linearity.

Deep neural networks, like most other artificial neural networks are trained using backpropagation \[^{79}\]. The backpropogation algorithm allows for errors to be propagated from the output layers of a neural network in a backwards fashion, such that the amount of error each parameter in the network is contributing can be determined. This information is useful, as it can be used to update the parameters of any neuron in the network, including those in hidden layers, through optimization algorithms such as gradient descent. Backpropogation works by computing the derivative of total error, with respect to each parameter in the network. This is achieved first by calculating this derivative for the output layer, and using the chain rule to subsequently calculate derivatives of previous layers all the way to the input layer. The process was first described for use in machine learning in 1986 \[^{79}\]. The forward and backward pass processes are shown in Figure 2.13.

Early deep learning neural networks followed architectures where each layer of neurons were fully connected to previous layers. These networks performed well at tasks such as speech recognition \[^{21, 55}\], but are less efficient when dealing with data that has local structure such as images. Convolutional Neural Networks (CNN) are a much more efficient and easier to train class of deep network \[^{44}\]. These networks learn weights for each neuron that are only connected to a local patch of neurons on the previous layer, and all weights
learned by neurons on a certain layer are shared across the entire layer. In this way, the neurons of a layer essentially learn a filter bank which is convolved across the previous layer’s data representation. The weights learning by a CNN layer equate to learning a set of filter kernels. In this way, CNNs are naturally translation invariant, and offer powerful computations with fewer numbers of parameters than previous fully connected networks. An example of a CNN is shown in Figure 2.13. This technique has proven to be extremely powerful on numerous application where data has local structure, most notably in images for computer vision [34, 43, 44, 45].

Despite the foundations of deep learning having existed for many years, a few factors prevented these networks from being viable in many tasks until relatively recently. One of these factors was that deep networks with many parameters took extremely long to train on conventional computers. It wasn’t until 2009 that it was demonstrated that deep networks could be trained using relatively affordable and publicly available GPUs, with substantial increases in speed [65]. The second major factor holding back deep learning was
that when training a model to perform on raw natural data, especially in computer vision tasks, extremely large training sets were required. Such datasets only became available relatively recently. One such dataset is ImageNet [23], a subset of which forms the basis of the ILSVRC competitions [68]. In 2012, a deep learning model won the classification competition, outperforming the previous state of the art by more than ten percent [43]. This success proved the effectiveness of deep learning models, which have since become the leading technique in almost all recognition and detection tasks [44].

2.6 Shape Completion and View Synthesis

In 3D reconstruction and scanning, there are many complications associated with cost and usability. In recent years, the interest in accessible scanners has drastically increased for applications such as prototyping in 3D graphics to avatar creation to shape capture for 3D printing. From this need, an increasing number of researchers have been exploring methods of producing full object shapes from limited inputs, sometimes referred to as shape completion.

In some cases, object parameters can be captured and used to describe its shape. If available, these parameterized models can be leveraged in learning methods to produce whole models from images by determining a mapping from an image or images to a set of parameters used to deform a template model [24, 25]. The main drawback to these methods is that they are dependent on a complete set of predefined parameters to characterize the
object being scanned. In foot shape modeling, these parameters are not easily measured, and thus are not publicly available in any current large datasets paired with images and 3D models. In other words, the general disadvantage of these methods is that they cannot learn shape directly from a set of arbitrary scans or shape models.

In order to learn shape directly, the typical approach involves representing a shape using a voxel volume representation, as shown in Figure 2.14. In deep learning, these voxels can be operated on using 3D convolutional neural networks. These networks have been explored to work directly on limited voxel inputs [22, 66, 81], or from limited input images [14, 66, 75, 80, 83, 84], to form a completed 3D shape voxel representation. These methods have been shown to perform well in shape completion tasks, however their usefulness in applications that require accurate 3D measurement is far more limited. Voxel representations are computationally intensive in deep learning, limiting the output resolutions used in current implementations (usually 32x32x32 voxels or less), although new techniques are starting to be developed to address this [22, 80, 84].

![Figure 2.14: Examples of objects represented using voxel volumes (32x32x32) [14].](image)

Another approach to acquiring missing object information is to treat it as a view synthesis problem. The goal of view synthesis is to synthesize a novel view of an object or scene given a single or a set of arbitrary views. This technique is based on how people are able to form complete mental object models, and perform “mental rotation” such that we can imagine objects from unseen perspectives [71]. An example of a mental rotation task is shown in Figure 2.15. Applying this idea to shape completion, missing views of an object can be synthetically scanned to complete it. With this approach, no explicit object parameters are required, making it more generally applicable, and in deep learning, images can contain higher resolutions than voxels for similar computational complexity.
Figure 2.15: Mental rotation example: by imagining each object rotating, it can be seen that the two images shown in case A and case B are of the same object, while the images shown in case C are not [71].

A number of methods have been explored to maximize the visual appearance of a synthesized view, including: appearance flow [63, 89], where the output view samples pixels from the input view, and adversarial networks [88], where the output view attempts to fool a discriminator network [30]. These approaches focus on RGB views however, making it difficult to utilize these methods to extract 3D object shape. Tatarchenko et al. [76] demonstrated how view synthesis can be used to create useful 3D object representations using the process shown in Figure 2.16. Their approach uses a convolutional neural network that takes an RGB view as input and produces a RGBD view as output. This network learned to produce the color and depth values of objects from scratch, which resulted in blurrier reconstructions than those in some other methods [63, 88, 89] but its inclusion of the depth component allowed for the reconstruction of an object from a single image. This concept of using depth map views to represent object shape has also since been explored in generative models [6].

Figure 2.16: View synthesis for object reconstruction by Tatarchenko et al. [76]. A single input image is used to create multiple synthesized RGBD views and form a complete point cloud model.
2.7 Summary

Feet are complex shapes that vary between people, including between people with the same shoe size. The systems used today in characterizing foot and shoe size is insufficient for most people, making finding well fitting shoes a difficult process. 3D scanning can offer more accurate fitting, but the products available today are expensive or slow and cumbersome to operate. The recent advances in machine learning technologies have shown great promise in solving these limitations. With deep learning and view synthesis techniques, there is the potential to create accurate scanners that can operate using only a single input image from one view, thus circumventing many of the limitations and complications of traditional methods.
Chapter 3

Algorithms and Methods

Our primary goal is to develop and implement a method that can alleviate many of the complications associated with 3D object scanning, and apply it to foot scanning for footwear matching. We present two methods that can achieve this by extending the limited input of a single depth map to a full point cloud scan through the use of deep learning. In this chapter we will describe our datasets as well as each of our methods.

3.1 Foot Shape Depth Map Data

There are a large number of complications in designing a low cost 3D foot scanner with as few components as possible. With the advances in machine learning techniques in recent year, it has been shown that we can instead design systems are able to learn shape from limited inputs [6, 14, 22, 63, 66, 75, 76, 81, 83, 84, 88, 89, 91]. In order to apply this idea to creating a simple foot scanning system, arguably the most important component is to obtain a relevant dataset. In this case, a large dataset containing foot shape data from a diverse set of people is required.

The largest available database of 3D human shape scans is the Civilian American and European Surface Anthropometry Resource Project (CAESAR) database [67]. This database was created by the Air Force Research Laboratory (AFRL) with a number of collaborators. The purpose of the database is to overcome limitations with previous shape databases comprised of 2D measures, which lack the ability to accurately extend to volumes and surface areas. The CAESAR database contains a number of demographic information and traditional measurements as well as complete full body scans in three body postures.
shown in Figure 3.1. The complete CAESAR database is available to anyone, but costs $20,000 for the complete set of data.

Figure 3.1: The three poses captured in the CAESAR database [67]. A: Standing posture, B: Sitting posture, C: Comfortable working posture.

The CAESAR database has been used by a number of research teams on body shape projects. One such work was that by Pishchulin et al. [64] who developed the MPII Human Shape body models from CAESAR. These body models are fitted statistical models, with average vertex errors of less than 1 cm, learned from the CAESAR 3D scans. These body models learn shape and pose separately, and thus can be manipulated like a puppet. Body models fitted to scans from the CAESAR database are freely available online through their website.

We use the 4301 mesh body models from MPII Human Shape [64] that were fit to the standing posture, using the posture normalization of Wuhrer et al. [82]. Each full body model consists of 6449 vertex points, with about 800 vertex points in each foot up to the knee. While the MPII Human Shape models are technically a parameterized shape representation, we do not incorporate these parameters anywhere in our method.

1humanshape.mpi-inf.mpg.de
Figure 3.2: The feet of each MPII Human Shape body model [64] is separated and used as an individual foot shape objects for training and testing.

For each of the meshed body models, we isolate the points associated to the left and right feet up to the knee. We then transform each set of foot points such that the origin is the center of the second toe and the heel. This process results in 8602 meshed foot objects to train and test our network, samples are shown in Figure 3.2. Depth map images of the foot objects are rendered using Panda3D [77] before training, with the intrinsic parameters shown in Table 3.1. The input and output views of the foot objects are randomly rendered using pose parameters specific to which of our methods is being trained.

Table 3.1: Intrinsic camera parameters used in the virtual scanning camera.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (in pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image width and height</td>
<td>128</td>
</tr>
<tr>
<td>Focal length X and Y</td>
<td>192</td>
</tr>
<tr>
<td>Optical center X and Y</td>
<td>64</td>
</tr>
<tr>
<td>Distortions</td>
<td>none</td>
</tr>
</tbody>
</table>
Our dataset of 8602 feet was separated by individuals such that both of a person’s feet would be in the same set. We do this to ensure that our models do not extend any information it could have learned on one of a person’s legs in the training set to the other in the test set. In this way, at test time all instances are from completely new people, similar to what would be seen if it were to be deployed into the wild. 80% of the data was used for training and 20% for testing.

### 3.2 Point Cloud Completion

Following the idea that learning models can extend limited inputs about an object’s shape and provide complete reconstructions, we develop a technique for completing an object point cloud, given incomplete information. In our point cloud completion method, our goal is to incorporate the information from an input depth map as much as possible into our final point cloud. We do this by taking advantage of the shape of a foot to select specific views that maximize our ability to fill in missing points using as few synthesized views as possible. In this method, we also introduce a way to synthesize a missing object view without the need to align the new view to that of the input when reconstructing the overall point cloud.

We frame the problem of completing a limited foot scan point cloud as a depth map view synthesis problem. We leverage the power of deep learning to implicitly learn foot shape and the relationships in how it can appear between views. Our input depth map view configuration is shown in Figure 3.3. A foot is placed at the origin, such that depth map images can be taken from camera poses at various azimuth, elevation and roll angles, as well as at varying radii.

Unlike general view synthesis problems, we restrict our input views to be only profile views of the foot rather than any arbitrary view. The profile of a foot contains a significant amount of information about overall shape [51], which a learning system can take advantage of. Additionally, our synthesized output views are always of the surface on the direct opposite side of the foot from the camera, produced as if it could be seen through the near side of the foot as shown in Figure 3.4. Due to how feet are shaped, these two opposite profile views of the foot contain the vast majority of points on the object’s surface, as the foot has minimal self occlusions along this direction. In framing the problem in this way, the synthesized depth map can also be re-projected to the same coordinate system as the input view to produce a near complete point cloud of the foot surface without the need for any extrinsic parameters or alignment.
Depth maps are rendered using the camera poses described in Table 3.2. Additional Kinect noise [59] is added to the input depth map. To generate the output depth map data, we first render a depth map from the same radius but opposite azimuth, elevation and roll angles as the input. The 3D position of each of these points is then projected onto the image plane of the input depth map, with depth values calculated based on relative pose. This opposite depth map is rendered at double resolution (in this case 256x256), to try and mitigate quantization artifacts when projecting points, although some of this still appears in the final ground truth depth maps.

<table>
<thead>
<tr>
<th>Pose Parameter</th>
<th>Value Range</th>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (mm)</td>
<td>640 to 700</td>
<td>15</td>
</tr>
<tr>
<td>Azimuth (deg)</td>
<td>70 to 110 or 250 to 290</td>
<td>1</td>
</tr>
<tr>
<td>Elevation (deg)</td>
<td>-20 to 20</td>
<td>1</td>
</tr>
<tr>
<td>Roll (deg)</td>
<td>-5 to 5</td>
<td>1</td>
</tr>
</tbody>
</table>
Our initial basic network architecture is similar to that by Tatarchenko et al. [76]. We use a deep neural network of convolutions followed by deconvolutions with fully connected layers in the middle to process an input depth map and synthesize an output depth map as shown in Figure 3.5. We train directly on a one channel depth map input, to produce a one channel depth map output that corresponds to the opposite foot profile surface. In this implementation, we do not incorporate any color information that would be present in a typical RGBD image. We discuss changes to this network architecture in Section 3.4.
When reconstructing the complete point cloud, we re-project the input depth map and the synthesized output depth map using the same camera parameters, as they are already aligned. We also remove outliers and clean the point clouds using 3D cropping and MATLAB’s `pcdenoise` function. Merging the points from the input and synthesized output produces a near complete foot point cloud.

We implemented our network in Tensorflow [2] on a Linux machine running an Nvidia K80 GPU. Training was done using a mini batch size of 64 and the Adam optimizer [41] with a learning rate of 5e-5. Our loss function was the mean $L_1$ distance between the output depth map pixels values and ground truth. Our results applying this point cloud completion method are presented and discussed in Section 4.2.
3.3 Point Cloud Synthesis

In our point cloud synthesis method, our goal is to train a model to fully learn the overall shape of an object from one input depth map view. We frame the problem of extrapolating a limited foot scan into an entire point cloud as a view synthesis problem. We leverage the power of deep learning to implicitly learn foot shape, and relationships between how it can appear from view to view.

Unlike our point cloud completion method, the input depth map is not aligned or added to the final point cloud. We do this so as not to complicate matters by worrying about the pose of the input view. This technique synthesizes depth maps from many views around the surface of the foot, covering the entire surface with overlap between views. This approach prevents regions with missing points, but also mitigates the effects of inaccurate regions, by allowing redundancy with view overlap.

Our approach is similar to Tatarchenko et al. [76], however we focus on the 3D information in the depth map as input as opposed to RGB values, and apply it to foot scanning with a single depth map camera. We propose a method that uses a deep neural network to take as input the shape information from a depth map and synthesizes novel shape information through an output depth map. This shape to shape approach should contain more information about the 3D structure of a foot than the image to image approach seen in other view synthesis approaches, and thus be more practical in object scanning. Additionally our model is not told explicitly how to represent shape, allowing it to be trained directly from a set of non-parameterized arbitrary scans or shape models.

Our depth map view configuration is shown in Figure 3.6. A foot is placed at the origin, and depth map images are taken from camera poses at various azimuth and elevation angles, as well as at varying radii. We also allow for variations that reflect real world imperfect camera mounting, where its orientation can have additional roll, pitch angle offset and heading angle offset, rather than always looking directly at the foot object. Objects are first scaled down to 0.003 size (from mm units) before rendering. In training, input views of the foot are randomly distributed in azimuth angle, elevation angle and radius, while also randomly having some degree of roll, pitch offset and heading offset. Our method then estimates any desired depth map view from another camera pose of the same foot object at an arbitrary azimuth angle and elevation angle. We train our network to produce output views that do not contain any imperfect framing from roll or offset. Table 3.3 describes the camera pose parameters used to render the input and output depth map images.

Our network architecture is shown in Figure 3.7, and is similar to [76]. Our network takes in as input an arbitrary depth map view of an object denoted $x$, and an encoding
specifying the desired view camera pose denoted $\theta$. From this input, the network provides an estimate for the depth map at the desired pose denoted $y$. We train a convolutional neural network encoder and decoder, where the encoder encodes the input depth map $x$ into a vector representation. The desired view camera pose $\theta$ is encoded by a set of fully connected layers before being appended to $x$’s vector representation. The decoder processes this new vector representation, and uses deconvolutions [86] to synthesize an output depth map of the same size as the input depth map.

In order to completely reconstruct the foot object from a single view, $k$ forward passes through our network are required. For any input image $x$, a set of desired view camera poses $\theta_{1,2,\ldots,k}$ must be specified that would sufficiently cover the object being scanned, where including overlap between views can produce a cleaner scan. Our network is then used to estimate the scans $y_{1,2,\ldots,k}$, through $k$ forward passes. These $k$ depth map estimates

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth</td>
<td>0, 5, \ldots, 355</td>
<td>0, 20, \ldots, 340</td>
</tr>
<tr>
<td>Elevation</td>
<td>-30, -25, \ldots, 40</td>
<td>-30, -20, \ldots, 40</td>
</tr>
<tr>
<td>Roll</td>
<td>-5, -4, \ldots, 5</td>
<td>0</td>
</tr>
<tr>
<td>Radius</td>
<td>1.9, 1.95, \ldots, 2.1</td>
<td>2</td>
</tr>
<tr>
<td>Pitch offset</td>
<td>-2, -1.5, \ldots, 2</td>
<td>0</td>
</tr>
<tr>
<td>Heading offset</td>
<td>-2, -1.5, \ldots, 2</td>
<td>0</td>
</tr>
</tbody>
</table>
are then reprojected and registered using the intrinsic parameters of the camera used to create the training data and the camera poses encoded in $\theta_1,\theta_2,\ldots,\theta_k$, resulting in a complete point cloud.

Our network was implemented in Tensorflow [2] on a Linux machine with an Nvidia K80 GPU. Training was done with mini batch sizes of 64 using the Adam optimizer [41] and a learning rate of 5e-5. Our loss function was the mean $L_1$ difference between the output depth map pixels and the ground truth.

When reconstructing the entire point cloud of each foot object we use a set of $k = 24$ desired viewpoint scans. We run our network to estimate scans positioned at a radius of 2, every 45 degrees in azimuth angle for elevation angles of -30, 0 and 30 degrees. We further use 3D cropping and MATLAB’s `pcdenoise` function to remove outliers and clean our final representation. Our results applying this point cloud synthesis method are presented and discussed in Section 4.3.
3.4 Network Architecture Improvements

In this work, we expand on our point cloud completion work and explore the impact of using different network architectures. We implement two new architectures utilizing residual blocks, which are a fundamental component of ResNet [34], one of the most powerful deep networks to date. Residual blocks are a layer configuration characterized by a set of convolutional layers, with a skip connection passing around them, as shown in Figure 3.8. The motivation behind the residual block is that it allows for information to flow around a set of layers, giving that block the possibility to become closer to an identity mapping if that is optimal. The benefit to this idea is that in deeper models (which have more powerful learning capacities), additional layers can approximate identity mappings if needed, and thus should have at most the same error as a shallower network [34], rather than degrade in performance as is typical when adding many layers.

![Figure 3.8: A residual block [34].](image)

We train a deep neural network to take as input a depth map of the profile view of a foot, and to synthesize a depth map of the same foot from the opposite viewpoint (as discussed in Section 3.2). The points from this second depth map can be merged with the points from the input depth map to create a near complete 3D point cloud. To simplify the process of registering the two sets of points, we synthesize the points from the second depth map from the same camera pose as the input. Figure 3.4 illustrates this process. We focused our network architecture exploration on our point cloud completion method primary because this method has more room to improve in terms of point cloud accuracy than our point cloud synthesis method (discussed further in Sections 4.2 and 4.3).

Our first architecture, denoted Net1, closely follows that used in previous RGBD view synthesis works [76], and was used in our previous works from Section 3.2. This network
encodes information all the way down to a compact 1 dimensional representation before decoding the output depth map. This network does not use any batch normalization [39].

Our second architecture, denoted Net2, uses an architecture similar to ResNet-34 [34] as its encoder and decoder. Sixteen residual blocks of two 3x3 convolutional layers are used in both the encoder and decoder, with projection shortcuts used to match dimensions. Upscaling in the decoder’s residual blocks is done using strided deconvolutional [86] layers. We do not include any fully connected layers in Net2 in order to save parameters, as well as to allow for more 2D spatial information to pass through the network. Batch normalization was used in all layers except for the last three residual blocks and the final deconvolution. We found that batch normalization on the final layers made it difficult for the output depth map pixels to take on the necessary values. This network contains less parameters than Net1, but contains far more processing at each representation size.

Our third architecture, denoted Net3, uses less residual blocks than Net2, and does not downscale its representations to as small a size, allowing it to have far less parameters than either Net1 or Net2. Here we again use batch normalization everywhere except on the last three residual blocks and the final deconvolution. In all three architectures, ReLU activations are used in all layers except for the final deconvolution, which uses tanh. Our network architectures are shown in Table 3.4.

We implement our networks in Tensorflow [2] on a Linux machine with an Nvidia K80 GPU. Training was done with mini-batch sizes of 64 and the Adam optimizer [41] in all cases. We used the mean L1 difference between the output and the ground truth pixels as the loss function. Net1 used a learning rate of 5e-5, while Net2 and Net3 used 5e-4.

As described previously, we construct a complete point cloud using our networks, we first project both the input depth map and output depth map to world coordinate points. We then post process the points using MATLAB’s pcdenoise function and 3D cropping. The combination of the input depth map points, and the synthesized depth map points create a near complete overall point cloud. Our results applying these network architectures to our point cloud completion method are presented and discussed in Section 4.4.

3.5 Real World Data Capture

As an additional experiment to explore the utility of our methods, we explore their performance on real world scan data. In order to evaluate this, we collected a small set of scans from the feet of several graduate students. The collected scans are used purely to test with, as collecting enough data to train on would be a very large undertaking. We
Table 3.4: Network architectures used. Abbreviations used: Convolution (c), Deconvolution (d), Stride of 2 (/2), Fully connected (fc), Residual Block (res), Residual Block with deconvolutional up-scaling (dres).

<table>
<thead>
<tr>
<th>Output Size</th>
<th>Net1</th>
<th>Net2</th>
<th>Net3</th>
</tr>
</thead>
<tbody>
<tr>
<td>128x128</td>
<td>Input</td>
<td>Input</td>
<td>Input</td>
</tr>
<tr>
<td>64x64</td>
<td>c 5x5, 32, /2</td>
<td>c 7x7, 16, /2</td>
<td>c 7x7, 16, /2</td>
</tr>
<tr>
<td></td>
<td>- res, 16</td>
<td>- res, 16</td>
<td>- res, 16</td>
</tr>
<tr>
<td></td>
<td>- res, 16</td>
<td>- res, 16</td>
<td>- res, 16</td>
</tr>
<tr>
<td>32x32</td>
<td>c 5x5, 32, /2</td>
<td>res, 32, /2</td>
<td>res, 32, /2</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td>16x16</td>
<td>c 5x5, 64, /2</td>
<td>res, 64, /2</td>
<td>res, 64, /2</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td>8x8</td>
<td>c 3x3, 128, /2</td>
<td>res, 128, /2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- res, 128</td>
<td>- res, 128</td>
<td>- res, 128</td>
</tr>
<tr>
<td>4x4</td>
<td>c 3x3, 256, /2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1024</td>
<td>fc</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4096</td>
<td>fc</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8x8</td>
<td>d 3x3, 128, /2</td>
<td>res, 128</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- res, 128</td>
<td>- res, 128</td>
<td>- res, 128</td>
</tr>
<tr>
<td>16x16</td>
<td>d 3x3, 64, /2</td>
<td>dres, 64, /2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td></td>
<td>- res, 64</td>
<td>- res, 64</td>
<td>- res, 64</td>
</tr>
<tr>
<td>32x32</td>
<td>d 5x5, 32, /2</td>
<td>dres, 32, /2</td>
<td>dres, 32, /2</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td></td>
<td>- res, 32</td>
<td>- res, 32</td>
<td>- res, 32</td>
</tr>
<tr>
<td>64x64</td>
<td>d 5x5, 16, /2</td>
<td>dres, 16, /2</td>
<td>dres, 16, /2</td>
</tr>
<tr>
<td></td>
<td>- res, 16</td>
<td>- res, 16</td>
<td>- res, 16</td>
</tr>
<tr>
<td></td>
<td>- res, 16</td>
<td>- res, 16</td>
<td>- res, 16</td>
</tr>
<tr>
<td>128x128</td>
<td>d 5x5, 1, /2</td>
<td>d 7x7, 1, /2</td>
<td>d 7x7, 1, /2</td>
</tr>
<tr>
<td>Parameters</td>
<td>9,286,977</td>
<td>2,666,785</td>
<td>581,153</td>
</tr>
</tbody>
</table>
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do not expect to observe performance at the same level as was seen when testing on our MPII Human Shape foot dataset. In this case, models are trained on MPII Human Shape data but tested on real world data, which are similar but not necessarily from the same domain, and thus are likely to not be fully recognized or understood by our networks.

We utilize a Kinect V1 RGBD camera and Kinect Fusion [58] to collect our scans. We originally experimented with a multiple-camera system, but found Kinect Fusion to be simpler to achieve accurate scans (under controlled conditions). We scan each person's feet while they are wearing socks, as the MPII Human Shape feet are largely smooth, and do not contain many fine features such as toes (as shown in Figure 3.2). Each person is scanned while sitting on an elevated surface with their feet hanging well above the ground, as shown in Figure 3.9. This is done such that we can fully scan the entire surface of the foot, including the underside. We try to match MPII Human Shape as much as possible, and instruct each person to keep their foot at a 90 degree angle to their leg, with as little toe flex as possible.

![Figure 3.9: Seated pose used to capture a complete foot scan using Kinect Fusion.](image)

We found that great care must be taken during scanning to capture usable data. One major difficulty with Kinect Fusion is that it often loses tracking during a scan, so scans must be done very slowly, without large movements. We also found that scans often suffered from holes as well as loop closure issues, where the surfaces of the foot do not line up in the final scan, resulting in a distorted shape, as shown in Figure 3.10. For these reasons, each foot scan often required multiple attempts to properly capture, and even so, despite our best efforts, some distortions are still present in our final scans. These findings are in
line with the limitations motivating the development of our single view scanner methods. Once scanned, foot models are manually isolated, by cropping away background elements and the mesh coordinates are transformed to be centered at the origin. Examples of the real world scans we captured are shown in Figure 3.11. Each scan mesh has around 800,000 vertices and 250,000 faces. Our results applying both of our single view scanning methods to this scan data are presented and discussed in Section 4.5.

Figure 3.10: Common failures we observed while using Kinect Fusion. Left: Distortions in object shape caused by loop closure issues. In this case the bottom surface of the foot is not aligned to the outer surfaces. Right: Holes in the objects surface. In this case holes can be seen on the heel and on the toe.

Figure 3.11: Foot meshes from real people captured using Kinect Fusion [58].
3.6 Summary of Methods

We have presented two deep learning based methods that are designed specifically to eliminate many of the complexities associated with 3D foot scanners that use traditional techniques. Utilizing the MPII Human Shape [64] body models of the CAESAR database [67], we create a dataset of 3D foot objects. We present two separate methods of leveraging our foot dataset to create deep models that can produce complete scans from a single depth map input. We additionally discuss network architecture improvements that may improve performance in our methods. In order to explore the usefulness of our method in the real world, we capture a small set of foot scans to test our methods on. Results of our experiments and testing of each of our methods will be discussed in Chapter 4.
Chapter 4

Results

We have presented two different deep learning methods of producing full point cloud scans from a single input depth map. Each method is trained using only depth maps generated from a set of 3D objects. In this chapter we will describe the metrics we use to evaluate performance, and discuss the results of each of our methods applied to both MPII Human Shape foot data [64], as well as our real world scans.

4.1 Error Metrics

Our test set consists of 1720 random foot objects not used during training. The accuracy of our outputs are evaluated in two ways. First, we evaluate the network’s ability to generate new depth map views given an input depth map view. Second, we evaluate our method’s ability to reconstruct a foot point cloud given a single input depth map view.

In order to evaluate our network’s ability to generate depth maps, we use 64 random input-output pairs for each foot in the test set. Our depth map error measure is the mean $L_1$ distance between the output depth map pixels values $\hat{d}_i$ and ground truth $d_i$ values.

$$L = \sum_i \|d_i - \hat{d}_i\|_1.$$  

(4.1)

Our point cloud shape error measure is similar to that used by Luximon et al. [50], who used a statistical model to parameterize a foot point cloud based on four measures. We use a two directional nearest neighbor Euclidean distance metric to measure similarity between point clouds. For each point $p_{syn,i}$ in the synthesized point cloud, we calculate its
Euclidean distance to the nearest point in the ground truth point cloud, and for each point $p_{gt,j}$ in the ground truth point cloud, we calculate its Euclidean distance to the nearest point in the synthesized point cloud using the following equations:

$$e_{syn,i} = \min_j \|p_{syn,i} - p_{gt,j}\|_2,$$

$$e_{gt,j} = \min_i \|p_{gt,j} - p_{syn,i}\|_2,$$

where $e_{syn,i}$ is the error for point $p_{syn,i}$ in the synthesized point cloud to the ground truth, and $e_{gt,j}$ is the error for point $p_{gt,j}$ in the ground truth to the synthesized point cloud. We normalize the distance measures by the number of points in each cloud, then average the two measures to form our overall error of our point cloud estimate using the following equation:

$$e_{total} = \frac{1}{N} \sum_i e_{syn,i} + \frac{1}{M} \sum_j e_{gt,j},$$

where $N$ and $M$ are the number of points in the synthesized and ground truth point clouds respectively, and $e_{total}$ is the total error reported for a synthesized point cloud. In order to calculate this point cloud metric efficiently, a KDTree [7] implementation is crucial for locating nearest neighbour points in 3D space with reasonable computational complexity. In our works, our point clouds use mm units and thus we report our error measurements in mm units.

Neither of these metrics are invariant to object pose or position. In our point cloud error metric, our metric is most accurate when both object point clouds are centered and oriented in the same way. In our case, the training data foot objects have a fairly consistent pose that our networks can predict, so this sensitivity in the metric has a minimal effect on the reported error.

4.2 Point Cloud Completion Results

To test our point cloud completion method described in Section 3.2, we generated random images for each foot object in the test set using the same camera pose parameters that were used in training. After training, our depth map error on the test set was 0.0054. Samples of synthesized depth map results are shown in Figure 4.1, along with the distribution of error within the depth maps. Looking at the error distributions, it can be seen that a large portion of the error is due to pixels on the foot outline. It appears that the network is uncertain whether pixels in these regions would be a part of the background or of the foot.

40
For each test image, we additionally evaluated the network outputs in their ability to create shape accurate point clouds. Each depth map from the test set is re-projected to a point cloud in mm units. Sample point clouds are shown in Figure 4.2, compared with the ground truths. We found that across all the images in our test set, our method produced point clouds with an average error of 2.92 mm with a standard deviation of 0.72 mm. These results are more precise than the 4.23 mm half size increment used in the English and American shoe sizing systems, however they may not be accurate to the half sizes of 3.33 mm in the European sizing system [31]. Looking more closely at Figure 4.2, it can be seen that the synthesized point clouds perform accurately in areas that are dense with points, such as along the side of the foot, but has more difficulty producing points in sparse regions, such as along the top and bottom of the foot. These sparse regions corresponded to the high error points along the outlines of the depth maps and always occur in these areas as a by-product of how we chose our profile camera poses. We can additionally see the seam between the input and synthesized point clouds. This seam occurs along the surface of the foot that is at very high angles to the depth map camera, where reliable depth measurements cannot be taken by the input camera [59] and where the synthesis network becomes uncertain. Due to this, points in this region are often noisy and filtered out when creating the final point cloud.
This seam also appears in the ground truth point clouds, as there will always be a point along the foot surface that is perpendicular to both profile camera views. This seam prevents this method from being able to fully reconstruct the foot point cloud on its own, but additional methods can be leveraged to fill in the missing regions [12], so long as the halves are aligned. Even leaving the seam as is, accurate measurements can be taken across the two surfaces and operations such as virtual fitting are still possible.

Figure 4.2: Sample point cloud completion results. First row: ground truth, Second row: synthesized point cloud. Red: input depth map points, Blue: ground truth/synthesized output depth map points.

4.3 Point Cloud Synthesis Results

In order to evaluate our point cloud synthesis method described in Section 3.3, we first test our network’s ability to generate novel depth map views, we use 64 random input-output pairs for each foot object in the test set. These random test images are strictly used to test the view synthesis ability of our network, and are not used to reconstruct the complete 3D foot shape. After training, our error on this test set was 0.0072. Samples of the depth maps from the network are shown in Figure 4.3, as well as the distribution of the error across the depth maps. It can be seen that the majority of the error comes from the pixels.
around the outline of the foot. It appears that in these regions the network is uncertain whether these pixels should belong to the foot or the background. These high error outline pixels do not pose much of a problem when forming the foot point cloud however, as they are easily filtered out in our post processing step. Unlike in our point cloud completion approach, filtering out these points does not create sparse regions or holes in the point clouds to the same extent. This is because in this approach we synthesize more depth maps and thus more points on the foot surface. These additional views provide additional overlap and redundancy allowing for a more dense point cloud.

Figure 4.3: Sample point cloud synthesis depth map results. First row: input depth map, Second row: ground truth, Third row: synthesized output depth map, Fourth row: output depth map error distribution.

In order to evaluate our network’s ability to reconstruct the complete foot point cloud, we used a single input depth map, and generate a point cloud from 24 synthesized depth maps, as described previously. We additionally test using 24 different camera poses as the single input viewpoint to explore what camera placement works best for foot scanning.
Our point cloud error is calculated by comparing the estimated point cloud against the point cloud formed by the ground truths for the same 24 depth maps. We found that from the best input view point, our method produced point clouds with an average error of 1.55 mm with a standard deviation of 0.41 mm. These results are significantly more precise than the 4.23 mm half size increment used in the English and American shoe sizing systems, as well as the half sizes of 3.33 mm in the European sizing system [31]. Sample point clouds are shown in Figure 4.4. A breakdown of the point cloud error for estimates generated from each of the 24 input views explored is shown in Figure 4.5.

Figure 4.4: Sample point cloud synthesis results. First row: ground truth, Second row: synthesized point cloud.

Looking at the synthesized point clouds, we observe that their overall shape and scale match that of the ground truth very closely. Some regions such as the toes, appear to be less densely populated with points than the ground truth. We found our method to be less accurate here, and thus many of those points are filtered out in post-processing.

Looking more closely at Figure 4.5, it can be seen that point clouds generated when given an input view of the bottom of the foot were generally more accurate than when given a view of the top of the foot. This suggests that the most important information about foot shape is contained on the bottom surface of the foot rather than the top. Interestingly however, the most accurate point clouds are formed when given a profile view of the foot,
with 0 elevation angle. This result suggests that when building a scanner with a single camera, the camera should be mounted at this profile view position. This finding is also inline with those from Luximon et al. [51], who found that having information from the foot profile was important for overall shape reconstructions.

\subsection*{4.4 Impacts of Network Architectures}

We evaluate our updated network architectures (as discussed in Section 3.4) using the depth map and point cloud error metrics. Samples of depth maps from each architecture are shown in Figure 4.6 along with their distribution of error across the image. Samples of synthesized point clouds from each of the three networks are shown in Figure 4.7. Our results are shown in Table 4.1. As can be seen, Net2 and Net3 both significantly outperform Net1 in both metrics, while requiring less training time. The use of residual blocks with batch normalization allows for higher learning rates enabling this reduction in training time. The lack of fully connected layers allows for smaller models with less parameters, while the residual block skip connection allows for deeper networks, with more processing at each representation size. In both cases of Net2 and Net3, the improved networks were able to become more precise in their point cloud accuracies than the 3.33 mm increment from the European continental sizing system [31].
Net2 and Net3 preformed very similar with Net2 being the best overall, however it has a slightly wider standard deviation. Net3 contained the least number of parameters and could be trained in the least amount of time. Looking at the depth map errors in Figure 4.6, it can be seen that Net2 and Net3 produce less errors along the outlines of the foot, where Net1 struggles. Looking at the point clouds in Figure 4.7, Net2 and Net3 produce points that appear less noisy than Net1. The point clouds of Net2 appear to cover slightly more of the foot surface in sparse regions such as the toe, however it also tends to have more outliers in some cases, as seen on the heel in row 3. Overall our updated network architectures were able to improve performance in our point cloud completion method of single view foot scanning.
Table 4.1: Network architecture results.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Net1</th>
<th>Net2</th>
<th>Net3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth map error</td>
<td>0.0054</td>
<td>0.0047</td>
<td>0.0049</td>
</tr>
<tr>
<td>PC Error (mm)</td>
<td>2.92±0.72</td>
<td>2.55±0.75</td>
<td>2.58±0.71</td>
</tr>
<tr>
<td>Training Iterations</td>
<td>1,300,000</td>
<td>390,000</td>
<td>330,000</td>
</tr>
</tbody>
</table>

Figure 4.7: Point cloud samples. Column 1: ground truth, Column 2: Net1 point cloud, Column 3: Net2 point cloud, Column 4: Net3 point cloud. Purple: points from the input depth map, Green: points from the ground truth/synthesized output depth map.
4.5 Real World Data Results

4.5.1 Point Cloud Completion on Real World Data

Examples of the depth maps generated using our point cloud completion method on our real world scans are shown in Figure 4.8. We use our original network architecture described in Section 3.2. We found that our model generates depth maps that qualitatively look fairly accurate, however miss some finer features. The most obvious missing feature is the high arch, which makes for a sharper heel (most noticeable in column 9). Finer features such as these were likely not present in the MPII Human Shape data. The original CAESAR scans in the standing posture were taken from a weight bearing pose, whereas we captured from a floating, non-weight bearing pose such that we could capture the plantar surface with the Kinect. The error distribution in Figure 4.8 shows that the synthesized views struggle to produce accurate toe regions as well. We suspect the cause of this is similar to that previously discussed, as the toe and heel shape as well as the pose can differ significantly based on posture. Overall based on 64 random input views, our model achieves an average depth map error of 0.01394, which is lower than on our original test set, however not so far off as to be a hard failure.

Figure 4.8: Depth map result samples using point cloud completion on real world scans. First row: input depth map, Second row: ground truth, Third row: synthesized output depth map, Fourth row: output depth map error distribution.
Point clouds examples are shown in Figure 4.9. With the full 3D point cloud, we can more clearly see where the network struggles. The lack of a sharp heel can clearly be seen here, as well as the misshapen toes. Interestingly, the overall size and placement of the synthesized depth map resembles the ground truth to a reasonable extent. This suggests that the network somewhat understands the input, and thus may be able to perform better if the input data could be matched more closely to the training data poses. This also suggests that this deep model could likely perform well with fine tuning on real data, as the current model shows signs of being capable in this domain. We find that our point clouds typically achieve an accuracy of around 8.53 mm, however in some of our tests we were able achieve accuracies of 6.48 mm.

![Point cloud result samples using point cloud completion on real world scans. First row: ground truth, Second row: synthesized point cloud. Red: input depth map points, Blue: ground truth/synthesized output depth map points.](image)

4.5.2 Point Cloud Synthesis on Real World Data

Examples of the depth maps generated using our point cloud synthesis method on our real world scans are shown in Figure 4.10. Using this method, we observe a similar pattern to our point cloud completion method. Qualitatively the depth maps appear to be relatively accurate, minus certain features. Inconsistencies seem to be the sharp heel (noticeable
in column 2), and a flatter foot profile (noticeable in column 1 and 7). Looking at the error distributions, we can see that the toes again seem to cause a lot of error. We also see more error around the outline of the foot, in this case it seems to be caused by the inconsistencies in foot thickness, likely caused by the weight bearing vs non-weight bearing issue discussed previously. Overall based on the reconstruction views, our model achieves an average depth map error of 0.03589, this is lower than on our original test set, but again, not necessarily a hard failure.

Figure 4.10: Depth map result samples using point cloud synthesis on real world scans. First row: input depth map, Second row: ground truth, Third row: synthesized output depth map, Fourth row: output depth map error distribution.

Fully synthesized point cloud examples are shown in Figure 4.11. As can be seen, the overall size of the synthesized point clouds are similar to that of the ground truth scan, however many of the finer features differ. We find that our point clouds achieve an accuracy of 4.73 mm, with some instances achieving 3.58 mm.

4.5.3 Real World Data Discussion

Using both of our methods, we were able to produce reasonable depth maps and complete point clouds. We have reported depth map and point cloud accuracy numbers for both
numbers, however these should only be taken as very rough estimates. As we have discussed, our networks seem to be sensitive to foot pose, which affects their ability to produce accurate point clouds, however the pose also impacts the calculation of the metrics directly. Neither our depth map or point cloud metrics are particularly invariant to pose or position. In our MPII Human Shape testing, pose and position were more predictable, so they did not cause to much inflation of error in our metrics. In the real world data however, since pose impacts rigid shape and since foot objects were isolated and aligned by hand, our metrics are more easily inflated. For these reasons, we suspect that our reported errors on real world data represent an upper bound rather than the true shape error.

Overall we found that our point cloud completion method was able to produce more accurate depth maps than our point cloud synthesis method, but less accurate point cloud reconstructions. This result is inline with the results found when tested on MPII Human Shape data. The depth maps from our point cloud completion method qualitatively appear to be very similar to the ground truth. The network correctly determines which points belong on the foot surface in most cases, resulting in an accurate foreground shape (Figure 4.8). We do not see the same level of success in the depth maps from our point cloud synthesis method, where the foreground shape is more commonly incorrect (Figure 4.10).
We suspect this to be the primary reason why the depth map error for the point cloud synthesis method was found to be so high.

Looking at the point clouds produced, we see that our point cloud completion method produces recognizable feet, but not necessarily accurate ones (Figure 4.9). The network seems to be uncertain about the precise shape, as can be seen by the noisy surface, and seems to resort to producing surfaces that are smaller than they should be (most noticeable in column 4). Interestingly, when we look at the point clouds from our point cloud synthesis method (Figure 4.11), they are far more accurate. We found that these point clouds don’t necessarily follow the correct foot pose and omit finer features, but are typically of roughly the correct size. The network in this method seems to have learned a more coherent representation of foot shape, allowing it to perform more strongly under new conditions.

In both of our methods, reasonable depth maps and point clouds were produced, considering the new data was quite different than that in training. These results suggest that our methods will be capable of performing well in real world conditions, if sufficient data from that domain can be acquired. Ideally, a few thousand real world scans could be used to train our methods from scratch, something that may be achievable with the raw CAESAR data. If this is not possible however, our results with MPII Human Shape suggest that our current models could be fine tuned using a much smaller set of real world scans, to adapt them to that domain. We suspect that using these methods, the accuracy levels we demonstrated testing MPII Human Shape feet should be achievable when applied to real world scanning.

4.6 Summary of Results

We have shown that both of our methods are viable solutions to 3D foot scanning from a single input depth map. Our point cloud completion method was shown to be able to produce near complete point clouds with an accuracy as high as 2.55 mm. Our point cloud synthesis method was found to be even more powerful, being able to produce complete point clouds with an accuracy of 1.55 mm. In either case, our results were demonstrated to be more precise than half sizes in the English American shoe sizing systems (4.23 mm), as well as half sizes in the European continental sizing system (3.33 mm) [31]. When applied to real world scans, we found that both our methods were able to recognize and produce reasonable depth maps and point clouds. Here we again found our point cloud synthesis method to be more accurate, and seems to be able to produce more coherent foot shapes under unfamiliar conditions. Our results suggest that are methods should perform strongly in the real world if trained or fine tuned on such data.
Overall we found that our point cloud synthesis method performed better than point cloud completion. We suspect this has mostly to do with its use of points from multiple synthesized depth maps. With more points, there is more redundancy in predictions of where a surface should be. This redundancy allows for inaccurate points produced from one view, to be made up for by more accurate point predictions from another. The overall point cloud is also more dense with points, which allows us to more aggressively filter away noisy points without leaving behind wholes and bare patches in the point cloud.
Chapter 5

Conclusions

We have presented two novel methods for leveraging deep learning to perform 3D foot scanning from a single depth map input view. Our networks were successfully able to learn the 3D shape of an anthropomorphic body part from incomplete information. These models were shown to be able to determine the missing information required to accurately generate a near complete or totally complete point cloud representation of a foot from only a single depth map.

Our point cloud completion method was found to have a reconstruction accuracy of $2.92 \pm 0.72$ mm, which is more precise than the 4.23 mm half size increment used in the English and American shoe sizing systems, however it may not be accurate to the 3.33 mm half size in the European continental sizing system [31]. Upon updating our network to use residual blocks however, we were able to achieve accuracies of $2.55 \pm 0.75$ mm, which comes in just below the continental half sizes. Our point cloud synthesis method was able to reconstruct full point clouds with an accuracy of $1.55 \pm 0.41$ mm, which is significantly smaller than the English and American shoe sizing half size increment, as well as the continental half size.

Our models trained on MPII Human Shape data suggest the capabilities of deep learning for single view 3D foot scanning but also show that using this dataset alone may not be enough to fully build such systems. Subtle differences in the posture and shape of real world scan data seems to be enough to confuse the deep networks in our methods. This was shown to result in reconstructions with reduced accuracy. Our experiments with real world scans show that our models can understand real data, but for them to perform properly in a real setting requires that they are fully trained or at least fine tuned on real world data.
Overall, we have shown that our methods allow for foot scanners to avoid many of the complications associated with multi-camera and moving-camera systems. This includes complexities associated with extrinsic calibration, point cloud alignment, slow operation, mechanical complexity and high cost. Our point cloud completion method in particular, is simple, even compared with other forms of deep learning view synthesis for object reconstruction. We focused on how our network can supplement the existing data from the input depth map. By taking advantage of the general shape of a foot, and found that only a single additional view would be sufficient to reconstruct overall shape, requiring only a single forward pass of our network. Additionally, due to how we synthesize the additional view’s depth map pixels from the same camera pose as the input, no additional steps to align the synthesized view with the original input are required to reconstruct the foot.

Due to both of our method’s ability to require only a single input view, these can be applied to scanners that are significantly cheaper and faster at capturing shape. The simplicity of our scanning method could make scanners far more accessible than current products on the market, and allow for more widespread use of scanning for footwear matching. These methods also have potential in applications such as analysis of foot dynamics and loading from video, which can be useful in determining fit during motion and in footwear design.

Despite our promising results, our methods have some limitations over more traditional RGBD scanning methods. The point clouds produced by these methods are not as accurate as a scan using multiple viewpoints would be, as those would contain the true information about the object’s shape from all views. Our methods are also limited to only scanning new instances of objects that are mostly similar to those seen during training. This method will fail if for example someone for whatever reason has a particularly unique foot shape, or if there is any sort of abnormality on a part of the foot not seen by the camera’s single viewpoint. Specific to our point cloud completion method, we take advantage of foot shape to select the two depth maps views used. For more complex objects with more self occlusions, a different implementation would be required to capture the whole surface. For these reasons, our methods may not be practical to completely replace more traditional scanning method in all cases, however in our application, for most feet it is sufficient to capture an accurate representation.

Further work is needed to adapt our methods to working in the real world. The most important aspect to this would be to collect real world data to train with. We suggest acquiring the true CAESAR database scans, as well as scans using the specific camera hardware intended to be used in the final system. MPII Human Shape data and CAESAR data can be used to pre-train deep models, which should then be fine tuned on sensor specific data.
Additional future works and ways to expand upon this thesis work include further investigations in network architecture as well as additional methods of pre-processing and post-processing the data. Expanding this work to explore how color cameras could be used in single view scanning could prove useful as well, as they are significantly cheaper, more readily available and often have higher resolutions than RGBD depth maps.
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