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The permeability of the bacterial outer membrane, enclosing Gram-negative bacteria, depends on the
interactions of the outer, lipopolysaccharide (LPS) layer, with surrounding ions and molecules. We present
a coarse-grained model for describing how cationic amphiphilic molecules (e.g., antimicrobial peptides) interact
with and perturb the LPS layer in a biologically relevant medium, containing monovalent and divalent salt
ions (e.g., Mg2+). In our approach, peptide binding is driven by electrostatic and hydrophobic interactions
and is assumed to expand the LPS layer, eventually priming it for disruption. Our results suggest that in
parameter ranges of biological relevance (e.g., at micromolar concentrations) the antimicrobial peptide magainin
2 effectively disrupts the LPS layer, even though it has to compete with Mg2+ for the layer. They also show how
the integrity of LPS is restored with an increasing concentration of Mg2+. Using the approach, we make a number
of predictions relevant for optimizing peptide parameters against Gram-negative bacteria and for understanding
bacterial strategies to develop resistance against cationic peptides.
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I. INTRODUCTION

The bacterial lipopolysaccharide (LPS) is a key surface
component of Gram-negative bacteria. It forms the outer layer
of the outer membrane (OM), i.e., the first protection layer
against potentially harmful molecules such as antimicrobial
peptides (AMPs) and antibiotics [1–6] [see Fig. 1(a)]. A
distinguishing feature of LPS is its polyanionicity [1–3],
each carrying four or more negative charges [Fig. 1(b)]. How
LPS molecules interact with other molecules and ions has a
profound impact on the LPS layer, which in turn influences
OM permeability [Fig. 1(a)]. If Mg2+-binding of LPS creates
tightening effects on the LPS layer, EDTA or cationic AMPs
reverse these favorable effects by displacing the previously
bound Mg2+ ions from the LPS layer, competitively or by
chelation, respectively [3–11]. (For more recent progress,
see Refs. [12–16].) Indeed, increased OM permeability is
correlated with enhanced susceptibility of Gram-negative
bacteria to AMPs and antibiotics [9–11].

Because of their OM, Gram-negative bacteria have become
increasingly challenging to treat in the clinic (see Ref. [17]
and references therein). A better understanding of how AMPs
reduce OM permeability will benefit our effort for combating
these bacteria. Indeed, several attempts have recently been
made to advance our understanding of OM permeability
[12–16]. For instance, an in vitro model of the Escherichia coli
cell surface has been proposed and used in further unravelling
the effects of divalent cations on OM permeability [12–14].
Also, computer modeling has quantified the effects of divalent
cations on LPS polymorphism [15].

Despite its potential benefits, theoretical understanding of
how the LPS layer is modified by AMPs, in the presence
or absence of Mg2+, remains poor. The main bottleneck
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in theoretical modeling of LPS is threefold: (i) the long-
ranged nature of Coulomb forces tends to invalidate a simple
Langmuir-type binding model [18]; (ii) ionic sizes and peptide
area are important molecular details that have to be taken into
account [19–23]; (iii) importantly, the hydrophobic binding
of (amphiphilic) AMPs into the LPS layer rearranges the
surrounding LPS molecules, thus altering the distribution of
LPS charges and their electrostatic interactions with peptide
charges. Earlier theoretical studies were focused on electro-
static modification of the LPS layer [19,20]. In these studies,
the two hurdles (i) and (ii) were overcome; what remains to
be explored is LPS perturbation caused by the hydrophobic
binding of AMPs. Indeed, the disruption of LPS membranes
is correlated with membrane thinning [24]. This suggests that
the hydrophobic adsorption of peptides into the membrane,
leading to membrane-area expansion, is a prerequisite for
membrane disruption [24], as was seen with phospholipid
membranes [25,26].

Along this line, it is worth mentioning that a “large-scale”
consideration will be beneficial for understanding several
essential features of a peptide-membrane system. For instance,
it was shown that there exists an optimal charge at which
peptide activity is maximized against phospholipid membranes
carrying anionic lipids [27,28]. This points to the significance
of the mutual electrostatic repulsion between peptides on the
membrane surface, which cannot be reduced to single-peptide
properties. Also, membrane disruption by peptides is shown
to be a “cooperative” process in that it requires a threshold
peptide concentration on the membrane surface. This is best
understood for phospholipid membranes [25,26], but it also
features LPS membranes [24]. If taken altogether, all this
means that a physical model of an LPS-peptide-ion system
merits much consideration, especially one that will enable
us to identify the biophysical or physicochemical parameters
for optimal peptide activity against LPS, offering guiding
principles for optimizing peptide parameters against Gram-
negative bacteria [29].

Here, we present a coarse-grained model for describing
competing effects of AMPs and Mg2+ on LPS. To this
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FIG. 1. Outer membrane (OM) permeability in the presence of cationic AMPs and Mg2+, and our modeling strategy. (a) (Upper panel)
At a low surface coverage, AMP binding perturbs weakly the outer membrane. Bound peptides reside on the headgroup surface or at the
headgroup-tail interface in a parallel orientation. At a sufficiently high coverage, AMPs can disrupt the OM by forming pores, for instance
(see Fig. 7 in Ref. [33]). For simplicity, polysaccharides (green dashed lines) are shown for a few LPS molecules. (b) The molecular structure
of LPS is shown. Each hexagon represents a sugar molecule: glucosamine in light blue (in lipid A), Kdo in yellow (in the inner core),... The
illustration in (b) is adapted from Ref. [34] (see Refs. [1–3] for more details). Copyrighted by the American Physical Society. (c) This shows
a surface-lattice model (i), in which LPS charges are viewed as forming discrete lattice sites, decorated with ions and peptides, as well as
“lattice reconstruction” (ii). Parallel insertion of a peptide will perturb the lattice. In our approach, this is taken into account by shifting a few
lattice sites; the resulting lattice reconstruction is shown [the right bottom panel labeled as (ii)]. Also shown are ion pairs between two opposite
charges (e.g., Mg2+ and an LPS charge right below) on the top and area exclusion effects. The dashed line or a short stretch of lattices sites
cannot accommodate a peptide in the same orientation. The illustrations in this figure are adapted from Ref. [19] by permission of The Royal
Society of Chemistry so as to include pore formation in (a) and hydrophobic insertion, leading to lattice reconstruction in (c).

end, we extend the earlier electrostatic (i.e., surface-lattice)
model of LPS [19,20] so as to capture peptide’s hydrophobic
interactions with LPS and the resulting LPS perturbation.
Recall that the hydrophobic adsorption of a peptide into the
LPS layer not only rearranges the surrounding LPS molecules
but also modifies their electrostatic interaction with the
peptide. This poses a major barrier to our theoretical modeling
of LPS-AMP interactions. To overcome this, we introduce a
“reconstructed-lattice” model, as illustrated in Fig. 1(c).

In our approach, an amphiphilic peptide is modeled as a
rectangle; its amphiphilicity is mimicked by assigning a net
charge Q (given in units of the elementary charge e) and
a hydrophobic interaction energy H . As in earlier studies
[19,20,24,30,31], we primarily focus on LPS Re, the simplest
form of LPS for survival [1], each carrying four negative
charges [see Fig. 1(b)]. Our approach is flexible and can be
extended to more realistic LPS, as discussed later (see Sec. IV).
In the absence of hydrophobic interactions, the LPS layer is
simplified as a two-dimensional electrostatic lattice formed by
LPS charges [Fig. 1(c)]. Unlike small cations, which occupy
single binding sites, a peptide occupies several sites [19,20].
This gives rise to an unfavorable consequence on peptide
binding often referred to as “area exclusion”: it is excluded
from a short stretch of binding sites, represented by a dashed
line in Fig. 1(c) [18,20,32].

Peptide binding, assumed to be in a parallel orientation,
inevitably perturbs the surrounding LPS molecules, rearrang-
ing their charge distribution. One can invoke the following
simplification: a hydrophobically bound peptide shifts !
consecutive lattice sites by a (lattice constant), as described
in Fig. 1(c); !a2 is the area each peptide adds to the LPS
layer. This lattice reconstruction allows us to consider both
hydrophobic and electrostatic interactions simultaneously.

Using this model, we show how the LPS layer interacts
with and is modified by AMPs in an electrolyte solution,
possibly containing Mg2+. A central quantity along this line
is the molar ratio of hydrophobically bound peptides to lipids
often denoted as P/L, where P and L can be understood as
the number of bound peptides and the number of lipids in a
membrane, respectively [24]. In the low micromolar range of
this peptide in the bulk, P/L can reach a “threshold” value
P/L∗ (P/L ≈ 0.1 for magainin 2), beyond which the LPS
layer is permeabilized via pore formation or other mechanisms
[24,33], as illustrated in Fig. 1(a). Pore formation is not the
sole mechanism for disrupting the LPS layer. In our approach,
we do not attempt to clarify the mechanism of LPS disruption
but focus on extracting general features of our LPS-peptide
system. Largely independent of details, LPS perturbation by
AMPs can be quantified in terms of P/L or the surface
coverage of hydrophobically bound AMPs. A related quantity
is the lateral pressure of LPS layers or membranes. Lipid
compression by peptide insertion results in an increased lateral
pressure, which can be measured experimentally [31].

Our approach shows how AMPs and Mg2+ compete for
LPS. It thus explains in physical terms a few key features of
long-standing observations regarding how OM permeability
can be modified by various OM stabilizing and permeabilizing
agents [3–8,24,31]. First, it suggests that at a physiological
concentration (typically in a micromolar range) magainin
2 effectively perturbs the LPS layer in an Mg2+-dependent
way. For LPS disruption (i.e., P/L ! P/L∗), a larger peptide
concentration is required for a larger Mg2+ concentration in
the bulk.

Also, it shows how peptide-LPS parameters and peptide
activity are interrelated. For instance, it indicates the existence
of an optimal peptide charge at which peptide activity is
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FIG. 2. Theoretical scheme for calculating the lateral electrostatic free energy of the reconstructed LPS lattice decorated with Na+, Mg2+,
and peptides. Recall that a hydrophobically bound peptide will shift Q lattice sites and create Q sites for its occupation. Except for this, our
scheme here is essentially identical to the one used for electrostatically bound peptides [19,20]. We first rearrange charges on the lattice into
an energy-minimizing distribution in which the charges alternate in sign except on neutral ones (Na+-paired or polycation-paired sites). We
then use as a reference a “perfect” lattice shown in (i), where equal numbers of positive and negative charges are alternatively arranged. Since
this does not correctly represent the initial energy-minimizing one to the left of (i), we remove some of the charges until the perfect lattice
becomes the initial one and calculate the resulting free energy cost. In the limit of N0 → ∞, the irregular shape of the reconstructed lattice
becomes irrelevant. (This illustration is modified from Refs. [19,20] by permission of The Royal Society of Chemistry; it is consistent with our
reconstructed lattice model in Fig. 1(c).)

maximized against LPS. Furthermore, it clarifies to what
extent (partial) neutralization of LPS charges weakens AMP’s
attraction to LPS, lowering P/L. This consideration will be
beneficial for offering biophysical insights into bacterial strate-
gies for developing resistance against AMPs [10,11,33,35].
Conversely, it establishes the peptide-parameter requirements
for enhanced peptide activity against LPS layers with reduced
surface charges. The main advantage of our approach is that
it can be extended to other cationic peptides, once their
biophysical properties are characterized (see Ref. [24] for
magainin 2-LPS interactions). Its variation will be useful for
clarifying the peptide parameters for optimal peptide activity
against Gram-negative bacteria.

II. THEORETICAL APPROACH

We first derive the free energy of our LPS system. To this
end, we extend the electrostatic model of LPS [19,20], in which
molecular binding is purely electrostatically driven, to one that
captures the hydrophobic binding of peptides to LPS and the
resulting LPS perturbation. In our approach, we assume that all
bound peptides are hydrophobically associated with LPS. This
is reasonable, since an inserted one gains a large hydrophobic
free energy (≈ − 10 kBT ), where kB is the Boltzmann constant
and T the temperature. The resulting lattice perturbation is
taken into account via the lattice reconstruction mentioned
earlier: a bound peptide shifts ! consecutive lattice sites and
creates ! sites for its own occupancy [Fig. 1(c)] [36]. In this
picture, the lattice constant will remain unchanged, as long as
the bilayer coupling is ignored; also, !a2 should be interpreted
as the area each peptide adds to the LPS layer. The main
difference is that the sites previously representing LPS charges
have been replaced by peptide charges.

Our approach does not take into account explicitly the
eventual disruption of LPS layers beyond P/L∗, for example,
via pore formation. Instead, we will show how P/L∗ is reached
as the peptide concentration increases.

The electrostatic free energy of our LPS system can be
expressed in terms of several parameters. Let N0 be the number
of original lattice sites, which is four times the number of LPS
molecules (recall each LPS Re carries four negative charges),
N1, N2, and Np the number of Na+ ions, Mg2+ ions, and
AMPs, on the lattice, respectively. (Note that Np and P as in
P/L can be used interchangeably. Here we introduced a few

similar parameters: N1 and N2. Except for the ratio P/L, we
preferentially use Np over P .) These are the parameters with
respect to which the total free energy is to be minimized. The
number of reconstructed lattice sites is then Ñ0 ≡ N0 + !Np.

The total electrostatic energy of a given charge arrangement
(e.g., the “original” one in the left corner in Fig. 2) is given
as a pairwise sum of two-body interactions. This allows one
to decompose the LPS free energy into a few components:
ion pairing energy, lateral interactions (or simply lateral
correlations), and a net charge repulsion [19,20]. Among them,
the lateral interaction is the most formidable to derive, since
it should reflect nonuniform charge distributions on the LPS
layer (see the Appendix of Ref. [19] for the details).

Here, we focus on describing how the earlier electrostatic
lattice model can be extended to our reconstructed-lattice
model [Fig. 1(c)]. Let N± be the number of positive (green
balls) or negative charges (tangerine balls) on the original
lattice in the left corner in Fig. 2. Obviously, N+ = N2 and
N− = N0 − N1 − N2 − QNp. First, let us ignore ion pairing
between opposite charges and focus on the lateral interactions.
As illustrated in Fig. 2, we first approximate the original
charge distribution into an energy-minimizing one in which the
charges alternate in sign except on neutral ones (Na+-paired
or polycation-paired sites). It proves useful to construct a
“perfect,” alternating lattice, labeled as (i) in Fig. 2, and expand
the lateral free energy Flat about this arrangement. Since this
does not correctly represent the initial one we start with, i.e.,
the one to the left of (i), we remove some of the charges until
the perfect lattice becomes the initial (energy-minimizing)
distribution and calculate the resulting free energy cost.

Let "alt be the electrostatic interaction of a given charge
on the perfect, alternating lattice (i), which is the same for
negative and positive charges on the lattice. The lateral free
energy per site Flat can be written as [19,20]

FlatÑ0 ≈ Ñ0

2
"alt − M"alt + Frr , (1)

where M = Ñ0 − N+ − N− is the number of removed charges
and Frr is the interaction free energy among all the removed
(or added) charges, i.e., those in (ii)–(iv) in Fig. 2. Here and
below, free energy is given in units of the thermal energy kBT .

One can find "alt = −ℓB × $ε × ζ (a) [19]. Recall that
a is the lattice constant. Here, the Bjerrum length ℓB is
given by ℓB = e2/4πε0εrkBT , where e is the electronic
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charge, ε0 the permittivity of free space, and εr the dielectric
constant of a solvent (εr = εw for water) (see for instance
Ref. [18]). The symbol $ε accounts for the effect of a dielectric
discontinuity between water and LPS. Generally, electrostatic
interactions near an interface between two dielectric media
have a complicated dependence on the dielectric constants of
the media (see for instance Ref. [37] and references therein).
However, note that εw/εl ≫ 1, where εl ≈ 2 is the dielectric
constant of lipids. This effect can be factored out as in Eq. (1);
for practical purposes, it can be approximated as $ε ≈ 2 [38].

Finally, ζ (a) is an infinite sum given by

ζ (a) = 1
2

∞∑

i=1

i∑

j=0

(−1)i+j−1 e−κa
√

i2+j 2

a
√

i2 + j 2
× k(i,j ), (2)

where k(i,j ) is defined as k(i,j ) = 4, if j = 0 or i = j ;
k(i,j ) = 8, otherwise [19]. The symbol κ is the reciprocal
of the screening length, beyond which the electrostatic
interactions are exponentially screened. Assume that there are
(1 : 1) and (2 : 1) salts in the solution, and let n1 and n2 be
the bulk concentration of monovalent and divalent cations,
respectively. It is given by κ2 = 4πℓB[2n1 + (22 + 2)n2].

Following Refs. [19,20] and using the illustration in Fig. 2,
we arrive at

Frr ≈ 2
Ñ0

(
Ñ0

2
− N+

)(
Ñ0

2
− N−

)
"alt

+ π

κ

ℓB

a2
$ε

(N+ − N−)2

Ñ0
. (3)

The second term on the right-hand side in Eq. (3) represents
the net charge repulsion on the LPS layer. Because of peptide
binding, this term is reduced by the factor N0/Ñ0. If used in
Eq. (1), this leads to

FlatÑ0 ≈ ℓB$ε

[
π

κ

(N0 − N1 − 2N2 − QNp)2

Ñ0a2

− 2
N2(Ñ0 − N1 − N2 − QNp)

Ñ0
ζ (a)

]
. (4)

Equation (4) can be improved by correcting it for ion pairing
between opposite charges: an LPS charge and its ion pair [see
the top illustration in Fig. 1(c)]. Let δi (i = 1,2) and δp be the
distance between the two opposite charges forming an ion pair,
where the subscripts “1,” “2,” and “p” refer to an LPS charge
paired with Na+, Mg2+, and a peptide charge, respectively. The
total ion-pairing free energy can be expressed as [19,20,22]

Fion pair = ℓB$ε

(
N1

δ1
+ 2N2

δ2
+ QNp

δp

)
. (5)

Since the first term on the right-hand side of Eq. (4) includes
the continuum analog of this, one needs to be careful to avoid
double-counting of this effect [22] [see below Eq. (8)].

As illustrated in Fig. 1(c), a short stretch of free sites (<
!), described by a dashed line, cannot accommodate a chain
molecule of length ! (in units of a) in the same orientation.
This area-exclusion effect, arising between peptides, can be
included within the framework of scaled particle theory [32]
(see also Ref. [20] for additional details). An earlier study
shows that this effect can be significant in the parameter range
of biological relevance [20].

Perhaps, the easiest way to take into account this effect
is to start from the case with peptides only. As discussed in
Ref. [20], the entropic chemical potential of this system can
be obtained from Ref. [32]. In units of kBT , it reads

µp = ln
!Np/Ñ0

1 − !Np/Ñ0
+ 1

1 − !Np/Ñ0

+ ϵ

(1 − !Np/Ñ0)2
− 1 − ϵ. (6)

Here ϵ is the “shape parameter” [32]. For a rectangle of aspect
ratio g, ϵ = (g/π) × (1 + 1/g)2; ϵ = 25

4π
for g = 4, as for

magainin 2, typically carrying four positive charges [32]. Also
note that Ñ0 is used in place of N0 in the original derivation
[20]. The first term on the right-hand side would be obtained if
one assumed a Langmuir-type model in which area exclusion is
ignored [18]. The rest of the terms cancel each other in the limit
Np/N0 → 0 but increase rapidly with Np/N0; they account for
the effect of area exclusion. Since ions do not give rise to area
exclusion effects, one can combine their contributions with the
first term in Eq. (6) [20].

The hydrophobic free energy of bound peptides can readily
be included, if we note that it is set by single-peptide properties.
If H (< 0) is the hydrophobic free energy per peptide, the total
hydrophobic free energy of bound peptides can be expressed
as NpH .

Finally, we include the free energy cost for LPS deforma-
tions induced by peptide binding. Unfortunately, how LPS
layers respond to inclusions (e.g., hydrophobically bound
peptides) has not been well understood (see Ref. [39] for
a similar issue for phospholipids). Nevertheless, one can
map out a plausible picture of LPS deformations based
on the two observations: (i) the compression modulus of
LPS layers is comparable to that of phospholipid layers
[16,40,41] (see Sec. III for more details); (ii) both LPS and
phospholipid bilayers require a threshold peptide coverage
(i.e., P/L∗) for pore formation [24–26]. The latter (ii) is a
clear indication that the deformation free energy is quadratic
with Np for the biologically relevant range of P/L (=QNp/N0
for Q = 4): P/L " P/L∗ or P/L # P/L∗. This is a natural
consequence of LPS deformations that overlap (see Ref. [39]
for phospholipids). Otherwise, bound peptides would either
remain on the surface in a parallel orientation or prefer to form
pores for all values of P/L. This contradicts observations [24]
(see Refs. [25,26] for phospholipids). Similarly to what was
seen with phospholipid membranes, the disruption of LPS
occurs beyond P/L∗, but not below P/L∗. In other words,
around P/L∗, the deformation free energy should be quadratic
with Np.

Let KA be the area compression modulus of LPS layers,
which can be measured experimentally. The quadratic defor-
mation free energy (in units of kBT ) can be expressed as

Fdeform(Np) = a2

2
KA

(!Np)2

N0
. (7)

For small Np, however, the deformation free energy is
expected to be linear with Np, since the effect of peptide
binding is local in this case. To test the applicability of the
quadratic deformation free energy in Eq. (7), in the Appendix,
we use an analogy between LPS and phospholipid membranes.
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To this end, we examine a “hypothetical LPS layer,” for
which the deformation free energy is identical to the one
derived for phospholipids that shows a crossover between
the linear and quadratic limits [39]. Our analysis in the
Appendix suggests that for practical purposes the quadratic

LPS deformation free energy can be used for a wide range of
Np/N0.

The procedures described above lead to the following total
LPS free energy F total

LPS as a function of N1, N2, and Np, with
reference to the bulk:

F total
LPS (N1,N2,Np) = ℓB$ε ·

[(
π

κ
− M1

2

)
(N0 − N1 − 2N2 − QNp)2

Ñ0a2
− (Mp − M1)

2
QNp(N1 + 2N2 + QNp)

Ñ0a2

− N1

δ1
− 2N2

δ2
− QNp

δp

− 2
N2(Ñ0 − N1 − N2 − QNp)

Ñ0
ζ (a)

]
+ NpH + a2

2
KA

(!Np)2

N0

+
2∑

i=1

Ni ln
(

Ni

Ñ0nivi

)
+ Np ln

(
!Np

Ñ0npvp

)
+ (Ñ0 − N1 − N2 − !Np) ln

(
1 − N1 + N2 + !Np

Ñ0

)

+ 1 − !

!
(Ñ0 − !Np) ln

(
1 − !Np

Ñ0

)
− Np(ϵ + 1) − Ñ0

!
ln

(
1 − !Np

Ñ0

)
+ Ñ0

!

ϵ

1 − !Np/Ñ0

−
∑

i

Niµ
free
i − Npµfree

p . (8)

Here, Mν (ν = 1 or Q) is defined as

Mν(κ,a) =
∫ aν/2

−aν/2
dx

∫ a/2

−a/2
dy

e−κ
√

x2+y2

√
x2 + y2

. (9)

The first line in Eq. (8) describes the mean-field free energy.
The terms containing Mν are to correct the electrostatic free
energy for over-counting Coulomb interactions (within the
same site), as noted earlier [19,20,22]. All the terms in the
second line containing δi are the ion-pairing (or transverse)
interactions [22,23]. The next one containing ζ (a) is the
lateral interaction. The next two terms represent hydrophobic
interactions and membrane deformations induced by peptide
binding (recall H is the hydrophobic free energy per peptide
and KA the area-stretch modulus of the LPS layer).

The entropic free energy including the effect of area
exclusion is presented in the following two lines. It is expressed
with respect to ions and peptides in the bulk. In this, ni and vi

are the bulk concentration and the volume of ions, respectively;
np and vp are similarly defined for peptides.

Finally, the energy contributions to the chemical potentials
of free ions and peptides (in units of kBT ) can be obtained as

µfree
i = −Z2

i

2
ℓB

δi

($ε − 1) − Z2
i

2
ℓBκ

1 + κri

, (10)

µfree
p = −Q

2
ℓB($ε − 1)

(
1
δp

+ Mp − M1

a2

)

− Q

2
ℓBκ

1 + κr1
. (11)

In Eq. (10), Z1 = 1 and Z2 = 2 refer to monovalent and diva-
lent cations, respectively. Note that the entropic contribution
is absorbed into Eq. (8). The first term on the right-hand side
of Eq. (10) or (11) is the “self-energy” of free charges with
reference to the LPS layer; the first term in Eq. (11) also
contains a contribution from the interaction between different
charges on the peptide described by the term containing

(Mp − M1) [19]. This term is constant if εr is constant but
varies near a dielectric discontinuity and can be interpreted as
an image-charge effect. The second term is the “polarization”
energy, i.e., the electrostatic free energy gain of a charged
particle due to the shielding of its charge by the surrounding
ions [18,42].

So far, we have ignored the bilayer coupling, i.e., the
constraint that the outer LPS and inner layers form a bilayer.
For the case depicted in Fig. 1(a) (upper panel), the inner layer
will resist stretching of the outer one. This can be taken into
account, if we assume that both layers have the same or similar
elastic properties. Then the stress caused by peptide insertion
will be equally distributed between the two layers. Let a0 be
the “unperturbed” lattice constant in the absence of peptide
binding in a high-salt limit. If we assume an asymmetric
binding of AMPs as in Fig. 1(a) (upper panel), the lattice
constant is modified as [43]

a(Np) = a0√
1 + c!Np/N0

. (12)

Here c = 1/2 for an asymmetric binding. For an LPS
monolayer with the total area held fixed, c = 1. For a
symmetric binding between the two layers as in an LPS
bilayer, however, a can be approximated as a0. This will
simplify the analysis of the LPS free energy in Eq. (8). In
this work, for simplicity, we focus our effort on analyzing
a symmetric LPS bilayer, in which AMPs are symmetrically
distributed between the inner and outer layers; it suffices to
focus on one of the layers, e.g., the outer layer. The difference
between symmetric and asymmetric cases is only subtle and
quantitative. The symmetric case is, however, much easier to
analyze numerically.

The lateral pressure change due to insertion is given by [44]

$, = −∂F total
LPS

∂a2
+ KA

!Np

N0
≈ KA

!Np

N0
. (13)
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FIG. 3. Competitive binding of Mg2+ and AMPs to LPS as well as LPS perturbation. We have chosen [Na+] = 100 mM and Q = 4, and used
a few choices of [Mg2+] (left) and [AMP] (right) as indicated in the legend. (a) The graph shows the fractional area increase of LPS, $A/A0, and
the fractional charge occupancy of Mg2+ on the LPS layer, 2N2/N0; for ! = Q = 4 as for magainin 2, $A/A0 = QNp/N0 = P/L, i.e., the
fractional area increase coincides with the fractional charge occupancy of AMPs. (Left) As [AMP], the bulk concentration of AMPs, increases,
the occupancy of AMPs on the LPS layer and $A/A0 increase, reducing the binding of Mg2+. This graph suggests that LPS perturbation by
AMPs is more effective for a smaller value of [Mg2+]. (Right) As [Mg2+], the bulk concentration of Mg2+, increases, the occupancy of Mg2+

on the LPS layer increases, diminishing the binding of AMPs. This graph implies that the LPS stabilizing effects of Mg2+ is more pronounced
for a smaller value of [AMP]. (b) These graphs show the excess lateral pressure $, of the LPS layer induced by peptide binding. Note that
1 kBT/nm2 ≈ 4.1 mN/m at 300 K. (Left) The increase of $, with [AMP] is correlated with the [AMP] dependence of $A/A0 in (a). As
[AMP] increases, more peptides will bind to LPS, increasing $,. (Right) This shows how $, varies with [Mg2+]. Obviously, it decreases as
[Mg2+] increases. This is correlated with the enhanced binding of Mg2+ at higher concentrations seen in (a). The trend seen with the curves
corresponding to different values of [Mg2+] on the left is consistent with the Mg2+-dependence of the results in the graphs on the right.

Here, F total
LPS is the LPS free energy already minimized with

respect to Ni and Np; the partial derivative with respect to a
is to be evaluated at a = a0. The main advantage of absorbing
the entropy of free ions or peptides into F total

LPS in Eq. (8) is that
the resulting F total

LPS correctly captures the entropic gain of ions
or peptides in the computation of ∂F total

LPS /∂a2. The next term
represents the free energy cost for membrane deformation.
The second equality holds for a parameter space of biological
interest: !Np/N0 ≈ QNp/N0 ≈ 0.1.

In equilibrium, F total
LPS is minimized with respect to Ni

and Np, or µfree
i = µLPS

i = ∂F total
LPS /∂Ni and µfree

p = µLPS
p =

∂F total
LPS /∂Np. These relations can be solved simultaneously for

Ni and Np.

III. RESULTS

In our analysis, we have chosen the parameters as follows:
[Na+] = 100 mM (κ−1 ≈ 10 Å), δ1 = δp = 3 Å, δ2 = 2.5 Å,
r1 = 3.4 Å, r2 = 4.3 Å, and T = 300 K [45,46]. As for peptide
parameters, we have used typical values for magainin 2
[10,24], unless otherwise indicated: Q = 4 (Fig. 3) and vp =
2.5 nm3 [47]; a reasonable choice of ! is ! ≈ Q = 4, as
for magainin 2 [48]. To determine a0, the unperturbed lattice
constant (i.e., when the electrostatic interaction is “turned off”
or screened sufficiently), note that the typical cross-sectional
area of LPS Re ≈166 Å

2
[30]. We thus use a0 =

√
166/4 =

6.44 Å. (In Fig. 4, however, we vary Q and a0 to examine their
effects on LPS.) Finally, we have chosen H = −10 kBT and
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FIG. 4. Fractional area change, $A/A0, and fractional charge occupancy of Mg2+, 2N2/N0 vs. Q (a and c) and a/a0 (b). We have chosen
H = −10 kBT and ! = 4 in both (a) and (b); Q = 1, . . . ,7 in (a) and Q = 4 in (b); in (b), the lattice constant is chosen to be a = 1,2,3,4a0; in
(c), Q = ! and H = −2.5Q kBT (=10 kBT for ! = 4); in all cases, [Na+] = 100 mM. (a) The graph shows the results for $A/A0 = !Np/N0

and 2N2/N0. (a) As Q increases, $A/A0 increases initially and then decreases beyond Q = 4, for all [Mg2+] values used. On the other hand,
2N2/N0 decreases monotonically. The non-monotonic dependence of !Np/N0 on Q can be attributed to the balance between LPS-peptide
attractions and peptide-peptide repulsions on the LPS surface, both becoming stronger with increasing Q. (b) As the lattice dilates, both
$A/A0 and 2N2/N0 decrease monotonically, as their attraction with LPS diminishes. In all the cases shown, $A/A0 = P/L (for ! = Q = 4)
becomes smaller than P/L∗ ≈ 0.1, as a approaches 2a0. (c) The graph here shows $A/A0 as a function of Q, which is chosen to coincide
with !, for the two choices of a: a = a0,2a0. It suggests that AMPs become more potent with increasing Q = ! and |H | (the magnitude of
the hydrophobic free energy). For ! > 4, !Np/N0 > P/L. The quantity !Np/N0 is a better measure of LPS perturbation, since it is related
to the area expansion of the LPS layer induced by peptide binding. The corresponding threshold value is represented by a horizontal dashed
line. For Q ! 6, the curve with squares in magenta obtained for a dilated lattice, is above the threshold value (the dashed line); also included is
a curve obtained for the original lattice, which is well above the dashed line. This may offer design principles for combating resistant bacteria
with reduced LPS charges.

KA = 240 pN/nm for a bilayer (or KA = 120 pN/nm for an
LPS monolayer); note that 1 pN/nm = 1 mN/m. Our choice
of KA is comparable with a recent experimental estimate of
≈100 pN/nm for a LPS monolayer [16] and is similar to that
for phospholipids [40,41].

Figure 3 displays our results for the fractional area change
$A/A0 = !Np/N0 [Fig. 3(a)] and lateral pressure [Fig. 3(b)],
as a function of [AMP] (left) or [Mg2+] (right); also included
are the results for 2N2/N0 on the right axis in Fig. 3(a). Here
[ . . . ] is the molar concentration of . . . . For ! = Q = 4 (as
for magainin 2), $A/A0 = QNp/N0 = P/L.

(Left) First, the graph on the left in Fig. 3(a) shows how
AMPs compete with Mg2+ for the LPS layer and perturb the
layer for a few choices of [Mg2+], the bulk concentration
of Mg2+: [Mg2+] = 1,5,10 mM. Recall that P/L∗ ≈ 0.1 (for
magainin 2), i.e., the threshold value of P/L beyond which
the LPS layer becomes unstable to rupture [24], marked by the
horizontal dashed line. As [AMP] increases, their apparent
binding affinity is enhanced, i.e., the occupancy of AMPs
on the LPS layer increases (so does $A/A0) and eventually
reaches P/L∗, more so for smaller [Mg2+]. This results in a
reduced occupancy of Mg2+ on LPS (right axis). The graph
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on the left in Fig. 3(a) suggests that LPS perturbation is more
effective for a smaller value of [Mg2+].

The results in Fig. 3(a) are consistent with and offer a
quantitative basis for the longstanding view that AMPs dis-
place competitively previously-bound Mg2+ ions from the LPS
layer, diminishing OM integrity [3–5,10] (see Refs. [19,20] for
recent attempts without hydrophobic interactions taken into
account).

(Right) The graph on the right in Fig. 3(a) shows the
favorable effects of [Mg2+] on LPS for a few choices of
[AMP], the bulk concentration of AMPs, as indicated in the
legend. As [Mg2+] increases, their apparent binding affinity
also increases. As a result, the amount of Mg2+ on the LPS
layer increases, while that of AMPs decreases. The integrity of
the LPS layer will be well preserved at a sufficiently high but
still physiologically relevant [Mg2+], i.e., "10 mM, except for
the case [AMP] = 5 µM, represented by the curve in tangerine.

The graph on the left in Fig. 3(b) summarizes our results
for the (excess) lateral pressure $, of the LPS layer induced
by peptide binding. This quantity reflects the degree of LPS
perturbation [see Eq. (13)] and is measurable experimentally
[31]. Our results, obtained for an LPS bilayer, are given in
units of kBT/nm2 (1 kBT/nm2 ≈ 4.1 mN/m at 300 K).

(Left) The increase of $, with [AMP] is correlated
with the [AMP] dependence of the fractional area increase
$A/A0 in Fig. 3(a). As [AMP] increases, more peptides
will be hydrophobically associated with LPS, increasing $,,
according to Eq. (13). Consistent with the results in the left
figure in Fig. 3(a), the results in this graph suggest that LPS
perturbation is more effective for a smaller value of [Mg2+].

(Right) This shows how $, varies with [Mg2+] for a few
choices of [AMP] (see the legend). Obviously, it decreases as
[Mg2+] increases. This is paralleled by the enhanced binding
of Mg2+ ions and reduced binding of AMPs at higher Mg2+

concentrations seen in Fig. 3(a).
The general trend shown in Fig. 3(b) is consistent with

what was observed for different peptides (e.g., polymyxin B
and polymyxin E1 for which Q = 6) [31]: a peptide-induced
lateral pressure, which was reduced in the presence of Mg2+.
This comparison is not so conclusive because of the biological
uncertainties about these peptides and their interaction with
LPS. Recall that this work is focused on magainin 2, since its
parameters are relatively well characterized for the biophysical
modeling of its interaction with LPS [19,20,24]. Nevertheless,
what is clear is that the results in Fig. 3 capture the essential
features of competing effects on LPS of cationic amphiphilic
peptides and Mg2+.

The results in Fig. 3 imply that under the right conditions
(i.e., low [Mg2+] and high [AMP]) cationic AMPs such as
magainin 2 can readily disrupt the outer, LPS layer of the
OM, eventually leading to OM permeabilization. Bacterial
sensitivity to a given peptide also depends on peptide-LPS
parameters. A systematic consideration of how peptide-LPS
parameters are implicated in peptide activity will be useful
for developing optimized peptides as new peptide antibiotics
[50,51]. Conversely, it will offer biophysical insights into
bacterial strategies for developing resistance against AMPs
[10,11,33,35]; indeed, (partial) neutralization of LPS charges
weakens AMP’s attraction to the cell surface of Gram-negative
bacteria, lowering P/L.

It is worth noting that Q can be varied while other
peptide parameter are held fixed [27,52–54]. This justifies
our consideration of peptide-parameter-activity relationships.
Some subtlety, however, arises regarding the ion-pairing
energy: ℓB$εQ/δp. In our original approach [see Fig. 1, Fig. 2,
and Eq. (8)], each peptide charge is assumed to occupy one
lattice site. The length of a peptide or ! sets the maximum
number of ion pairs that the peptide forms with LPS charges.
For Q < !, Q can be varied independently of !. For Q > !,
not all peptide charges can pair with LPS charges. In this case,
it suffices to use ! in place of Q in the ion-pairing energy.
Similarly, the ion-pairing energy can be modified as the lattice
dilates: if a0 → a = αa0 (α = 1,2,3,..), the number of ion
pairs diminishes by the same factor α. This is equivalent to
changing δp to αδp.

Figure 4 displays our results for the fractional area change
$A/A0 and the occupancy of Mg2+ versus Q (A and C)
and a/a0 (B). We have chosen ! = 4 in both (A) and (B);
Q = 1, . . . ,7 in (A) and Q = 4 in (B); in (B), we have changed
a0 to αa0 = {1,2,3,4}a0; [Na+] = 100 mM in all cases (other
parameters are the same as in Fig. 3). Note that $A/A0 =
!Np/N0 (= P/L for ! = Q = 4).

As indicated by Fig. 4(a), as Q increases, $A/A0 in-
creases initially and then decreases beyond Q = 4, for all
[Mg2+] values used: [Mg2+] = 1,5,10 mM. In contrast, the
fractional charge occupancy of Mg2+, i.e., 2N2/N0, decreases
monotonically with Q. The nonmonotonic dependence of
$A/A0 on Q can be attributed to the balance between the
two competing effects: LPS-peptide attractions and peptide-
peptide repulsions on the LPS surface, both stronger for
a larger Q value. This appears to be a common feature
of electrostatic binding. Similarly to what was seen with
phospholipid membranes [27,28], there exists an optimal
charge at which peptide active against LPS is maximized.

As the lattice dilates [Fig. 4(b)], both $A/A0 and 2N2/N0
decrease monotonically, as their attraction with LPS dimin-
ishes. In all the cases shown, $A/A0 = QNp/N0 = P/L
(for ! = Q = 4) becomes smaller than P/L∗, as a = αa0
approaches 2a0, i.e., if every other LPS charges are neutralized.
This shows to what extent Gram-negative bacteria should alter
their LPS charges to induce resistance to cationic peptides.

What is the design principle for combating bacteria with
reduced LPS charges? To answer this, we have varied the
peptide parameters as follows: Q = ! and |H | in proportion
with each other so that H = −10 kBT for Q = 4; it suffices
to choose H = 2.5Q kBT . This is based on the expectation
that the magnitude of the hydrophobic free energy |H | is
proportional to peptide length !a. Also a natural choice of
g in this consideration is g = Q = !.

The graph in Fig. 4(c) shows the results for $A/A0 obtained
this way for the two choices of a: a = a0,2a0. It suggests that
the peptide becomes more potent with increasing Q = ! and
|H |, simultaneously. Note that for ! > 4, !Np/N0 > P/L.
The quantity !Np/N0 coincides with $A/A0 and is a better
measure of LPS perturbation than P/L. The threshold value
(!Np/N0 = 0.1) is represented by a horizontal dashed line.
For Q ! 6, the curve with squares in magenta, obtained for a
dilated lattice, is above the threshold value required for LPS
permeabilization (the dashed line); so is the curve obtained for
the original lattice.
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Further considerations along the line of our attempts in
Fig. 4 will be useful for offering design principles for opti-
mizing peptide sequences against resistant bacteria, especially
with reduced LPS charges. First, note that the fractional
area expansion $A/A0 is not the sole determinant of LPS
disruption. The free energy of pore-forming peptides depends
on peptide size or length, among others. For instance, a
possible hydrophobic mismatch between peptides and lipid
tails will influence the energetics of pore formation. (The
fractional area change $A/A0 still remains relevant and
measures the degree of LPS perturbation, prior to pore
formation).

Also, peptide potency against different membranes will not
be necessarily correlated with each other. While LPS is unique
to the bacterial outer membrane, phospholipids are a major
component of the cytoplasmic membranes of both bacterial
and eukaryotic cells (see Ref. [55] and references therein); also
cholesterol present in the latter modifies their biophysical prop-
erties and interactions with amphiphilic molecules [10,41];
if the bacterial cytoplasmic membrane is rich in anionic
lipids (e.g., phosphatidylglycerol), the eukaryotic counterpart
is neutral on the outer layer. Importantly, it has recently be
shown that the cell selectivity of AMPs depends not only on
peptide-membrane parameters but also on cell concentrations
[56,57]. How all these biological details contribute toward
peptide selectivity is unclear but can be further clarified.

IV. CONCLUSIONS

In conclusion, we have presented a coarse-grained model
for LPS perturbation by antimicrobial peptides (AMPs),
in an electrolyte solution containing Mg2+ ions. To treat
simultaneously the hydrophobic and electrostatic interactions
of LPS with AMPs, we have introduced a reconstructed-lattice
model of LPS layers [see Fig. 1(c)]. The main results based on
our approach are summarized below.

In parameter ranges of biological relevance, the antimi-
crobial peptide magainin 2 effectively disrupts LPS layers
by hydrophobically inserting into the layer, initially in a
parallel orientation (Fig. 3). It competes with Mg2+ for LPS
and diminishes Mg2+-binding of LPS. At a few micro-molar
concentrations, the peptide coverage reaches a threshold value
P/L∗ required for LPS rupture. At low concentrations of
the peptide ("0.1 µM); however, the competition becomes
favorable to Mg2+, resulting in peptide binding below P/L∗

(≈0.1), as long as Mg2+ # 2 mM.
Similar to what was observed for phospholipid membranes

[27,28], there exists an optimal peptide charge for perturbing
LPS layers [Fig. 4(a)]. This is a general feature of electrostatic
interactions between cationic peptides and anionic lipids, even
though the precise value of the optimal charge can be model-
dependent. Increasing Q from Q ≈ 1 will initially enhance
peptide binding but eventually diminish it, as the repulsion
between bound peptides catches up with their attraction with
lipid charges.

Also in typical parameter ranges, LPS layers with charges
reduced by half can remain intact [Fig. 4(b)], in contrast to the
corresponding fully charged LPS layer, which is well above
P/L∗ for magainin 2 (Q = 4). Finally, adjusting the peptide
parameters !, Q, and H in proportion with each other appears

to be a good strategy for optimizing peptide activity against
the LPS layers with reduced charges [Fig. 4(c)]. However,
this is solely based on the area expansion $A/A0 induced
by peptide binding. For a more complete picture, however, the
energetics of pore formation will have to be taken into account.
A hydrophobic mismatch between peptides and lipids, which
is peptide-length dependent, will change peptide’s propensity
to form a pore and may have an unexpected consequence.

Thanks to their outer membrane, Gram-negative bacteria
have become an increasingly serious source for infection [17].
AMPs must cross the OM to reach other targets such as the
inner, cytoplasmic membrane and intracellular biomolecules.
In the case of the human antimicrobial LL-37, the significance
of crossing the OM has recently been revealed: it is temporally
correlated with peptide’s bacteriostatic activity [58]. Use of a
more realistic model of LPS will be beneficial for clarifying
further OM permeability. Indeed, recent experiments suggest
that uncharged sugar groups in LPS reduce the electrostatic
binding of cationic antimicrobials to LPS [14]. In principle,
this effect can be captured in our approach [Eq. (8)] by
considering the LPS molecules as forming a polymer brush.

Nanoparticle inclusion in a polymer brush has recently been
studied numerically and theoretically [59,60]. In particular,
the inclusion free energy or the excess free energy due to
single inclusion $Fbrush was obtained for a spherical particle.
If R is the radius of the inclusion and σ the grafting density,
$Fbrush is given by $Fbrush ≈ Aσ 3/2R3 + BR2, where A
and B are constants [59]. The applicability of this result
to an LPS-peptide system is, however, unclear, because of
the conformational degrees of freedom stored in a polymer
coil, but not in a simple sphere. For α-helical or cylindrical
peptides, it is tempting to use the peptide volume vp in place of
R3: $Fbrush ≈ Aσ 3/2vp + Bv

2/3
p . The numerical prefactor of

$Fbrush, however, depends on molecular details (e.g., peptide
structure); the values of A and B can be different from those
for spherical inclusions and should reflect the interactions of
peptides with the surrounding polysaccharides.

If peptides do not aggregate, for small Np/N0, the excess
free energy of Np peptides in a brush is simply Np × $Fbrush,
but for large Np/N0, it will have a nonlinear dependence
on Np.

If peptides in the brush are modeled as (self-avoiding)
random coils, a polymer-physics approach will be applicable.
A standard approach to calculating the free energy of a
“semidilute” polymer solution is to count the number of
“blobs” and assign kBT to each [61]; inside each blob, chain
statistics remains unchanged by the presence of neighboring
chains. In a homogeneous polymer solution, the blob size ξ is
related to the volume fraction of monomers φ as ξ ≈ φ−3/4.
In a binary mixture, φ should be interpreted as the total
volume fraction of monomers. Let φ0 be the volume fraction
of monomers in the absence of peptides (i.e., that of LPS
monomers) and φp the volume fraction of peptide monomers.
Assuming that the combined system is in a semidilute regime,
the excess free energy per peptide can be obtained as $Fbrush ≈
(φ0 + φp)9/4 − φ

9/4
0 , where numerical prefactors are omitted.

In reality, the conformational properties of peptides in the
LPS brush will likely combine both features of rigid cylinders
and random coils. While a fuller picture is lacking, this line
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of reasoning is consistent with the finding that the presence
of uncharged sugar groups in the outer core of LPS weakens
the binding of cationic antimicrobials to the LPS [14]. A more
quantitative study of peptide inclusion in an LPS brush will be
useful for improving a coarse-grained approach.
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APPENDIX

In this Appendix, we examine a hypothetical LPS bilayer,
for which the deformation free energy caused by peptide bind-
ing is identical to what we would expect from a phospholipid
bilayer. Indeed, the compression modulus is similar for both
LPS and phospholipid bilayers, as discussed in the main text;
in both cases, the deformation free energy is expected to
be linear with Np for small Np, but as Np increases it will
crossover to a quadratic (harmonic) form. Importantly, in both
cases, a threshold peptide coverage is required for peptide
insertion in a perpendicular orientation; beyond this, a certain
fraction of bound peptides form pores in the bilayer. This is
evidence that the deformation free energy is quadratic with
Np in the parameter range of biological significance. What
remains unclear is when the crossover occurs. As evidenced
below, largely independent of this, for practical purposes, the
harmonic deformation free energy may be used.

We have followed a theoretical approach based on a one-
dimensional arrangement of bound peptides [39]. The resulting
(total) deformation free energy (in units of kBT ), which shows
a crossover from small-Np to large-Np limits [39], can be
expressed as

F (Np) = 1
2
a2KAQ2 Np

2
√

2λ

sinh
( 1√

2λxp

)
+ sin

( 1√
2λxp

)

cosh
( 1√

2λxp

)
− cos

( 1√
2λxp

) .

(A1)

Here xp = Np/N0 is the fractional occupancy of peptides and
the parameter λ is given by λ = 13 Å for a bilayer [39].

Note that the free energy in Eq. (A1) becomes linear
with Np as Np → 0: F ≈ 1

2a2KAQ2 Np

2
√

2λ
. As Np increases,

it crosses over to the harmonic deformation term in Eq. 8:
F ≈ 1

2a2KAQ2N2
p/N0, which is identical to the expression in

Eq. (7). It shows the expected crossover between the linear and
quadratic free energy.

We have solved Eq. (8) for Np using the two choices of the
deformation free energy: the original harmonic free energy
given in Eq. (8) and the full expression in Eq. (A1) in place of
the harmonic one. Figure 5 shows our results for the fractional
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FIG. 5. Fractional area change $A/A0 obtained using the two
choices of the deformation free energy: the original harmonic free
energy given in Eq. (8) and the full expression in Eq. (A1) in place of
the harmonic one, described by the curves in magenta (dashed) and
blue (solid), respectively. We have chosen the parameters as [Na+] =
100 mM and [Mg2+] = 5 mM; other parameters are the same as in
Fig. 3. The difference between the two cases seems to be minor for
the entire range of [AMP]. Shown in the inset is the free energy in
Eq. (A1) (in blue) and its harmonic approximation (in magenta).

area change $A/A0 = QNp/N0; the blue (solid) curve
represents the full free energy and the magenta (dashed) the
harmonic approximation. We have chosen [Na+] = 100 mM
(κ−1 ≈ 10 Å) and [Mg2+] = 5 mM; other parameters are the
same as in Fig. 3. The difference between the two cases (blue
and magenta) seems to be insignificant for the entire range of
[AMP] (e.g., about 2% when $A/A0 ≈ 0.1).

Also included is a graph of F (Np) (see the inset). The
difference in $A/A0 = QNp/N0 can be attributed to the
difference in F (Np) between the two cases: the harmonic
free energy and the crossover free energy. For xp = Np/N0 #
0.08, the harmonic free energy suppresses peptide binding
more effectively: for this range of xp, ∂F (Np)/∂Np is slightly
larger for the harmonic approximation.

Our analysis presented here suggests that for practical
purposes the harmonic deformation free energy can be used for
the parameter ranges of biological interest, e.g., for the entire
range shown in Fig. 5. The general agreement between the two
cases means that this conclusion is largely independent of the
details of Eq. (A1). It justifies the use of this free energy in
Eq. (8). For further considerations, a better understanding of
λ will be needed.
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