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#### Abstract

Driver errors are a critical factor of the majority of car crashes. Autonomous vehicles take drivers and driver errors out of the equation, so they are being developed to reduce car crashes. However, in some situations, a crash is unavoidable even for an autonomous vehicle. An autonomous vehicle is expected to behave properly in such a situation. Crashing into different obstacles have different costs based on the injury or damage the crash might cause. In an imminent crash situation, an autonomous vehicle is expected to consider these costs and plan a trajectory that avoids the obstacles with the highest priorities.

In this thesis, a motion planning Model Predictive Controller (MPC) has been developed that plans the vehicle's trajectories based on the obstacle's priorities. Motion planning MPCs usually use potential fields or obstacle constraints for obstacle avoidance. However, they treat all the obstacles in the same way. Two methods have been developed in this thesis to prioritize obstacles in motion planning. The first method prioritizes obstacles based on their avoidance necessities. It categorizes obstacles as crossable and non-crossable, and assigns a potential function to each category corresponding to its avoidance necessity. The second method prioritizes obstacles based on their corresponding crash costs. It applies lexicographic optimization on the MPC to prioritize the non-crossable obstacles according to their crash costs by prioritizing their corresponding constraints.

A motion planning MPC problem is generally a nonlinear MPC problem. It is usually approximated by a quadratic MPC problem to become implementable in real time. In this thesis, a quadratic motion planning MPC has been developed. This MPC has a linear vehicle model and linear vehicle and obstacle constraints. The linear vehicle model along with the linear vehicle constraints should be able to model the nonlinear vehicle behavior. A linear bicycle model has been utilized, and linear tire constraints have been developed such that they can model the nonlinear vehicle behavior at the tire force limits. Moreover, a linear obstacle constraint set misses some of the feasible trajectories in the process of convexifying the obstacle-free area. An iterative obstacle avoidance method has been developed in this thesis to reduce the number of feasible trajectories missed due to the convexification.

The performance of the developed motion planning MPC has been evaluated in a


computer simulation with a high fidelity vehicle model. The MPC has been simulated for test scenarios to evaluate its performance in autonomous driving and prioritizing obstacles. The capabilities of the developed tire constraints and the iterative obstacle avoidance method have also been observed. The motion planning MPC has also been implemented on an autonomous test vehicle platform to show that it is implementable in real time and to validate the simulation results.
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## Nomenclature

$\alpha_{f} \quad$ Sideslip angle of front tires
$\alpha_{r} \quad$ Sideslip angle of rear tires
$\Delta u_{a_{i}}$ Approaching velocity of $i^{\text {th }}$ non-crossable obstacle in longitudinal direction
$\Delta v_{a_{i}}$ Approaching velocity of $i^{\text {th }}$ non-crossable obstacle in lateral direction
$\Delta X_{0}$ Longitudinal distance threshold
$\Delta Y_{R} \quad$ Lateral offset of road
$\delta \quad$ Vehicle's steering angle
$\Delta \delta \quad$ Change of steering angle in one step
$\Delta \delta_{\max }$ Maximum change of steering angle in one step
$\delta_{\max }$ Maximum steering angle
$\eta_{i} \quad$ Rotated signed distance coordinate Y-axis
$\gamma \quad$ Signed distance angle
$\hat{\boldsymbol{x}} \quad$ Predicted state vector
$\mathcal{P}_{l} \quad$ Iteration set of $l^{\text {th }}$ obstacle priority order
$\lambda \quad$ Slack variable weighting matrix
$\boldsymbol{\lambda}_{i} \quad$ Slack variable weighting matrix of $i^{\text {th }}$ objective function
$\mu \quad$ Tire-road friction coefficient
$\psi \quad$ Obstacle's constraint angle
$\tau_{i} \quad i^{\text {th }}$ binary variable
$\boldsymbol{Q} \quad$ Tracking weighting matrix
$\boldsymbol{R} \quad$ Input weighting matrix
$\boldsymbol{S} \quad$ Input change weighting matrix
$\boldsymbol{C}_{s} \quad$ Constraint output matrix
$\boldsymbol{D}_{s}$ Constraint feedforward matrix
$\boldsymbol{E}_{s} \quad$ Constraint binary matrix
$\boldsymbol{f} \quad$ Vector of objective functions
$\theta \quad$ Vehicle's orientation
$\theta_{e} \quad$ Maximum heading prediction error
$\tilde{\boldsymbol{x}}_{d} \quad$ Estimated delayed state vector
$\tilde{\boldsymbol{x}}_{d} \quad$ Predicted delayed state vector
$\tilde{\boldsymbol{x}}_{r} \quad$ Estimated non-delayed state vector
$\xi_{i} \quad$ Rotated signed distance coordinate X -axis
$a_{i} \quad$ Intensity parameter of potential function of $i^{\text {th }}$ non-crossable obstacle
$a_{j} \quad$ Intensity parameter of potential function of $j^{\text {th }}$ crossable obstacle
$a_{n} \quad$ Normal acceleration
$a_{q} \quad$ Intensity parameter of potential function of $q^{\text {th }}$ lane marker
$a_{x} \quad$ Vehicle's longitudinal acceleration
$a_{\max }$ Maximum acceleration
$b_{i} \quad$ Shape parameter of potential function of $i^{\text {th }}$ non-crossable obstacle
$b_{j} \quad$ Shape parameter of potential function of $j^{\text {th }}$ crossable obstacle
$C_{f} \quad$ Cornering stiffness of front tires
$C_{r} \quad$ Cornering stiffness of rear tires
$D_{a} \quad$ Allowed distance from lane marker
$f_{i} \quad i^{\text {th }}$ objective function
$f_{i}^{*} \quad$ Optimal value of $i^{\text {th }}$ objective function
$f_{l}^{p} \quad$ Optimal value of objective function of $l^{\text {th }}$ obstacle priority order at $p^{\text {th }}$ iteration of IQMPC
$F_{x_{T}-\max }$ Maximum total longitudinal tire force
$F_{x_{T}} \quad$ Total longitudinal force of tires
$F_{y_{f}-\max }$ Maximum total front lateral tire force
$F_{y_{f} 0-\max }$ Nominal maximum total front lateral tire force
$F_{y_{f}} \quad$ Total lateral force of front tires
$F_{y_{r}-\max }$ Maximum total rear lateral tire force
$F_{y_{r 0-m a x}}$ Nominal maximum total rear lateral tire force
$F_{y_{r}} \quad$ Total lateral force of rear tires
$F_{z_{f} 0} \quad$ Nominal front vertical tire force
$F_{z_{f}} \quad$ Front vertical tire force
$F_{z_{r} 0}$ Nominal rear vertical tire force
$F_{z_{r}} \quad$ Rear vertical tire force
$g \quad$ Double-variable potential function
$g_{T} \quad$ Transferred potential function
$h \quad$ Height of vehicle's center of gravity
$h \quad$ Single-variable potential function
$I_{z} \quad$ Vehicle's momentum of inertia around its vertical axis
$k \quad$ Prediction time step
$k_{a} \quad$ Actuation delay
$k_{e} \quad$ Estimation delay
$L_{0} \quad$ Obstacle's added length
$l_{f} \quad$ Distance from vehicle's center of gravity to front axle
$l_{r} \quad$ Distance from vehicle's center of gravity to rear axle
$L_{w} \quad$ Lane width
$l_{\text {des }} \quad$ Desired lane index
$m \quad$ Vehicle's mass
$n \quad$ Number of obstacle priorities
$N_{c} \quad$ Control horizon
$N_{p} \quad$ Prediction horizon
$N_{r c} \quad$ Repetition control horizon
$p^{*}$ Optimal iteration
$P_{b} \quad$ Brake pressure
$R \quad$ Radius of constraint arc
$r$ Vehicle's yaw rate
$R_{e f f}$ Effective wheel radius
$s \quad$ Signed distance of vehicle and obstacle
$s_{c} \quad$ Collision signed distance
$s_{i} \quad$ Signed distance of vehicle and $i^{\text {th }}$ non-crossable obstacle
$s_{j} \quad$ Signed distance of vehicle and $j^{\text {th }}$ crossable obstacle
$s_{l} \quad$ Signed distance of vehicle and left lane marker
$s_{q} \quad$ Signed distance of vehicle and $q^{\text {th }}$ lane marker
$s_{r} \quad$ Signed distance of vehicle and right lane marker
$s_{X_{i}} \quad$ Signed distance coordinate X-axis
$s_{Y_{i}} \quad$ Signed distance coordinate Y-axis
$t$ Current time step
$T_{0} \quad$ Safe time gap
$T_{m} \quad$ Motor torque
$T_{\max }$ Maximum propelling torque
$U \quad$ Potential field
$u \quad$ Vehicle's longitudinal velocity
$u_{0} \quad$ Initial vehicle longitudinal velocity
$U_{a c c}$ Accident potential parameter
$U_{C_{j}} \quad$ Potential function of $j^{\text {th }}$ crossable obstacle
$u_{\text {des }}$ Desired longitudinal velocity
$U_{l m a}$ Lane marker potential parameter
$u_{\max } \quad$ Maximum allowed vehicle speed
$U_{N C_{i}}$ Potential function of $i^{\text {th }}$ non-crossable obstacle
$u_{o_{i}} \quad$ Longitudinal velocity of $i^{\text {th }}$ non-crossable obstacle
$U_{R_{q}} \quad$ Potential function of $q^{\text {th }}$ lane marker
$U_{\text {saf }} \quad$ Safe potential parameter
$U_{u n c}$ Uncomfortable potential parameter
$v \quad$ Vehicle's lateral velocity
$W \quad$ Vehicle's weight
$W_{0} \quad$ Obstacle's added width
$X \quad$ Vehicle's longitudinal position
$X_{0} \quad$ Minimum safe longitudinal distance
$X_{1} \quad$ Longitudinal position of left side of contact rectangle
$X_{2}$ Longitudinal position of right side of contact rectangle
$X_{c_{i}} \quad$ Longitudinal collision distance of $i^{\text {th }}$ non-crossable obstacle
$X_{o 0_{i}} \quad$ Initial obstacle longitudinal position
$X_{o_{i}} \quad$ Longitudinal position of $i^{\text {th }}$ non-crossable obstacle
$X_{s_{i}} \quad$ Safe longitudinal distance of $i^{\text {th }}$ non-crossable obstacle
$X_{s_{j}} \quad$ Safe longitudinal distance of $j^{\text {th }}$ crossable obstacle
Y Vehicle's Lateral Position
$Y_{0} \quad$ Minimum safe lateral distance
$Y_{1} \quad$ Lateral position of lower side of contact rectangle
$Y_{2}$ Lateral position of upper side of contact rectangle
$Y_{c_{i}} \quad$ Lateral collision distance of $i^{\text {th }}$ non-crossable obstacle
$Y_{\text {des }}$ Desired lateral position
$Y_{o_{i}} \quad$ Lateral position of $i^{\text {th }}$ non-crossable obstacle
$Y_{s_{i}} \quad$ Safe lateral distance of $i^{\text {th }}$ non-crossable obstacle
$Y_{s_{j}} \quad$ Safe lateral distance of $j^{\text {th }}$ crossable obstacle
$\boldsymbol{\tau} \quad$ Vector of binary variables
$\varepsilon \quad$ Vector of slack variables
$\xi \quad$ Vector of optimization variables
$\xi^{*} \quad$ Optimal solution
$\boldsymbol{A} \quad$ State matrix
$\boldsymbol{A}_{d} \quad$ Discrete state matrix
B Input matrix
$\boldsymbol{B}_{d} \quad$ Discrete input matrix
$\boldsymbol{C} \quad$ Output matrix
D Feedforward matrix
$\boldsymbol{u}_{c} \quad$ Input vector
$\boldsymbol{x} \quad$ State vector
$\boldsymbol{y} \quad$ Output vector
$\boldsymbol{y}_{\text {des }}$ Desired output vector
$\boldsymbol{y}_{s-\max }$ Vector of constraint bound
$\boldsymbol{y}_{s} \quad$ Vector of constraint variables

## Chapter 1

## Introduction

### 1.1 Motivation

A large percentage of car crashes are caused by driver errors. The National Highway Traffic Safety Administration reported the driver as the critical factor of $94 \%$ of crashes involving light vehicles from 2005 to 2007 [1]. Of the crashes caused by the driver, $41 \%$ are because of recognition errors like inattention, $33 \%$ are because of decision errors like driving too fast, $11 \%$ are because of performance errors like poor directional control, $7 \%$ are because of non-performance errors like sleeping, and $8 \%$ are caused by other driver errors. Autonomous vehicles do not become inattentive, do not speed, and do not sleep; they are being developed in hopes of reducing the number of crashes by removing the main cause of crashes, the driver.

Autonomous vehicles can reduce the number of crashes, but they cannot totally eradicate crashes. Autonomous vehicle crashes can be grouped into three types of causes [2], [3]. First, an autonomous vehicle system is imperfect and can occasionally fail. Failures can happen because of hardware failures, software bugs, perceptual errors, or reasoning errors [4]. Second, even if autonomous vehicles are perfect, they will drive amongst human-driven vehicles. Human drivers have unpredictable driving behaviors, and avoiding all of their possible movements is impossible [5]. Third, even on a road with only perfect autonomous
vehicles, the vehicles would face wildlife, pedestrians, and bicyclists, all of which also have unpredictable behaviors. Because of the mentioned reasons, there will be unavoidable crash scenarios for autonomous vehicles.

Autonomous vehicles are expected to respond properly in a situation where a crash is imminent. Drivers might panic in such a situation, but autonomous vehicles cannot use this excuse. One example of such a situation is when a deer is on the middle of the road at such a distance that the vehicle cannot stop behind the deer if it brakes, but it can swerve to avoid the deer [6]. In this situation, a driver might decide to brake, which would result in a crash and a possible injury of the passenger. But, he would not be blamed for this decision since it was made in an occasion of panic. However, a brake decision is not acceptable for an autonomous vehicle. The vehicle can be programmed to swerve instead of braking, and not programming it to do so is construed as negligence with legal ramifications [7].

Many factors like the type of the objects around the vehicle, the road structure, and the conditions of the road sides are important in making decisions for a scenario with an imminent crash. In the deer scenario mentioned above, the deer is on the road, but the vehicle has enough space on the road beside the deer to swerve. Therefore, swerving is less costly compared to braking and is a better response in this situation. An alternative scenario is when there is not enough space beside the deer for the vehicle to swerve safely, and there are objects on the road sides that can damage the vehicle. In this scenario, swerving and moving to the road sides only damages the vehicle and most probably does not result in any injury. Therefore, going to the side is less costly and is more reasonable in this situation. Another alternative is a similar scenario when the deer is replaced by a squirrel. In this situation, crossing over the squirrel is more reasonable since it has no harm or damage to the passengers and the vehicle so it is less costly.

There are many scenarios where a crash is imminent, and even unavoidable. In these scenarios, autonomous vehicles are expected to consider priorities of the obstacles and find the maneuver with the minimum cost based on these priorities. The obstacles' priorities should be considered in the motion planning module since it is the module in autonomous vehicles that considers obstacles in its planning. Therefore, it is expected that the motion planning module implements obstacles' priorities in planning vehicle's trajectories.

A motion planning module should consider vehicle dynamics in its planning procedure. If the vehicle's trajectory is planned without considering the vehicle's dynamics and limitations, it might not be feasible for tracking. However, a motion planning module that considers the dynamics and limitations of the vehicle in its planning procedure plans trajectories that can be tracked by the vehicle. Such a motion planning system knows the vehicle's capacity and can utilize this capacity in reducing the crash cost. Moreover, it can perform as both the motion planning module and the trajectory tracking module since it also covers the tasks of the trajectory tracking module.

Many motion planning techniques are developed for autonomous road vehicles; interpolating curve planners, graph-search planners like A*, sample-based planners like Rapidlyexploring Random Tree (RRT), and optimization planners like a Model Predictive Controller (MPC). An MPC handles the future predictions and system constraints in a unified manner to find the optimal solution [8]. Therefore, among the motion planning techniques, an MPC has the advantage of systematically handling vehicle future predictions and constraints of vehicle dynamics, actuators, and obstacles in planning the optimal trajectory.

A nonlinear MPC optimizes a nonlinear objective function with a nonlinear model and nonlinear constraints. This MPC is non-convex and has a high calculation time. A motion planning MPC has a vehicle model for longitudinal and lateral vehicle motions. It also includes constraints on vehicle dynamics, actuators, and obstacles. A vehicle model is generally nonlinear because of its nonlinear equations of motions and extremely nonlinear tire behavior. Obstacle avoidance is also performed either through adding potential functions, which are nonconvex, to the objective function or through constructing an obstacle-free area by constraints, which are generally nonlinear. Therefore, a motion planning MPC is generally nonlinear.

A nonlinear MPC has a high calculation time and is difficult to solve in real-time. In order to be appropriate for real-time applications, the general nonlinear motion planning MPC can be approximated by a quadratic motion planning MPC. A quadratic MPC optimizes a quadratic convex objective function with a linear model and linear constraints. Therefore, for a quadratic motion planning MPC, the vehicle behavior should be modeled by a linear vehicle model and linear constraints. It is important that the model and the constraints model the vehicle behavior appropriately over a wide range of operating
conditions, e.g. high speed and tire force limit. Moreover, the nonconvex obstacle-free area should be approximated by linear constraints. Some parts of the obstacle-free area are removed in the process of approximation, which causes the MPC to lose some feasible trajectories. It is important to develop approximation methods that do not cause losing the optimal trajectories.

### 1.2 Objectives

The first objective of this project is to plan the vehicle's trajectory according to the obstacles' priorities, i.e. in an imminent crash situation, the vehicle avoids the obstacles with the highest priorities. A quadratic MPC will be used for motion planning, and two obstacle avoidance methods will be utilized to apply obstacles' priorities in the MPC problem.

The first method is the potential field method, which prioritizes obstacles based on the need to avoid them. In this method, obstacle potential functions are included in the MPC cost function for obstacle avoidance. Obstacles will be categorized as crossable and non-crossable, and a potential function will be assigned to each category corresponding to its avoidance necessity to prioritize the obstacles.

The second method is to utilize lexicographic optimization to implement priorities on the non-crossable obstacles. Constraints will be included in the MPC problem for the noncrossable obstacles, and the obstacles will be prioritized by prioritizing their corresponding constraints. Lexicographic optimization will be used to prioritize the constraints in the MPC problem.

The second objective is to reduce the number of useful trajectories removed by convexification of the obstacle-free area. An obstacle-free area is generally nonconvex and cannot be constructed in a quadratic MPC problem. For a quadratic motion planning MPC, it is usually convexified by one set of linear constraints. This process of convexification removes some of the feasible trajectories. In this project, an iterative MPC will be introduced that solves the motion planning problem for three sets of obstacle constraints to reduce the number of trajectories missed due to the convexification.

The third objective is to develop a vehicle model and vehicle constraints for the MPC such that the model is valid over a wide range of operating conditions. Since the MPC is quadratic, the model and constraints should be linear. A linear bicycle model will be used as the vehicle model. Linear tire models can model lateral tire forces if they accompany constraints on tire sideslip angles. Moreover, in large tire forces, combined tire slip and load transfer have great effects. In this project, tire constraints will be developed that consider the combined tire slip and longitudinal load transfer and cover the tire sideslip angle constraints. With these constraints, the vehicle model considers its capacity and remains valid at tire force limits.

Moreover, the developed motion planning MPC should be implementable in real time.

### 1.3 Thesis Outline

In the second chapter, the background of motion planning MPCs is presented. The architecture of autonomous vehicles is explained, and different motion planning techniques are discussed. The literature of motion planning MPC with an emphasis on the vehicle model and the obstacle model is reviewed, and the background on lexicographic optimization method is expressed.

In the third chapter, a potential-field-based motion planning MPC is developed. A vehicle bicycle model with linear tire models is presented, and tire constraints are introduced to keep the model valid by keeping the tire in its linear force region. The tire constraints also consider the combined tire slip and the longitudinal force transfer so that the model considers its limitations and remains valid at tire force limits. The potential field including the potential functions of the obstacles and lanes are expressed. The obstacles are prioritized as crossable and non-crossable by assigning them potential functions corresponding to their characteristics. Next, the MPC problem is introduced with the vehicle model as its model, vehicle constraints as its constraints, and the potential field included in its objective function. Then, the simulation results of some test scenarios are presented to evaluate the performance of the motion planning MPC in autonomous driving and prioritizing obstacles.

In the fourth chapter, the MPC introduced in the third chapter is developed to prioritize
non-crossable obstacles through lexicographic optimization. Instead of using one linear obstacle constraint set, three linear obstacle constraint sets are introduced to reduce the number of removed trajectories. The constraint sets are included in the MPC problem to generate Iterative Quadratic MPC (IQMPC); IQMPC includes three MPCs, one MPC for each constraint set. Lexicographic optimization is applied on IQMPC to prioritize the non-crossable obstacles. Then, the motion planning method is simulated for some test scenarios to evaluate its performance in obstacle avoidance and prioritizing obstacles.

In the fifth chapter, the developed motion planning MPC from the third chapter is implemented on an autonomous test vehicle platform. The MPC is modified to become compatible with the test vehicle software platform. It is also modified to compensate for the delays of the test platform by using predicted vehicle states as its initial states. Then, the experimental results for some test scenarios are presented to show that the MPC is implementable in real time and to validate the simulation results of the MPC.

In the sixth chapter, conclusions of the thesis are presented, and suggestions are expressed for continuation of this project.

## Chapter 2

## Background and Literature Review

### 2.1 Autonomous Vehicles

More than $90 \%$ of car crashes are caused by driver errors [1]. Autonomous vehicles are being developed in hopes of reducing the number of crashes by removing the main cause of crashes, the driver. However, there are situations when a crash is imminent, or even unavoidable, even for an autonomous vehicle. In such a situation, an autonomous vehicle is expected to respond properly. Crashing into different obstacles have different costs based on the injury and damage they may cause. In an imminent crash situation, an autonomous vehicle is expected to consider these costs and plan a maneuver that avoids the obstacles with the highest priorities. The main focus of this thesis is to develop a platform for autonomous vehicles that can consider the priority of the obstacles and find the maneuver with the minimum cost based on the obstacles' priorities. The architecture of autonomous vehicles is studied in this section to determine the vehicles' modules in which the priorities can be applied.

### 2.1.1 Architecture of Autonomous Vehicles

Autonomous vehicle systems have different architectures. Figure 2.1 demonstrates a general architecture for them presented in [9]. Although there is no clear line between the modules
of an autonomous vehicle, this general architecture can demonstrate the essence of an autonomous vehicle. A similar architecture is presented in [10] for the decision stage of an autonomous vehicle, which is the combination of the decision and control stages of Fig. 2.1.


Figure 2.1: A general architecture for autonomous vehicles [9].
In general, the vehicle receives data from sensors such as GPS/INS sets, LIDARs, vision cameras, and radars. It may also receive data from infrastructures and others vehicles via communication sets. The perception stage provides knowledge about the road structure [11],[12], road regulations [13],[14], obstacles [15],[16], and vehicle states [17],[18] based on the data. The decision and control stages decide the vehicle's path based on the information generated in the perception stage and generate the actuation commands.

The decision stage consists of global planning, behavioral planning, and local planning modules. The global planning module finds an efficient route from the current position to the destination [19],[20]. The behavioral planning module determines an appropriate driv-
ing behavior, like stopping at a position or changing the lane, to follow the route [21],[22]. The local planning module or motion planning module plans the vehicle's trajectory such that the vehicle performs the planned behavior while avoiding the obstacles. Then, the control module or trajectory tracking module generates the vehicle's actuator commands to follow the planned trajectory while maintaining the vehicle's stability.

The obstacle avoidance task is performed in the motion planning module. Therefore, this module is expected to plan a trajectory that minimizes the cost of an imminent crash. In this thesis, a motion planning module is developed that is capable of planning trajectories based on the obstacles' priorities.

Trajectory tracking modules usually consider vehicle dynamics to keep the vehicle stable and improves the ability of the vehicle in tracking the trajectory [23],[24]. However, it is possible that the planned trajectory is not feasible for tracking by the vehicle since the vehicle dynamics and its limitations are not considered in trajectory generation procedure [25]. Therefore, a motion planning technique should consider vehicle dynamics and limitations so that the trajectory that it generates can be tracked by the vehicle. Furthermore, if the vehicle dynamics and limitations are considered in the motion planning technique appropriately, the motion planning technique can utilize the vehicle's entire capacity to reduce the crash cost.

A motion planning module and a trajectory tracking module can be combined if the motion planning module covers the tasks of the trajectory tracking module. A motion planning module that considers the vehicle's dynamics and limitations in the process of generating the trajectory and generates the actuator inputs as its outputs can be used in place of the two modules [26]. This way, the tasks of both modules can be performed in an integrated manner. Such a motion planning module is developed in this thesis.

### 2.2 Motion Planning Techniques

The motion planning module should be capable of planning an appropriate trajectory considering the road's structure and regulation, obstacles' configurations and dynamics, and the vehicle's current states. As mentioned, the module should consider the vehicle
dynamics and limitations appropriately to find the best feasible trajectory in the situation of an imminent crash. Moreover, if the module also generates the vehicle inputs, it can be used as both the motion planning module and the trajectory tracking module in a unified manner.

Figure 2.2 presented in [9] illustrates the motion planning techniques used in the autonomous vehicle demonstrations over time. The main motion planning techniques developed for autonomous road vehicles can be categorized as interpolating curve planners, graph-search planners, sample-based planners, and optimization planners.


Figure 2.2: Autonomous vehicle demonstrations over time and their associated motion planning techniques [9].

Interpolating curve planners take a set of path waypoints and generate a local smooth trajectory while considering vehicle constraints and dynamic environment. Different techniques are utilized to generate the trajectories: lines and circles [27], clothoid curves [28], polynomial curves [29], Bezier curves [30], and spline curves [31]. They can consider curvature constraints in the motion planning process, but they do not consider the vehicle dynamics.

Graph-search planners generate a grid map and find a path from the initial state to the final state through the grids. The basic algorithm of this category is the Dijkstra algorithm, which is a simple node search to find the shortest path from initial position to the final position [32]. An A* algorithm [33] and similar algorithms like $D^{*}$ [34] implement heuristics to make the node search fast. The state lattice algorithm generates a grid of states instead of positions and uses the other graph search algorithms to find the best path
from the initial state to the final state [35]. Since the calculation time of the algorithm increases by increasing the dimension of the problem, the method cannot be solved in real-time if the vehicle dynamics states are considered.

Sample-based algorithms sample the search state space and search for connections between the samples. Rapidly-exploring Random Tree (RRT) [36] and similar algorithms like RRT* [37] are the main algorithms in this category. They can quickly find a path between the initial and final states while considering vehicle constraints. These methods quickly find a path between the initial and final states but finding the optimal path can take longer.

Optimization planners optimize an objective function of the vehicle states with state and input constraints. The main optimization motion planning technique is the Model Predictive Controller (MPC) technique. This technique has the vehicle dynamics as its model and predicts the vehicle behavior in the process of optimizing the objective function. It can optimize the vehicle performance, constrain the vehicle states and inputs, and find the optimal obstacle-free trajectory for the vehicle in a unified manner. The MPC problem can also be solved in a short time.

The potential field technique is another motion planning technique which is not usually used for autonomous road vehicles but will be used in this thesis. It generates a potential field based on the Potential Functions (PFs) of obstacles, road structures, and goal. It plans the path by moving in the descent direction of the field. A field is generated by a combination of different PFs. Wang et al. [38] use exponential PFs for lanes, hyperbolic PFs for static obstacles, and products of exponential and hyperbolic functions as PFs for moving obstacles. Wolf et al. [39] use quadratic PFs for lanes, hyperbolic PFs for road boundaries, and exponential PFs for cars. Ji et al. [40] use cosine PFs for lanes and exponential PFs for cars. The idea of assigning different PFs to different types of obstacles is used in this thesis to prioritize obstacles.

The MPC technique is used as the motion planning technique in this thesis since it is the technique that can systematically consider a vehicle's future behavior along with the vehicle, actuator, and obstacle constraints. Moreover, it can perform motion planning in a timely manner. Furthermore, it generates actuator inputs, and the motion planning
module using this technique can act as both the motion planning module and the trajectory tracking module in a unified manner. Potential fields are also implemented in the motion planning MPC as a method of obstacle avoidance, and their capabilities in prioritizing obstacles is used to apply obstacles' priorities in the motion planning MPC.

Obstacles are not prioritized in the literature of motion planning of autonomous vehicles. However, there are papers in the literature of robotics that prioritize obstacles for motion planning [41],[42]. Although these papers prioritize obstacles, they are developed to avoid all obstacles. However, it is necessary to develop motion plannings that prioritize obstacles based on their crash costs for situations that avoiding all obstacles is not possible. Moreover, there are obstacles that avoiding them is not necessary, and can be crossed if required.

### 2.3 MPC Motion Planning

The literature of the motion planning MPC is investigated in this section. The nature of motion planning MPC of an autonomous ground vehicle is non-convex. A vehicle model for the vehicle longitudinal and lateral motions are used as MPC's model, which is generally nonlinear because of its nonlinear dynamics equations and nonlinear tire behavior. The obstacle avoidance is also performed either by including potential functions, which are non-convex, in the cost function or adding obstacle constraints, which are non-convex in essence.

Some researchers consider the nonlinear nature of the problem and solve nonlinear MPCs. However, the high calculation cost of a nonlinear MPC makes it difficult for realtime solution. Therefore, several researchers have worked on simplifying the nonlinear MPC problem to a quadratic MPC problem, which can be solved in a short period of time and is appropriate for real-time applications. A quadratic MPC has a quadratic cost function, a linear model, and linear constraints. The researchers work on finding a linear vehicle model with linear constraints that predicts the vehicle's behavior as close to the nonlinear vehicle model as possible. They also study a set of linear obstacle constraints that construct a convex area including the most useful section of the non-convex obstacle-free
area. In this thesis, a quadratic MPC motion planning problem is developed for realtime implementation. In the following sections the vehicle models and obstacle avoidance methods used in the MPC motion planning literature are reviewed.

### 2.3.1 Vehicle Models

The vehicle models used for the motion planning of autonomous vehicles can be categorized as point mass vehicle models, kinematics vehicle models, and dynamics vehicle models. Point mass models are linear models modeling the vehicle as a particle with the vehicle mass capable of moving in longitudinal and lateral directions. A point mass model does not consider a tire model and vehicle geometry, and subsequently, it can cause large tracking errors. Therefore, some state constraints can be added to make the generated trajectory more feasible. Longitudinal and lateral accelerations can be constrained by the acceleration corresponding to the maximum tire force capacity [43],[44],[45]. Moreover, the vehicle sideslip angle cannot be large for a vehicle in a non-drifting maneuver, and can be constrained [46],[45]. A point mass model cannot predict the vehicle's behavior adequately even with these constraints.

Kinematics models are nonlinear models modeling the vehicle based on its geometry. It does not consider tire models. However, to consider the passenger comfort and to avoid skidding, constraints can be applied on the lateral acceleration to limit it to normal driving values [47],[48],[49]. Vehicle dynamics models consider tire model in their model. Carvalho et al. [48] and Zhang et al. [50] compare open loop behaviors of a vehicle kinematics model and a vehicle dynamics model. The results show that, in low velocities, both models have almost the same performance in modeling the vehicle behavior. At higher velocities, specially higher than $15 \mathrm{~m} / \mathrm{s}$, the dynamics model performs noticeably better, when the maneuver includes steering angles larger than $1.5^{\circ}$ [50]. Therefore, if an autonomous vehicle is supposed to perform high speed maneuvers with large lateral accelerations, a vehicle dynamics model is preferred to a vehicle kinematics model for use as the MPC model.

Vehicle dynamics models are obtained based on Newton's second law by considering tire models as the maneuvering forces. The vehicle dynamics equations are nonlinear regardless of the tire model, but the main source of nonlinearity in vehicle behavior is tire behavior.

Tires have limited capacity and become saturated. Nonlinear tire models like Pacejka and Brush tire model are used to model the nonlinearity in the tire model. Linear tire models model the tire behavior in the linear region. A linear tire model usually accompanies a constraint on the sideslip angle to limit the model to the linear region of the tire force where it is valid.

Frasch et al. [51] present a four wheel vehicle dynamics model with equations of longitudinal, lateral and yaw motions at the vehicle's center of gravity based on the four tire forces. They use a Pacejka tire model and considers the wheels' dynamics in the model. Moreover, they consider load transfer resulting from the longitudinal and lateral accelerations in the tire model to generate a more accurate vehicle model. The wheel dynamics increases the number of vehicle states by four but has a very small effect on the accuracy of the vehicle model [52]. Gao et al. [43] use a four wheel vehicle dynamics model similar to [51] without wheel dynamics. They also do not consider load transfer effects in the model.

A four wheel vehicle dynamics model with no wheel dynamics can be simplified by a bicycle model. For a bicycle model, the tires of each axle are modeled as one resulting tire. A bicycle model is nonlinear in essence. Yoon et al. [53] consider a bicycle model with a Pacejka tire model. They constrain the front and rear tire sideslip angles since large tire sideslip angles are not favorable. Park et al. [54] and Zhang et al. [50] consider a linear tire model for the vehicle while the vehicle's equations of motions are nonlinear. They also constrain the tire sideslip angles to keep the tire in its linear force region and keep the vehicle model valid.

## Linear Bicycle Model

The previously mentioned vehicle dynamics models are nonlinear, and the MPC using these models should be nonlinear. However, a linear bicycle model can be used in a quadratic MPC to handle high speed maneuvers with large lateral accelerations since it considers vehicle dynamics [55],[56],[57],[58]. Yi et al. [59] develop a nonlinear bicycle model with a Pacejka tire model and with longitudinal load transfer. They then linearize the model around the operating point. They also constrain the total vehicle acceleration to stay in the friction circle. The circle is approximated by half-spaces so that the quadratic constraint
is approximated by linear constraints to be used in a quadratic MPC.
Turri et al. [52] develop a four wheel vehicle model for vehicle lateral motion with a Pacejka tire model where the longitudinal motion of the vehicle is known. They also consider load transfer in the model. They then linearize the vehicle model. They calculate the rear and front tire models as functions of the total vehicle longitudinal force and linearize them. This way, they consider the load transfer as well as the combined slip effects.

Gao et al. [26] present a nonlinear bicycle model with a Pacejka tire model to model the lateral motion of the vehicle, and then linearize the model. They use a linear tire model for the rear tire force and constrains the tire sideslip angle. They calculate the tire cornering stiffness and the maximum tire sideslip angle such that it has the best approximation of the tire behavior and can generate a lateral force close to the maximum lateral force. For the front tire, they use the tire force in the motion equations and derive the steering angle by the inverse Pacejka model. They also constrain the tire sideslip angles to keep the tires in their linear force regions.

Erlien et al. [60] present a nonlinear bicycle model with a brush tire model for the lateral vehicle motion of a race vehicle. Similar to [26], they use a tire inverse model for the front tire. They assume the nominal path curvature to be the road curvature. Therefore, instead of using a linear tire model for the rear tire, they linearize the brush model around the nominal sideslip angle corresponding to the nominal path curvature. This work is for race vehicles working in large path curvatures at high speeds, which need large tire sideslip angles to track the path. For road vehicles, small tire sideslip angles are required to track the path, and the resultant tire model would be similar to a linear tire model. The paper also constrains the front lateral force and applies a stability envelope for the rear tire instead of constraining the tire sideslip angles. The envelope limits the yaw rate to its maximum steady state value corresponding to the road tire-road friction and the rear sideslip angles to the limits corresponding to the tire linear force region.

Funke et al. [61] present a nonlinear bicycle model with a brush tire model for the lateral vehicle motion of a race vehicle. For both the front and rear tires, they linearize the brush tire model around the nominal sideslip angles corresponding to the nominal path
curvature. They use a stability envelope similar to that of [60]. For the front lateral tire force limitation, they consider the combined slip effect. They assume that the longitudinal force commanded by driver remains constant, and they limit the lateral force to the remaining tire capacity.

As mentioned, for a road vehicle, the linearized tire model in [60] and [61] are similar to a linear tire model. Moreover, the tire sideslip angle constraints keep the tires in its linear force range, so they keep the linear tire model valid. Several works use a vehicle bicycle model with linear tire models, and constrain the rear and front sideslip angles [62],[63],[48],[64]. In this thesis, a vehicle bicycle model with linear tire models is used to model the longitudinal and lateral motions of the vehicle for the MPC motion planning. The cornering stiffness values and maximum sideslip angles are calculated similar to [26]. Instead of constraining the front and rear sideslip angles, the lateral forces are constrained in combined tire slip constraints such that the generated constraints cover the sideslip angle constraints.

The combined slip is important in large tire forces, e.g, the tire has no lateral force capacity if the the whole tire capacity is used for the longitudinal force. Load transfer is also significant in large accelerations, e.g, harsh braking. In this thesis, the combined slip and load transfer effects are considered as constraints. The longitudinal load transfer is applied in the calculation of the normal tire forces similar to [59]. Funke et al. [61] and Turri et al. [52] only model the lateral vehicle motion and apply the combined slip as a constraint on the lateral force. In this thesis, the longitudinal motion is also modeled, and the combined tire slip should be applied as a constraint on the longitudinal force and the lateral force. The constraint is an ellipse, if load transfer is not considered. In this thesis, load transfer equations are applied on the ellipse constraint equation to derive the tire constraint. The resultant constraint is nonlinear and cannot be used in a quadratic MPC. However, the constraint constructs a close convex space, which can be approximated by half-spaces similar to [59].

### 2.3.2 Obstacle Model

Obstacle avoidance is the main task of a motion planning system. One way to perform this task is to generate a repulsive force that keeps the vehicle away from the obstacle. This method is performed by adding a repulsive PF to the optimization cost function. Abbas et al. [65] and Gao et al. [43] include hyperbolic potential functions of the distance from the obstacle, and Park et al. [54] and Yoon et al. [53] include parallax PFs in the MPC cost function. The resulting cost functions are nonlinear and nonconvex, and they require the solution of nonlinear optimization problems.

Another way to perform the obstacle avoidance task is constraining the vehicle to remain in the obstacle-free area. The essence of an obstacle-free area is nonconvex, and the area can be generated by nonconvex constraints. Liu et al. [66] generate a safe area in the LIDAR detection area. The safe area is the semicircle detection area cut by obstacles. Gotte et al. [67] constrain the vehicle out of the circle around each obstacle. Gao et al. [26] constrain the vehicle out of the ellipse around each ellipsoidal obstacle. Liao et al. [64] consider the obstacles as rectangles and use mixed integer constraints to keep the vehicle in the obstacle-free area. Frasch et al. [51] also consider obstacles as rectangles but uses nonlinear constraints to generate the obstacle-free area. Qian et al. [47] generate a quadratic nonconvex constraint for an obstacle on the side of the lane. The constraint keeps the vehicle out of the portion of the lane containing the obstacle. For an obstacle on the middle of the lane, they keep the vehicle behind the obstacle with a convex linear constraint.

MPC problems with nonconvex constraints are nonlinear and have high calculation costs. Several works investigate convex alternatives for the problem. Some researches only control the lateral motion of the vehicle for obstacle avoidance and assume to know the longitudinal motion prior to obstacle avoidance. They grid the obstacle-free space for prediction time steps based on the longitudinal motion. For each prediction time step, they constrain the vehicle's lateral position to an available convex lateral space at the corresponding grid [55],[62],[63],[61],[68]. The method is useful for situations where only the lateral motion is planned by the motion planning module, e.g, a driving assistance system where the driver controls the longitudinal motion. However, it does not plan the
longitudinal and lateral motions simultaneously, and cannot plan maneuvers like stopping behind an obstacle. Erlien et al. [60] solve a similar MPC problem several times for different brake values. This way, they can plan the longitudinal motion at the same time as the lateral motion. However, this method can consider only specific brake values and also increases the calculation time.

Some papers generate a convex safe envelope based on the driving mode, and plan the longitudinal and lateral motions to keep the vehicle in the safe envelope [69],[70]. Schildbach et al. [49] plan a time for lane change and performs obstacle avoidance based on this time. They keep the vehicle in the rectangular safe envelope of the current lane for time steps less than the planned time and in the rectangular safe envelope of the current lane and the intended lane for time steps larger than the planned time. These methods consider a predefined envelope structure for each driving mode. They keep the structure of the envelope, and therefore, lose a large portion of the obstacle-free area.

Some other papers consider a linear constraint for each obstacle. Nilsson et al. [46] generate a linear constraint with a constant slope for each obstacle ahead of the vehicle. The constraint line is determined such that the constraint keeps longitudinal and lateral safety distances from the obstacle. A similar constraint is also generated for an obstacle behind the vehicle. However, for these constraints, if the longitudinal safe distance is small, the constraint causes difficulties for a vehicle passing an obstacle on its side, and if it is large, a section of the space behind the obstacle cannot be used for a maneuver of stopping behind the obstacle. Jalalmaab [45] use similar constraints but considers a horizontal constraint for the situation that the obstacle is on a different lane from the vehicle, and it is close to the vehicle in the longitudinal direction. This variation cannot solve the mentioned problem for the obstacles on the same line as the vehicle.

Carvalho et al. [58] generate a constraint based on the signed distance of the vehicle and the obstacle. The signed distance of two objects is their minimum distance if they are not in contact. The constraint constrains the signed distance to be non-negative, which is non-convex. The paper linearizes the constraint around the predicted states. This method generates a linear constraint with slopes based on the relative position of the vehicle and the obstacle, and solves the problems existing for the constraints presented by [46]. However, for an obstacle in front of the vehicle, this method generates a constraint limiting the
vehicle to stop behind the obstacle and does not allow a swerving maneuver. An obstacle is defined to be in front of the vehicle if it is ahead of the vehicle with no lateral distance from the vehicle.

In this thesis, different PFs are included in the MPC cost function for different kinds of obstacles to put priority on obstacles based on the their avoidance necessity. The obstacles are categorized as crossable and non-crossable obstacles; a crossable obstacle, like a bump, can be crossed but avoidance is preferred, and a non-crossable obstacle, like a car, should be avoided. A convex quadratic approximation is performed on the PFs so that they can be used in a quadratic MPC.

Obstacle constraints are applied on the non-crossable obstacles. As mentioned, the linearized signed distance obstacle constraints do not allow the vehicle to swerve when there is an obstacle in front of it. However, there are situations such that stopping behind an obstacle is not feasible but avoiding the obstacle by swerving is possible. Therefore, the vehicle misses its optimal solution if it uses the constraint set generated by this method of convexification. In this thesis, in addition to this constraint set, two constraint sets are generated, which include swerving maneuvers. IQMPC is introduced to solve the motion planning MPC for the union of the three constraint sets to fix the previously mentioned problem. The non-crossable obstacles are also prioritized in IQMPC using lexicographic optimization explained in the following section.

### 2.4 Lexicographic Optimization

Lexicographic Optimization (LO) is a method to prioritize objective functions of an optimization problem. Generally, an optimization problem with multiple objective functions does not have a solution that minimizes all the objective functions. A weighted sum of the objective functions can be solved to find a pareto-optimal solution of the problem [71]. If an objective function has priority over another objective function, this method is not appropriate, since it does not necessarily minimize the objective function with the higher priority order. Using LO, it is possible to consider priorities on the objective functions [72]. It finds the optimal solution set of an objective function in the optimal solution set of
the objective function with the higher priority order. The optimal solution of the objective function with the lowest priority order is the optimal solution of the problem.

In an MPC problem, where constraints can cause infeasibility, slack variables are added to the constraints to avoid infeasibility. Terms containing slack variables are also added to the objective function to penalize constraint violations. Priorities can exist on the constraints, i.e. violating some constraints can be less favorable than violating other constraints. LO can include the priority orders of the constraints in the MPC problem by prioritizing the penalizing terms of the constraint violations [73]. In this thesis, LO is applied on the motion planning MPC problem to prioritize non-crossable obstacles by prioritizing the obstacle constraints based on the priority orders of their corresponding obstacles.

### 2.5 Summary

In this chapter, the background on a motion planning MPC was presented. The main focus of this thesis is to develop a platform for autonomous vehicles that plans the vehicles' trajectories based on the obstacles' priorities for near-crash situations. Such a platform has not been developed in the literature. In an autonomous vehicle, the motion planning module is the module that plans the vehicles' trajectory and performs the obstacle avoidance task. Therefore, in this thesis, the platform is developed by developing the motion planning module; a motion planning module is developed that plans vehicle's trajectories based on obstacles' priorities.

As explained in Section 2.1, a motion planning module should consider vehicle dynamics in its planning so that it can utilize all the vehicle capacity to plan the best feasible trajectory. If the motion planning module also generates the actuator commands, it covers the tasks of the trajectory tracking module. Such a motion planning module can perform the tasks of both the motion planning and trajectory tracking modules in a unified manner. In this thesis, such a motion planning method is used.

Section 2.2 discussed different motion planning techniques presented for autonomous road vehicles. As explained, among the techniques, the MPC technique can systematically
consider the vehicle model and the vehicle's and obstacles' constraints. It can also be quickly solved. Therefore, this technique is used for motion planning in this thesis.

Section 2.3 presented the background on MPC motion planning for autonomous road vehicles. As explained, a motion planning MPC is generally a nonconvex problem since the vehicle model is nonlinear and the obstacle avoidance PFs and constraints are nonconvex. A nonconvex MPC problem has a high calculation time. If the vehicle model is linear, the PFs are quadratic, and the obstacle's and vehicle's constraints are linear, the MPC becomes a quadratic MPC, which can be solved in real-time. In this thesis, a quadratic MPC is developed for motion planning.

Section 2.3.1 explained the vehicle models used in motion planning MPCs. As discussed, unlike a vehicle point-mass model and a vehicle kinematics models, a vehicle dynamics model can predict the vehicle's longitudinal and lateral behavior appropriately in all ranges of speed and lateral acceleration. It is because a vehicle dynamics model includes the tire model in the vehicle model. For a quadratic MPC, a linear vehicle model should be used. A linear bicycle model is linear and is used as a vehicle dynamics model. As explained, the model can use a linear tire model accompanying constraints on tire sideslip angles. Moreover, for large tire forces, the effects of load transfer and combined tire slip on vehicle dynamics are significant. However, in the literature, there is no linear bicycle model modeling longitudinal and lateral motions for a motion planning MPC that considers combined tire slip. In this thesis, combined tire slip constraints are developed for the vehicle model, which is a linear bicycle model modeling the longitudinal and lateral motions. The tire constraints also cover the constraints on tire side slip angles. Longitudinal load transfer effect is also applied on the constraints.

Section 2.3.2 discussed that obstacle avoidance in motion planning MPCs is performed by PFs or obstacle constraints. As mentioned, a repulsive PF can be used for an obstacle to keep the vehicle away from it. In this thesis, different types of functions are used for obstacles to prioritize non-crossable obstacles over crossable obstacles; hyperbolic PFs are assigned to non-crossable obstacles to avoid crossing them, and exponential PFs are assigned to crossable obstacles to allow crossing them.

As discussed in Section 2.3.2, the obstacles' constraints can also be utilized for obstacle
avoidance to generate the obstacle-free area. An obstacle-free area is nonconvex in general. Several methods were discussed that approximate the obstacle-free area by linear constraints to be used for a quadratic MPC. To plan the longitudinal and lateral motions simultaneously, a safe envelope can be developed or a linear constraint can be used for each obstacle. It is important that the constructed area covers the useful parts of the obstaclefree area. The safe envelopes and the linear constraints with constant slopes fail to do so since their predefined structure limit their covering. An appropriate presented method is the linearized signed distance method since its slope varies based on the obstacle's relative position. However, this constraint limits the vehicle to stay behind an obstacle in front of the vehicle, and does not allow swerving. There are situations where stopping behind the obstacle is not possible, but obstacle avoidance through swerving is possible. In these situations, the constraint set developed by the signed distance method fails to cover the optimal trajectory. In this thesis, in addition to this constraint set, two constraint sets are generated for swerving. IQMPC is introduced to solve the motion planning MPC for the union of the three constraint sets to fix the mentioned problem.

As discussed in Section 2.4, LO can be used to prioritize the objective terms of an optimization problem. It can apply priority on the constraints of an MPC problem. In this thesis, constraints are applied on a non-crossable obstacle. The obstacles are prioritized by prioritizing their corresponding constraints through LO. Using this method, in a situation where a crash is unavoidable, the vehicle avoids the obstacles with the highest priorities.

## Chapter 3

## Potential-Field-based Motion Planning MPC

### 3.1 Introduction

In this chapter, a motion planning MPC is developed that utilizes the potential field obstacle avoidance method to prioritize obstacles. It prioritizes obstacles by assigning different potential functions to them corresponding to their avoidance necessity. This chapter is mainly developed based on the work of Rasekhipour et al. [74].

The motion planning MPC introduced in this chapter is quadratic. Therefore, its objective function should be quadratic, and its model and its constraints should be linear. A linear bicycle vehicle model is used to model the vehicle behavior in the MPC. The model uses linear tire models, and tire constraints are included in the MPC to keep the model valid at different operating conditions. The tires have limited capacities, which are considered in the constraints by including tire combined slip limitations and the effect of longitudinal load transfer on the limitations. With these constraints, the MPC can generate feasible trajectories on tire force limits since the vehicle model considers its limitations through the constraints. The constraints also keep the tire in its linear lateral force region to keep the linear tire models, and subsequently, the vehicle model, valid.

In this chapter, first, the correlations of the motion planning module with other modules of an autonomous vehicle is discussed. Next, the equations of motion of a bicycle model are presented. The equations are linearized and discretized for use in the MPC problem. The tire constraints are also presented and linearized for use in the MPC problem. Next, potential functions are presented for the road structure and different kinds of obstacles to generate the potential field. Then, the MPC problem is constructed based on the vehicle model, constraints, and potential field. The motion planning MPC is evaluated with a high fidelity CarSim simulation under complicated scenarios, and the results are presented and discussed.

### 3.2 Autonomous Vehicle Architecture

The correlations of the motion planning module with other modules of an autonomous vehicle are discussed in this section. Figure 3.1 illustrates the correlations through the architecture of an autonomous vehicle. The motion planning module plans the vehicle's trajectory so that it avoids obstacles, complies with road regulations, follows the desired commands, and provides the passengers with a smooth ride. It is assumed that the module receives information of the obstacles, road, vehicle, and desired commands from the other modules.

The obstacle information includes the position, velocity, size, and category of each obstacle. The road information consists of the road profile, the number of lanes, and the widths of the lanes. The vehicle information includes the vehicle's position, heading angle, longitudinal velocity, lateral velocity, yaw rate, and normal tire forces. The obstacle, road, and vehicle information are provided for the motion planning module from the perception module [75],[76] and the estimation module [77],[78]. Moreover, the desired commands including the desired lane and speed are generated in the behavioral planning module.

It is assumed that each obstacle moves with the same longitudinal and lateral velocities as its current velocities for predicting its position in MPC. The risk due to uncertain behaviors of the obstacle as well as errors in the estimation of the vehicle's and the obstacle's states is considered in generating the safe distance of the potential functions. Moreover,


Figure 3.1: Architecture of an autonomous vehicle.
the running step time of the MPC is 50 ms , and any change in the behavior of the obstacle is considered in the planned motion of the vehicle rapidly.

The motion planning module calculates the driving commands including the front steering angle and the total longitudinal force commands. These choices of commands correspond to the driver commands, which include steering wheel angle and the gas/brake pedal positions, so for a semi-autonomous vehicle, switching between the autonomous system and the driver can be performed simply.

The vehicle model used for the predictions of MPC is a linear model, which models only longitudinal, lateral, and yaw motions of the vehicle, and does not consider roll, pitch and bounce motions of the vehicle. However, roll, pitch, and bounce motions of the vehicle do not correspond to the motion of the vehicle on the road, and only correspond to the vertical tire forces, which are assumed to be available for the motion planning module from the estimation module. Furthermore, the vehicle parameters of the vehicle are assumed to be constant. However, if their values change, and the estimation module estimates the parameters, the vehicle model can be updated by the estimated parameters easily. The
perception, estimation, and robustness analysis are out of scope of this thesis.

### 3.3 Vehicle Dynamics Model

A bicycle model is used to model the vehicle dynamics. The notation used in the vehicle model is shown in Fig. 3.2. The equations of motion of the bicycle model are [79]:

$$
\begin{gather*}
\dot{X}=u \cos (\theta)-v \sin (\theta),  \tag{3.1a}\\
\dot{Y}=v \cos (\theta)+u \sin (\theta),  \tag{3.1b}\\
\dot{\theta}=r,  \tag{3.1c}\\
m(\dot{u}-v r)=F_{x_{T}},  \tag{3.1d}\\
m(\dot{v}+u r)=F_{y_{f}}+F_{y_{r}},  \tag{3.1e}\\
I_{z} \dot{r}=l_{f} F_{y_{f}}+l_{r} F_{y_{r}}, \tag{3.1f}
\end{gather*}
$$

in which $X, Y$, and $\theta$ are the vehicle's longitudinal position, lateral position, and heading angle in the global coordinate, $u, v$, and $r$ are the vehicle's longitudinal velocity, lateral velocity, and yaw rate at its center of gravity, $m$ is the vehicle's mass, $I_{z}$ is the vehicle's momentum of inertia around its vertical axis, $F_{x_{T}}$ denotes the total longitudinal force of tires, $F_{y_{f}}$ and $F_{y_{r}}$ are the total lateral forces of the front and rear tires, and $l_{f}$ and $l_{r}$ are the distances from the vehicle's center of gravity to the front and rear axles, respectively.

The vehicle is assumed to have a front steering system. A linear tire model is used for the lateral tire forces [79]:


Figure 3.2: Vehicle bicycle model.

$$
\begin{gather*}
F_{y_{f}}=C_{f} \alpha_{f}=C_{f}\left(\delta-\frac{v+l_{f} r}{u}\right)  \tag{3.2a}\\
F_{y_{r}}=C_{r} \alpha_{r}=C_{r}\left(-\frac{v-l_{r} r}{u}\right) \tag{3.2b}
\end{gather*}
$$

where $\delta$ is the steering angle, $\alpha_{f}$ and $\alpha_{r}$ are the sideslip angles of the front and rear tires, and $C_{f}$ and $C_{r}$ are the cornering stiffness values of the front and rear tires. Figure 3.3 illustrates the tire's nonlinear behavior and its linear approximation with a linear tire model. The tire's sideslip angles should be limited to keep the linear approximation valid. The cornering stiffness values and the sideslip angle limit are calculated considering three criteria: 1) the error between the linear model and the nonlinear behavior should be small in the limited sideslip angle range to keep the tire model valid, 2) the lateral tire force at the sideslip angle limit should be close to the maximum lateral tire force so that most of the lateral tire force capacity is available for the vehicle model, 3) the lateral tire force calculated by the linear tire model at the sideslip angle limit should be equal to the maximum lateral tire force so that the tire force ellipse constraint explained in the next section constrains the tire force to remain within its linear region [26].

Equations (3.1) and (3.2) are linearized around the vehicle's operating point to obtain the linear vehicle dynamics:


Figure 3.3: Linear tire model approximation.

$$
\begin{gather*}
\dot{\boldsymbol{x}}=\boldsymbol{A} \boldsymbol{x}+\boldsymbol{B} \boldsymbol{u}_{c},  \tag{3.3a}\\
\boldsymbol{x}=\left[\begin{array}{llllll}
X & Y & \theta & u & v & r
\end{array}\right]^{T},  \tag{3.3b}\\
\boldsymbol{u}_{c}=\left[\begin{array}{ll}
F_{x_{T}} & \delta
\end{array}\right]^{T}, \tag{3.3c}
\end{gather*}
$$

in which $\boldsymbol{x}$ and $\boldsymbol{u}_{c}$ denote the state and input vectors, and $\boldsymbol{A}$ and $\boldsymbol{B}$ are the state and input matrices. The linear model is discretized through the zero order hold method for use as the model of the MPC.

### 3.3.1 Vehicle constraints

A road vehicle has limitations on the actuator capacities and the tire force capacities. Actuator capacities are considered as constraints:

$$
\begin{equation*}
|\delta| \leq \delta_{\max }, \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
F_{x} \leq \frac{T_{m a x}}{R_{e f f}} \tag{3.5}
\end{equation*}
$$

where $\delta_{\text {max }}$ is the maximum steering angle, $R_{\text {eff }}$ is the effective radius of the wheels, and $T_{\max }$ is the maximum propelling torque. Since the propulsion system of the vehicle in this thesis includes four in-wheel motors, $T_{\max }$ is the total sum of the maximum motor torques. It is notable that in (3.5), wheel dynamics is neglected. Constraints are also applied on the rate of change of steering angle:

$$
\begin{equation*}
|\Delta \delta| \leq \Delta \delta_{\max } \tag{3.6}
\end{equation*}
$$

where $\Delta \delta$ is the change of the steering angle in one step, and $\Delta \delta_{\max }$ is its capacity.
Moreover, since the tire's longitudinal and lateral forces cannot exceed the friction ellipse, the model predictive controller should consider this limitation in its prediction to have an accurate prediction:

$$
\begin{equation*}
\left(\frac{F_{x_{T}}}{F_{x_{T}-\max }}\right)^{2}+\left(\frac{F_{y_{*}}}{F_{y_{*}-\max }}\right)^{2} \leq \mu^{2} \tag{3.7}
\end{equation*}
$$

where $F_{x_{T}-\max }$ is the maximum total longitudinal tire force, $F_{y_{*}-\max }$, for $*=f, r$, is the maximum front or rear lateral tire force, and $\mu$ is the tire-road friction coefficient. It is notable that these constraints also limit the lateral tire forces to remain in their linear region.

The maximum forces in the constraint equations of (3.7) are dependent on the load transfer. Since the bicycle vehicle dynamics considers the total forces of the tires on the same wheel track, the lateral load transfer is ignored. The effects of longitudinal load transfer on the vertical front and rear tire forces is:

$$
\begin{equation*}
F_{z_{f}}=\frac{W l_{r}-F_{x_{T}} h}{l_{f}+l_{r}} \tag{3.8a}
\end{equation*}
$$

$$
\begin{equation*}
F_{z_{r}}=\frac{W l_{f}+F_{x_{T}} h}{l_{f}+l_{r}} \tag{3.8b}
\end{equation*}
$$

where $F_{z_{*}}$, for $*=f, r$, is the front or rear vertical tire force, $h$ is the height of the vehicle's center of gravity from the ground, and $W$ is the vehicle's weight. The maximum total longitudinal tire force is not affected by load transfer. However, the longitudinal load transfer affects the maximum lateral force in (3.7). Assuming that the lateral tire force capacity changes linearly with respect to the vertical tire force:

$$
\begin{equation*}
F_{y_{*}-\max }=F_{y_{* 0}-\max } \frac{F_{z_{*}}}{F_{z_{* 0}}} . \tag{3.9}
\end{equation*}
$$

in which $F_{y_{* 0}-\max }$ and $F_{z_{* 0}}$, for $*=f, r$, are the nominal maximum lateral front or rear tire force and the nominal vertical front or rear tire force, where nominal forces are the forces with no load transfer.

The longitudinal load transfer effect is included in the tire force ellipse constraints by applying (3.8) and (3.9) on (3.7):

$$
\begin{align*}
& \left(\frac{F_{x_{T}}}{F_{x_{T}-\max }}\right)^{2}+\left(\frac{F_{y_{f}}}{F_{y_{f 0}-\max }} \cdot \frac{W l_{r}}{W l_{r}-F_{x_{T}} h}\right)^{2} \leq \mu^{2}  \tag{3.10a}\\
& \left(\frac{F_{x_{T}}}{F_{x_{T}-\max }}\right)^{2}+\left(\frac{F_{y_{r}}}{F_{y_{r 0}-\max }} \cdot \frac{W l_{f}}{W l_{f}+F_{x_{T}} h}\right)^{2} \leq \mu^{2} \tag{3.10b}
\end{align*}
$$

The resultant constraints are illustrated in Fig. 3.4. In these figures, the longitudinal/lateral force ratio is the ratio of the longitudinal/lateral tire force to the nominal maximum longitudinal/lateral force. The constraints are nonlinear but convex. They are approximated by linear constraints so that they can be used in the quadratic MPC problem. Each constraint is approximated by a octagon inscribed in it. The hexagon is calculated by minimizing the area between the original constraint and its hexagon approximation to maximize the available tire force for the vehicle model.


Figure 3.4: Tire force constraints and their polyhedral approximations, a) front tire force constraint, b) rear tire force constraint

Moreover, the vehicle speed should not exceed the maximum speed limit. The limit is considered by a constraint:

$$
\begin{equation*}
u \leq u_{\max } \tag{3.11}
\end{equation*}
$$

where $u_{\max }$ denotes the maximum allowed vehicle speed.

### 3.4 Potential Field

A potential field is a field generated by the obstacle and goal Potential Functions (PFs) to lead the vehicle toward the goal while keeping it away from the obstacles. A goal PF has a minimum at the goal so that the goal attracts the vehicle, and an obstacle PF has a maximum at the obstacle position so that the obstacle repulses the vehicle. In this thesis, the task of leading the vehicle towards its goal is performed by the tracking terms in the
objective function of the motion planning MPC. Therefore, the potential field generated here is repulsive only, and is constructed of obstacle PFs. A PF, $U_{R_{q}}$, is defined for the lane markers to prevent the vehicle from going out of the lane. The obstacles are categorized as crossable and non-crossable obstacles, and a PF is defined for each category based on it avoidance necessity, $U_{N C_{i}}$ for a non-crossable obstacle and $U_{C_{j}}$ for a crossable obstacle. The potential field, $U$, is the sum of the PFs:

$$
\begin{equation*}
U=\sum_{i} U_{N C_{i}}+\sum_{j} U_{C_{j}}+\sum_{q} U_{R_{q}} \tag{3.12}
\end{equation*}
$$

where indices $i, j$, and $q$ denote the $i^{\text {th }}$ non-crossable obstacle, the $j^{\text {th }}$ crossable obstacle, and the $q^{\text {th }}$ lane marker, respectively. The presented functions below are some sample functions; other functions can be used for modeling other road regulations and obstacles.

### 3.4.1 Non-crossable Obstacles

Non-crossable obstacles are obstacles that should not be crossed since they are either important themselves, like a pedestrian, or can cause a damage to the vehicle, like a car. A hyperbolic function of the distance between the vehicle and the obstacle is used to generate the potential field caused by this kind of obstacle. The rate of change of the function strictly increases as the distance decreases, and it approaches to infinity, which prevents the vehicle from crossing the obstacle. Schulman et al. [80] use the Signed Distance (SD) between the vehicle shape and the obstacle shape for collision avoidance. Figure 3.5 shows the signed distance of two shapes. The SD is the minimum distance of the shapes if there is no contact between the shapes, and the negative of the penetration distance if there are contact points. More information on the signed distance can be found in [81].

The PF is generated as a function of the $\mathrm{SD}, s_{i}$ :

$$
\begin{equation*}
U_{N C_{i}}(X, Y)=\frac{a_{i}}{s_{i}\left(\frac{X}{X_{s_{i}}}, \frac{Y}{Y_{s_{i}}}\right)^{b i}} \tag{3.13}
\end{equation*}
$$

where $a_{i}$ and $b_{i}$ are intensity and shape parameters of the PF , respectively. A SD is a function of the position of the vehicle and the obstacle and their shapes. But, since the position of the obstacle and the shapes of the vehicle and the obstacles are know prior to generation of the potential function, $s_{i}$ is demonstrated as a function of vehicle position only in (3.13). In addition, the vehicle needs to have a larger distance to the obstacle in the longitudinal direction than the lateral direction. Therefore, the SD is normalized by the safe longitudinal and lateral distances from the obstacle, $X_{s_{i}}$ and $Y_{s_{i}}$, which are defined as:

$$
\begin{gather*}
X_{s_{i}}=X_{0}+u T_{0}+\frac{\Delta u_{a_{i}}^{2}}{2 a_{n}}  \tag{3.14a}\\
Y_{s_{i}}=Y_{0}+\left(u \sin \theta_{e}+u_{o_{i}} \sin \theta_{e}\right) T_{0}+\frac{\Delta v_{a_{i}}^{2}}{2 a_{n}}, \tag{3.14b}
\end{gather*}
$$

In (3.14a) for the safe longitudinal distance, the first term is the minimum safe longitudinal distance, $X_{0}$, and the second term is the distance spanned by the vehicle during the safe time gap included to consider the risk due to vehicle speed. The third term of this equation is the distance corresponding to the longitudinal velocity difference between the vehicle and the obstacle included to consider the risk due to the speed difference [82]. In (3.14b) for safe lateral distance, the first term is the minimum safe lateral distance, $Y_{0}$, and the second term is the lateral distance spanned by the vehicle and the obstacle during the safe time gap if they have the constant heading angles of $\theta_{e}$ toward each other, which is included to consider the risk due to vehicle and obstacle speed. The third term of this equation is the distance corresponding to the lateral velocity difference between the vehicle and the obstacle included to consider the risk due to lateral velocity difference. The safe time gap, denoted by $T_{0}$, compensates for the vehicle response time, and its value is assigned accordingly. Furthermore, $u_{o_{i}}$ is the longitudinal velocity of the $\mathrm{i}^{\text {th }}$ obstacle, $a_{n}$ is the normal acceleration, and $\Delta u_{a_{i}}$ and $\Delta v_{a_{i}}$ are the approaching velocities in the longitudinal and lateral directions. In each direction, the approaching velocity is set to the velocity difference between the vehicle and the obstacle if they are approaching, and it is set to zero otherwise. The SD is normalized due to the desire that the distance of the vehicle and
the obstacle in longitudinal orientation is more than the safe longitudinal distance and in lateral orientation is more than the safe lateral distance.


Figure 3.5: Signed distance of two shapes [58].

Moreover, a zero SD results in an infinite PF. In addition, with this PF, the vehicle would have no longitudinal response to the obstacle approaching from the side if the longitudinal component of the SD is zero but a driver would brake in this situation. These issues are resolved with a modification in the calculation of the SD; if the longitudinal distance between the vehicle and the obstacle is less than a threshold, $\Delta X_{0}$, it is set to $\Delta X_{0}$ with the obstacle being ahead.

If the vehicle and the obstacle are approaching each other, there is a region around the obstacle where the vehicle cannot avoid a collision. The longitudinal and lateral collision distances, $X_{c_{i}}$ and $Y_{c_{i}}$, are defined as the maximum distances from the obstacle in the longitudinal and lateral directions at which the collision cannot be avoided. In each direction, the collision distance is the distance required to change the approaching velocity to zero by modifying the vehicle velocity with the maximum acceleration, $a_{\max }$ :

$$
\begin{align*}
X_{c_{i}} & =\frac{\Delta u_{a_{i}}^{2}}{2 a_{\max }}  \tag{3.15a}\\
Y_{c_{i}} & =\frac{\Delta v_{a_{i}}^{2}}{2 a_{\max }} \tag{3.15b}
\end{align*}
$$

The intensity and shape parameters of (3.13) are calculated by assigning the safe potential parameter, $U_{s a f}$, and the accident potential parameter, $U_{a c c}$, to the PF at the safe distance and the collision distance, respectively:

$$
U_{N C_{i}}=\left\{\begin{array}{ll}
U_{\text {saf }} & s_{i}=1  \tag{3.16}\\
U_{a c c} & s_{i}=s_{c}
\end{array} .\right.
$$

It is notable that in order to be at the safe distance from the obstacle, the vehicle just needs to be at the safe distance in either lateral or longitudinal direction. The same expression holds for the collision distance. Therefore, the collision $\mathrm{SD}, s_{c}$, is the maximum of the corresponding SD of the longitudinal collision distance and the corresponding SD of the lateral collision distance. The potential field of an obstacle vehicle located at $\left(X_{o_{i}}, Y_{o_{i}}\right)=(20,3.5) m$ and moving at the same speed as the vehicle at $80 \mathrm{Km} / \mathrm{h}$ is shown in Fig. 3.6.


Figure 3.6: Non-crossable obstacle potential field.

### 3.4.2 Crossable Obstacles

Crossable obstacles are obstacles that can be crossed without any damage, but it is preferred not to cross them, if possible, like a low profile object or a bump on the road. The PF of such an obstacle is defined with an exponential function:

$$
\begin{equation*}
U_{C_{j}}(X, y)=a_{j} e^{-b_{j} s_{j}\left(\frac{X}{X_{s_{j}}}, \frac{Y}{Y_{s_{j}}}\right)} \tag{3.17}
\end{equation*}
$$

where $s_{j}$ is the normalized SD between the vehicle and the obstacle calculated similar to (3.13),(3.14). $a_{j}$ and $b_{j}$ are also the intensity and shape parameters, which are calculated similar to (3.14)-(3.16) except that the uncomfortable potential parameter, $U_{u n c}$, is assigned to the PF at the collision distance.

The exponential function repulses the vehicle from the obstacle everywhere because of its positive gradient. But, at positions close to the obstacle, the gradient decreases as the distance to the obstacle decreases, which allows the vehicle to cross the obstacle. Figure 3.7 shows the potential field generated by this function for a similar situation to that of Fig. 3.6.

### 3.4.3 Lane boundaries

In a structured road, the vehicle should not cross the road lane markers unless a lane change is desired. To avoid undesirable lane marker crossings, PFs are defined for lane markers:

$$
U_{R_{q}}(X, Y)=\left\{\begin{array}{cc}
a_{q}\left(s_{q}(X, Y)-D_{a}\right)^{2} & s_{q}(X, Y) \leq D_{a}  \tag{3.18}\\
0 & s_{q}(X, Y)>D_{a}
\end{array},\right.
$$

where $s_{q}$ is the SD of the vehicle from the lane marker, $D_{a}$ is the allowed distance from the lane marker, index $q=r, l$ denotes the right or left lane marker, and $a_{q}$, is the intensity


Figure 3.7: Crossable obstacle potential field.
parameter calculated by assigning the lane marker potential parameter, $U_{\text {lma }}$, to the PF at zero SD.

If a lane keeping is intended, the right and left lane markers are the ones on which the PFs are implemented. If a lane change is intended, the PF is not implemented on the lane marker that can be crossed for the lane change. It is implemented on the next lane marker instead. The lane marker PFs are defined with quadratic functions, and their gradients increase linearly as the SD decreases. Therefore, the vehicle can cross the lane markers to any extent, but the farther the vehicle goes from the middle of the lane, the harder the PF pushes it toward there. Figure 3.8 shows the road PF for a lane change maneuver on a two lane road.

### 3.5 MPC Problem

In this section, a motion planning MPC is developed with the presented vehicle dynamics model and constraints. The presented potential field for obstacles and road regulations is added to the controller objective function to include obstacle avoidance and road regulation


Figure 3.8: Lane potential field for a lane change.
observation to the MPC. The model predictive controller predicts the response of the vehicle up to a horizon, and optimizes the vehicle dynamics, command following, obstacle avoidance, and road regulations observation up to that horizon based on the predicted values.

It is assumed that the desired lane and speed are predefined. Therefore, the desired lateral position, which is the center of the desired lane, and the desired longitudinal velocity are the outputs to be tracked:

$$
\begin{gather*}
\boldsymbol{y}=\left[\begin{array}{ll}
Y & u
\end{array}\right]^{T},  \tag{3.19a}\\
\boldsymbol{y}_{\text {des }}=\left[\begin{array}{ll}
Y_{\text {des }} & u_{d e s}
\end{array}\right]^{T},  \tag{3.19b}\\
Y_{\text {des }}=\left(\begin{array}{l}
\left.l_{\text {des }}-1 / 2\right) L_{w}+\Delta Y_{R},
\end{array}\right. \tag{3.19c}
\end{gather*}
$$

where $\boldsymbol{y}$ is the output vector tracking the desired output vector, $\boldsymbol{y}_{d e s}, Y_{\text {des }}$ is the desired lateral position, $u_{\text {des }}$ is the desired vehicle speed, $L_{w}$ is the lane width, $\Delta Y_{R}$ is the lateral
offset of the road compared to a straight road, and $l_{\text {des }}$ is the index number of the desired lane counted from the right.

The constraints of (3.10) and (3.11) are applied in the optimal control problem as soft constraints. A soft constraint can be violated, but its violation is penalized. A slack variable is added to the constraint equation to allow some violation, and it constructs a penalty term in the objective function of the MPC to penalize the violation. It is notable that although surpassing the tire ellipses is physically impossible, the constraints on the tire forces are considered soft. It is because the constraints are models of the actual tire limitation and might differ from the exact limitations. Moreover, the errors in the estimated states might also cause constraint violations. Therefore, the tire constraints are considered as soft constraints to avoid infeasiblity due to constraint violation.

The motion planning MPC problem is:

$$
\begin{gather*}
\min _{\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}} \sum_{k=1}^{N_{p}}\left(U^{t+k, t}+\left\|\boldsymbol{y}^{t+k, t}-\boldsymbol{y}_{d e s}^{t+k, t}\right\|_{\boldsymbol{Q}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}\right\|_{\boldsymbol{R}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}-\boldsymbol{u}_{c}^{t+k-2, t}\right\|_{S}^{2}\right)+\|\varepsilon\|_{\lambda}^{1}  \tag{3.20a}\\
\text { s.t. }\left(k=1, \ldots, N_{p}\right)
\end{gather*}
$$

$$
\begin{equation*}
\boldsymbol{x}^{t+k, t}=\boldsymbol{A}_{d} \boldsymbol{x}^{t+k-1, t}+\boldsymbol{B}_{d} \boldsymbol{u}_{c}^{t+k-1, t} \tag{3.20b}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}^{t+k, t}=\boldsymbol{C} \boldsymbol{x}^{t+k, t}+\boldsymbol{D} \boldsymbol{u}_{c}^{t+k, t} \tag{3.20c}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}_{s}^{t+k, t}=\boldsymbol{C}_{s} \boldsymbol{x}^{\boldsymbol{t}+k, t}+\boldsymbol{D}_{s} \boldsymbol{u}_{c}^{t+k, t} \tag{3.20d}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}_{s}^{t+k, t} \leq \boldsymbol{y}_{s-\max }^{t+k, t}+\boldsymbol{\varepsilon} \tag{3.20e}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon \geq 0 \tag{3.20f}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{u}_{c}^{t+k, t}=\boldsymbol{u}_{c}^{t+k-1, t}, \quad k>N_{c}, \quad k \neq c_{2} N_{r c}+N_{c}, \quad c_{2}=1, \ldots,\left(N_{p}-N_{c}\right) / N_{r c} \tag{3.20~g}
\end{equation*}
$$

$$
\begin{gather*}
\boldsymbol{u}_{c}^{t-1, t}=\boldsymbol{u}_{c}(t-1),  \tag{3.20h}\\
\boldsymbol{x}^{t, t}=\boldsymbol{x}(t) \tag{3.20i}
\end{gather*}
$$

where $t+k, t$ index denotes the predicted value at $k$ steps ahead of the current time $t$, $N_{p}$ is the prediction horizon, and $\varepsilon$ is the vector of slack variables. The objective function includes the predicted potential field defined in (3.12), quadratic terms of tracking, inputs, and changes in inputs with weighting matrices $\boldsymbol{Q}, \boldsymbol{R}, \boldsymbol{S}$, respectively, and first norm of slack variables weighted with $\boldsymbol{\lambda}$. The quadratic terms of the input and the changes in the input are included to minimize the consumption energy and the jerk, respectively. The states are predicted through (3.20b), which is obtained by discretizing (3.3a) to obtain $\boldsymbol{A}_{d}$ and $\boldsymbol{B}_{d}$ as the discrete state and input matrices. Equation (3.20c) calculates the tracking outputs, where $\boldsymbol{C}$ and $\boldsymbol{D}$ are the output and feedforward matrices. The constraint on the actuators, (3.4)-(3.6), on the vehicle speed, (3.11), and corresponding linear constraints of the tire capacity constraint, (3.10), are presented in (3.20e), where $\boldsymbol{y}_{s}$ is the vector of constraint variables and is bounded by $\boldsymbol{y}_{s-\max }$, the vector of constraint bounds, and the slack variable vector is included to allow violation of the bounds. The slack variables corresponding to actuator constraints are set to zero since they cannot be violated. The constraint variables are linearized around the operating point, which are to be written as a function of states and inputs in (3.20d), where $\boldsymbol{C}_{s}$ and $\boldsymbol{D}_{s}$ are the constraint output and feedforward matrices. The computation cost is reduced by reducing the number of control inputs in $(3.20 \mathrm{~g})$; after the first $N_{c}$ prediction steps, the control inputs change every $N_{r c}$ steps.

The presented optimization problem can be solved for any PF. However, because of the nonlinear nonconvex PFs, the problem is nonlinear and nonconvex, and its solution is expensive. Its approximated quadratic convex problem can be solved noticeably faster. Thus, to reduce the calculation time, the problem is converted into a quadratic convex problem. To do so, the PFs are first approximated by convex functions.

The PFs are defined on $(X, Y)$. Olfati-Saber [83] defines the obstacle PF only in the SD's direction to generate the repellent force. For each obstacle and at each prediction step, the PFs defined in this chapter are transformed to a coordinate, $\left(\xi_{i}, \eta_{i}\right)$, that has one axis $\left(\xi_{i}\right)$ in the direction of the SD:

$$
\left[\begin{array}{l}
\xi_{i}  \tag{3.21}\\
\eta_{i}
\end{array}\right]=\left[\begin{array}{cc}
\cos \gamma & \sin \gamma \\
-\sin \gamma & \cos \gamma
\end{array}\right]\left[\begin{array}{l}
s_{X_{i}} \\
s_{Y_{i}}
\end{array}\right] .
$$

Figure 3.9 illustrates the coordinate transformation. The black coordinate is the road coordinate and the red coordinate is the SD coordinate, which is normalized with the safe distances. The red rectangle is the vehicle in this coordinate, and $s_{i}$ is the SD. The vehicle position at the prediction step $k$ is anticipated based on the vehicle speed and heading angle at time step $t$. The angle between the SD at this position and $s_{X_{i}}$-axis is $\gamma$. The blue coordinate, $\left(\xi_{i}, \eta_{i}\right)$, is obtained by rotating the SD coordinate by this angle.


Figure 3.9: Coordinate Transformation.
The PFs defined in Section 3.4 can all be written as a function of $s_{i}$ instead of $(X, Y)$. In other words, for a PF, $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$, there is a function, $h: \mathbb{R} \rightarrow \mathbb{R}$, that $h\left(s_{i}\right)=g(X, Y)$. Moreover, the PF, g, can be transformed from $(X, Y)$ to $\left(\xi_{i}, \eta_{i}\right)$ by (3.21) to obtain the transformed PF, $g_{T}: \mathbb{R}^{2} \rightarrow \mathbb{R}$, where $g_{T}\left(\xi_{i}, \eta_{i}\right)=g(X, Y)$. Considering the definition of the SD , the gradient and Hessian of $g_{T}$ are:

$$
\begin{gather*}
s_{i}=\left\{\begin{array}{cc}
\left(\xi_{i}^{2}+\eta_{i}^{2}\right)^{1 / 2} & \text { no contact } \\
-\left(\xi_{i}^{2}+\eta_{i}^{2}\right)^{1 / 2} & \text { in contact }
\end{array},\right.  \tag{3.22a}\\
\nabla g_{T}=\left[\begin{array}{ll}
\frac{\xi_{i}}{s_{i}} h^{\prime} & \frac{\eta_{i}}{s_{i}} h^{\prime}
\end{array}\right]^{T} \tag{3.22b}
\end{gather*}
$$

$$
\nabla^{2} g_{T}=\left[\begin{array}{ll}
\frac{\xi_{i}^{2}}{s_{i}^{2}} h^{\prime \prime}+\frac{s_{i}^{2}-\xi_{i}^{2}}{s_{i}^{3}} h^{\prime} & \frac{\xi_{i} \eta_{i}}{s_{i}^{2}} h^{\prime \prime}-\frac{\xi_{i} \eta_{i}}{s_{i}^{3}} h^{\prime}  \tag{3.22c}\\
\frac{\xi_{i} \eta_{i}}{s_{i}^{2}} h^{\prime \prime}-\frac{\xi_{i} \eta_{i}}{s_{i}^{3}} h^{\prime} & \frac{\eta_{i}^{2}}{s_{i}^{2}} h^{\prime \prime}+\frac{s_{i}^{2}-\eta_{i}^{2}}{s_{i}^{3}} h^{\prime}
\end{array}\right]
$$

where $h^{\prime}$ and $h^{\prime \prime}$ are the first and second derivatives of function $h$ with respect to $s_{i}$. From (3.22b), it can be seen that, at the anticipated vehicle position, the gradient is in $\xi_{i}$ direction, i.e. the repellent force is only in the direction of the SD , as it is in [83]. Moreover, due to (3.22c), the Hessian matrix is uncorrelated at the anticipated vehicle position in the new coordinate. Therefore, the function is convex at this position if both diagonal elements are non-negative. If any diagonal element is negative, the function is linearized at the corresponding direction of the element, using the first order Taylor series. The resulting function is a convex function convexified around the anticipated operating point.

The convex function is then transformed to the original coordinate, $(X, Y)$. Since convexity holds for a linear transformation, the transformed function is also a convex function. The whole process is equivalent to an eigenvalue decomposition process that only keeps the positive eigenvalues. Therefore, the Hessian of the resulted function is the closest positive definite matrix to the Hessian of the original function in terms of the Frobenius norm [84].

The resulting convex function is then approximated by a quadratic function through the second order Taylor series. The quadratic function is a close convex quadratic approximation of the original function around the nominal point; its gradient equals the original function's gradient, and its Hessian matrix is the closest positive definite matrix to the original function's Hessian matrix in terms of the Frobenius norm. The quadratic approximation adds calculation time spent on transformations, first and second derivatives, and Taylor series approximations. However, the added time is negligible compared to the calculation time of the optimization problems. Using the resulting PFs, the optimal control problem is a convex quadratic optimization problem. The problem is similar to a corresponding nonlinear problem solved by Sequential Quadratic Programming (SQP) in one sequence. Boggs et al. [85] derive an upper bound for the optimization error of each sequence of SQP, where the optimization error is the difference between the result of the sequence and the local minimum of the nonlinear problem in the neighborhood of the
problem's initial value. Based on this upper bound, for the quadratic problem, the closer the problem's initial value is to the minimum, which is equivalent to the anticipated vehicle point being closer to the vehicle position at the minimum, the smaller the optimization error. Moreover, the closer the calculated Hessian matrices of the PFs to their Hessian matrices at the minimum, the smaller the optimization error. Therefore, a PF with a smaller convex quadratic approximation error and a smaller variation of the Hessian matrix in the neighborhood of the problem's initial value result in a smaller optimization error. In the next section, the performance and the calculation time of the nonlinear problem and the quadratic problem are compared for a scenario. The other scenarios are simulated only for the quadratic problem.

### 3.6 Results

### 3.6.1 Test Scenarios

Roads are dynamic environments with obstacles moving at different speeds in different lanes and positions. The roads themselves might be curved, and a lane might end or begin. Moreover, a vehicle might be required to change its lane or stay in the lane to take an exit or turn. For any combination of the obstacles, road, and intended lane, the undertaken maneuver might be different. In this section, some test scenarios are defined to evaluate the performance of an autonomous driving system. Some normal scenarios for an autonomous driving system are:

- Lane keeping on curved roads,
- Lane changing with no obstacle in the vicinity,
- Keeping a desired distance from the vehicle in front of the ego vehicle (adaptive cruise control).

Other more complicated scenarios that an autonomous driving system should be able to perform include:

- Lane changing while there are vehicles on the intended lane,
- Merging into a highway while there are vehicles on the right lane,
- A vehicle carelessly approaching the ego vehicle from the side,
- Non-crossable static obstacle on the lane,
- Crossable static obstacle on the lane.

The aforementioned complicated maneuvers are only some of the many cases that might happen when driving on a road. However, they can evaluate the performance of motion planning systems in observing safety and road regulations. The first and second cases test the vehicle in observing safety and road regulations in a lane change. The vehicle should change the lane as soon as it is safe and keep its lane if it is not safe. In the second case, the current lane is ending and the vehicle may need to reduce its speed or even stop before the lane ends. The corresponding maneuvers of these situations include normal maneuvers such as lane changing and modifying speed to keep distance from the obstacles.

The third case tests the motion planning system in predicting the lateral movement of the obstacles and taking action in emergency situations while observing the road regulations. The vehicle should be able to predict the obstacle's path and avoid the accident while keeping its lane, which is performed by keeping some space from the obstacle via accelerating or decelerating. It includes simple maneuvers such as lane keeping and keeping a safe distance from the obstacles.

The fourth and fifth cases test the motion planning system for observation of the road regulations. The vehicle should keep its lane; if there is enough lateral space on the lane, it should pass the obstacle on the side; otherwise, it should stop behind the obstacle or cross it. It also tests the motion planning system for prioritizing obstacles. In the situation that there is not enough lateral space for passing the obstacle on the side, if the obstacle is not crossable, the vehicle should stop behind it, and if it is crossable, the vehicle should cross it.

Altogether, these cases are appropriate for evaluating the performance of motion planning systems in observing the safety and road regulations, obstacle avoidance, and longi-
tudinal and lateral maneuverability. They also evaluate how the motion planning system performs in prioritizing obstacles based on their avoidance necessities. The following test scenarios are defined based on the mentioned cases:

Scenario 1: The vehicle is merging onto a highway and its lane ends in 150 m . It should change its lane from Lane 1 to Lane 2 while there are three vehicles in Lane 2. There is not enough space between these vehicles for the ego vehicle to merge safely between them.

Scenario 2: The vehicle starts in Lane 1 and is commanded to change its lane while there are three vehicles in Lane 2. There is enough space between these vehicles for the ego vehicle to go in between them. The road is curved with a radius of 300 m for $X=\left[\begin{array}{cc}200 & 250\end{array}\right] \mathrm{m}$ and a radius of $-300 m$ for $X=\left[\begin{array}{ll}250 & 300\end{array}\right] m$.
Scenario 3: The vehicle starts in Lane 1 and is commanded to stay in Lane 1. There is a vehicle in Lane 2 at the same longitudinal position and with the same speed as the ego vehicle. It moves laterally from the center of Lane 2 towards the center of Lane 1 with a constant lateral velocity in the time interval of $t=\left[\begin{array}{ll}1 & 6\end{array}\right] \mathrm{m}$. The ego vehicle should make enough space for it to avoid collision.

Scenario 4: The vehicle starts in Lane 1 and is commanded to stay in Lane 1. There is a static non-crossable obstacle on Lane 1 located at 0.5 m from the right boundary of the lane. The obstacle is assumed to be a square obstacle with 0.5 m length, and there is enough lateral space on the lane for the vehicle to pass it.

Scenario 5: The scenario is the same as Scenario 4 except that the obstacle is crossable.
Scenario 6: The scenario is the same as Scenario 4 except that the obstacle is located at 1.5 m from the right boundary of Lane 1 , and therefore, there is not enough lateral space on the lane for the vehicle to pass the obstacle.

Scenario 7: The scenario is the same as Scenario 6 except that the obstacle is crossable.
The initial vehicle speed, $u_{0}$, the desired vehicle speed, $u_{\text {des }}$, the speed of obstacles, $u_{o_{i}}$, and initial position of the obstacles relative to the vehicle, $X_{o 0_{i}}$, are listed in Table 3.1.

Table 3.1: Test Scenario Parameters

|  | $u_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(K m / h)$ |  | | $u_{\text {des }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(K m / h)$ | | $V_{o_{1}}$ |
| :---: |
| $(K m / h)$ | | $V_{o_{2}}$ |
| :---: |
| $(K m / h)$ | | $V_{o_{3}}$ |
| :---: |
| $(K m / h)$ | | $X_{o 0_{1}}$ |
| :---: |
| $(m)$ | | $X_{o 0_{2}}$ |
| :---: |
| $(\mathrm{~m})$ | | $X_{o 0_{3}}$ |
| :---: |
| $(m)$ |

### 3.6.2 Simulation

The proposed motion planning MPC is simulated on a vehicle system to evaluate the performance of the controller. The vehicle system used in the simulation is a model of a Chevrolet Equinox in CarSim software. The vehicle parameters used in the MPC are extracted from this vehicle model. The controller parameters are shown in Table 3.2 for a dry road. The vehicle is electric with four wheel electric motors. The motor torques and brake torques that generate the total force are calculated and applied to each wheel. The torques are distributed proportional to the wheels' vertical force. A slip controller is also applied on each wheel to avoid large slip ratios. The upper bound on the longitudinal force is based on the motors' torque capacities, which are determined from the motors' specifications. The bound varies with the vehicle speed, and the one at the vehicle speed of $80 \mathrm{Km} / \mathrm{h}$ is presented in the table. Also, the maximum speed, $u_{\text {max }}$, is assumed to be $10 \%$ over the desired speed.

In this section, the controller is simulated for the scenarios presented in the previous section so that its performance in observing the road regulations, obstacle avoidance, maneuverability, and prioritizing obstacles is evaluated. The controller time step is 50 ms , and the prediction horizon is 20 steps, making the prediction time to be 1 s . The optimization problem is solved on an Intel Core-i7 3.4 GHz CPU with QPOASES [86], which is a quadratic programming solver.

At each time step, a potential function is generated for each obstacle at each prediction step. The obstacle position at each prediction step is predicted assuming that the obstacle
moves with the same longitudinal and lateral speed of the current time step. The vehicle position is also predicted at each prediction time step assuming that the vehicle moves with the same longitudinal and lateral speed of the current time step. For each prediction time step, a potential function is generated for each obstacle based on the predicted obstacle position, and is approximated by a quadratic convex function around the predicted vehicle position. Then, the vehicle current state is used as the MPC initial state, and matrices required for quadratic programming problem of QPOASES are generated based on the objective function and constraints defined in (3.20) using the state, input, output, and feedforward matrices. The MPC problem is solved by QPOASES using the generated matrices to calculate the vehicle inputs. Next, the CarSim vehicle model is simulated for one step. The input of the CarSim vehicle model is the calculated vehicle inputs, and its outputs are the vehicle states, which are used to as the vehicle current states in the calculations of the next step.

Scenario 1 is a merging maneuver when there are moving obstacles on the other lane and the current lane is ending. The scenario is simulated for the nonlinear and quadratic motion planning problems, and the simulation results are shown in Fig. 3.10. The paths of the ego vehicle and obstacles are shown in Fig. 3.10a. In this figure, at some sample times, markers are used to demonstrate the position of the vehicle and obstacles; each shape represents a sample time, and each color represents the vehicle or each of the obstacles. As shown, the vehicle waits for all the obstacles to pass; the potential fields of the obstacles keep the vehicle away from Lane 2 when there are obstacles occupying it. Moreover, a potential field of a static obstacle located at the end of Lane 1 is added to the existing potential field to keep the vehicle from passing the end of the lane. Due to this potential field, the vehicle reduces its speed and avoids passing the end of the lane. After all the obstacles pass, the vehicle changes its lane safely. At the end of the lane change, the potential field of the left lane boundary keeps the vehicle from going out of the road.

The scenario is simulated for the nonlinear and quadratic problems. As it can be seen, the quadratic motion planning system imitates the behavior of the nonlinear motion planning system. The difference between the simulation results is noticed closer to the end of the lane. At this location, the required large deceleration causes an error in the anticipated longitudinal vehicle position. Moreover, since the anticipated vehicle position

Table 3.2: Controller Parameters

| Lable 3.2: Controller Parameters |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Value | Unit | Parameter | Value | Unit |  |
| $m$ | 2270 | $K g$ | $T_{0}$ | 0.25 | $s$ |  |
| $I_{z}$ | 4600 | $K_{g} m^{2}$ | $R_{e f f}$ | 0.351 | $m$ |  |
| $l_{f}$ | 1.421 | $m$ | $D_{a}$ | 0.5 | $m$ |  |
| $l_{r}$ | 1.434 | $m$ | $L_{w}$ | 3.5 | $m$ |  |
| $C_{f}$ | 127000 | $N$ | $\Delta X_{0}$ | 1 | $m$ |  |
| $C_{r}$ | 130000 | $N$ | $F_{x_{T}-\max }$ | 21400 | $N$ |  |
| $W$ | 22268.7 | $N$ | $F_{y_{f 0}-\max }$ | 10400 | $N$ |  |
| $h$ | 0.647 | $m$ | $F_{y_{r 0}-\max }$ | 10600 | $N$ |  |
| $\mu$ | 0.9 | - | $T_{\max }$ | 3000 | $N m$ |  |
| $a_{\max }$ | 9 | $m / s^{2}$ | $\delta_{\max }$ | 10 | $d e g$ |  |
| $a_{n}$ | 1 | $m / s^{2}$ | $\Delta \delta_{\max }$ | 0.5 | $d e g$ |  |
| $U_{\text {saf }}$ | 1 | $N_{p}$ | 20 | - |  |  |
| $U_{a c c}$ | 10 | - | $N_{c}$ | 5 | - |  |
| $U_{u n c}$ | 2 | - | $N_{r c}$ | 5 | - |  |
| $U_{l m a}$ | 2 | - | $\boldsymbol{Q}$ | $[0.2$ | $0.01]$ |  |

is too close to the end of the lane, the error in approximating the hyperbolic PF of the end of the lane by a quadratic convex function becomes more noticeable. These two sources cause the differences in the results of the quadratic problem. Despite the differences, the performance of the quadratic problem is comparable to that of the nonlinear problem. On the other hand, the average calculation time of the nonlinear problem for a time step of this simulation is $21.03 s$ while that of the quadratic problem is $0.0094 s$. It is notable that since the step time is 0.05 s , the quadratic problem can be solved in real time. The other scenarios are simulated for the quadratic problem.

Scenario 2 is a lane change while there are moving obstacles on the intended lane. Figure 3.11 shows the simulation results for this scenario. Since there is a moving obstacle


Figure 3.10: Scenario 1 for nonlinear and quadratic problems, a) paths of vehicle and obstacles, blue: vehicle for nonlinear problem, green: vehicle for quadratic problem, red: Obstacle 1, purple: Obstacle 2, white: Obstacle 3, b) longitudinal force command and vehicle speed for the nonlinear problem, c) steering angle command and lateral acceleration for the nonlinear problem, d) longitudinal force command and vehicle speed for the quadratic problem, e) steering angle command and lateral acceleration for the quadratic problem.
on the side of the vehicle, the vehicle cannot proceed with the lane change immediately; the potential fields of the obstacles keep the vehicle away from Lane 2. The vehicle slightly reduces its speed, and waits for the obstacle on its side to pass. When there is enough


Figure 3.11: Scenario 2, a) paths of vehicle and obstacles, blue: vehicle, red: Obstacle 1, purple: Obstacle 2, white: Obstacle 3, b) longitudinal force command and vehicle speed, c) steering angle command and lateral acceleration.
distance between the obstacles and the vehicle, it moves to the other lane while keeping its distance from the both obstacles by adjusting its speed. The lateral movements of the vehicle and its speed changes are according to the PFs keeping the vehicle away from the obstacles. It can also be seen that the motion planning system can handle the maneuvers on a curved road.

In this scenario, the vehicle merges in between the obstacles since there is enough space. In Scenario 1, there was less space between the obstacles, and the vehicle's speed was largely different from obstacles' speeds. Therefore, going in between the obstacles was not safe enough and the potential fields of the obstacles kept the vehicle in Lane 1 until all the obstacles passed the vehicle and the lane change was safe.

The third scenario is when a moving obstacle beside the vehicle carelessly changes its lane to the vehicle's current lane. The simulation results for Scenario 3 are shown in Fig. 3.12. Due to the potential field of the obstacle, the vehicle reduces its speed to make some


Figure 3.12: Scenario 3, a) paths of vehicle and obstacle, blue: vehicle, red: obstacle b) longitudinal force command and vehicle speed, c) steering angle command and lateral acceleration.
space for the obstacle, and moves to the right to keep its lateral distance from the obstacle and avoid collision. The potential field of the right boundary lane, on the other hand, leads the vehicle towards the middle of the lane and keeps the vehicle in the lane. By the time the obstacle is on the middle lane marker, the vehicle has made approximately 10 m of longitudinal space to keep a safe distance from the obstacle. The vehicle goes back towards the center of the lane, due to the right lane boundary PF, after making enough longitudinal space for obstacle avoidance.

Scenarios 4-7 are designed to show the different responses of the motion planning MPC to different kinds of obstacles. Two kinds of obstacles are considered: crossable obstacles and non-crossable obstacles. Scenarios 4 and 5 are when there is a crossable or noncrossable obstacle in the current lane of the vehicle, but there is enough lateral space to pass the obstacle on the side. The simulation results for these scenarios are shown in Fig. 3.13. The PFs of the obstacles lead the vehicle to the left of the lane, and the road potential field leads the vehicle to the right. As a result, the vehicle moves slightly to the left to pass
the obstacle while it stays in the lane. At the time that the vehicle passes the obstacle, the lateral distance between the boundary of the obstacle and that of the vehicle is around 0.6 m for both Scenarios 4 and 5 . After the vehicle passes the obstacle, the road potential field leads the vehicle back to the lane center. Moreover, the vehicle speed does not change noticeably in any of the cases, as expected. It is notable that the obstacle of Scenario 4 is static, so its potential field is sharper than the PFs corresponding to the moving obstacle of Scenarios 1-3, which allows the vehicle to pass it on the side with a smaller margin.

Scenarios 6 and 7 are where there is a crossable or non-crossable obstacle on the current lane of the vehicle and there is not enough lateral space to pass the obstacle on the side. The simulation results of these scenarios are shown in Fig. 3.14. As the results show, the potential field of the non-crossable obstacle leads the vehicle to stop behind the obstacle. The crossable obstacle, however, is crossed while the vehicle does not change its speed considerably, which reflects the appropriate choice of the crossable obstacle PF. Moreover, for both cases, the vehicle does not move noticeably in the lateral direction.

### 3.7 Summary

In this chapter, a motion planning MPC was introduced that utilizes the potential field obstacle avoidance method for prioritizing obstacles. A vehicle dynamics model along with actuator and tire constraints were presented. Different PFs were introduced for different obstacles and road structures based on their characteristics. A motion planning MPC was presented with the vehicle model as its model and actuator and tire constraints as its constraints so that it predicts the vehicle behavior appropriately and generates feasible maneuvers. The PFs were included in the MPC's objective function for observing road regulations and obstacle avoidance based on the obstacle's priorities.

The MPC problem was nonlinear and to reduce the computational time, the problem was approximated by a quadratic convex problem. The calculation time and the performance of the nonlinear and quadratic problems were compared by simulation. The results showed that although the approximation can cause errors in the result of the quadratic problem, the performance of the quadratic problem was acceptable with a fraction of time


Figure 3.13: Scenarios 4 and 5, a) vehicles path and obstacles position, blue: vehicle of Scenario 4, purple: vehicle of Scenario 5, red: obstacle b) longitudinal force command and vehicle speed in Scenario 4, c) Steering angle command and lateral acceleration in Scenario 4, d) longitudinal force command and vehicle speed in Scenario 5, e) steering angle command and lateral acceleration in Scenario 5.
needed to solve the nonlinear problem.
Some complex test scenarios were defined to evaluate the performance of the proposed motion planning MPC. The simulations used high fidelity vehicle models in CarSim, but the vehicle model of the MPC was a linear bicycle model. The results showed the capability of the introduced motion planning method in performing the appropriate maneuvers in


Figure 3.14: Scenarios 6 and 7, a) vehicles path and obstacles position, blue: vehicle of Scenario 6, purple: vehicle of Scenario 7, red: obstacle b) longitudinal force command and vehicle speed in Scenario 6, c) steering angle command and lateral acceleration in Scenario 6, d) longitudinal force command and vehicle speed in Scenario 7, e) steering angle command and lateral acceleration in Scenario 7.
complicated scenarios. When a lane change is commanded from the behavior planning module, the vehicle does not change its lane unless it is safe to do so. The vehicle merges in between two vehicles if there is enough space between them and it is safe to merge. If the current lane is ending, and a lane change is not safe, the vehicle reduces its speed or even stops before the lane ends, and changes its lane only when it is safe to do so. If a vehicle is
approaching the vehicle from the side carelessly, the vehicle makes space for it as much as possible while staying on the road. For all these complicated scenarios, potential fields keep the vehicle away from the obstacles and road boundaries, and the tracking terms of the objective functions guide the vehicle toward their desired speed and lane. It is notable that the shape and intensity parameters of the developed potential field are tuned such that the vehicle behaves appropriately in different situations, which is a time consuming process. Besides, becoming trapped in the local minimum is one of the problems of potential field methods, which is addressed by tuning the potential field parameters in this project.

Moreover, the MPC was developed to prioritize the obstacles based on their avoidance necessity. Appropriate PFs were assigned to crossable and non-crossable obstacles to treat them based on their characteristics. The results showed the capability of the developed MPC in prioritizing the obstacles. The vehicle stops behinds a non-crossable obstacle if there is not enough space to pass the obstacle on its side. On the other hand, the vehicle crosses a crossable obstacle without a noticeable speed change if there is not enough space to pass the obstacle on its side. For both kinds of obstacles, the vehicle passes them on their sides, if possible.

## Chapter 4

## Prioritizing Obstacles using Lexicographic Optimization

### 4.1 Introduction

A motion planning MPC was introduced in Chapter 3 that avoids obstacles by including a potential field to its cost function. The MPC prioritizes the crossable and non-crossable obstacles through assigning them PFs corresponding to their avoidance necessity. In this chapter, the MPC developed in the previous chapter is modified to apply priority on non-crossable obstacles, which have a wide range of crash costs. This chapter is mainly developed based on the work of Rasekhipour et al. [87].

Obstacle avoidance constraints are generated in this chapter for the non-crossable obstacles, and are included in the MPC problem. As mentioned in Chapter 2, the obstacle constraint set introduced in [58] is appropriate for most driving situations. However, the constraint set limits the vehicle to stop behind an obstacle in front of the vehicle while in some situations, stopping behind the obstacle is not feasible but passing the obstacle on its side is feasible. This method fails to avoid the obstacle in such a situation. In this chapter, in addition to this constraint set, two constraint sets are introduced: one for passing the obstacle on its right, and one for passing it on its left. Iterative Quadratic MPC (IQMPC)
is introduced consisting of three iterations of the developed MPC problem; one iteration for each constraint set. IQMPC fixes the aforementioned problem by expanding the feasible set through including the other two constraint sets.

LO is applied on the MPC to prioritize non-crossable obstacles. It prioritizes the obstacles through prioritizing their corresponding constraints. It is notable that, in a motion planning problem, the vehicle model should remain valid so that the planned trajectories based on the model can be tracked by the vehicle. Therefore, the vehicle dynamics constraints have the highest priority order. Obstacle constraints are ordered based on the obstacles' crash costs after the vehicle constraints. LO applies the priority orders on IQMPC. Using this method, in a situation where avoiding all obstacles is not possible, the MPC finds the solution that preserves the vehicle dynamics capacities, and avoids the obstacles with the highest priority orders.

The rest of the chapter is organized as follows. First, the obstacle avoidance constraint sets are presented, and IQMPC is introduced for the constraint sets. Next, the LO approach for prioritizing constraints in an MPC problem is explained, and the LO-based motion planning MPC is introduced to prioritize the obstacles. A mixed integer MPC is also presented as a benchmark to evaluate the performance of IQMPC in obstacle avoidance. Then, simulation results are illustrated for some test scenarios to evaluate the performance of IQMPC in obstacle avoidance and prioritizing obstacles.

### 4.2 Obstacle constraints

Carvalho et al. [58] present obstacle constraints based on the signed distance of the vehicle and an obstacle:

$$
\begin{equation*}
s(X, Y)>0 . \tag{4.1}
\end{equation*}
$$

Then, they linearize the constraint around the vehicle operating point, which makes the obstacle avoidance problem a convex problem.

This approach handles most of the driving situations. However, in a situation where an obstacle is in front of the vehicle, the corresponding constraint of the obstacle is vertical and keeps the vehicle behind the obstacle. An obstacle is defined to be in front of the vehicle if it is ahead of the vehicle along the road and its signed distance with the vehicle has no component in the $Y$-direction. There are situations where stopping behind an obstacle that is in front of the vehicle in not possible because of the velocity difference between the obstacle and the vehicle, but it is feasible for the vehicle to pass the obstacle by moving to its side. The approach presented in [58] cannot handle these situations. Therefore, in this section, constraints are presented for an obstacle in front of the vehicle so that the vehicle can also pass the obstacle on its side.

For driving on a road, there are three options for the vehicle when there are obstacles in front of the vehicle: to stop behind the obstacles, to pass the obstacles on their left side, and to pass them on their right side. Therefore, three sets of constraints are defined in this section for obstacles in front of the vehicle. The first set of constraints are the linearized constraints of (4.1), which generates the available area for the vehicle to stop behind the obstacle. The second set of constraints is defined so that the vehicle can move to the left side of the obstacles. A crash rectangle is defined for each obstacle as the locus of the vehicle when the signed distance of the vehicle and the obstacle is zero. It is notable that in this thesis, the vehicle and the obstacles are assumed to be of rectangular shapes parallel to the $X-Y$ axes. The area outside the crash rectangle is the available area for the vehicle. However, the area is non-convex and should be convexified by linear constraints to be used in the quadratic MPC. A line passing through the upper left corner of the crash rectangle, $\left(X_{1}, Y_{2}\right)$, is used as an approximation of the area for passing the obstacle on its left, as shown in Fig. 4.1:

$$
\begin{equation*}
\left(X-X_{1}\right) \leq\left(Y-Y_{2}\right) \cot \psi, \tag{4.2}
\end{equation*}
$$

where $\psi$ is the constraint angle, which is defined as the angle of the constraint line with the $X$-axis. As demonstrated in the figure, the angle is obtained by connecting the vehicle position to the upper left edge of the crash rectangle with a circular arc. The angle of the arc at the vehicle position equals the vehicle heading. Therefore, the arc represents a path
for the vehicle if it goes on a circle. The angle of the arc at the rectangle's edge is set as the constraint angle. Using this geometry, the radius of the arc, $R$, and the constraint angle are:

$$
\begin{gather*}
R=\frac{\left(X_{1}-X\right)^{2}+\left(Y_{2}-Y\right)^{2}}{2\left(Y_{2}-Y\right) \cos \theta-2\left(X_{1}-X\right) \sin \theta},  \tag{4.3}\\
\psi=\cos ^{-1}\left(\cos \theta-\frac{Y_{2}-Y}{R}\right) . \tag{4.4}
\end{gather*}
$$

If the vehicle's heading angle is large enough that the vehicle can pass the obstacle by going straight, the constraint angle is set to the vehicle's heading angle. Furthermore, for the potential function of the obstacle, the signed distance is set to the signed distance of the vehicle and the constraint line instead of the signed distance of the vehicle and the obstacle. It is notable that the obstacle position is predicted at each prediction step by assuming that it continues its motion with the same longitudinal and lateral velocity as the current moment.


Figure 4.1: Linear Constraint Approximation.

It is also notable that if stopping behind the obstacle is not feasible, there are prediction steps such that the vehicle cannot be behind the obstacle even with the maximum brake acceleration. These steps satisfy the following equation:

$$
\begin{equation*}
-\frac{1}{2} a_{\max } k^{2}+u_{0} k \geq X_{1} \tag{4.5}
\end{equation*}
$$

where, $a_{\max }$ is the maximum possible acceleration, $u_{0}$ is the current vehicle longitudinal velocity, and $k$ is the prediction step. For these prediction steps, the vehicle should be on the side of the obstacle to avoid the obstacle, and the constraint is changed to:

$$
\begin{equation*}
Y \geq Y_{2} \tag{4.6}
\end{equation*}
$$

Moreover, because of the uncertainties of the road-tire friction, the vehicle's model, and the obstacle's motion the vehicle cannot be planned to pass the obstacle at zero distance. Therefore, a length of $L_{0}$ and a width of $W_{0}$ are added to each obstacle in calculating the constraints, which are set to 1.5 m and 1 m , respectively. It also implies that the constraints should be soft constraints, since they might be violated because of the previously mentioned causes.

A similar approach is also used in calculation of the third set of constraints which corresponds whto passing the obstacles in front of the vehicle on their right side. Moreover, although potential functions are used to lead the vehicle within the lanes, constraints are implemented on the road boundaries to ensure that the vehicle stays within the boundaries. The constraints of all the obstacles and the road boundaries, except for the obstacle in front of the vehicle, are the same for the three constraint sets and are obtained from (4.1).

### 4.3 Iterative Quadratic MPC

IQMPC is introduced in this section for motion planning. It consists of three iterations of MPC, one for each constraint set presented in Section 4.2. By solving the three iterations, three solutions are found for stopping behind the obstacles in front of the vehicle, moving to their left, and moving to their right. The solution of IQMPC is the best one of the three solutions. The MPC problem for each iteration is presented in the following.

The MPC problem optimizes the vehicle dynamics behavior in its prediction horizon since the vehicle dynamics model presented in Section 3.3 is its model and constraints presented in that section are included in the MPC. The potential functions presented in Section 3.4 are also included in the objective function of the MPC to keep the vehicle at a safe distance from the obstacles. The motion planning MPC should also track the desired lane and speed; as explained in Section 3.5, the output vector $\boldsymbol{y}$ should track the desired value vector, $\boldsymbol{y}_{\text {des }}$. The MPC problem is:

$$
\begin{gather*}
\min _{\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}} \sum_{k=1}^{N_{p}}\left(U^{t+k, t}+\left\|\boldsymbol{y}^{t+k, t}-\boldsymbol{y}_{d e s}^{t+k, t}\right\|_{\boldsymbol{Q}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}\right\|_{\boldsymbol{R}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}-\boldsymbol{u}_{c}^{t+k-2, t}\right\|_{S}^{2}\right)+\|\boldsymbol{\varepsilon}\|_{\boldsymbol{\lambda}}^{1}  \tag{4.7a}\\
\text { s.t. }\left(k=1, \ldots, N_{p}\right)
\end{gather*}
$$

$\boldsymbol{x}^{t+k, t}=\boldsymbol{A}_{d} \boldsymbol{x}^{t+k-1, t}+\boldsymbol{B}_{d} \boldsymbol{u}_{c}^{t+k-1, t}$,

$$
\begin{equation*}
\boldsymbol{y}^{t+k, t}=\boldsymbol{C} \boldsymbol{x}^{t+k, t}+\boldsymbol{D} \boldsymbol{u}_{c}^{t+k, t} \tag{4.7c}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}_{s}^{t+k, t}=\boldsymbol{C}_{s} \boldsymbol{x}^{\boldsymbol{t}+k, t}+\boldsymbol{D}_{s} \boldsymbol{u}_{c}^{\boldsymbol{t}+k, t} \tag{4.7d}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{y}_{s}^{t+k, t} \leq \boldsymbol{y}_{s-\max }^{t+k, t}+\boldsymbol{\varepsilon} \tag{4.7e}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon \geq 0 \tag{4.7f}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{u}_{c}^{t+k, t}=\boldsymbol{u}_{c}^{t+k-1, t}, \quad k>N_{c}, \quad k \neq c_{2} N_{r c}+N_{c}, \quad c_{2}=1, \ldots,\left(N_{p}-N_{c}\right) / N_{r c} \tag{4.7~g}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{u}_{c}^{t-1, t}=\boldsymbol{u}_{c}(t-1) \tag{4.7h}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{x}^{t, t}=\boldsymbol{x}(t) \tag{4.7i}
\end{equation*}
$$

The MPC variables are the input vector, $\boldsymbol{u}_{c}$ and the slack variable vector, $\boldsymbol{\varepsilon}$. The objective function of the MPC includes the quadratic potential field. The objective function also includes the quadratic terms of the output tracking, the input, and the change of the input and the first norm of the slack variable. (4.7b) predicts the states and (4.7c) calculates the tracking outputs. The vehicle and obstacle constraints are presented in (4.7e); the vector of constraint variables is bounded by the vector of constraint bounds. Also, the slack variable vector is added to the constraints to make them soft constraints. The corresponding slack variable of the input constraints (3.4)-(3.6) are set to zero since they cannot be violated physically. The tire capacity constraints of (3.10) cannot be violated physically either, but the slack variables are included in them to avoid possible infeasibility due to estimation errors. The constraint variables are predicted in (4.7d). The number of the control input is reduced as in $(4.7 \mathrm{~g})$ to reduce the calculation time.

As explained, three iterations of the MPC problem presented in (4.7) are solved, one for each obstacle constraint set presented in Section 4.2. For each iteration, the obstacle constraints of (4.7e) are the corresponding obstacle constraint set of the iteration. The solution of IQMPC is the best solution of the three iterations. The best solution is the solution with the smallest slack variables, which is the solution that is more likely to avoid obstacles. The iteration with the best solution is called the optimal iteration. In the case that the slack variables are equal, a predefined iteration preference is used to find the optimal iteration. The iteration preference is determined based on the road regulation; e.g, staying on the lane is preferred to leaving the lane, and passing the obstacle on its left is preferred to passing it on its right. In this thesis, the iteration preference is: 1) stopping behind the obstacles in front of the vehicle, 2) passing the obstacles on their left sides, and 3 ) passing the obstacles on their right sides. The procedure of finding the optimal iteration is explained in detail in the next section.

### 4.4 Lexicographic Optimization (LO)

### 4.4.1 LO-based MPC

In this section, the LO-based MPC for solving the aforementioned multi-objective optimization problems is briefly presented [88]. Assume a multi-objective optimization problem:

$$
\begin{gather*}
\min _{\xi \in \Xi} f(\xi),  \tag{4.8a}\\
f(\xi)=\left[\begin{array}{llll}
f_{1}(\boldsymbol{\xi}) & f_{2}(\xi) & \ldots & f_{q}(\boldsymbol{\xi})
\end{array}\right]^{T}, \tag{4.8b}
\end{gather*}
$$

where $\Xi \subseteq \mathbb{R}^{d}$, and $f_{i}(\boldsymbol{\xi}): \Xi \rightarrow \mathbb{R}$. The optimization problem has a minimum if:

$$
\begin{equation*}
\exists \boldsymbol{\xi}^{*}: \quad f_{i}\left(\xi^{*}\right)=\min _{\boldsymbol{\xi} \in \Xi} f_{i}(\boldsymbol{\xi}) \quad \forall i \tag{4.9}
\end{equation*}
$$

The optimal point, $\xi^{*}$, does not exist for general objective functions. Therefore, other approaches are used to find pseudo-optimal solutions for the problem.

One approach to finding the pseudo-optimal point is to solve the weighted sum of the objective functions. This method finds a compromised solution that does not optimize any of the objectives in general. It is the method used in the MPC problems introduced in the previous section. The LO method is another approach for finding the pseudo-optimal point. It is used when the objectives have priority over each other, i.e. optimizing one objective has priority over optimizing another objective. If the $i^{\text {th }}$ objectives have priority over the $j^{\text {th }}$ objective for $i<j, \boldsymbol{\xi}^{*}$ is the lexicographic minimum of (4.8) if:

$$
\begin{equation*}
f_{1}^{*}=\min _{\boldsymbol{\xi} \in \Xi} f_{1}(\boldsymbol{\xi}) \tag{4.10a}
\end{equation*}
$$

$$
\begin{gather*}
f_{i}^{*}=\min _{\boldsymbol{\xi} \in \Xi}\left\{f_{i}(\boldsymbol{\xi}) \mid f_{j}(\boldsymbol{\xi}) \leq f_{j}^{*}, j=1, \ldots, i-1\right\}, \quad \forall i \in\{2, \ldots, q\}  \tag{4.10b}\\
\boldsymbol{\xi}^{*}=\left\{\boldsymbol{\xi} \in \Xi \mid f_{j}(\boldsymbol{\xi}) \leq f_{j}^{*}, j=1, \ldots, q\right\} \tag{4.10c}
\end{gather*}
$$

As expressed in [72], the LO can be used for MPC problems with prioritized constraints and objectives. Holding constraints usually has priority over minimizing the regulation and tracking terms of the objective function. Moreover, holding some constraints may have priority over holding other constraints. In an MPC problem, when it is possible to violate a constraint, a slack is added to the constraint to avoid infeasibility due to constraint violation, and the violation is penalized by adding a term containing the slack value to the MPC objective function. Therefore, the objective function terms can be prioritized as follows: the penalizing terms of the objective function are prioritized based on the priority order of their corresponding constraint, and the tracking and regulating terms are prioritized based on their priority orders after the penalizing terms.

### 4.4.2 Obstacles Priority Order

The main focus of this thesis is to develop a platform to prioritize the obstacles based on injuries and damages they may cause. In Chapter 3, obstacles were categorized as crossable and non-crossable obstacles, and each category was assigned an appropriate potential function to be treated according to its avoidance necessity. Crossing a crossable obstacle has no crash cost. Crossable obstacles were modeled by exponential functions that penalize approaching the obstacle but let the vehicle cross the obstacle. Failing to avoid a non-crossable obstacle, on the other hand, causes a crash cost. Non-crossable obstacles were modeled by hyperbolic functions that do not allow crossing the obstacles.

In this chapter, the non-crossable obstacles are prioritized since their crash costs vary widely. The method used here can consider any number of priority orders. The following priority orders are applied on the obstacles and road boundaries in this project: 1) occupied sidewalk, 2) pedestrian, 3) car, 4) rock, 5) empty sidewalk. The priority orders are determined based on the possible corresponding crash costs. For example, hitting a
pedestrian could cause injury, hitting a car might only cause car damage, and going on an empty sidewalk most probably does not cause any damage or injury. Therefore, a pedestrian is superior to a car, and a car is superior to an empty sidewalk. Moreover, a crossable obstacle does not required avoidance, so it has the lowest obstacle priority order. Its potential function included in the objective function of the MPC generates a force repulsing the vehicle from the obstacle.

### 4.4.3 LO-based Motion Planning MPC

The MPC introduced in (4.7) has objective terms including the potential functions, the tracking and regulation terms, the penalizing terms for vehicle constraint violations, and the penalizing terms for the obstacles constraint violations. If the priority of the objective terms is determined, the MPC can be solved using a lexicography method.

As explained, the tire force capacity cannot be physically violated, but it is considered as a soft constraint to avoid the possible infeasibility due to estimation errors. Holding this constraint is important so that the MPC's predictions based on the vehicle model are correct. Therefore, the penalizing term corresponding to this constraint has the first priority order. Violating the obstacles' constraints causes injury and damage cost, and their corresponding objectives are considered as objectives with the next priority orders. Their priority order are determined as explained in Section 4.4.2. The potential functions, tracking and regulation terms, and the penalizing term of the vehicle speed have the same priority, and the weighted sum of their objectives is considered as the objective with the lowest priority order. Therefore, assuming there are $n$ obstacle priority orders, the priority orders of the objectives are:

1) $f_{0}\left(\boldsymbol{u}_{c}, \varepsilon\right)=\|\varepsilon\|_{\lambda_{0}}^{1}$,
2) $f_{1}\left(\boldsymbol{u}_{c}, \varepsilon\right)=\|\varepsilon\|_{\lambda_{1}}^{1}$,
$\vdots$
$\mathrm{n}+1) f_{n}\left(\boldsymbol{u}_{c}, \varepsilon\right)=\|\varepsilon\|_{\lambda_{n}}^{1}$,
$\mathrm{n}+2) f_{n+1}\left(\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}\right)=\sum_{k=1}^{N_{p}}\left(U^{t+k, t}+\left\|\boldsymbol{y}^{t+k, t}-\boldsymbol{y}_{d e s}^{t+k, t}\right\|_{Q}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}\right\|_{\boldsymbol{R}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}-\boldsymbol{u}_{c}^{t+k-2, t}\right\|_{S}^{2}\right)+$ $\|\varepsilon\|_{\boldsymbol{\lambda}_{n+1}}^{1}$,
where the terms of $\boldsymbol{\lambda}_{0}$ corresponding to the tire capacities, the terms of $\boldsymbol{\lambda}_{l}$ corresponding to the obstacles with the $l^{\text {th }}$ priority order, and the terms of $\boldsymbol{\lambda}_{n+1}$ corresponding to the speed constraint set to 1 , and the other terms are set to 0 . The MPC iterations of IQMPC can be solved with LO using these priority orders on the objective functions. Using this method, the tire capacities are held as much as possible as the first priority order so that the controller has a correct prediction. Next, obstacles with the first priority are avoided as much as possible, while it is assured that the prediction model is as correct as possible. Then, obstacles with the second priority are avoided as much as possible, while the prediction model is as correct as possible and the first priority obstacles are avoided as much as possible. The same procedure is applied for the rest of the obstacle priorities. Finally, the vehicle finds an appropriate trajectory based on the potential functions, the tracking and regulation terms, and speed violation penalizing term, while the vehicle model is as correct as possible and the non-crossable obstacles are avoided as much as possible.

Solving an LO problem increases the calculation time, as each MPC is split to $n+2$ optimization problems. IQMPC has three MPC iterations, and LO is applied on each iteration. The first priority objective is the same for the three iterations. For the obstacle priority objectives, each of the $n$ optimization problems should be solved three times to find the best iteration. Then, the quadratic problem of $f_{n+1}\left(\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}\right)$ is solved for the best iteration to find the final answer. Therefore, the motion planning problem, at the worst case, needs to solve $3 n+1$ linear optimization problems and 1 quadratic optimization problem.

The optimal iteration is determined after solving the $n$ obstacle priority problems for the three iterations. It is determined based on the objective values and the iteration preferences:

$$
\begin{equation*}
\mathcal{P}_{0}=\{1,2,3\} \tag{4.11a}
\end{equation*}
$$

$$
\begin{gather*}
\mathcal{P}_{l}=\arg \min _{p \in \mathcal{P}_{l-1}} f_{l}^{p}\left(\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}\right), \quad l=1, \ldots, n,  \tag{4.11b}\\
p^{*}=\min _{p \in \mathcal{P}_{n}} p \tag{4.11c}
\end{gather*}
$$

where $f_{l}^{p}\left(\boldsymbol{u}_{c}, \varepsilon\right)$ denotes the objective function corresponding to the obstacle with the $l^{\text {th }}$ priority order at the $p^{\text {th }}$ iteration. As mentioned, there are three iterations with the preference from 1 to 3 . First, the objective values are used in descending order of priority to determine the best iterations in (4.11b). Then, in (4.11c), the iteration preferences determine the optimal iteration, $p^{*}$, among the best iterations determined by (4.11b).

### 4.5 Mixed Integer MPC

A Mixed Integer MPC called MIMPC is introduced in this section, which uses mixed integer constraints to generate a complete non-convex obstacle-free area. It is used as a benchmark to evaluate the obstacle avoidance performance of IQMPC. MIMPC is similar to the MPC presented in (4.7) for IQMPC, with the difference that it utilizes mixed integer obstacle constraints to generate the obstacle-free area. For each obstacle, the area outside the crash rectangle is the obstacle-free area. The area outside of a rectangle can be constructed by the union of four constraints [89]:

$$
\begin{array}{ll}
X \leq X_{1} & \text { or } \\
X \geq X_{2} & \text { or }  \tag{4.12}\\
Y \leq Y_{1} & \text { or } \\
Y \geq Y_{2}, &
\end{array}
$$

where $\left(X_{1}, Y_{1}\right)$ and $\left(X_{2}, Y_{2}\right)$ denote the positions of the lower left and upper right edges of the rectangle, respectively. The above "or" constraints can be written as "and" constraints using mixed integer constraints [89]:

$$
\begin{array}{rrr}
X & \leq X_{1}+M \tau_{1} & \text { and } \\
-X & \leq-X_{2}+M \tau_{2} & \text { and } \\
Y \leq Y_{1}+M \tau_{3} & \text { and }  \tag{4.13}\\
-Y \leq-Y_{2}+M \tau_{4} & \text { and } \\
\sum_{i=1}^{4} \tau_{i} \leq 3, &
\end{array}
$$

where $M$ is the upper bound of the distance between the vehicle and the obstacle and $\tau_{i}$, for $i=1, \ldots, 4$, is a binary variable.

MIMPC utilizes the mixed integer obstacle constraints presented in (4.13) for obstacle avoidance. Except for the obstacle constraints, the optimization problem of MIMPC is similar to that of IQMPC presented in (4.7). Therefore, the mixed integer quadratic optimization problem of MIMPC is:

$$
\begin{gather*}
\min _{\boldsymbol{u}_{c}, \boldsymbol{\varepsilon}, \boldsymbol{\tau}} \sum_{k=1}^{N_{p}}\left(U^{t+k, t}+\left\|\boldsymbol{y}^{t+k, t}-\boldsymbol{y}_{d e s}^{t+k, t}\right\|_{Q}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}\right\|_{\boldsymbol{R}}^{2}+\left\|\boldsymbol{u}_{c}^{t+k-1, t}-\boldsymbol{u}_{c}^{t+k-2, t}\right\|_{S}^{2}\right)+\|\varepsilon\|_{\lambda}^{1}  \tag{4.14a}\\
\text { s.t. }\left(k=1, \ldots, N_{p}\right) \\
\boldsymbol{x}^{t+k, t}=\boldsymbol{A}_{d} \boldsymbol{x}^{t+k-1, t}+\boldsymbol{B}_{d} \boldsymbol{u}_{c}^{t+k-1, t}  \tag{4.14b}\\
\boldsymbol{y}^{t+k, t}=\boldsymbol{C} \boldsymbol{x}^{t+k, t}+\boldsymbol{D} \boldsymbol{u}_{c}^{t+k, t}  \tag{4.14c}\\
\boldsymbol{y}_{s}^{t+k, t}=\boldsymbol{C}_{s} \boldsymbol{x}^{t+k, t}+\boldsymbol{D}_{s} \boldsymbol{u}_{c}^{t+k, t}+\boldsymbol{E}_{s} \boldsymbol{\tau}^{t+k, t}  \tag{4.14d}\\
\boldsymbol{y}_{s}^{t+k, t} \leq \boldsymbol{y}_{s-m a x}^{t+k, t}+\boldsymbol{\varepsilon}  \tag{4.14e}\\
\boldsymbol{\varepsilon} \geq 0 \tag{4.14f}
\end{gather*}
$$

$$
\begin{gather*}
\boldsymbol{\tau} \in\{0,1\}^{n},  \tag{4.14~g}\\
\boldsymbol{u}_{c}^{t+k, t}=\boldsymbol{u}_{c}^{t+k-1, t}, \quad k>N_{c}, \quad k \neq c_{2} N_{r c}+N_{c}, \quad c_{2}=1, \ldots,\left(N_{p}-N_{c}\right) / N_{r c},  \tag{4.14h}\\
\boldsymbol{u}_{c}^{t-1, t}=\boldsymbol{u}_{c}(t-1),  \tag{4.14i}\\
\boldsymbol{x}^{t, t}=\boldsymbol{x}(t), \tag{4.14j}
\end{gather*}
$$

In addition to the control inputs and the slack variables, the binary variables are also optimization variables of MIMPC; $\boldsymbol{\tau}$ is the vector of binary variables. The mixed integer obstacle constraints of (4.13) are included in constraint equations of (4.14d) where the binary variables are added to the equations through the binary matrix, $\boldsymbol{E}_{s}$.

### 4.6 Results

In this chapter, IQMPC and MIMPC are simulated on the CarSim vehicle model as explained in the previous chapter to evaluate the performance of IQMPC. The prediction horizon is 40 , and the time step is 50 ms , which makes the prediction time 2 s . The calculation time of the solver for each of the quadratic MPC problems is less than $2 m s$, which makes IQMPC problem solved in less than 34 ms . Therefore, IQMPC can be implemented in real time.

For IQMPC, at each time step, three obstacle constraints and three potential functions are generated for each obstacle at each prediction step. The obstacles' and vehicle's position at each prediction step are predicted as explained in Section 3.6.2. For each prediction time step, three obstacle constraints and three potential functions are generated for each obstacle based on the predicted obstacle position as explained in Section 4.2. Each potential function is approximated by a quadratic convex function around the predicted vehicle position. Then, the MPC problem of the tire constraint objective function is solved by QPOASES to find the optimal value of the objective function. Next, for each iteration of IQMPC, starting from the highest priority order, the quadratic programming problem
of MPC is solved for each obstacle priority order using QPOASES to find the optimal value of the corresponding objective function. Each of the MPC problems is constrained such that the value of each of the objective functions with a higher priority order than that of the MPC problem is less than or equal its calculated optimal value. They are also constrained such that the tire objective function has a value less than or equal its optimal value. This procedure is performed for the three iterations, where for each iteration, its corresponding constraints and potential functions are used. Next, the iteration that avoids the obstacles with the highest priority orders better is selected, as explained in Section 4.4.3. The quadratic MPC problem corresponding to that iteration is solved by QPOASES to find the vehicle inputs. The MPC is constrained such that the value of each of the tire and obstacle objective functions is less than or equal its corresponding optimal value. Next, the CarSim vehicle model is simulated for one step. The input of the CarSim vehicle model is the calculated vehicle inputs, and its outputs are the vehicle states, which are used to as the vehicle current states in the calculations of the next step. A similar procedure is performed for MIMPC with the difference that one iteration is solved using the mixed-integer constraints as explained in Section 4.5.

### 4.6.1 Scenario 1: Passing an Obstacle

As mentioned in Section 4.3, IQMPC has the ability to pass an obstacle on its side when stopping behind the obstacle is not feasible, but passing it on its side is feasible. In this section, a scenario is designed to show the capability of IQMPC in this situation. The vehicle is assumed to move on the first lane of a two-lane road with a speed of $60 \mathrm{Km} / \mathrm{h}$. The desired speed is $60 K m / h$ and the desired lane is the first lane. It is assumed that the road has a 1.5 m margin on each side. There are sidewalks on the road boundaries. The right sidewalk is occupied with pedestrians, and the left sidewalk is empty. A static obstacle appears in the middle of the first lane at a distance of 18 m ahead of the vehicle. The obstacle is square-shaped with the sides of $1 m$, representing a pedestrian. The priority orders assigned to the obstacles are presented in Table 4.1. The stopping distance of the vehicle at this speed is 16.38 m . Considering the vehicle length of 5 m , the vehicle cannot stop behind the obstacle since it only has 15 m obstacle-free space ahead of the

Table 4.1: Priority Orders of Obstacles in Different Scenarios

|  | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Right Road Boundary | 1 | 1 | 4 | 1 | 1 |
| Left Road Boundary | 3 | 1 | 1 | 1 | 1 |
| Static Obstacle | 2 | 2 | 2 | 3 | 3 |
| Moving Obstacle | - | 3 | 3 | 2 | 2 |

vehicle. Therefore, if the MPC problem is solved only using the convexified signed distance constraints presented in [58], it cannot avoid the obstacle. But, IQMPC can avoid the obstacle.

Figures 4.2-4.5 show the maneuver performed by the autonomous vehicle IQMPC, MIMPC, ad MPC with signed distance constraints similar to [58]. Figure 4.2 illustrates the path of the vehicle. In this figure, the vehicle at the initial position is shown by a blue rectangle, and the obstacle is shown by a red square. The path of the vehicle is demonstrated by the purple line for MPC with signed distance constraints, by the blue line for IQMPC, and by the green line for MIMPC. The vehicle position is marked on the path by small squares at each 1.5 s . A contact rectangle is drawn around the obstacle with dashed lines. The rectangle represents the area that if the vehicle position is located within it, the vehicle and the obstacle are in contact. Therefore, a path that does not enter the contact rectangle is obstacle-free. It can be seen that, as expected, the motion planning method with the signed distance constraints similar to [58] cannot avoid the obstacle, but IQMPC avoids the obstacle.

The procedure of choosing the optimal iteration and calculating the optimal solution is explained for IQMPC at the start of Scenario 1. First, $f_{0}$, the objective function of the tire capacities, is optimized. $f_{0}$ is the same for the three iterations, and therefore, is solved once. $f_{0}=0$ at this moment, meaning that the tire capacities are not violated. Then, $f_{1}^{p}$ is optimized for $p=1,2,3$ while keeping $f_{0} \leq 0$, which results in $\left[\begin{array}{lll}f_{1}^{1} & f_{1}^{2} & f_{1}^{3}\end{array}\right]=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]$. Therefore, based on (4.11b), $\mathcal{P}_{1}=\{1,2,3\}$. This means that the obstacles with the first priority order can be avoided for the three iterations while tire capacity constraints are hold. Then, $f_{2}^{p}$ is optimized for $p=1,2,3$ while keeping $f_{0} \leq 0$ and $f_{1}^{p} \leq 0$, which


Figure 4.2: Scenario 1 vehicle's and obstacle's path- blue: vehicle for IQMPC- green: vehicle for MIMPC- red: static obstacle.

(a)

(b)

(c)

Figure 4.3: Scenario 1 simulation results for MPC with signed distance constraints: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) tire friction circle.


Figure 4.4: Scenario 1 simulation results for IQMPC: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) optimal iteration over time, d) tire friction circle.
results in $\left[\begin{array}{lll}f_{2}^{1} & f_{2}^{2} & f_{2}^{3}\end{array}\right]=\left[\begin{array}{lll}2.40 & 0.28 & 4.78\end{array}\right]$. Therefore, based on (4.11b), $\mathcal{P}_{2}=\{2\}$. This means that the best iteration for avoiding the obstacle with the second priority order is Iteration 2. It is clear that since $\mathcal{P}_{2}$ has only one value of 2 , based on (4.11b), $\mathcal{P}_{3}=\{2\}$. Therefore, based on (4.11c), $p *=2$, meaning that Iteration 2 is the optimal iteration for this maneuver. It is notable that the optimal iteration is determined based on $f_{2}^{p}$ for $p=1,2,3$, and there is no need to solve $f_{l}^{p}$ for $l>2$ and $p \neq 2$. Hence, to find the best solution of the optimization problem, $f_{3}^{2}$ is optimized while keeping $f_{0} \leq 0, f_{1}^{2} \leq 0$, and $f_{2}^{2} \leq 0.28$, which results in $f_{3}^{2}=5.06$. Then, $f_{4}$, which is a quadratic objective function, is optimized while keeping $f_{0} \leq 0, f_{1}^{2} \leq 0, f_{2}^{2} \leq 0.28$, and $f_{3}^{2} \leq 5.06$, which calculates the optimal solution of the motion planning problem. It is also notable that if


Figure 4.5: Scenario 1 simulation results for MIMPC: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) tire friction circle.
(4.11b) does not determine the optimal iteration, (4.11c) does so based on the iteration preferences. For example, at time $t=2 s, f_{l}^{p}=0$ for $l=1,2,3$ and $p=1,2,3$, which means that $\mathcal{P}_{3}=\{1,2,3\}$. Therefore, based on (4.11c), the optimal iteration is calculated to be Iteration 1.

As seen, both IQMPC and MIMPC can pass the obstacle. The calculated optimal iteration of IQMPC is shown in Fig. 4.4c. While the vehicle is behind the obstacle, Iteration 2, which corresponds to passing the obstacle on the left, is the optimal iteration. Then, Iteration 1 is the optimal iteration as it has the first iteration preference.

Figures 4.4 and 4.5 also show that the vehicle applies large steering and braking values simultaneously to perform the maneuver, using a large amount of the tires' and actuators'
capacities. The tire friction circles are demonstrated in Fig. 4.4d and 4.5c, where the blue circles are the tire capacity circles on a dry road with a friction of 0.9 . The horizontal axis is the ratio of the total longitudinal tire force to the total force capacity. The vertical axis is the ratio of the front/rear lateral tire force to the front/rear force capacity. The front/rear force capacity is calculated as the front/rear vertical tire force times the friction, and the total force capacity is the sum of front and rear force capacities. The green line corresponds to the front tires and the red line corresponds to the rear tires. As it can be seen, both the front and rear tire forces can be on the edge of the tire friction circle, i.e. the motion planning MPCs are capable of utilizing the tire capacities in their planning. The steering angle capacity is also reached in performing the maneuvers (Fig. 4.4b). Since the vehicle model and tire constraints are considered in the MPCs, the vehicle can perform the maneuvers, utilizing the tires' and actuators' capacities. Moreover, an oscillation with a frequency of almost 2 Hz is noticed in the lateral acceleration when the maneuver is harsh. The oscillation happens because of the vehicle's pitch and roll dynamics, which causes the vertical forces on the wheels to oscillate.

IQMPC avoids the obstacle, but compared to MIMPC, it performs a harsher maneuver. It is because the process of convexification reduces the available area, which makes the maneuver harsher. However, IQMPC takes around 9.1 ms by average to be solved at each step time, while MIMPC takes around $19.2 s$. The scenario is repeated when the initial distance of the obstacle and the vehicle is reduced by increments of 1 m . For both controllers, the smallest distance such that they can avoid the obstacle is 15 m . Therefore, although IQMPC does not perform as well as MIMPC, it can avoid the obstacle with much less calculation time. The next scenarios are simulated only for IQMPC.

### 4.6.2 Scenarios 2-5: Obstacle Priority

Scenarios 2-5 are designed to observe the performance of the presented motion planning system in implementing priority on obstacles. These scenarios are similar to Scenario 1, except that, in these scenarios, there is also a moving obstacle. The obstacle is moving with a velocity of $25 \mathrm{Km} / \mathrm{h}$ in the middle of the second lane, and is initially 10 m ahead of the vehicle in $X$-direction. The obstacle is of the same size of the vehicle, which is 5 m in


Figure 4.6: Scenario 2-5 vehicle's and obstacle's path- blue: vehicle in Scenario 2- green: vehicle in Scenario 3- purple: vehicle in Scenario 4- dark green: vehicle in Scenario 5- red: static obstacle- yellow: moving obstacle.
length and $2 m$ in width. The situation is designed such that the vehicle cannot avoid the both obstacles while it stays within the road boundaries.

Four scenarios are defined for this situation with different obstacle priority orders to show how the priority implementation changes the vehicle's maneuver. In Scenario 2, sidewalks occupied with pedestrians exist over the road boundaries on both sides, the static obstacle is a pedestrian, and the moving obstacle is a car. Scenario 3 is similar to Scenario 2 except that the right sidewalk is empty. Scenario 4 is similar to Scenario 2 except that the static obstacle is a rock. Scenario 5 is similar to Scenario 2 except that the static obstacle is a bump, which is categorized as a crossable obstacle. The priority orders of the obstacles for each scenario are presented in Table 4.1.

The simulation results for these three scenarios are shown in Fig. 4.6-4.10. The paths of Scenarios 2, 3, 4, and 5 are shown by the blue, green, purple, and dark green lines, respectively, in Fig. 4.6. The vehicle's position along each path is marked by a square every 1.5 s . The static obstacle is shown with a red square, and the dashed rectangle around it is the contact rectangle similar to Fig. 4.2. The moving obstacle is also illustrated by yellow rectangles at the initial position and at its position every 1.5 s , and its path is demonstrated by a yellow line. Contact rectangles are also drawn around the moving obstacle at each occasion. If the marker on the vehicle path is outside the contact rectangle at the corresponding occasion, the obstacle is avoided at that occasion.

In Scenario 2, the vehicle remains on the road and avoids the static obstacle, but it


Figure 4.7: Scenario 2 simulation results: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) optimal iteration over time, d) tire friction circle.
hits the moving obstacle, which has the lowest priority order. The controller calculates the optimal iteration to be Iteration 2, which corresponds to moving to the left of the obstacle in front of the vehicle. It is notable that, although the vehicle hits the obstacle, it tries to avoid the obstacle by reducing its speed. In Scenario 3, the vehicle avoids the static and moving obstacles, but it crosses the right road boundary, which has the lowest priority order. The optimal iteration is calculated to be Iteration 3, which corresponds to moving to the right of the obstacle in front of the vehicle. The vehicle moves back to its lane as soon as it passes the static obstacle. In Scenario 4, the vehicle avoids the moving obstacle and stays on the road, but it hits the static obstacle, which has the lowest priority order. The optimal iteration is Iteration 1, which corresponds to stopping behind the obstacle in


Figure 4.8: Scenario 3 simulation results: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) optimal iteration over time, d) tire friction circle.
front of the vehicle. Although the vehicle hits the static obstacle, it tries to stop behind the obstacle by reducing its speed. In Scenario 5, the vehicle avoids the moving obstacle, stays on the road, and crosses the static obstacle, which has the lowest priority order. Since the static obstacle is crossable, the vehicle crosses it without changing its velocity noticeably.

In all the scenarios, the vehicle tries to avoid all the non-crossable obstacles and uses the tires' and actuators' capacities to do so. Since the vehicle constraints have the highest priority order, IQMPC plans the trajectory for the lowest violation of the vehicle limitations, and its prediction of the vehicle behavior remains valid. Therefore, it is capable of planning a trajectory performable by the vehicle. In all the scenarios, the vehicle is successful in avoiding the obstacles with the highest priority orders, and hits the obstacles


Figure 4.9: Scenario 4 simulation results: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) optimal iteration over time, d) tire friction circle.
with the lowest priority orders if avoiding them is not feasible.

### 4.7 Summary

In this chapter, IQMPC was introduced for motion planning, and the LO was applied on it to prioritize obstacles. A quadratic motion planning MPC misses some feasible trajectories because it uses just one linear obstacle constraint set. IQMPC was introduced to reduce the number of missed feasible trajectories by using three linear obstacle constraint sets instead of one. It uses the linear signed distance obstacle constraint set as well as two


Figure 4.10: Scenario 5 simulation results: a) longitudinal force command and vehicle speed over time, b) steering angle command and lateral acceleration over time, c) optimal iteration over time, d) tire friction circle.
constraint sets allowing the vehicle to swerve to the right and left of an obstacle in front of it. IQMPC was simulated on a high fidelity CarSim vehicle model in some test scenarios. In Scenario 1, there is a static obstacle in front of the vehicle at a distance such that the vehicle cannot stop behind it, but can avoid it by moving to its side. A motion planning MPC using the linearized signed distance constraint set fails to avoid the obstacle in this situation. However, as the simulation results showed, the vehicle avoids the obstacle by moving to the obstacle's side if it uses IQMPC since it can use the union of the feasible trajectories of the three constraint sets.

The scenario was also simulated for MIMPC considering the obstacles with mixed integer constraints. Using this method, the vehicle can avoid the obstacle with a smoother
maneuver compared to IQMPC. The reason is although IQMPC covers more feasible trajectories than a quadratic MPC, it does not cover all the feasible trajectories, while MIMPC can consider all the obstacle-free area. However, IQMPC solves the problem noticeably faster than MIMPC. Moreover, the results showed that the smallest distance between the vehicle and the obstacle for which the vehicle can avoid the obstacle is the same for both methods. Therefore, although IQMPC does not find a smoother trajectory of the vehicle, it has the advantage of solving the problem fast and being implementable in real time over MIMPC.

The LO was applied on IQMPC to prioritize obstacles. Scenarios 2-5 were designed to show the performance of IQMPC in prioritizing obstacles. There is a static obstacle and a moving obstacle on the road, such that both the obstacles cannot be avoided while the vehicle stays on the road. Different priorities are designed for the obstacles and the road margins. The results of Scenarios 2-5 show that the vehicle avoids the obstacles with the highest priority orders and hits the obstacle with the lowest priority order. For Scenario 2 , there are pedestrians on the road sidewalks, the static obstacle is a pedestrian and the moving obstacle is a car. In this scenario, the vehicle avoids the pedestrians, stays on the road, but hits the car. Scenario 3 is the same as Scenario 2 except that there is no pedestrian on the right road margin. In this scenario, the vehicle avoids the pedestrian and the car by moving to the right sidewalk. Scenario 4 is the same as Scenario 2 except that the static obstacle is a rock. In this scenario, the vehicle avoids the car, stays on the road, and hits the rock while reducing its velocity. Scenario 5 is the same as Scenario 2 except that the static obstacle is a bump, which is a crossable obstacle. In this scenario, the vehicle avoids the car, stays on the road, and crosses the bump without changing its velocity noticeably.

The results of Scenarios $2-5$ show that with the presented method, the vehicle avoids the obstacles with the highest priority orders successfully. It utilizes the tires' and actuators' capacities to perform the best obstacle avoidance maneuver. Since the vehicle constraints have the highest priority, their violation is minimum, which keeps the vehicle model valid. Therefore, the planned trajectory is performable by the vehicle while the tires' and actuators' capacities can be reached. It is also notable that the method can be applied for any number of obstacle categories. Increasing the number of priorities increases the calculation
time. However, possible non-crossable obstacles on a road can be categorized in a handful number of priority categories allowing for the real-time implementation of the proposed method.

## Chapter 5

## Experimental Results

### 5.1 Introduction

In this chapter, the motion planning MPC developed in Chapter 3 is implemented on a test autonomous vehicle platform. The motion planning MPC is modified to become compatible with the test vehicle software platform, and be used as the motion planning module of the software platform. The test platform has large delays, which causes oscillatory vehicle behavior. The delays are compensated by predicting the vehicle states and using the predicted states as the MPC's initial states. Experimental tests are performed on the test vehicle to validate the simulation results of the motion planning MPC and show that the MPC is implementable in real-time.

The rest of the chapter is organized as follows. First, the test vehicle and its equipments and modules are introduced. Next, the setup of the motion planning module for experimental tests is explained. The MPC inputs including vehicle states and virtual road and obstacles are obtained based on the data received from the other modules. Actuation mappings are calculated, and actuator inputs are generated based on the MPC outputs using the mappings. The platform delays are also compensated through a state predictor. Then, the experimental results of some test scenarios are presented to validate the simulation results of the motion planning MPC.

### 5.2 Test Vehicle

The experimental tests are performed on a BYD Tang test vehicle belonging to Intelligent Vehicle Research Center of Beijing Institute of Technology (Fig. 5.1). The vehicle is equipped with a Velodyne 32 LIDAR, two cameras, a GPS/INS navigation system, and two ARK-2000 on-board computers. The communications between the hardware sets are performed with TCP/IP protocol through EKI-2528PAI routers. The vehicle is also equipped with an active steering system, an electric motor, and a hydraulic brake system.


Figure 5.1: Test Vehicle.

The test vehicle software platform is developed on C++. The platform consists of a perception module, a route planner module, and a motion planning module. The perception module uses a Simultaneous Localization And Mapping (SLAM) method to generate an occupation map and localize the vehicle based on the LIDAR and GPS/INS data. The SLAM has a precision of 20 cm and localizes the vehicle on a $20 \mathrm{~cm} \times 20 \mathrm{~cm}$ grid map. The route planner module generates a predefined path profile, e.g, a straight path or a circular path, for the vehicle. Since the platform is not capable of detecting lanes or road margins, the path profile generated by this module is assumed to be the road profile in the motion
planning module. The motion planning MPC developed in Chapter 3 is utilized in the motion planning module of the platform.

### 5.3 Motion Planning Module Setup

The motion planning MPC developed in Chapter 3 should be adjusted for use in the test vehicle software platform. Since the platform is developed on C++, the MPC developed in MATLAB/Simulink is converted to C++. It is notable that since QPOASES is based on $\mathrm{C}++$, it can be used in the platform to solve the quadratic programming problem of the MPC.

The motion planning MPC should also be modified based on its inputs and outputs from the software platform. The developed motion planning MPC receives the vehicle states, the road and obstacle data, and the desired velocity and lane and generates the driving commands. In this section, the adjustments required in the MPC for it to be compatible with the software platform are presented.

The experimental results of the test platform with the motion planning MPC show an oscillatory vehicle behavior because of the delays in the vehicle platform. The delays originate from the localization system, the motion planning system, and the actuation system. In this section, the delays are compensated through a state predictor to remove the oscillations.

### 5.3.1 Vehicle States

The motion planning MPC requires initial vehicle states, and receives them from the vehicle platform. The vehicle states include the longitudinal velocity, lateral velocity, yaw rate, position, and heading angle. The yaw rate and heading angle are received from the vehicle navigation system. The vehicle speed in the north and east direction are also received from the navigation system. The vehicle longitudinal velocity can be calculated as the vector sum of the vehicle speed in north and east directions. The vehicle lateral velocity cannot be obtained directly from the navigation system, so it needs to be estimated, which is
out of the scheme of this work. This velocity is set to zero for these experiments. This approximation does not affect the predictions of the MPC significantly if no harsh lateral maneuver is performed.

The vehicle position is received from the perception module, which localizes the vehicle using a SLAM method. The module has a large calculation time, which is shown for a maneuver in Fig. 5.2. The calculation time is around 300 ms on average, which causes an average delay of around 300 ms on the position data. The delay is compensated by a state predictor as introduced in the following subsection.


Figure 5.2: Calculation time of the perception module.

### 5.3.2 Road and Obstacles

The motion planning MPC requires road data including the lane widths, profile, and number, and the obstacles data including the position of the obstacles, their size, and their type. The obstacles, lanes, and road margins are not detected in the software platform, and detecting them is out of the scope of this thesis.

The software platform has a route planner module, which generates a virtual path profile. For the experimental tests, the path profile is assumed to be the current lane profile. Moreover, the other road data including the width and number of lanes, and the obstacle data are defined virtually. The virtual road and obstacle data, as well as the desired speed and lane, are defined in the motion planning module for each scenario.

### 5.3.3 Actuation System

The motion planning MPC generates the driving commands including the total longitudinal force and the front steering angle. These commands are applied on the test vehicle through its active steering system, electric motor, and hydraulic brake system. The active steering system receives the steering wheel angle, the electric motor receives the motor torque, and the hydraulics brake system receives the brake pressure. Therefore, the front steering angle command should be mapped onto the steering wheel angle, and the total longitudinal force command should be mapped onto the motor torque and the brake pressure.

For low velocities, the steady state yaw rate has the following relation with the front steering angle:

$$
\begin{equation*}
r=\frac{u}{l_{f}+l_{r}} \delta, \tag{5.1}
\end{equation*}
$$

By knowing the steering wheel angle feedback and the vehicle yaw rate and speed for a low speed maneuver, the mapping from the front steering angle to the steering wheel angle can be calculated. The map is calculated to be a linear map with a proportional factor of 17.5. Figure 5.3 illustrates the steering wheel angle over time for an experimental test comparing the actual feedback value with the estimated value from (5.1) with the obtained map to show the accuracy of the map.


Figure 5.3: Steering wheel angle mapping.

The total longitudinal force can also be calculated by Newtons second law using the longitudinal acceleration:

$$
\begin{equation*}
F_{x_{T}}=m a_{x} \tag{5.2}
\end{equation*}
$$

where $a_{x}$ is the longitudinal acceleration. By knowing the brake pressure, motor torque command, and the vehicle longitudinal acceleration, the mappings from the total longitudinal force to the brake pressure and to the motor torque can be obtained. Figure 5.4 illustrates mappings from the longitudinal acceleration to the brake pressure and to the motor torque which can be transformed to the desired mappings by (5.2). In this figure, the circles demonstrate the cloud maps obtained from experimental results, and the lines represent the approximated map to be used in the motion planning module. As seen in Fig. 5.4a, the maximum longitudinal acceleration generated by the motor is $3.89 \mathrm{~m} / \mathrm{s}^{2}$. The mapping for the motor is approximated by two lines, which are shown in the figure. Moreover, as seen in Fig. 5.4b, for the brake pressures less than 0.9 KPa, no brake is applied on the vehicle. The mapping for the brake is approximated by a line for brake pressures larger than this value. Therefore, the total longitudinal force is mapped to the brake pressure and motor torque by the following equations:

$$
\begin{gather*}
T_{m}=\left\{\begin{array}{cc}
922 \frac{F_{x_{T}}}{m}+136 & F_{x_{T}} \geq-1.5 m \\
0 & F_{x_{T}}<-1.5 m
\end{array}\right.  \tag{5.3}\\
P_{b}=\left\{\begin{array}{cc}
0 & F_{x_{T}} \geq-1.5 m \\
-0.73 \frac{F_{x_{T}}}{m}-0.16 & F_{x_{T}}<-1.5 m
\end{array}\right. \tag{5.4}
\end{gather*}
$$

where $T_{m}$ is the motor torque and $P_{b}$ is the brake pressure. Moreover, the maximum total longitudinal force is also constrained to consider the limitation of the motor:

$$
\begin{equation*}
F_{x_{T}} \leq 3.89 \mathrm{~m} \tag{5.5}
\end{equation*}
$$



Figure 5.4: Mapping from the longitudinal acceleration to actuator inputs, a) mapping to motor torque, b) mapping to brake pressure.

Comparing the steering wheel angle and brake pressure commands to the steering wheel angle and brake pressure feedback show that there are also delays from the sent commands to the command implementation (Fig. 5.5a,5.5b). There is no motor torque feedback. However, comparing the equivalent longitudinal acceleration of the motor torque command to the measured longitudinal acceleration shows delays on the motor torque (Fig. 5.5c). As the results show, the delay is around 600 ms for all the actuation systems. The following section predicts the states to compensate for these delays and the other delays in the system.

### 5.3.4 Delay Compensation

There are delays on the test vehicle platform that makes the vehicle's behavior oscillatory. Figure 5.6 shows the performance of the motion planning MPC in keeping a straight lane in speeds less than $25 \mathrm{Km} / \mathrm{h}$. The route planner module generates a straight path in the direction of the vehicle heading to set the lane profile straight along the heading. As the results show, the vehicle needs very large steering angles to follow the straight path, which is inappropriate. The reason for this behavior is the delays of the test platform.

As explained in Section 5.3.1, the calculation time of the perception module is around


Figure 5.5: Actuation delays, a) steering delay, b) brake delay, c) motor delay.

300 ms , which makes the vehicle position approximately 300 ms old. Moreover, as explained in Section 5.3.3, the actuators implement the driving commands with around 600 ms delay. It is also notable that the step time of the MPC is 100 ms for the experimental tests, which causes a 100 ms delay on the vehicle commands. Therefore, approximately, a total delay of 1000 ms exists from the time that the vehicle states are measured to the time that the commands calculated based on the states are applied on the vehicle. As seen in Fig. 5.6, because of this large delay in the test platform, the test vehicle performs the lane keeping maneuver with an oscillatory behavior.

If a delay of $k_{e}$ steps exists on the estimated vehicle states, the available estimated states at the current time $t$ are not the current vehicle states and pertain to vehicle states


Figure 5.6: Experimental results for a lane keeping maneuver without delay compensation, a) vehicle path, b) vehicle speed, c) steering angle command and lateral acceleration.
at $t-k_{e}$. If this delay is the only source of delay in the system, the current vehicle states can be predicted based on the previous control inputs, $u(t-i)$ for $1 \leq i \leq k_{e}$, to be used as the initial states of MPC [90],[91]. Moreover, if the system delay is only because of the MPC step time, the current control input, $u(t)$, is implemented on the vehicle at the next step time. Therefore, $u(t)$ should be calculated for the states pertaining to $t+1$ instead of the states pertaining to $t$. The control input calculated at the previous step, $u(t-1)$, is applied on the vehicle during this delay time, and the vehicle states can be predicted based on this input to be used as the MPC's initial states [92]. The same statement holds for the actuation delay. If the only source of delay in the system is the actuation system, the control input calculated at the current time, $u(t)$, is applied on the vehicle at $t+k_{a}$ where the actuation delay is of $k_{a}$ steps. If there is no disturbance on the vehicle, the
vehicle states can be predicted at $t+k_{a}$ based on the previous control inputs, $u(t-i)$ for $1 \leq i \leq k_{a}$, to be used as the MPC initial states [93].

In the test vehicle platform, all three mentioned delays exist. If some states are estimated with no delay, $\tilde{\boldsymbol{x}}_{r}$, and some states are estimated with a delay, $\tilde{\boldsymbol{x}}_{d}$, the predicted states, $\hat{\boldsymbol{x}}$, at $t-k_{e}$ is:

$$
\hat{\boldsymbol{x}}\left(t-k_{e}\right)=\left[\begin{array}{ll}
\tilde{\boldsymbol{x}}_{d}(t) & \tilde{\boldsymbol{x}}_{r}\left(t-k_{e}\right) \tag{5.6}
\end{array}\right]^{T},
$$

The vehicle dynamics equations presented in (3.1) can be written as $\boldsymbol{x}(t+1)=f\left(\boldsymbol{x}(t), \boldsymbol{u}_{c}(t)\right)$ using zero order hold method. This equation is used to predict the vehicle states. Because of the controller step time delay and the actuation delay, the control input applied on the vehicle at the current time is old for $k_{a}+1$ steps. Therefore, the vehicle states can be predicted using the following equation:

$$
\begin{equation*}
\hat{\boldsymbol{x}}(t+i+1)=f\left(\hat{\boldsymbol{x}}(t+i), \boldsymbol{u}_{c}\left(t+i-k_{a}-1\right)\right), \quad-k_{e} \leq i \leq k_{a} \tag{5.7}
\end{equation*}
$$

In these experimental tests, a delay of 3 steps exists on the perception module. Therefore, the position states are estimated with a 3 steps delay. The longitudinal velocity, yaw rate, and yaw angle are assumed to be estimated with no delay. The lateral velocity is set to zero, and can be assumed to be either a delayed state or a state with no delay. It is assumed to be a delayed state so that it is predicted for the 3 steps to approach its steady state value. Therefore, $k_{e}$ is set to 3 , and the estimated state matrices are $\tilde{\boldsymbol{x}}_{d}=\left[\begin{array}{lll}X & Y & v\end{array}\right]^{T}$ and $\tilde{\boldsymbol{x}}_{r}=\left[\begin{array}{lll}u & r & \theta\end{array}\right]^{T}$. The actuation delay, $k_{a}$, is also 6 steps. Starting from the states obtained by (5.6), the vehicle states can be predicted using (5.7).

In the experimental tests, the predicted vehicle states at $t+k_{a}+1$ are used as the MPC initial states instead of the estimated states to consider the effect of the delays. It is notable that the states estimated with no delay are available at $t$. Therefore, in the process of prediction, their estimated values at $t$ replace their corresponding predicted states at $t$ for a more accurate prediction:

$$
\hat{\boldsymbol{x}}(t)=\left[\begin{array}{ll}
\hat{\boldsymbol{x}}_{d}(t) & \tilde{\boldsymbol{x}}_{r}(t) \tag{5.8}
\end{array}\right]^{T}
$$

Moreover, the future desired values of the MPC are calculated for $t+k_{a}+1$ to factor in the delays in the setup of MPC problem [94].

The results of a lane change maneuver to the left with the predicted states is illustrated in Fig. 5.7. As the results show, the vehicle can change its lane with an appropriate behavior. Moreover, after the lane change, the vehicle can follow its lane with a considerably smaller steering angle compared to the maneuver shown in Fig. 5.6. It can be concluded that, using the predicted states as the MPC initial states, the motion planning module generates more reasonable inputs by considering the effect of the delay. For the rest of the experimental tests, the motion planning MPC uses the predicted states as its initial states. The computation time of the motion planning module is also illustrated in Fig. 5.7 d . It shows that the calculation time of the motion planning module is less than 30 ms , and the module can plan the vehicle trajectory for real-time applications with step times over 30 ms .

As mentioned in Section 5.2, the perception module uses a SLAM method to localize the vehicle. The SLAM method localizes the vehicle with large errors. The heading angle and the lateral position of the lane change maneuver are plotted over time in Fig. 5.7e to show the errors. The heading angle is relative to the initial heading angle. As the results show, from the time 17 s to 25 s , the heading angle is positive. Moreover, The steering angle is also less than $0.3^{\circ}$ during this time, and the vehicle sideslip angle is very small. Therefore, it is expected that the vehicle moves toward the left side of the lane. However, the plot of the lateral position shows that the vehicle moves toward the right side of the lane during this time, which is because of the localization error. This error avoids the motion planning MPC for perfect path tracking. Moreover, the accumulation of this error causes large lateral offsets from the desired path, which makes performing maneuvers with large lateral movements difficult.


Figure 5.7: Experimental results for a lane keeping maneuver without delay compensation, a) vehicle path, b) vehicle speed, c) steering angle command and lateral acceleration, d) heading angle and lateral position, e) calculation time of motion planning module.

### 5.4 Test Scenarios

In this section, some test scenarios are performed on the test vehicle. The test scenarios are obstacle avoidance scenarios similar to Scenarios 3-7 of Chapter 3. It is notable that the road profile is generated based on the predefined path of the route planner module regardless of the actual road profile, and SLAM has noticeable position errors accumulating over time. Since the tests are performed on the streets, the lateral movements are limited. Therefore, the test scenarios expressed in this section are scenarios designed for keeping a straight lane.

The desired longitudinal velocity of the scenarios is $40 \mathrm{Km} / \mathrm{h}$. Each scenario starts with $5 s$ of being static. Then, the vehicle accelerates for $5 s$ with constant motor torque of 3000 Nm while the lane should be kept. The torque is applied to increase the vehicle speed in a short time. Then, the obstacle avoidance scenario is performed.

### 5.4.1 Car approaching from the side

This scenario is similar to Scenario 3 of Chapter 3; a car is on the left lane and carelessly changes its lane to the test vehicle's lane. The test vehicle is commanded to keep its lane. So, it should reduce its speed and go to the right of the lane to avoid the obstacle. In this scenario, a virtual obstacle is included, which is moving on the left lane with a speed of $40 \mathrm{Km} / \mathrm{h}$. It has the same longitudinal position as the test vehicle at the time of 10 s . It starts changing its lane at the time of 11 s and changes its lane in 5 s .

The experimental results of this scenario are illustrated in Fig. 5.8. The obstacle and the test vehicle are plotted in Fig. 5.8a by rectangles in actual sizes at the times of 11 s , 13.5 s , and 16 s . As the results show, the vehicle reduces its speed rapidly to make space for the obstacle, as expected. After the obstacle passes, the vehicle increases its speed. The results also show that the vehicle moves to the right of the lane, but because of the large localization errors, the movement due to obstacle avoidance cannot be distinguished from the errors.


Figure 5.8: Experimental results for car approaching from the side, a) paths of vehicle and obstacle, blue: test vehicle, red: obstacle, b) longitudinal force command and vehicle speed, c) steering angle command and lateral acceleration.

### 5.4.2 Non-crossable obstacle on the middle of the lane

This scenario is similar to Scenario 6 of Chapter 3; a non-crossable obstacle is in the middle of the lane while lane keeping is commanded. So, the vehicle should stop behind the obstacle. In this scenario, a virtual obstacle is placed in the middle of the lane at 90 m ahead of the vehicle at time 10 s , which is when the obstacle avoidance starts. The obstacle is $0.5 \mathrm{~m} \times 0.5 \mathrm{~m}$. Fig. 5.9 shows the experimental results of this scenario. The obstacle is shown with a red rectangle, and a contact rectangle is drawn around it with dashed lines. The contact rectangle represents the area that if the vehicle position is located in it, the vehicle and the obstacle are in contact. Therefore, a path that does not enter the contact


Figure 5.9: Experimental results for non-crossable obstacle on the middle of the lane, a) vehicle path and obstacle position, blue: test vehicle, red: obstacle, b) longitudinal force command and vehicle speed, c) steering angle command and lateral acceleration.
rectangle is obstacle-free. As seen, the vehicle stops behind the obstacle while keeping the lane, as expected.

### 5.4.3 Crossable obstacle in the middle of the lane

This scenario is similar to Scenario 7 of Chapter 3; a crossable obstacle is in the middle of the lane while lane keeping is commanded. Therefore, the vehicle should cross the obstacle. The scenario is set similar to the scenario of Section 5.4.2 except that the virtual obstacle is set to be crossable. Fig. 5.10 shows the experimental results of this scenario. As seen, the vehicle crosses the obstacle while keeping the lane and its desired speed, as expected.


Figure 5.10: Experimental results for crossable obstacle on the middle of the lane, a) vehicle path and obstacle position, blue: test vehicle, red: obstacle, b) longitudinal force command and vehicle speed, c) steering angle command and lateral acceleration.

### 5.4.4 Non-crossable Obstacle on the side of the lane

Two scenarios similar to Scenario 4 of Chapter 3 are performed; a non-crossable obstacle is on the side of the lane, placed once on the right side of the lane and once on the left side of the lane. Lane keeping is also commanded. So, the vehicle should pass the obstacle that is on the right side of the lane on the obstacle's left and the obstacle that is on the left side of the lane on the obstacle's right. The scenarios are set similar to the scenario of Section 5.4.2 except that the virtual obstacle is placed once at 1.5 m on the right side of the center of the lane and once at 1.5 m on the left side of the center of the lane. The experimental results of these scenarios are demonstrated Fig. 5.11.

Figure 5.11a shows the vehicle's path and the obstacle's positions for these scenarios. The obstacle on the right side of the lane is demonstrated by a red rectangle, and the vehicle's path corresponding to its avoidance is in blue. Moreover, the obstacle on the left side of the lane is demonstrated by an orange rectangle, and the vehicle's path corresponding to its avoidance is in green. As the results show, when the obstacle is on the right side, the vehicle slightly moves to the left to avoid the obstacle while keeping the lane and the desired velocity. Moreover, when the obstacle is on the left side, the vehicle stays on the right side of the lane to avoid the obstacle while keeping the lane and the desired velocity, as expected.

### 5.4.5 Crossable obstacle on the side of the lane

Two scenarios similar to Scenario 5 of Chapter 3 are preformed; a crossable obstacle is on the side of the lane, placed once on the right side of the lane and once on the left side of the lane. These scenarios are set similar to the scenario of Section 5.4.4 except that the virtual obstacles are crossable. Therefore, the vehicle should pass the obstacle that is on the right side of the lane on the obstacle's left and the obstacle that is on the left side of the lane on the obstacle's right.

Fig. 5.12 shows the experimental results of this scenario. As the results show, when the obstacle is on the right side, the vehicle moves slightly to the left to avoid the obstacle while keeping the lane and the desired velocity. Moreover, when the obstacle is on the left side, the vehicle stays on the right side of the lane to avoid the obstacle while keeping the lane and the desired velocity, as expected.

### 5.5 Summary

The motion planning MPC presented in Chapter 3 was implemented on an autonomous test vehicle platform in this chapter. The MPC was modified to be compatible with this platform, and some test scenarios were performed to validate the simulation results of the motion planning MPC with experimental results in real time.


Figure 5.11: Experimental results for non-crossable obstacle on the side of the lane, a) vehicle path and obstacle position, blue: test vehicle for right obstacle, red: right obstacle, green: test vehicle for left obstacle, orange: left obstacle, b) longitudinal force command and vehicle speed for right obstacle, c) steering angle command and lateral acceleration for right obstacle, d) longitudinal force command and vehicle speed for left obstacle, e) steering angle command and lateral acceleration for left obstacle.


Figure 5.12: Experimental results for crossable obstacle on the side of the lane, a) vehicle path and obstacle position, blue: test vehicle for right obstacle, red: right obstacle, green: test vehicle for left obstacle, orange: left obstacle, b) longitudinal force command and vehicle speed for right obstacle, c) steering angle command and lateral acceleration for right obstacle, d) longitudinal force command and vehicle speed for left obstacle, e) steering angle command and lateral acceleration for left obstacle.

There were delays on the test platform. The vehicle position was obtained by the perception module, which had a calculation time of around 300 ms . The results also showed a delay of around 600 ms on the actuation system. The step time of the motion planning module of the test vehicle was also 100 ms . Therefore, a total delay of around 1000 ms existed on the test platform. The experimental results showed that if the delay was not compensated for, the test vehicle could not follow a path smoothly, even at low speeds. The delay was compensated by using predicted vehicle states as the MPC's initial states. Using this method, a path could be followed smoothly, and a lane change could also be performed appropriately.

Some test scenarios were also performed to validate the simulation results of the motion planning MPC. The test vehicle stopped behind a non-crossable obstacle when passing on its side was not possible, and passed in on its side when possible. The vehicle also crossed a crossable obstacle, when passing on its side was not possible, and passed in on its side, when possible. Moreover, when a car approached the test vehicle carelessly from the side, the vehicle reduced its speed to make space for the car and avoid the car. Therefore, although there was a large delay in the platform, and the localization system had large errors, the motion planning MPC was modified adequately to work in this platform and performed appropriately. The experimental results validated the simulation results of the motion planning MPC. They also showed that the MPC is implementable in real time.

## Chapter 6

## Conclusion and Future Work

### 6.1 Conclusion

In this thesis, a motion planning MPC was designed for an autonomous vehicle that plans the vehicle's trajectory according to obstacle priority orders. This motion planning MPC categorizes the obstacles as crossable and non-crossable, and treat each category according to its characteristics. It also prioritizes the non-crossable obstacles based on their possible crash cost, and plans its trajectory based on their priority order. Moreover, it utilizes a vehicle model using a bicycle model and tire constraints that remain valid at tire force limits. Furthermore, the iterative obstacle avoidance method presented in this thesis allows for a more optimal motion planning by reducing the number of feasible trajectories removed by convexification. The major findings and contributions of this thesis are as follows.

The obstacles were prioritized based on their avoidance necessity by utilizing a potential field in the motion planning MPC. Potential fields have been used for obstacle avoidance in motion planning MPCs in literature. However, one potential function has been used for all the kinds of obstacles in each MPC. This approach treats all the obstacles similarly. However, obstacles can be prioritized by assigning each category of obstacles a different potential function that corresponds to the obstacles' characteristics. This approach treats obstacles based on their characteristics. In this thesis, the obstacles were categorized as
crossable and non-crossable using this approach. Assigning an appropriate function to each category makes the non-crossable obstacles to be avoided at any condition, and the crossable obstacles to be avoided when it is comfortable.

Non-crossable obstacles were prioritized based on their possible crash costs by applying lexicographic optimization on the motion planning MPC. It is common to use obstacle constraints for obstacle avoidance in motion planning MPCs. This method considers the same priority for all obstacles. However, the obstacles have different crash costs and should be prioritized. In this thesis, obstacle constraints were included in the MPC for non-crossable obstacles. The obstacles were prioritized by prioritizing their corresponding constraints through lexicographic optimization. Therefore, in a situation where a crash is unavoidable, the motion planning MPC plans the vehicle's trajectory such that the vehicle avoids the obstacles with the highest priority orders.

A vehicle model was developed for the MPC that is valid at tire force limits. A linear vehicle bicycle model has been used in the literature of motion planning MPC. The model uses linear tire models and accompanies constraints on tire sideslip angle to keep the model valid by keeping the tire in its linear force region. On the other hand, considering the limitations caused by combined tire slip and load transfer in the vehicle model makes the model valid at tire force limits. However, in the literature, there is no linear bicycle model that considers combined tire slip in modeling both longitudinal and lateral motions of a motion planning MPC. In this thesis, tire constraints were presented that consider the limitations of the combined tire slip and the effect of longitudinal load transfer on these limitations. The tire constraints were used in the motion planning MPC to generate a vehicle model that considers tire capacities. The tire constraints also cover the tire sideslip angle constraint, and keep the tire in its linear force region to keep the vehicle model valid.

An iterative obstacle avoidance method was presented that reduces the number of trajectories removed by convexification. If the obstacle avoidance is performed through obstacle constraints, and the motion planning MPC is quadratic, the obstacle-free area should be convexified by linear obstacle constraints. The convexification process removes some of the feasible trajectories. One of the best convexification methods presented for autonomous road vehicles is the linearized signed distance method. However, this method constrains the vehicle to stop behind an obstacle in front of it, and does not allow a swerving
maneuver in such a situation. In this thesis, in addition to generating a constraint set based on this method, two constraint sets corresponding to swerving to the right and to the left were also generated. The union of these three constraint sets has less removed trajectories than the first constraint set. IQMPC was presented to solve the problem for the union of the three sets; it consists of three MPCs, one for each constraint set. IQMPC increases the calculation time, but it increases the available feasible trajectories.

The performance of the developed MPC was evaluated through computer simulations in MATLAB/Simulink and CarSim. A high fidelity vehicle model of an electric Chevrolet Equinox in CarSim was utilized to simulate the vehicle behavior. The MPC was implemented in Simulink, and a quadratic programming solver called QPOASES was used to solve the MPC quadratic problem. The MPC was simulated for some test scenarios. The simulation results showed that the MPC plans the vehicle's trajectory appropriately in complex driving situations. The results also showed that the MPC treats obstacles based on their characteristics; the vehicle avoids the crossable obstacles only when it is comfortable to do so, but it tries to always avoid the non-crossable obstacles. They also showed that the MPC prioritizes the obstacles; in situations that avoiding all the obstacles is not possible, the vehicle avoids the obstacles with the highest priority orders and crashes into the obstacles with the lowest priority orders.

It can also be seen from the results that the vehicle generates large tire forces on the tire force limits, when required; i.e. the MPC used the tire capacity in generating the vehicle's trajectories. Furthermore, the results showed that the proposed IQMPC increases the available feasible trajectories; in a situation where stopping behind an obstacle in front of the vehicle is not possible, but swerving is possible, the IQMPC avoids the obstacle by swerving while the MPC based on the linearized signed distance constraint set cannot avoid the obstacle.

The proposed MPC was also implemented on a test vehicle platform to validate the simulation results of the MPC with experimental results. The MPC was modified to become compatible with the test vehicle software platform. It was also modified to compensate for the test platform delays by using predicted vehicle states as the MPC initial states. The modified MPC was implemented on the test vehicle for some test scenarios. The results showed that the MPC was modified adequately to work in this platform and performed
appropriately despite the large delays in the platform and large localization errors. The experimental results also validated the simulation results of the MPC and showed that the MPC is implementable in real time.

### 6.2 Future Work

The following are a few suggestions for the continuation of the work done in this thesis to improve the performance of the motion planning MPC.

- Improving obstacle priority orders: In this thesis, the priority orders were assigned to each obstacle based on the possible crash costs of the obstacle's category; e.g. cars were prioritized over rocks. However, the speed and the angle of the crash also have great impacts on the crash costs; e.g. a high speed crash with a rock is more costly than a low speed crash with a car. These factors can be considered in predicting the possible crash cost of obstacles to obtain more accurate obstacle priority orders.
- Obtaining the optimal lane by utilizing IQMPC: The desired lane is usually planned in the behavioral planning stage of an autonomous vehicle. However, this stage does not consider the vehicle dynamics and obstacle avoidance in planning the desired lane. IQMPC can be modified to find trajectories for lane keeping, lane change to the left, and lane change to the right. The trajectories can be sent to the behavioral planning stage as feedback so that this stage decides the desired lane by considering the vehicle dynamics and obstacle avoidance performance of the optimal trajectory corresponding to each lane.
- Considering ride comfort: The weighting matrices in the objective function of the proposed motion planning MPC were tuned for a smooth driving condition, but the ride comfort was not optimized. Passenger ride comfort indexes can be included in the MPC objective function so that the optimality in terms of passengers' comfort is also considered in planning the vehicle's trajectories.
- Improving IQMPC: IQMPC was proposed to improve the obstacle avoidance performance by covering more feasible trajectories. However, it does not cover all the
feasible trajectories. The number of iterations and the constraint set of each iteration can be modified so that more feasible trajectories are covered, and the obstacle avoidance performance is improved.
- Controlling tire slips: In this thesis, tire slips were not controlled in the motion planning MPC; they were controlled in a slip controller. Tire slips can be controlled in the MPC by including the wheel dynamics in the vehicle model of the MPC. This way, the vehicle's trajectory is planned based on a more accurate vehicle model. It is notable that to control the tire slips, the torques on each wheel should be considered as a control input, which increases the number of control inputs, and consequently, the calculation time. However, the tire slip should be considered only at a few first prediction steps. Therefore, to reduce the number of control inputs, the wheel torques can be replaced by the total longitudinal force after these steps.
- Planning trajectories with large yaw angles: The vehicle model used in the proposed motion planning MPC is a linear bicycle model linearized for small yaw angles. However, there are some maneuvers that require large yaw angles in a prediction horizon, e.g. U-turn. In these maneuvers, the proposed vehicle model is invalid, and therefore, the motion planning MPC cannot plan these maneuvers appropriately. These maneuvers are performed at low speeds. Therefore, a switching MPC can be developed that uses the dynamics model at high speeds and a kinematics model at low speeds. This MPC can plan trajectories with large yaw angles at low velocities while it considers the vehicle dynamics at high speeds where vehicle dynamics consideration is required.
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